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Background and Aims. Te assessment of grapevine trunk disease symptoms is a labour-intensive process that requires experience
and is prone to bias. Methods that support the easy and accurate monitoring of trunk diseases will aid management decisions.
Methods and Results. An algorithm was developed for the assessment of dieback symptoms due to trunk disease which is applied
on a smartphone mounted on a vehicle driven through the vineyard. Vine images and corresponding expert ground truth
assessments (of over 13,000 vines) were collected and correlated over two seasons in Shiraz vineyards in the Clare Valley, Barossa,
and McLaren Vale, South Australia. Tis dataset was used to train and verify YOLOv5 models to estimate the percentage dieback
of cordons due to trunk diseases. Te performance of the models was evaluated on the metrics of highest confdence, highest
dieback score, and average dieback score across multiple detections. Eighty-four percent of vines in a test set derived from an
unseen vineyard were assigned a score by the model within 10% of the score given by experts in the vineyard. Conclusions. Te
computer vision algorithms were implemented within the phone, allowing real-time assessment and row-level mapping with
nothing more than a high-end mobile phone. Signifcance of the Study. Te algorithms form the basis of a system that will allow
growers to scan their vineyards easily and regularly to monitor dieback due to grapevine trunk disease and will facilitate corrective
interventions.

1. Introduction

Grapevine trunk diseases (GTDs), such as Eutypa and
Botryosphaeria dieback, are a pervasive and growing issue
across the Australian wine industry that gradually reduces
vineyard performance. Other trunk diseases, such as esca,
Petri disease, Phomopsis dieback, and black foot disease,
cause signifcant issues in other countries but have little
impact in Australia [1]. Eutypa dieback causes leaves to
become distorted and yellow, shoots to stunt, and cordons to
dieback. Botryosphaeria dieback has no distinct foliar
symptoms but causes similar cordon dieback. GTDs are
detected by the visual assessment of experts, and the control

treatments for GTDs can be labour-intensive and most
efective when administered preventively, early in the life of
the vineyard [1–4]. Regular vineyard surveys are not feasible
for many growers due to the labour resources required.

Methods for estimating GTD dieback from aerial im-
agery are well-established but are limited by ground vege-
tation [5]. Recent work by Ouyang et al. [6] used 3D point
clouds collected using an unmanned aerial vehicle to detect
GTD with an accuracy of 87.4%.

Deep learning techniques are part of a rapidly growing
area of machine learning research that is especially efective
for image analysis such as the detection of GTD. Deep
learning methods typically result in higher classifcation
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accuracy and faster testing times than using traditional
machine learning methods, but most critically for this re-
search, they eliminate the need for hand-crafted features [7].
Tese advantages over traditional machine learning have
caused deep learning image analysis to be used in a wide
variety of agricultural applications, including disease iden-
tifcation [8–11]. Researchers applied combinations of dif-
ferent networks, both existing and custom architectures, on
datasets that they had collected and augmented themselves
[7–9, 11, 12].

Mohanty et al. [12] previously achieved an overall ac-
curacy of 99.35% when detecting crop-disease pairs from
images of leaves using DL techniques, but there are key
diferences in the scope of research programs. Tey iden-
tifed 26 diferent diseases in 14 crop species, but the images
used were of a single leaf, taken in a controlled environment
against a consistent background. Our research aims to detect
the presence of a single disease in real time from images
taken in the feld, which introduces a number of compli-
cations. Te in-feld images introduce uncontrolled back-
grounds and conditions, which can reduce the accuracy of
the detection.

For in-feld images, there has been a wide variety of work
in object detection for agriculture, most notably fruit de-
tection. Kuznetsova et al. [13] applied the YOLOv5 algo-
rithms for apple detection with a false positive rate of 3.5%
and a false negative rate of 2.8%. For strawberry detection,
Chen et al. [14] achieved a false positive rate of 5.7 to 15.4%
and a false negative rate between 4.6% and 18.1% on mature
fruit. Wang et al. [15] studied various attributes of fruit
detection using YOLOv5 and recommended that for single-
class object detection, a minimum of 2500 objects should be
labelled and used in training.

Beyond object detection, the classifcation of severity or
other fruit attributes has also been studied. In addition to
their mature strawberry detection, Chen et al. [14] in-
vestigated fower and immature fruit detection, with limited
success. Wang et al. [16] adapted a VGG-16 classifcation
model for estimating apple fower distributions, focussing
on the maturity stage rather than the frequency of each class.
Tey showed it to be more accurate and slightly faster than
YOLOv5 when running on a personal computer.

Te aim of this research was to develop an automated
edge computing system that would allow growers to quantify
the severity of cordon dieback caused by GTDs at a temporal
(every season) and spatial (whole vineyard) scale.Te system
had to use a standard camera mounted on a vineyard vehicle
and intelligent algorithms to monitor and map trunk disease
and be implemented in such a way that it could be accessed
by nontechnical users.

Te aim can be split into two components:
(1) Algorithms for cordon dieback assessment
(2) System for data collection, processing, and display

Tis paper presents the frst component of the research
and evaluates its performance. Te algorithm for cordon
dieback assessment will be a machine-learning-based image
processing algorithm trained using vineyard images col-
lected on a standard camera and will be assessed on the

similarity of the algorithm’s results to expert assessment on
unseen vines. Te scope of this research is limited to vines
with bilateral cordons with spurs, trained on a single wire,
due to these beingmore common than quadrilateral cordons
in an Australian context.

2. Materials and Methods

2.1. Data. Te data used to evaluate the dieback assessment
networks were collected in October of 2020 and 2021 in
eleven vineyards (cv. Shiraz,Vitis vinifera L.) in theMcLaren
Vale and the Clare and Barossa Valleys, South Australia.
Images of the vines were collected using a mobile phone app
developed for the purpose and operating on a pair of
Samsung Galaxy S21+ phones (model SM-G996B) running
Android 11. Tese phones were mounted on a trailer ap-
proximately 300mm from the ground and the middle of the
interrow, with the image sensor facing the vines and the
phone orientated so the cordon wire was near the centre of
the image. See Figure 1 for the experimental setup. Te
trailer was driven throughout the vine rows at a speed of
approximately 7–9 km/h while imagery was captured and
processed by the phone. Images were captured by each
phone at a rate of at least 5 frames per second and a reso-
lution of 1280× 720 pixels. When combined with the wide
feld of view lens in the phone, this enabled the majority of
each vine to be captured, with the trunk at the centre of the
image. Further analysis of the achievable framerate is given
in Section 4.3.

Te proportion of cordon dieback on each vine was also
visually assessed by two experts in the vineyard, and the score
was recorded for each of the assessed vines [4, 17]. Cordon
dieback in these vineyards is predominantly caused byGTDs, as
evidenced by the presence of Eutypa dieback foliar symptoms,
but it should be acknowledged that other factors such as
nematodes, viruses, and other vineyard management practices
may have contributed to the cordon dieback [18]. Each cordon
was assigned a score in the range of (0, 50) in increments of 5,
representing the percentage of dieback on the cordon as a total
of the vine. Class 0 represents a complete and healthy canopy,
and class 50 represents a cordon with no shoots or leaves. Te
assessment of dieback can vary between experts, and there is
a particular difculty in diferentiating between the lower classes
of 0, 5, and 10.Tese scoreswerematchedwith the images of the
vines, and the images were labelled with bounding boxes
around the trunk and around each cordon with the dieback
score. During the growing season for the 2021 vintage, 12,642
bilateral cordon vines were scored and imaged, with 5,570 in the
McLaren Vale and 7,072 in the Clare Valley. In the 2022 vintage
growing season, an additional 1,149 bilateral cordon vines were
scored and imaged, 568 from the McLaren Vale and 581 from
the Clare Valley. Te vines imaged in the 2022 vintage growing
season were also imaged in the previous growing season.
Overall, 13,791 vines were imaged and scored.

2.2. Algorithm Development. Te model chosen for the
dieback assessment network was YOLOv5s, as it is small
enough to deploy on edge computers while maintaining
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good detection results. Te total dataset of all scored vine
image across each vineyard resulted in an unequal number
of instances between cordon classes (Figure 3(a)). Tis class
imbalance can result in the assessment network overftting
to certain classes, artifcially increasing the probability of
assessing certain classes. Tis is particularly detrimental to
the classes with very few training examples, such as classes 45
and 50 (Figure 3(a)). A subset of the total dataset with
a balanced class distribution was created and used as the
balanced training dataset for the network (Figure 3(b)). Te
number of training examples was greatly reduced when
a balanced training dataset was created, as the number of
training examples in each class was reduced to approxi-
mately the number of instances in the smallest class (class
50), and the majority of training examples consisted of
classes 5, 10, and 15. Experimentation was used to explore
the efects of various combinations of training sets
across years.

Data augmentation techniques were used to increase the
number of training examples, so that the network would be
more robust to changes in orientation and variable envi-
ronmental conditions. Each training image was fipped
horizontally with a probability of 85%, which would simulate
driving the vehicle carrying the camera in each direction
along the row of vines, capturing images of both sides of the
vine. A Gaussian blur was applied to the training images to
increase the number of training instances and to increase the
robustness of the algorithm to lower-quality images which
may occur when capturing images from a moving platform.
Te weather conditions greatly afected the brightness of the
grapevine images, so each of the images had its brightness
both increased and decreased using a gamma correction
function to simulate a range of weather conditions. Gamma
correction applies a mathematical function to each pixel that
either lightens or darkens the image overall, depending on
the parameters used. Te augmentations applied increased

Figure 1: Two pairs of smartphones mounted facing the opposite rows for continuous data collection. Tis prototype setup also includes
two action cameras and two vertically orientated phones; note that only images collected from the horizontally orientated phones were
included here. Other than a companion phone to control these phones from the driver’s seat, no additional infrastructure was needed. See
Figure 2 for an example image.

Figure 2: Detection from the unseen test set. Te dieback on the right cordon is underestimated as the shoots from the adjacent cordon
extend into the bounding box.

Australian Journal of Grape and Wine Research 3



the number of training images from 2084 images to 13076
images. Te validation and test set images were not aug-
mented in any way (Table 1).

Experiments were carried out to evaluate the suitability
of the proposed algorithm by varying the hyperparameters
and the data used for training each model (Supplementary
Table 1 to Supplementary Table 6). Te Ultralytics YOLOv5
version 6.1 Python library was used to implement the al-
gorithm [19]. Training was carried out on a personal
computer with 16 Intel® Core™ i9-9900KF CPUs using
Python 3.7.3 and Ubuntu 18.04.6 LTS.Te data used to train
a deep learning image processing network is crucial and one
of the defning factors in the results.

All models were evaluated on an unseen test set consisting
of all the assessed vines in one block. Tis was to ensure that
there was no overlap between the training and test data and that
the results of each experiment could be directly comparable.
Te primary variables that were investigated were the data used
to train the network and the training hyperparameters. All
experiments were trained to completion, with completion
being defned as the trend of the accuracy on the validation set
across training epochs appearing to stabilise, with training
lasting at least 300 epochs.

Te most accurate model was evaluated not only on the
unseen test set (Block 4) but also on a much larger set of
images from the remaining blocks, again ensuring that these
images were not included in either the training or
validation sets.

2.2.1. Algorithm Evaluation Metrics. Te success of the
dieback assessment algorithm was measured using the fol-
lowing criteria:

(i) Percentage of trunks detected
(ii) Percentage of cordons detected
(iii) Percentage of cordons with dieback scores identifed

correctly (class accuracy)
(iv) Percentage of cordons with dieback scores identifed

within 5% of correct score (variation accuracy ±5%)

(v) Percentage of cordons with dieback scores identifed
with 10% of correct score (variation accuracy ±10%)

Te percentage of trunks detected should be as high as
possible, as the system used to analyse the images relies on
the detection of a trunk or half cordon to denote the results
of the dieback assessment algorithm. By detecting the trunk
and using images only where the trunk appeared close to the
centre of the image, double-counting of successive half
cordons was avoided. Te algorithm must be able to detect
the grape vine cordons in order to identify the extent of
dieback, so the successful detection of cordons must occur
for the algorithm to be efective.Te assessment of the extent
of dieback is subjective and can vary between experts.
Terefore, the identifcation of the dieback score for each
cordon will be assessed on an exact match to the in-feld
scoring as well as with a margin of 5% or 10% error.

2.3. System Overview. To manage, control, and observe the
scanning process with ease, a smartphone-based two-
application system was designed with a “controller” and
a “scanner” application (Figures 4 and 5). Te system only
needs to connect to external devices on two occasions: for
the initial fast localisation of the GNSS system or when
downloading the map data for display on a computer. Te
system is able to process the images and automatically
generate a map of the GTD in real time using only the
“scanner” phone, the results of which are displayed on the
“controller” phone or a computer. Further details of the
system are outside the scope of this paper and available on
request.

3. Results

3.1. Dieback Assessment Algorithm. Following the experi-
ments used for training the dieback assessment algorithms,
model 6 gave the best overall performance (Table 2). Te
trunk class was excluded from the confusion matrix
(Figure 6) for the best performing model (model six) as all
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Figure 3: (a) Te distribution of vine cordon GTD labels for imagery collected in the 2022 vintage. (b) Te more balanced distribution of
vine cordon GTD labels used for training the models, using data collected from both 2021 and 2022 vintages. Zero indicates no GTD
symptoms observed, and 50 indicates complete dieback for that cordon. Te total number of cordons is approximately twice the number of
vines as indicated by the number of trunks identifed.
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trunks were correctly detected in the test set. Missing cor-
dons, which are cordons that were labelled, but not detected
by the algorithm, were designated a separate class (“M”) in
the confusion matrix.

Model 6 was applied to images collected in the same
blocks used for training. Even though these vines and images
were not seen by the model during training or validation,
excellent correlation with ground truth is seen, with over
99% of vines having an estimated GTD dieback severity
within 10% of the manual ground truth (Table 2 and
Figure 6(b)).

When the most successful model (model 6) was applied
to the unseen test set; that is, with vines from a block
completely unseen in the training or validation, the shape of
the distribution is well matched against ground truth data
(Figure 7(a)). Similar patterns were seen for the blocks used

as part of the validation (within the training process)
(Supplementary Figure 1). Examples of detections in images
are shown in Figures 8 and 9.

3.2. Evaluation of the Selected Model across Eleven Test Sites.
Data from the eleven sites used for training and validating
the algorithm were processed with model 6 using the
smartphone—with an additional block in the Barossa Valley
also mapped (Block 1). Histograms were used to display the
distribution of GTD severity across the block (Supple-
mentary Figure 1). Te vines and severity of GTD were
georeferenced and plotted on aerial images (Figures 10–12).

In Block 1 (Figure 10), the mapped data displayed a high
degree of average severity uniformly distributed across all of
the surveyed vines. Whilst there are pockets of higher-

Table 1: Number of images in each data subset.

Data subset Number of images
All data 13,791
Balanced training data 2,084
Augmented balanced training data 13,076
Balanced validation data 821
Test data from a single unseen vineyard with no augmentations or balancing 172
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Able to manage up to two scanners
simultaneously, including:

- Change scanner settings (e.g. custom
names, configured facing, etc.)
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processing, geotaggings
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as preview images, scanner
settings, immediate results
and previous scan results to

a connected controller
application

Scanner Application

Controller Application

Figure 4: Application ecosystem overview.
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severity vines (such as in the centre of the top row), most
vines exhibit symptom severities in the 40–60 percent range.
Tis could indicate an older block, where the disease has had
time to spread throughout most vines and less attention has
been placed on remedial treatment.

In Block 5 (Figure 11), a high concentration of vines
exhibiting severe symptoms were located at the northern end
of the rows. Grapevine trunk disease does not normally
follow a spatial pattern—so the grouping of the afected
vines in one section of the vineyard was surprising. On
further investigation, it was identifed that the northern end
of the block had reduced vigour as it is prone to frost, and
a frost event had occurred several weeks before the as-
sessment. Regardless of the cause, this gives growers an
indicator that this is an area where the vines are performing
poorly. A further manual inspection would often be made of
the worst-afected areas to confrm the cause of an unusually
concentrated area of increased dieback.

Te mapping of Block 8 (Figure 12) exhibits less severe
symptom severity. Te high-symptom severity vines are
clustered into small groups and distributed across the
eastern portions of the block.

Vine symptom severity was usually normally distributed
across the respective block, with a skew towards lower levels
of severity (Figure 13). Te results across blocks were typ-
ically clustered to a 10–20% range with some outliers. Blocks
3 and 5 exhibit results with a wider spread, with lower peaks,
and a fatter distribution. In Block 5, this was a cause of the
severe concentration of vine symptom severity in a small
section of the block (see Figure 11).

3.3. Application Performance and Optimisation. Te target
framerate (5 FPS) was achieved consistently as a result of
optimisation of the phone application. Images were captured
at 1280× 720 pixels and processed at 640× 360 pixels using
model 6. Te two test phones used (128GB and 256GB

models of the SM-G996B Samsung Galaxy S21+ 5G) were
both able to maintain a throughput of at least 5 FPS, shown
as the ability to process individual images consistently in less
than 200ms over 110minutes (Figure 14). Te increase in
processing time observed in the 128GB model at the
60minute mark is likely due to processor throttling as the
phone heated up over time; however, the 200ms threshold
was not exceeded.

 . Discussion

4.1. GTD Detection Algorithm

4.1.1. Trunk and Cordon Detection. Trunk detection was
high across all the experiments, with at least 97% of trunks
being detected in each experiment and trunk detection as
high as 100% in two of the trained models. Trunk detection
was consistently high because of the number of instances in
the training data and the appearance of the trunks. Te
trunks are visually distinct from the cordons, most notably
due to their orientation. For every grapevine, there is a single
trunk and two bilateral cordons with spurs; quadrilateral-
cordon vines were considered out of scope for this research
due to their distinctly diferent appearance. Given that the
cordons are broken down into 10 classes based on the extent
of dieback, the number of instances of trunks is much higher
than any other class. Deep learning object detection algo-
rithms require many examples to accurately detect objects in
images; therefore, the high number of training instances for
trunks ensures that the trunk detection was successful.

Te algorithm must detect the grapevine cordons in
order to classify them based on the extent of dieback, which
makes the percentage of cordons detected critical to the
overall performance of the algorithm. Te percentage of
detected cordons rose with the number of training examples
and the increase in the left-right fip during training. Te
increase of the left-right fip hyperparameter also efectively
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increased the number of training images as the images are
reversed horizontally, as most clearly seen in the 67% in-
crease in the detected cordons between experiments 1 and 2
when a 0.85 left-right fip was applied. Te efects of in-
creasing the training examples diminished as more training
examples were used, but the network achieved the correct
detection of 99% of cordons in the unseen test set which
underpins the rest of the analysis.

Two cordons were not detected in the test set. In the frst
example of a missing cordon, the cordon was not detected as

there was a tree in the background with the foliage extending
above and below the cordon, so the cordon was not dis-
tinguished from the background (Figure 15). For the second
missed cordon detection, the photo is blurred and the
leaves are pale in the image, but the cordon is not unrec-
ognisable to a human observer (Figure 16). Tere are other
considerations for the algorithm in this example. First, the
right cordon was detected with a confdence score of 0.41,
low compared to the majority of cordon confdence scores,
which suggests that the light conditions and the blur (more
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Figure 6: Confusion matrices for cordon class detections for model 6 (as described in Table 2). (a) Images for the unseen test set were
collected from vineyards where other images from those vineyards were used in training. (b) Images for the unseen vines comprised of vines
from Block 4 which had not been used for any model training or validation the yellow of-diagonal terms have been highlighted as a± 10
threshold has been applied in the evaluation of results in this paper. Te general diagonal form of the results is evident, with some outliers
(discussed below).
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signifcant on the left cordon) were a major factor in any
detections of the left cordon falling under the confdence
threshold of 0.25. Te bounding box for the trunk is also
much wider than the typical trunk bounding boxes as the
trunk itself is slanted (Figure 16). Te cordons do not
originate from the centre of the trunk bounding box, as is the
norm, and combined with the thinness of the left cordon,
this creates additional difculties for the detection of this
cordon.

In terms of pure object detection accuracy using
YOLOv5, Kuznetsova et al. [13] obtained an accuracy of
97.1% in counting apples in general images. It is not sur-
prising that the trunk detection results in this work are
slightly higher in accuracy given the size and uniqueness of
the shape compared with apples.

4.1.2. GTD Dieback Detection. Detecting trunks and cor-
dons in vineyard images allows the algorithm to fulfll the
aim of detecting the extent of dieback. Model 4 had the
highest class accuracy, with 27% of cordons classifed by
the algorithm matching the labels given in the vineyard
(Table 2). As previously stated (see Section 3.1), the
dieback scoring is subjective and can vary between dif-
ferent experts, and there is particular difculty in dif-
ferentiating between classes 0, 5, and 10. When the
variation accuracy within 5% and 10% was considered,
model 6 had the highest ±10% variation accuracy (84%),
as well as a higher ±5% variation accuracy and more
cordons detected than model 4. Models 4 and 6 had
slightly diferent training hyperparameters, but the main
diference between these models was the training data

Figure 8: Detections from model 6. Te labelled classes were 15 on the left and 15 on the right. Te detected classes were 15 for the left
cordon and 10 for the right, as the detected classes are given frst in the bounding box labels. Te decimal in the bounding box is the
confdence score, an expression of how sure the algorithm is of what is detected.

Figure 9: Detections from model 6. Te labelled classes were 25 on the left and 30 on the right. Te detected classes were 20 for the left
cordon and 30 for the right, as the detected classes are given frst in the bounding box labels. Te decimal in the bounding box is the
confdence score, an expression of how sure the algorithm is of what is detected.
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Figure 10: Block 1 vine symptom mapping—each point represents the overall vine assessment combining both cordons.

Figure 11: Block 5 vine symptom mapping—each point represents the overall vine assessment combining both cordons.
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used. Model 6 used the V2021 and V2022 augmented
data, resulting in many more training examples which
improved the performance similarly to the cordon de-
tection. Te augmented data adjusted the exposure and
blur of the training images, which theoretically would
make the algorithm more robust to changing light con-
ditions and changes in photo quality, as shown by Wang
et al. [15]. However, the test set images were taken on
a single day using one model of phone. Terefore, the
efects of changing illumination due to weather condi-
tions and changing the photo quality due to the camera
used were not directly assessed.

Te ±10% variation accuracy is quite reasonable given
that some classes included as little as 50 training images
(prior to augmentation), and Wang et al. [15] recom-
mended 2500 training images for a single class. Te de-
tection algorithm is more likely to overestimate the extent
of the dieback rather than underestimate it, with 19
cordons underestimated by at least 15% and 28 cordons
overestimated by at least 15%, the manual scoring factors
in all the shoots extending from each cordon, including
when a shoot extends over the adjacent cordon, although
this is not common. Te detection algorithm estimates the
extent of dieback based on the volume of leaves around
the cordon, as the training images were labelled with
a bounding box around the cordon, and the volume of
leaves in the bounding box is largely consistent with the

amount of dieback. If a shoot extends to another cordon,
the algorithm will estimate the extent of dieback in-
correctly (see Figure 2). Te right cordon in this example
was given a manual score of 50, but the detection algo-
rithm assigned a score of 30 due to the shoots from the
adjacent cordon extending into the bounding box. Te
accuracy of 84% on an individual vine level compares well
with that of Ouyang et al. [6], who achieved 87% accuracy
on an aggregated row level. Te number of classes of
severity used by Ouyang et al. [6] was slightly smaller,
which would also lead to improved results.

When the frequencies of each class in the manual scoring
and detections were compared between a set of vines from
a vineyard that was not used in training (Figure 7(a)) and
a larger test set consisting of the unseen vines in vineyards
that were used in training the algorithm (Figure 7(b)), the
algorithm performed better on the unseen vines in vineyards
used in training.Te images of the unseen vineyard are often
overexposed, although some of the unseen vines in the
training blocks are overexposed as well, these are a higher
proportion in the unseen vineyard.Te images in the unseen
vineyard are blurred in addition to the light conditions that
would cause more difculties in accurately estimating the
dieback.

Tere are two possible courses of action to potentially
improve the results. Te training images could be given new
scores based on the volume of leaves around each cordon.

Figure 12: Block 8 vine symptom mapping—each point represents the overall vine assessment combining both cordons.
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Tis would not refect the manual scoring system as closely
but may align more with the needs of the growers. Te
presence of growth in the area is more important than
exactly which vine it extends from. Alternatively, semantic
segmentation could be used to identify exactly which shoots

extend from each cordon to align with the manual scoring
more closely. Semantic segmentation would not appear to
currently be a feasible technique for real-time processing on
a mobile phone due to the need to classify each pixel rather
than identify three bounding boxes. Te training data would
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Figure 14: Sustained processing time of GTD dieback scanning across diferent S21+ models—128GB (a) and 256GB (b).

Figure 15: A missing cordon detection from the test set.

Figure 16: Another missing cordon detection from the test set.
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also need to be labelled by experts in manually scoring
dieback as correctly allocating each shoot to the correct
cordon is very important.

4.2. Evaluation of the Selected Model across Eleven Test Sites.
By comparing the results across all the test sites, signifcant
variation in the spatial pattern, incidence, and severity of
GTD dieback symptoms was observed. Tis may be due to
diferent ages of vines, diferent GTDs involved, or local
climatic conditions. Te incidence and severity of GTDs
increases with age of vines [3, 4, 20]. Te distribution of
pathogens that cause Eutypa and Botryosphaeria dieback
varies between Australian regions [21, 22] which may also
explain some of the variability observed between regions in
the current study. Rainfall is required for infection, and
certain temperature and humidity conditions favour the
diferent causal pathogen species [23, 24]. Nonetheless, this
work lays the foundation for the analysis of data over
multiple seasons or before and after remediation activities to
monitor changes in GTD symptoms.

Very few blocks have a low average severity (Supple-
mentary Figure 1), partially due to grapevines being a natural
system and not growing uniformly despite the best endeav-
ours of growers. It also highlights the potential for growers to
tend to underestimate the severity throughout their blocks, as
once the canopy is more fully grown, shoots will tend to
spread out and disguise diseased sections of the cordon.

4.3.EvaluationofSmartphoneApplication. After running for
many hours in-feld conditions, the smartphone “scanner”
application was able to successfully collect, process, and geo-
reference all the images across the eleven test sites. Despite
the hard requirement of 5 FPS processing, the phone was
able to sustain this performance consistently in tests lasting
more than an hour. Compared with the aerial method of
Ouyang et al. [6], the ability to undertake the survey using
only a mobile phone mounted on a vehicle is somewhat
simpler yet of comparable accuracy, giving greater oppor-
tunity for industry adoption.

5. Conclusions

Tis paper presents and evaluates an algorithm to detect and
map grapevine trunk disease dieback using only a smart-
phone. Te YOLOv5-based algorithm was successfully ap-
plied in a smartphone app to collect and process data from
more than 13,000 vines in the McLaren Vale, Clare Valley,
and Barossa Valley regions of South Australia across two
growing seasons and ten vineyards.

Te algorithm was efective, as it was able to classify 99%
of cordons within 10% of expert visual dieback assessment on
unseen vines from the same blocks as used in the training and
validating the model. When tested on vines from a diferent
block, again unseen by the model, a classifcation accuracy of
84% was achieved and 99.5% of cordons were detected.

Furthermore, the algorithm reliably operated at a frame
rate of 5 FPS on a commercially available smartphone,

including capturing, processing, and mapping the data
with GNSS.

Further research into the robustness of the algorithm
under diferent weather conditions and image quality is
recommended to ensure that the system remains efective for
manymodels of phone used and that the system is not reliant
on good weather conditions. A variation of the algorithm
that can be used in vineyards with diferent training systems
(e.g., multiple cordons) would also be a recommended area
of further research. A reliance on existing deep learning
algorithms mean the GTD level had to be discretised; further
work could examine methods for providing a continuous
numerical output.

Being able to transform a deep learningmodel trained on
a server to run in real-time on a smartphone has provided
a powerful tool for growers to attach to a vehicle and obtain
maps of GTD dieback symptoms. Tis opens the potential
for rapid assessment of GTD more widely across the in-
dustry on bilateral cordon-trained vines. It also highlights
the potential for deep learning models to be trained to detect
visual symptoms of other diseases and to be applied in the
feld with just a smartphone.
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Background and Aims. Previouswork inAustralia has demonstrated the value of data-driven approaches to terroir analysis but, like other
terroir research, focussed predominantly on the natural resources (soils, topography, and climate) onwhichwinegrowing depends. In only
very few cases have metrics of production performance also been considered. In this study, focussed on the Marlborough region of
New Zealand, we integrated data pertaining to vineyard performance with biophysical data (soils and climate) describing the conditions
under which grapes are grown to give a more holistic indication of regional-scale variation in the terroir of the Marlborough production
system.Methods andResults. Digitalmap layers describing variation in climate, soil properties, and the yield and harvest date of Sauvignon
Blanc (Vitis vinifera L.) were assembled and analysed for similarity in their patterns of spatial variation over six vintages (2014–2019) using
k-means clustering. Te results suggest that the Marlborough region has a characteristically variable Sauvignon Blanc production with
crop phenology and harvest date strongly infuenced by variation in temperature, and yield variation impacted by soil properties. Spatial
variation in seasonal rainfall did not appear to impact on vineyard performance. Importantly, the Wairau and Awatere valleys which,
hitherto, have been considered together as parts of a single Marlborough region, are shown to be distinct. Conclusions. Tis analysis is
strongly suggestive of the Marlborough terroir being variable at the within-region scale. It also lends weight to the idea that estimates of
vineyard performance in some parts of the regionmay be used to predict performance in others. Signifcance of the Study.Te results have
potentially important implications for the management of both vineyard operations and winery logistics, for wine marketing and for
whole-of-industry planning around expansion or contraction.Temethods used are free of any bias introduced tomany previous studies
of terroir zoning through adherence to historical or geopolitical boundaries, expert opinion of wines, and other heuristics.

1. Introduction

Te development of the Marlborough grape-growing region,
located in the northeast corner of the South Island of
New Zealand, has occurred over the past 50 years. Starting
from initial plantings in the early 1970s, largely in the central

Wairau Plains, the region expanded to frst cover the southern
valleys of the Wairau, before progressively increasing in the
mid-2000s into the Awatere Valley to the south, towards the
coast of theWairau Plains from the early 2010s, and thenmore
recently to the upper valleys of the Wairau and Awatere
valleys. Te current area planted is approximately 28,883 ha
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(71% of the total New Zealand vineyard area), with 23,290 ha
(or 81%) planted to Sauvignon Blanc (Vitis vinifera L.) pre-
dominantly as a single mass-selected clone of UCD1 (https://
www.nzwine.com/media/21915/1-vineyard-report-2022.pdf).
Marlborough Sauvignon Blanc was frst recognised as a dis-
tinctive style, refecting the terroir of the region, in the early
1990s when success, particularly in the United Kingdom
market, resulted in increasing consumer demand; it is now
a recognisable international wine style.

Terroir is a multivariate concept which describes the in-
teraction between the conditions under which grapes are
grown and wine is made and the sensory and chemical at-
tributes of wine [1–6]. Tus, whilst there is no literal English
translation of terroir, it can be considered to encompass many
factors—soil, topography, climate, landscape, biodiversity, and
management [7]—which give a wine its “sense of place” [8]. In
a New Zealand context, terroir aligns closely to the M�aori
concept of t�urangawaewae [9–11]—literally, ‘a place to stand.’

Whilstmanagement of both grapegrowing andwinemaking
are included in the terroir concept, much of the past research
into terroir and terroir zoning (e.g., 12–19) has focussed solely
on biophysical factors, especially climate and soil physical
properties. It has also relied on analysis of entire winegrowing
regions rather than focussing just on the land used for wine-
grape production. In many instances, especially in ‘Old World’
countries, the notion of terroir aligns closely to national ap-
pellation systems, such as the French ‘Appellation d’Origine
Controllée’ (AOC) system (see Robinson and Harding [20] for
a summary) and to the specifcation of product character-
istics—as in the ‘ProtectedDesignation ofOrigin’ (PDO) system
used more broadly throughout the European Union [21]. As
a consequence, terroir zoning research in these regions has
generally been constrained by conformity to the boundaries of
existing denominations. Tis, coupled with a reliance on
heuristics/presumptions of inter-regional diference and expert
opinion of wines, in addition to land classifcation approaches
based on thematicmapping [22], has led to the distinctiveness of
some terroir zones being called into question [23, 24]. It has also
led to a call for “unbiased scientifc approaches” to be brought to
bear on the study of terroir [25], focussed on process-based
understanding of the complex functional relationships between
terroir factors and the attributes of wine [26].

Recent research has demonstrated how a data-driven ap-
proach might be applied to the biophysical aspects of terroir
zoning at the regional scale. Tis work has used methods of
spatial analysis which have become common in the study of
vineyard variability at the within-vineyard scale (e.g., 27, 28)
and which have underpinned the development of precision
viticulture [29]. Tus, in studies of biophysical variation in the
Margaret River [30] and Barossa Zone [24] geographical in-
dications (GIs) of Australia, k-means clustering of map layers,
describing regional-scale variation in viticulturally important
climate indices and soil properties, enabled the delineation of
‘zones’ within these winegrowing regions. Tese zones were
suggested as an appropriate underpinning basis for subsequent
sensory and chemical analysis of the wines produced in them,
potentially leading to the delineation of subregions within these
GIs for which ‘distinctiveness’ might be demonstrated.Tere is
much interest in such subregionalisation in Australia, in the

belief that it might convey marketing advantages to wine
producers in these regions. However, it has also been suggested
[24, 30, 31] that greater beneft might accrue from better
understanding the various biophysical factors which afect fnal
wines in terms of opportunities for improved management of
the grape and wine production process. A key aspect of this
recent Australian work was the observation that a diferent
zonation resulted when soil and climate data pertaining to just
that land which is used for winegrape production was included
in the analysis, compared to when it was undertaken for the
winegrowing region as a whole (i.e., the entire GI). Tis was
important given that, in the Margaret River and Barossa GIs,
only approximately 3 and 11% of the land is under vine. Note
however, that neither of these studies included vineyard per-
formance metrics or sensory or chemical analysis of wines.

In a third study conducted in the Marlborough region of
New Zealand, Bramley et al. [22] collected data on the yield
and harvest date of Sauvignon Blanc from approximately
525–750 vineyards over fve vintages (2014–18) and used
these to interpolate regional-scale maps of yield and harvest
date variation. A key motivation for this work was to see
whether vineyard performance in one location might be used
to inform decisions in another. Te seasonal maps showed
remarkably similar patterns of variation in both yield and
harvest date, despite interannual variation in the mean yield
resulting from seasonal variation in climatic conditions. Tis
similarity in patterns of variation was strongly suggestive of it
refecting a regional terroir, with both soil and temperature
variation nominated as possible drivers of the variation in
vineyard performance. However, this Marlborough study did
not draw on any data describing soils or climate variation as
was done in the Australian studies. Tus, the objectives of the
present study were to incorporate such soil and climate data,
along with the vineyard performance metrics, into a more
holistic analysis of the Marlborough terroir. In particular, we
wished to see whether the variation in vineyard performance
could be explained by variation in biophysical factors.We also
wished to take the opportunity to enhance the robustness of
the previous analysis [22] through the incorporation of data
from an additional vintage season and, across all seasons
studied, from additional vineyards.

2. Methods and Materials

Marlborough, one of 16 local government regions in
New Zealand, is located in the northeast of the South Island,
with the District Council based in Blenheim, the largest town
in the region (Figure 1). Whilst Marlborough is well known
for its wine production, the rapid increase in the vineyard
area over the last 30 years means there is currently no
separately defned ‘wine region’ as in the case, for example,
of the Australian GI or French AOC systems. Accordingly,
for the purposes of this study, a map coverage of land under
vineyard was obtained from the Marlborough District
Council and from this, a regional grapegrowing ‘boundary’
was defned (Figure 1). In turn, this boundary was used as
the basis for developing a 1 ha raster grid (i.e., pixels of
100m× 100m) which was used as the base for all subsequent
mapping.
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2.1. Vineyard Performance. Te methods used for analysis of
vineyard performance in the present study are exactly as de-
scribed by Bramley et al. [22] with the exception that, here we
include data for vintage 2019 in addition to 2014–18, and for all
years, include data for vineyards additional to those canvassed
in the earlier work. Various indices of vineyard performance
were acquired, by request and in confdence, from local grape
growers and wine companies, with the data collected being
those which these entities routinely collect for the purposes of
yield estimation, harvest record keeping, and payments to
growers. Here, we again focus on yield and harvest date, the
attributes for which the greatest amount of data was available.
For mapping, reported harvest dates (Hrep) were converted to
Julian day numbers (where 1 and 32=1st January and 1st
February). Vines in Marlborough are generally planted in rows
with a North:South orientation, with 2.4 to 3.0m between the
rows and 1.8m within the row and are trimmed to a consistent
height and width of about 1.8× 0.4mwith a lower fruiting wire
at 0.9m from the soil level. Any efects of diferent row spacings
on the yield per unit area were removed by expressing the data
as kg/m, and the efects of seasonal variation were removed by
normalising all data on an annual basis to amean of zero (μ=0)
and standard deviation of one (σ =1); the latter normalisation

was also considered useful in protecting the privacy of growers.
In any season, only data from blocks planted to Sauvignon
Blanc at least three years prior were included, with all data
georeferenced to the centroid of the vineyard block fromwhich
they derived; that is, the coordinates of the centre of each block
were used to defne the location of the block from whence the
data derived. Regional scale yield and harvest date maps were
then interpolated onto the base 1ha grid using local point
kriging in VESPER [32] with an exponential variogram model
and a data cloud of 100 data points. Over the 2014–2019 study
period, the number of data points available for map in-
terpolation ranged from 618–1083 for yield and 524–851 in the
case of harvest date. Figure 1(a) shows the geographical dis-
tribution of these data for vintage 2019; the distribution of data
in prior vintages was very similar, albeit with generally fewer
data points in the earlier vintages.

2.2. Climate and Grapevine Phenology. New Zealand does
not have a freely available national gridded climate database
such as the one used in the previous Australian work (e.g.,
[24]). Accordingly, the weather research and forecasting
(WRF) model described by Skamarock et al. [33], as used
previously in Marlborough by Sturman et al. [34], was run to

Base vineyard raster
Data vineyard

0 10 20 30 km

N

S

W E

Marlborough vineyard area
Soil survey area

(a) (b)

Figure 1: Te Marlborough winegrowing region, in the northeast of New Zealand’s South Island, comprises the Wairau and Awatere
valleys: (a) the locations of the 1083 vineyard blocks planted to Sauvignon Blanc for which yield data were available for the 2019 vintage, and
the 1 ha base raster used for map interpolation. Tis derived from a coverage of land under vineyard (b). Also shown in (b) is the area for
which soil survey data were available. Te basemap layer was sourced from ESRI and its collaborators through the ArcGIS software. In (a),
the star (★) denotes the approximate location of the centre of the town of Blenheim, and the red box in the inset to (a) shows the extent of the
map area shown in (a) and (b).
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simulate weather on a daily timestep at a resolution of 1 km2

for the 2013–2019 period; the additional year at the start of the
study period was included to ensure the full season leading to
vintage 2014. TeWRF model has been successfully used and
validated inmany previous regional climate studies, including
other vineyard regions [35]. Validation of WRF model
simulations relevant to viticulture has also been undertaken
specifcally for the Marlborough region [36–38], and the
results used to correct any bias in model predictions. Te
variables modelled here were daily rainfall, from which
growing season rainfall (GSR) was calculated, and daily
temperature, from which the mean growing season tem-
perature (GST) and season-growing degree days (GDD; base
of 10°C) were calculated, with ‘season’ notionally defned as
September to April. Note however, that to facilitate alignment
to phenological modelling (see below) we used a season start
date of 29th August rather than 1st September; 30th April was
used as the season end date.

Te daily temperature data generated above were used as
input to phenological modelling.Te dates of fowering (DOF)
and of veraison (DOVN) were modelled using the grapevine
fowering veraison model of Parker et al. [39] with values of F∗

for fowering and veraison of 1282 and 2528, respectively [40];
this model has been shown to perform well in characterising
the phenology of Marlborough Sauvignon Blanc [41–43]. Te
estimated date of harvest (Hest), defned for this purpose as the
date on which the fruit reached a total soluble solids (TSS)
content of 200 g/L, was calculated using the grapevine sugar
ripeness model of Parker et al. [44]. A 5× 5 pixel bilinear
smoothing was applied to the 1 km2 outputs from both the
WRF and phenological models, and these were then resampled
to the 1 ha base grid for mapping alongside the other map
layers developed. In addition, using simple map algebra in
ArcGIS (v. 10.7.1; ESRI, Redlands, CA, USA), we also calcu-
lated the duration of the period between fowering and
veraison, denoted here as ‘Growth,’ between veraison and
harvest (Hest), denoted here as ‘Ripen,’ and a ‘harvest error’
(HarvErr), the diference between Hrep and Hest.

2.3. Soils. Soil property data were provided by New Zealand
Landcare Research—ManaakiWhenua. Despite some recent
activity in digital soil mapping in New Zealand [45], the
available data for the Marlborough region (https://smap.
landcareresearch.co.nz/) derived from conventional re-
connaissance soil survey conducted in the 1980s and 90s.
Much of this mapping makes use of categorical, rather than
numerical data, and is only available in polygon (i.e.,
shapefle) rather than raster format. Nonetheless, useful and
useable soil data were accessible for soil texture—the con-
tents of sand, silt, and clay in the <2mm fraction—and also
for stone content (i.e., >2mm). Because soil survey is un-
certain, inasmuch that soils are variable over short distances,
soil survey in New Zealand has employed a “soil family” and
“soil sibling” approach [46] such that each mapped polygon
(i.e., each soil mapping unit) may comprise more than one
sibling; as such, the published maps have a probabilistic
element to them as is also common, for example, in Aus-
tralian reconnaissance soil survey [31, 47]. For the present

study, we assumed that the soil properties of the dominant
soil sibling in each polygon were those of the entire polygon.

Te data for soil texture were provided for each
‘functional horizon’ with the depth of these horizons also
reported. Accordingly, and notwithstanding the depth
basis of soil hydrological properties (see below), we
calculated profle weighted mean values for these mea-
sures of soil particle size to a maximum depth of 80 cm
using the depth and soil property values for each
functional horizon. In the case of soils that were deeper
than 80 cm, we assumed that the functional horizon
which coincided with a depth of 80 cm only reached that
depth and that the mean soil property value reported for
that functional horizon was appropriate to it being no
deeper than 80 cm. For soils shallower than 80 cm, the
profle weighted mean soil property values were calcu-
lated to the maximum depth of the deepest functional
horizon. Of note in this regard is that “mean rooting
depth” was also reported, with a sizeable proportion of
the soils being listed as having rooting depths of >100 cm.
However, most of the soil survey work conducted in
Marlborough was done before winegrape production
became a dominant land-use in the region. Tis is im-
portant given that the development of Marlborough as
a winegrowing region involved minimal land re-forming,
and that rooting depth is likely to be crop-specifc and is
also likely to be afected by the use of irrigation. An-
ecdotal evidence supports the view that in most locations
in Marlborough, irrespective of soil depth, the majority
of grapevine roots occur within the top 80 cm of the soil
profle [48]. Tus, we calculated profle weighted means
over this depth range.

In addition to soil texture, data were also available for the
available water capacity (AWC—the amount of water po-
tentially available for plant growth that can be stored in the
soil) to 30 and 60 cm depth, with an estimate of profle
available water (PAW—i.e., AWC to 100 cm depth or to
a physical root barrier if one was present at less than 100 cm)
also available. In each case, these were defned as the dif-
ference between water holding capacity (%) at −10 kPa and
−1500 kPa in the included functional horizons, weighted by
their thicknesses. As such, they are consistent with our profle
weighted value for soil texture, notwithstanding the diferent
depth ranges. Te estimated AWC data used here derived
from the approach of McNeil et al. [49] and accounted for the
presence of stones. In addition, the categorical “soil drainage
status” was available, classifed in terms of very poorly, poorly,
imperfectly, moderately well, or well drained [50].

Recent soil survey activity in Marlborough
(G. Grealish—pers. comm.) suggests that the line work (i.e.,
polygon boundaries) in the existing soil mapping remains
accurate. We therefore assigned the polygon-based soil
values for each soil property to each coincident pixel in the
base raster which aligned with that polygon. However, as can
be seen in Figure 1(b), the area for which soil data were
available was somewhat smaller than the area under vine.
Accordingly, our soil-based analysis was confned to those
parts of the district for which coincident soil and vineyard
data were available.

4 Australian Journal of Grape and Wine Research

https://smap.landcareresearch.co.nz/
https://smap.landcareresearch.co.nz/


With the exception of drainage status, the soil data were
provided as numerical values. However, it was apparent
from their distributions that the data were not continuous,
a problem that was likely compounded by our method of
assigning individual values derived from a polygon of many
ha in area to all the coincident 1 ha pixels which aligned with
it. In other words, large numbers of pixels could have the
same soil property values. Furthermore, for some soil
properties (especially the content of stones and silt), there
were many pixels containing values of “zero.” For these
reasons, for the purposes of clustering the various map layers
(see below), the soil data for all soil properties were con-
verted to normal scores [51] prior to cluster analysis. Tis
uses a ranking process to calculate standard normal quan-
tiles of the same size as the original data set. To avoid the
introduction of bias in this process, prior to ranking each soil
property, the order of all pixels in the dataset was rando-
mised. Te results of the cluster analysis were then inter-
preted in terms of real values by using the normal scores data
as a ‘lookup’ table.

2.4. Topography. Elevation data were acquired at 1m res-
olution by Land Information New Zealand—Toitu Te
Whenua (LINZ) using airborne LiDAR in 2014, 2018, and
2020 (https://data.linz.govt.nz/search/?q=Marlborough+
lidar) with each dataset covering diferent parts of the re-
gion, albeit with some overlap. Tese data were used to
create a single digital elevation model (DEM) by mosaicing
them in ArcGIS (v. 10.7.1; ESRI, Redlands, CA, USA).
However, the LINZ dataset did not cover the upstream parts
of the grapegrowing area in the Awatere Valley, nor much
of the hills separating the Wairau and Awatere valleys.
Accordingly, these areas were in-flled using the 8m reso-
lution DEM available from the Marlborough Regional
Council which had been interpolated from a dataset of 20m
contours (https://data.linz.govt.nz/layer/51768-nz-8m-
digital-elevation-model-2012/).

2.5. Spatial Analysis. From the above, we had a dataset of
vineyard performance data (yield, Hrep), along with data for
climate indices (GSR, GST, and GDD) and estimates of the
date of key phenological stages (DOF, DOVN, andHest) and
derived phenological data (Growth, Ripen, and HarvErr)
across the 2014–19 vintage period. Also available were data
for soil attributes (texture, drainage status, AWC, and PAW)
and elevation. Tese data were all either interpolated or
sampled to the same 1 ha base raster grid except in the case of
soil data for which the areal extent of the raster was matched
to the area of data availability. Nonetheless, all map layers
had identical alignment. Tis enabled similarity in patterns
of spatial variation amongst these properties and across
vintages to be examined using k-means clustering in JMP
(v.16.0.0, SAS Institute Inc., Cary, NC, USA) with the
number of clusters allowed to vary from two to fve. Te
optimum number of clusters was selected using the cubic
clustering criterion [52] and when the optimum number was
initially identifed as fve, the analysis was rerun to larger
cluster numbers to enable an unconstrained optimum to be

identifed. All other spatial analyses, along with map display,
were done using the ArcGIS software suite (v. 10.7.1; ESRI,
Redlands, CA, USA).

3. Results

3.1. Variation in Vineyard Performance. Consistent with the
previous results [22], patterns of variation in both yield
(Figure 2) and harvest date (Figure 3) were remarkably stable
over the six years of the study, despite the observed dif-
ferences between their viticultural seasons (Table 1). Tus,
some parts of Marlborough can be seen to be inherently
lower or higher yielding than others with a notable difer-
ence, on average, between the Wairau and Awatere valleys.
In both valleys, upstream areas tend to be lower yielding
than more central and downstream areas, and a marked
band of higher yielding vineyards running NW-SE across
the lower Wairau is consistently seen (Figure 2). Similarly,
harvest dates in the Awatere Valley are generally later than in
the Wairau Valley, with harvest in the Central Wairau
Valley, the oldest established winegrowing area, occurring
the earliest (Figure 3).

Clustering the map layers for yield and harvest date
(Figure 4) emphasises the noted within-region variation and
further suggests a distinction between the two valleys. In the
case of yield, the optimal number of clusters based on the
CCC was four (Figure 4(b)) even though the three-cluster
solution, which is very similar to that reported by Bramley
et al. [22], shows a more consistent rank order of the clusters
(Figure 4(a)). Similarly, in the case of the clustering of harvest
dates, where the two-cluster solution (Figure 4(c)) was
identifed as optimal based on the CCC, the three-cluster
solution (Figure 4(d)) is meaningful inasmuch that the rank
order of the cluster means is consistent across the six years of
the study. Tese results, along with those for when the yield
and harvest date maps are clustered together (Figure 4(e)),
support the view that, in general, the Central Wairau Valley,
which comprises both lower and higher yielding vineyards, is
always harvested earliest, whilst most of the Awatere Valley,
along with the upstream parts of the Wairau and tributary
valleys are harvested last—even though these are also the
lowest yielding. Tis observation suggests the possible im-
portance of temperature to these patterns of regional varia-
tion. On the other hand, if temperatures (and incident
sunlight) were constant, one might expect higher yielding
areas to ripen later and so be harvested later than lower
yielding areas. Figure 4 does not otherwise suggest a clear
interaction between yield and harvest date (discussed further
below).

Despite the greatly enhanced dataset which underpins
the various maps in Figures 2–4 compared to the previous
analysis [22], the interaction between the density of data and
use of local kriging means that the map confdence intervals
do not allow us to identify the statistical signifcance of the
diference between the cluster means based on the median
kriging variance [53]. Accordingly, to examine the signif-
cance of between-cluster diferences, the raw point data for
yield and harvest date (e.g. Figure 1(a)) were overlaid on the
results of the cluster analysis (Figure 4), and the raw data
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Figure 2: Variation in the yield of Sauvignon Blanc in the Marlborough region, 2014–2019. Note that the data (kg/m) have been normalised
(μ� 0, σ � 1) on a per season basis: (a) vintage 2014, (b) vintage 2015, (c) vintage 2016, (d) vintage 2017, (e) vintage 2018, and (f) vintage 2019.
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were reanalysed to test for the statistical signifcance of
diferences in the means (Tukey–Kramer test) of the iden-
tifed clusters. Te results are presented in Tables 2–4, with
a colour coding to assist with matching to the map legends.
Note that for this analysis, we only used data from vineyards
for which we had both yield and harvest date information;
we also used the actual yields (kg/m) rather than
normalised data.

Comparison of Table 2 and Figures 4(a) and 4(b) sug-
gests that the diferent yield clusters identifed do refect the
generally statistically signifcant yield diferences in the raw
data derived from vineyards located in each cluster. A very
similar conclusionmay be drawn in terms of the harvest date
(Table 3 and Figures 4(b) and 4(c)). When a similar analysis
is done for the combined yield and harvest date clusters, the
results (Table 4) again mirror those from the cluster analysis

Table 1: A simple characterisation of the viticultural seasons in the 2014–19 study period in Marlborough.

Vintage
Notable seasonal features Yield

Temperatures Rainfall t/haa

2014 Warm initiation and fowering
period January above average (big berries) 15.8 Well above average

2015 Warm initiation and fowering
period Dry Jan, Feb (small berries) 10.8 Well below average

2016 Cool fowering period Jan above average 14.6 Somewhat above
average

2017 Average fowering Above average Feb and March period 13.2 Average
2018 Above average fowering Very dry spring, above average Jan, Feb (very high), and Mar 13.1 Average

2019 Warm and dry in Dec-Mar Very dry Jan and Feb (11.8mm total), wet March, Small berries
at harvest 12.5 Somewhat below

average
aData obtained from NZ winegrowers vintage surveys and NZ winegrowers vineyard register.

(a) (c) (e)

0 10 20 30 km

(d)(b)
Date

'14 '15 '16 '17 '18 '19 '14 '15 '16 '17 '18 '19 

'14 '15 '16 '17 '18 '19 '14 '15 '16 '17 '18 '19 

'14Yld '15 '16 '17 '18 '19 
-0.35 -0.19 -0.43 -0.42 -0.17 -0.02 93 90 99

91 87 97 95 84 82
94 93 102 99 90 85
94 92 100 103 91 85
99 93 100 103 90 91

104 96 105 108 95 95

98 88 84
100

92-0.35 -0.20 -0.46 -0.44 -0.19 -0.04
-0.01 -0.35 0.26 0.39 -0.37 -0.85
0.11 0.11 0.20 0.32 0.23 0.23
0.70 0.82 0.76 0.82 0.79 0.86

87 97 95 84 82
95 92 100 102 91 86

102 96 104 106 94 94

95 102 105 93 910.06 -0.11 0.22 0.35 -0.06 -0.30
0.54 0.66 0.62 0.70 0.69 0.79

-0.34 -0.04 -0.46 -0.41 -0.18 0.00
-0.25 -0.27 -0.33 -0.02 0.06 0.29
0.01 -0.24 0.21 0.40 -0.26 -0.52
0.05 -0.03 0.15 0.02 0.13 -0.11
0.55 0.68 0.64 0.67 0.64 0.70
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Figure 4: Results of clustering: (a, b) the yield maps shown in Figure 2, (c, d) the harvest date maps shown in Figure 3, and (e) all yield and
harvest date map layers for the 2014–19 vintage period. Te numbers in the legends are cluster means. Based on the cubic clustering
criterion, the optimal number of clusters was four in the case of yield (b) and two in the case of harvest date (c) although three-cluster
solutions (a, d) were also deemed useful. In (e) the yield and harvest dates are shown in separate legends for ease of interpretation; fve
clusters were optimal for this combined analysis.
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(Figure 4(e)) and, as such, refect the lack of interaction be-
tween the yield and harvest date over the region as a whole; that
is, diferent factors appear to drive yield variation compared to
harvest date variation. Of note is the fact that, when a similar
analysis is done to test for diferences between the Wairau and
Awatere valleys (i.e., ignoring the cluster analysis), the two
valleys present as clearly diferent (Table 5).

3.2. Variation in Climate. Consistent with temporal sta-
bility in patterns of variation in vineyard performance
(Figures 2–4), patterns of spatial variation in both tem-
perature (Figure 5) and rainfall (Figure 6) were also con-
sistent across the six years of the study, even though the
absolute values varied from year to year. Tis was the
expected result given the strong reliance of the WRF model
at the local level on topographic variation and distance
from the sea, coupled to the efects of prevailing weather
systems. Tis is also the reason why we only show GDD in
Figure 5 since its patterns of spatial variation were es-
sentially identical to those for GST. Of note is the apparent
diference between the patterns of variation in annual
rainfall (Figure 6) and those for vineyard performance

(Figures 2–4), in spite of the general observation within
both the Wairau and Awatere valleys of a strong S-N
rainfall gradient (Figure 6; in the Wairau Valley, rainfall
roughly doubles between Blenheim and the north bank of
the Wairau River, 10 km due north), and the increase in
rainfall with distance upstream (approximately 16mm/km
in the Wairau Valley). On average, the Awatere Valley does
not present as markedly cooler than the Wairau Valley
(Figure 5) suggesting that, contrary to the comments above,
some factors other than temperature accumulation might be
responsible for the lower yields in the Awatere Valley.

3.3. Variation in Phenology. Patterns of variation in
grapevine phenology closely followed those of tempera-
ture. Tis was the expected result given the dependence of
the phenological models of Parker et al. [39, 40, 44] on
temperature. Tus, Figure 7 shows mean predicted dates
of fowering, veraison, and harvest (i.e., TSS of 200 g/L;
Hest) across the six study years, whilst Table 6 provides an
indication of the interannual variation. Of note is that,
whilst the patterns of spatial variation are distinct, the
range of variation in DOF, DOVN, and Hest is narrow in

Table 2: Analysis of diferences between yield zones when based on raw vineyard yield data (kg/m) from locations corresponding to the
clusters identifed in Figures 4(a) and 4(b)A.

ClusterB
2014 2015 2016 2017 2018 2019

n Yield n Yield n Yield n Yield n Yield n Yield
Tree cluster solution (Figure 4(a))

1 204 3.64c 282 2.63c 299 3.49c 323 2.97c 318 3.24c 334 3.13b
2 190 4.50b 256 2.87b 267 4.55b 274 3.95b 277 3.53b 280 3.26b
3 84 5.31a 122 3.65a 116 4.98a 131 4.69a 177 4.68a 139 4.27a

Four cluster solution (Figure 4(b))
1 194 3.66c 252 2.60c 266 3.42d 289 2.91c 284 3.19c 302 3.09c
2 52 4.37b 79 2.52c 90 4.75b 83 3.76b 81 3.01c 91 2.75d
3 178 4.53b 255 3.07b 258 4.41c 278 4.05b 289 3.88b 274 3.64b
4 54 5.56a 74 3.83a 68 5.29a 78 4.89a 118 4.82a 86 4.35a

AFor any individual year, yields marked with diferent letters are signifcantly diferent (p< 0.05). n denotes the number of data values in each cluster. BTe
colour coding of cluster numbers matches that in the source fgures.

Table 3: Analysis of diferences between harvest date zones when based on raw vineyard data for harvest date (day; Julian numbers) from
locations corresponding to the clusters identifed in Figures 4(c) and 4(d)A.

ClusterB
2014 2015 2016 2017 2018 2019

n Day n Day n Day n Day n Day n Day
Two cluster solution (Figure 4(c))

1 270 92.3b 371 88.3b 388 97.2b 417 95.6b 451 85.5b 431 82.6b
2 208 102.0a 289 95.7a 294 104.9a 311 106.6a 321 93.5a 322 93.0a

Tree cluster solution (Figure 4(d))
1 177 90.9c 210 85.5c 215 94.5c 243 92.9c 242 81.6c 240 80.3c
2 151 96.4b 247 92.8b 260 100.7b 261 101.2b 306 90.6b 279 86.4b
3 150 103.3a 203 96.4a 207 106.4a 224 107.3a 224 94.1a 234 94.9a

AFor any individual year, Julian days marked with diferent letters are signifcantly diferent (p< 0.05). n denotes the number of data values in each cluster.
BTe colour coding of cluster numbers matches that in the source fgures.
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any given year (Table 6). Furthermore, whereas the pat-
tern of spatial variation in the duration of the fowering to
veraison growth period (Growth; Figure 7(d)) aligns
closely to that of heat accumulation during the whole
growing season (GDD; Figure 5), the pattern of spatial
variation in the duration of the shorter ‘Ripen’ period
between veraison and Hest, the date at which fruit reach
a TSS of 200 g/L (Figure 7(e)), shows a less organised
pattern of variation, in spite of the general temperature
dependence of vine phenology (Figures 7(a)–7(c);
[39, 44]). Tis is likely a consequence of the diference in
length between the short ‘Ripen’ and much longer
‘Growth’ phenophases, their relative proportions of the
length of the overall growing season, and heat summation
over the whole season. However, of greater interest in the
context of terroir is that the largest values of HarvErr (i.e.,
Hrep-Hest; Figure 7(f )) occur in the Awatere Valley, and in
the high yielding strip in the lower Wairau (Figures 2 and
4); that is, in the Wairau Valley, and contrary to the
suggestion (above) of no interaction between the yield and
harvest date, the delay in harvest beyond a TSS of 200 g/L
appears related to higher yields. Since the patterns of
variation in Hest across the two valleys (Figure 7(c)) are
similar to those of temperature (Figure 5), the delayed
harvest in the lower yielding Awatere Valley (Figure 7(f ))
cannot be attributed to temperature, as was suggested by
Bramley et al. [22].

3.4. Soils. Patterns of variation in available water capacity in
Marlborough soils are very similar whether expressed to
a depth of 30, 60, or 100 cm (Figures 8(a)–8(c)) and show an
inverse relationship to sand content (Figure 8(e)) and
stoniness (Figure 8(h)); that is, as is expected, soils with
higher contents of sand and stones, such as predominate
upstream of the central Wairau Valley, have lower AWC.
Tese soils are also well drained (Figure 8(d)). Conversely,
and as is expected in a foodplain, lower Wairau soils have
higher contents of silt (Figure 8(f )) and clay (Figure 8(g))
and these areas are also less well drained (Figure 8(d)). An
exception occurs in the northeasternmost area of Marl-
borough around Rarangi where the soils refect relic beaches
and are characterised locally as being composed of ‘pea
gravel.’

Consistent with the above, clustering of soil texture data
(Figure 9(a)) divided the region into two clusters of soils
with either few stones, comparatively low sand contents, and
higher silt and clay contents on the one hand, and much
sandier, stonier soils on the other. When the soil available
water data were clustered (Figure 9(b)), four clusters were
identifed with a consistent rank order of AWC amongst the
clusters irrespective of the soil profle depth increment.
When all the soil properties were clustered (not shown), an
almost identical delineation resulted as the more parsimo-
nious analysis shown in Figure 9(c) which included just
PAW (i.e., AWC to 1m depth) and the profle weighted
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Figure 8: Variation in (a–d) soil hydraulic properties and (e–h) soil texture inMarlborough, New Zealand. AWC, available water capacity to
either (a) 30 or (b) 60 cm depth; PAW, profle available water, which is the same as AWC to a depth of 1m. Note that the texture data (e–h)
are profle weighted mean values to a depth of 80 cm (pwm80).
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Figure 9: Results of clustering indices of (a) soil texture (%), (b) available water (mm), and (c) a combination of these using k-means.
AWC30 and AWC60 are available water capacity to either 30 or 60 cm depth; PAW, profle available water, which is the same as AWC to
a depth of 1m. Note that the texture data are profle weighted mean values to a depth of 80 cm. Tis analysis used data that had been
transformed to normal scores with the results then converted back to their units of measurements.
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contents of silt and stones to a depth of 80 cm. Comparison
of this result with Figure 8(c) suggests that the variation in
the available soil properties can be characterised by variation
in PAW—which is also the expected result given the de-
pendence of PAW on texture.

3.5. Integrating Variation in Vineyard Performance with Soil
andClimateVariation. Clustering a map of mean yield (i.e.,
the mean of the six maps shown in Figure 2) with PAW
using k-means splits the region into two, based on CCC; an
above-average yielding area with a mean PAW of 176.6mm
and an area of approximately average district yield (μ ≈ 0)
with PAW of 98.3mm (Figure 10(a)). Repeating this
analysis with the yield maps for individual years (Figure 2)
rather than the mean, gave a very similar result, as did using
silt content as the soil property included in the analysis,
instead of PAW (not shown). However, when the yield
maps for individual years were clustered with PAW and the
contents of both silt and stones, no maximum cluster
number was reached; that is, even when the clustering was
allowed to run to 20 clusters, 20 was the identifed optimum
number based on the CCC. A possible explanation may be
the general trend for yield to increase with increasing PAW
(Figure 10(b)). Nonetheless, the results are consistent with
the apparent alignment of the pattern of variation in both
drainage status (Figure 8(d)) and silt content (Figure 8(f ))
with that for yield (Figures 2 and 4). Tus, the higher
yielding area in the lower Wairau aligns closely with these
poorly drained soils with high silt content—an instance
where, contrary to what in other regions might be

‘conventional wisdom,’ poorer drainage promotes higher
vine vigour and yield.

Clustering GSR with either yield, harvest date, or
both yield and harvest date together did not suggest any
impact of regional rainfall distribution on vineyard
performance. In both the Wairau and Awatere Valleys,
the wettest areas in the upstream parts of the catchments
tend to be the lowest yielding and are also harvested later
in the season. Including GSR in the cluster analyses
otherwise simply tended to refect the patterns seen in
Figure 6 without clear interaction with vineyard per-
formance. Tus, the lower yields and later harvests seen
in upstream areas are unlikely to be caused by their
wetness and are likely driven more by their lower tem-
peratures (Figure 5). Likewise, including the duration of
the modelled ripening period (Ripen) had no efect in
separating clusters. In contrast, including HarvErr (the
diference between the modelled and actual harvest date)
in the cluster analysis did align meaningfully with the
patterns seen in many of the other maps (Figure 11).
Tus, clustering the mean yield and HarvErr over the 6
seasons, either with or without PAW (Figures 11(a) and
11(b)) delineated two clusters with a familiar pattern.
Te higher yielding area in the lower Wairau is seen to
also have higher values of HarvErr, but because parts of
the lower yielding Awatere Valley also align with this
higher HarvErr cluster, the mean cluster yield is seen to
be lower than in Figures 4(a) and 4(b) or 10(a). When
PAW is included in the analysis (Figure 11(b)), the mean
yield of the higher yielding, greater HarvErr, and PAW
cluster increases by comparison with Figure 11(a), as the
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Figure 10:Te dependence of yield of Marlborough Sauvignon Blanc on profle available water (PAW). In (a), PAWhas been clustered with
the mean yield achieved over the 2014–2019 period (Figure 2).Te numbers in the legends are cluster means. Note that the yield data (kg/m)
were normalised (μ� 0, σ � 1) on a per season basis with PAWdata transformed to normal scores with the results then converted back tomm
after clustering. In (b), the cluster means (10 cluster solution) for yield and PAW obtained when the individual yield maps (Figure 2) were
clustered with PAW and the contents of silt and stones (Figures 8(c), 8(f ), and 8(h)) are plotted (R2 � 0.24; P< 0.0001). In this case, PAW
values have been retained as normal scores: ● 2014, ○ 2015,▼ 2016,△ 2017, ■ 2018, and □ 2019. Te area shaded grey in (a) is the vineyard
area for which soil data are not available.
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Awatere area is no longer included in the analysis given
the lack of soil information in that area. When the
analysis is expanded to the individual years, three
clusters are identifed which more explicitly separate the
Awatere from the Wairau, in particular highlighting the
delay to harvest in the Awatere Valley (Figure 11(c)) and
the association between higher yield and PAW and the
likely impact of this higher yield in terms of later harvest.
Of note is that PAW is not a discriminator between the
clusters other than in regard to the high yielding strip in
the lower Wairau (Figure 11(d)). Expanding this analysis
to also include temperature (GDD) and harvest date
(Hrep; Figure 12) provides very similar results, albeit
perhaps suggesting that silt content may be a better
discriminator between the soils of the diferent clusters
(Figure 12(b), Table 7). Since the patterns seen in
Figures 12(b) and 12(c) are essentially the same, it seems
clear that soil variation within the Marlborough region is
not a primary driver of variation in vineyard perfor-
mance, other than in terms of the impact of the high
PAW and silt / low sand and stone soils of the lower
Wairau. Excluding the Awatere Valley from the analysis
(Figures 12(d)–12(f )) lends weight to this conclusion,
with comparison between Figures 12(b) and 12(e) and

between 12(c) and 12(f ) highlighting the distinction
between the Wairau and Awatere Valleys.

4. Discussion

Much previous terroir research has focused on the de-
lineation of so-called “homogeneous” terroir zones (e.g.,
[13, 18, 26]). However, just as research into vineyard
variability and precision viticulture [54] has suggested
that there is no such thing as a uniform vineyard, com-
parison of Figures 2, 3, 5, 6, and 8 with Figures 4 and 10–12
supports the view that, similarly, homogenous terroir
units do not exist. Recognising the pragmatic need, across
scales, to organise and classify variable data in a manner
consistent with its intended use, we nevertheless consider
the description of zones at any scale as “homogenous”
(i.e., invariant) as unhelpful, especially if a part of the
objective of the classifcation is to support process-based
understanding of the complex functional relationships
between terroir factors and the attributes of wine [26];
such relationships will, of course, be subject to error.
Using a technique such as k-means clustering, it is cer-
tainly possible to identify clusters or subregions in which
the range of variation within the clusters is substantially
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Figure 11: Results of clustering yield, the time between fruit reaching a total soluble solids (TSS) of 200 g/L and actual date of harvest
(HarvErr), and profle available soil water (PAW). In (a) and (b), mean values of yield and HarvErr were used for the 2014–19 period,
whereas in (c) and (d) data for the individual years were used. PAWwas only included in the analysis in (b) and (d). Numbers in legends are
cluster means. Note that the yield data (kg/m) were normalised (μ� 0, σ � 1) on a per season basis with PAW data transformed to normal
scores with the results then converted back to mm after clustering.Te area shaded grey in (b) and (d) is the vineyard area for which soil data
are not available.
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less than the variation in the region as a whole. Tis is
especially the case in a region like Marlborough, given the
observed diferences between the Wairau and Awatere
valleys (Figures 4, 11, and 12). Similarly, Bramley and
Ouzman [24] demonstrated how the soils and climate of
the Barossa and Eden Valleys were diferent, in spite of
being part of the same Barossa Zone GI. Te important
diference between these New Zealand and Australian
studies is in the incorporation of vineyard performance
metrics in the analysis—something that was not possible
in the Barossa example. Of course, neither study was able
to incorporate chemical or sensory analysis of wines and it
is to be hoped that future work will enable this so that the
implications of biophysical variation for fnal wines might
be better understood and relevant functional relationships
[26] developed. Nonetheless, both studies speak to vari-
ation in terroir at the subregional scale, with the inclusion
of vineyard performance metrics lending weight to con-
sideration of the importance of observed biophysical
variation in the landscapes in which grapes are grown and
wine is made.

Aside from short-range variation, an obvious reason for
heterogeneity within the identifed terroir zones is variation
in the specifc production objectives associated with diferent
vineyard blocks and resultant variation in grower man-
agement practices, such as trellis design, pruning to par-
ticular bud numbers, crop thinning, management of disease
risk, irrigation, and the timing of decisions associated with
these things. Timing of harvest and its interaction with
winery logistics is also a potentially large source of con-
founding error, as might be vine age. One of the original
motivations of this study [22] was to understand whether
estimates of yield made in one location could be used to
inform estimates needed in other locations, given the
practicalities of deploying sensors that might assist with such
estimation and/or associated labour to many diferent
vineyards at optimal times. In spite of the constraints im-
posed by the variation in the nature and timing of grower
and winemaker management and the other factors noted
above, the fact that a marked and consistent spatial structure
in the regional-scale variation in vineyard performance can
be noted and interpreted in the context of variation in the
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Figure 12: Results of clustering yield, harvest date (Hrep), season growing degree days (GDD), the time between fruit reaching a total soluble
solids (TSS) of 200 g/L and actual date of harvest (HarvErr), and (a, b, d, e) soil properties. In (a–c), results are shown for the Marlborough
region as a whole, whilst (d–f) are restricted to the Wairau Valley only. In (a) and (d), mean values of yield and HarvErr were used for the
2014–19 period along with profle available water (PAW), whereas data for the individual years were used in the other maps (b, c, e, f ). No
soil properties were included in (c, f ) but in (b, e), PAWwas included along with the contents of silt and stones. Numbers in legends to (a, d)
are cluster means; the legends to (b, c, e, f ) are presented in Table 7. Note that the yield data (kg/m) were normalised (μ� 0, σ � 1) on a per
season basis with soil property data transformed to normal scores with the results then converted back to mm (PAW) or % (silt, stones) after
clustering. Te area shaded grey in (a, b) is the vineyard area for which soil data are not available along with the Awatere Valley (d–f).
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winegrowing environment is important. It also lends weight
to the idea that, given similarities in vineyard characteristics
andmanagement, estimates of yield in one vineyard could be
useful estimators of yield in other vineyards in the same
zone, just as at the within-vineyard scale, zone-based
sampling may be useful [29, 55]. Understanding of such
variation could also be used to inform winery logistics and
associated harvesting decisions, especially when coupled to
understanding of variation in fruit quality [56].

Variation in harvest date (Figure 3) is largely a result of
variation in temperature-driven vine phenology (Figures 5
and 7).Tus, GDD decreases as one moves upstream in both
the Wairau and Awatere valleys and into the southern
valleys of the Wairau Plain. Overall, the Awatere Valley is
cooler than the Wairau, inasmuch that the warmer areas
comprise a proportionally smaller faction of the grape-
growing area in the Awatere than is the case in the Wairau
(Figure 5). However, the diferences are arguably not large
enough to explain the gross diferences in vineyard per-
formance between the two valleys. It is possible that some of
the diference can be explained by diferences in daily wind
run andmaximumwind speed observed between the valleys.
While the Marlborough region is protected from southerly
winds by the inland and seaward Kaikoura Mountains
(maximum altitude 2885m), the western Awatere valley has
greater exposure. Te Wairau Valley is protected by the
Black Birch range of hills (maximum altitude 1500m). Te
result is the average daily wind run andmaximumdaily wind
speed are consistently 66 km/day and 5 km/h greater in the
Awatere than the Wairau valleys (M. Trought–pers. comm.;
https://www.mrc.org.nz/blenheim-weather-station, https://
www.mrc.org.nz/awatere-weather-station), while the pre-
dominant wind direction in theWairau Valley is westerly (at
right angles to the canopies), and in the Awatere Valley it is
mainly north-westerly or south-easterly, and therefore
parallel to the row orientation [57]. Wind fow over
grapevine canopies has received little previous attention.
While wind direction across rows results in fow similar to
a uniform canopy, spatial variability increases as the di-
rection changes to become parallel to the rows, which
generates greater turbulent kinetic energy and turbulent fux
[58]. Similarly, the efect of wind on grapevines is poorly
understood. Using artifcial wind breaks, Dry et al. [59] and
Bettiga et al. [60] reported increases in Cabernet Franc and
Chardonnay yields, largely as a result of better budbreak and
heavier bunches under sheltered conditions. Perhaps more
wind in the Awatere is a part of the explanation for both its
lower yield and later harvest dates? Conversely, variation in
yield is associated with soil characteristics, at least in respect
of the high yielding band of poorly drained, silty soils in the
lower Wairau with higher PAW than in the rest of the
region. Trought et al. [61] and Bramley et al. [62] have noted
the impact of soil variation at the within-vineyard scale, with
narrow silty hollows—a relic of the active Wairau food-
plain—promoting higher vigour, but not higher yield [63],
with this soil variation also having profound implications for
grape and wine quality [56, 61]. At regional scale, the impact
of texture was much less clear [64], with neither yield nor
location within the Wairau Valley impacting on wine

sensory properties in spite of diferences in soil texture; fruit
from an Awatere Valley vineyard had a higher methox-
ypyrazine concentration and herbaceous characteristics than
the Wairau wines, when fruit was harvested at the same
soluble solids. Conversely, Jouanneau et al. [65] analysed
wine aroma compounds in “research-scale” wines made
from juices of variable soluble solids collected from seven
predetermined subregions within Marlborough and noted
a lower methoxypyrazine concentration in Awatere wines.
Whilst they noted some subregional diferences in wine
chemistry, no attempt was made to relate these to fruit
ripeness, which infuences both thiol and methoxypyrazine
concentrations [66], soil properties, or other biophysical
attributes. However, the basis for the subregional delineation
used by Jouanneau et al. [65] is not clear and is not sup-
ported by either the present analysis or the results of Trought
et al. [64], which may explain why the distinctiveness of the
subregional wines was equivocal. Similarly, the anecdotal
local suggestion that Marlborough be divided into the
Southern Valleys, Awatere and Wairau Valleys, which
seemingly derives largely from the history of Marlborough’s
development, does not appear to be otherwise underpinned
by data, aside from the presence of more clayey soils in the
Southern Valleys (Figure 8(g)). It is also a fact that the
original plantings in the Southern Valleys used an E-W row
orientation in contrast to the more common N-S orientation
in the remainder of the region. However, while the impact of
soil properties on higher yields in the lower Wairau is clear,
the previous studies, along with the available soil data
(Figure 8), have generally supported the view that soil
properties are not a major driver of regional-scale terroir
variation inMarlborough. Arguably, this might be due to the
geologically young and relatively undiferentiated soils in the
region—clay contents are generally low throughout
(Figure 8(g))—coupled with the need for irrigation to
support commercial viticulture.

Comparison of predicted (Hest) and actual (Hrep)
harvest dates (i.e., HarvErr) adds some interesting obser-
vations. Hest (Figure 7(c)) is temperature-driven and re-
fects the date of fowering (Figure 7(a)). In contrast, Hrep
(Figure 3) is more variable with the higher yielding strip in
the lower Wairau being harvested relatively late, as in-
dicated by values of HarvErr. Of course, actual harvest
dates are infuenced by factors other than temperature,
such as vineyard management practices. Tus, the time
from fowering to veraison is increased as yields increase
[67] and the time from veraison to target soluble solids is
strongly infuenced by yield [68], although presumably due
to variation in management practices, this is not evident in
comparison of Figure 7(e) with Figures 2 and 4(b). Fur-
thermore, notwithstanding winery requirements for fruit
that is ft for intended end-use [66], many harvest man-
agement decisions will be infuenced by the proximity of
the harvester, particularly in wetter vintages when disease
risk is an important determinant of quality (A Naylor,
Pernod Ricard NZ—pers. comm.). Proximity of the har-
vester could arguably be one reason for the generally later
harvests in the Awatere Valley compared to the Wairau
Valley where the majority of the wineries are located.
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Finally, it is interesting to note that yields in the Rapaura
area of the Central Wairau are lower than adjacent areas
with similar soils. Tis area was the frst to be planted
within the Marlborough region and so contains the oldest
vines with potentially greater numbers succumbing to
trunk disease [69] than in other parts of the region.

Previous work has led to difering conclusions as to the
importance of elevation and topographic variation to
terroir at diferent scales. In the Margaret River region of
Australia, elevation did not contribute usefully to de-
lineation of subregions within the GI [30] becauseMargaret
River vineyards neither occur at locally characteristic el-
evations nor have locally characteristic slopes or aspects.
Similarly, Biss [70] argued that the impact of topography
on wine quality in the Chablis region of France was
equivocal, yet in more mountainous areas such as the
Italian Tyrol, topography may clearly have a major impact
[71]. Likewise, in the much less mountainous Barossa Zone
GI, topographic variation was seen to play an important
role in both delineating the Barossa and Eden Valleys, and
also in explaining some of the subregional diferentiation
within the Barossa Valley [24] and, at property scale, within
the Eden Valley [31]. Te aforementioned impact of soil
property variation at the within-vineyard scale in Marl-
borough on vine vigour and fruit quality is directly at-
tributable to topographic variation as demonstrated by
Bramley et al. [62] and Trought and Bramley [56]. In the
Wairau Valley, the active foodplain is characterised by
a pattern of silty hollows (Wairau series) dissecting the
sandier, more gravelly soils (Rapaura series) that pre-
dominate [72]. Tese soil series represent approximately
3130 ha of the Wairau Plains, but the efects of the silty
hollows are not evident at the scale at which the soil
property data are available (Figure 8) and the underpinning
soil survey was conducted; the 1 ha base raster used for the

present mapping also presents a difcultly in this regard.
Te hollows run predominantly in an approximately east-
west direction, while row orientation is generally north-
south. Tus, the full range of within-vineyard variation is
commonly expressed in a single row. Tese scale efects
(regional vs. within-vineyard) are likely the reason for the
fact that, in the present study, soil properties did not clearly
impact on regional-scale variation in vineyard performance
beyond the high yielding part of the lower Wairau. Much
the same conclusion can be drawn in respect of topographic
variation; there is a mismatch between the high resolution
(1m) LINZ DEM and the resolution of other available data
which is why, aside from the hills which enclose theWairau
and Awatere Valleys, topography is not evidently a strong
driver of regional terroir variation (Figure 13). Further
research aimed at understanding how to integrate terroir
expression at diferent scales would therefore be valuable,
especially in respect of topography and soils.

Finally, a key reason for Australian interest in sub-
regionalisation is the belief that it may promote marketing
advantages to wine producers in diferent parts of Australia’s
(generally large) GIs through the ability to demonstrate the
‘distinctiveness’ of their wines and so use their terroir as the
basis of the ‘story’ used to sell them. However, Charters et al.
[73] cautioned against the difculty of promoting “territorial”
brands when, understandably, most producers attach primacy
to their proprietary brands. Organisations with oversight of
the territorial brand are also generally distinct from individual
producers.Te observation of diferences between theWairau
and Awatere Valleys is therefore interesting given that
‘Marlborough Sauvignon Blanc’ has developed a signifcant
international presence in the wine trade. In other words, for
reasons of marketing, Marlborough producers might notwish
to pursue subregionalisation, even though Table 5 and Fig-
ures 4, 11(c), 12(b) and 12(c) present a strong justifcation as
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to how they could. Conversely, Pinu et al. [74] used
a metabolomics approach to assess and compare 400 Sau-
vignon Blanc juice samples from aroundNewZealand, 75% of
which came fromMarlborough.Tey concluded that seasonal
variation was of greater importance than geography in dis-
criminating the characteristics of the samples, although they
did not present a within-Marlborough analysis of the
Marlborough samples. Nonetheless, perhaps Marlborough
presents a case where, contrary to Charters et al. [73], the
territorial brand is stronger than, or at least as strong as, its
proprietary brands with consistency of style achieved by
blending wines from various subregions of Marlborough. If
so, the present study lends weight to the idea [25, 31] that
understanding terroir has more to ofer the optimisation of
grape and wine production systems than to being used for
marketing objectives.

5. Conclusions

Analytical techniques that have previously been applied to
studies of within-vineyard variability and the development
of precision viticulture are valuable tools in assessing
regional-scale variation in biophysical variation and vine-
yard performance, which might impact on and refect
a regional/subregional terroir. Teir use in the present study
strongly suggests that the Marlborough region has a char-
acteristically variable Sauvignon Blanc production with crop
phenology and harvest date strongly infuenced by variation
in temperature, and yield variation impacted by soil prop-
erties, albeit less distinctly than is apparent at the within-
vineyard scale. A key part of this is the apparent distinction
between the Wairau and Awatere Valleys which, hitherto,
have been considered together as parts of a single Marl-
borough region. Te results from this study, which to the
knowledge of the authors is the frst quantitative integration
of vineyard performance and biophysical metrics as a means
of evaluating terroir, has potentially important implications
for the management of both vineyard operations and winery
logistics, for wine marketing and potentially, for whole-of-
industry planning around expansion or contraction. It also
lends weight to the idea that estimates of vineyard perfor-
mance in some parts of the region may be used to predict
performance in others. Accordingly, a coordinated collec-
tion of vineyard performance metrics is encouraged for all
regions to better understand their terroir—especially as most
grapegrowing businesses collect such data as a matter of
course.
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Background and Aims. A wide range of Chardonnay styles exist on the market, from fruit-forward examples to wines displaying
“empyreumatic” aromas such as fint, smoky, mineral, and struck-match.Te thiols 2-furylmethanethiol and phenylmethanethiol
have been linked to these aromas, and this study aimed to determine the contribution of these compounds to specifc sensory
properties in Chardonnay wines, as well as the consumer acceptance of wine displaying “empyreumatic” aromas. Methods and
Results. Twenty-four Australian and New Zealand Chardonnay wines were selected for volatile analysis and quantitative sensory
descriptive analysis. Consumer liking of a subset of six wines was also determined, and a further sensory study involving additions
of the thiols to a base wine was conducted. Partial least squares regression showed that fint/struck-match/mineral aromas were
related to 2-furylmethanethiol concentration with phenylmethanethiol less well associated.Te odorant addition study confrmed
that 2-furylmethanethiol directed fint/struck-match/mineral aromas and exerted strong suppression of other aromas while
phenylmethanethiol played a lesser role. Consumer acceptance (n= 92) was overall lower for wines displaying high fint/struck-
match/mineral aromas, although cluster analysis of the liking scores identifed a sizeable consumer group (33%) who preferred
wines with this attribute. Conclusions. Te potent thiol 2-furylmethanethiol was indicated to be the primary contributor to fint/
struck-match/mineral aromas in Chardonnay wines, with phenylmethanethiol playing a subordinate role. Signifcance of the
Study. Increased concentration of 2-furylmethanethiol and the conferred “empyreumatic” odours should be carefully considered
when producing wine styles to appeal to consumers.

1. Introduction

Australian wines made from the Chardonnay cultivar rep-
resent a high proportion of domestic and exported white
wines. Tey are produced in most regions with varied
winemaking techniques and can display a wide range of
sensory properties. Of these styles, so-called “empyr-
eumatic” aromas are common for some Chardonnay styles,
particularly for barrel-aged or barrel-fermented Chardon-
nay. Te odour category of empyreumatic was introduced to
the fragrance lexicon by Dutch scientist H. Zwaardemaker to

describe smoky and burnt odours [1]. Although this category
is not commonly used in wine science literature outside of
Europe, it has been used to describe wines, often oaked white
wines, which display aromas reminiscent of smoke, gun-
powder/gun fint, minerals, roasted cofee, toast, brioche, or
the smoky/sulfdic odour of a struck-match [2, 3].

Links between Chardonnay chemical composition and
specifc sensory properties have been reported for several
compounds: thiols with tropical aromas [4]; acetate esters
and terpenes with fruity and foral notes; volatile phenols
with oaky nuances [5]; pyrroles and pyrrolemethanethiols
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with hazelnut-like aromas [6]; fatty acid ethyl and acetate
esters as well as lactones with stone fruit aromas [7, 8];
higher alcohols and foral notes [9]; aldehydes and oxidation
related favour deterioration [10]. Although these studies
have shown evidence of relationships using winemaking
experiments, correlation tests, or regression approaches,
wine compounds are in many cases ubiquitous and co-
correlated, and these associations do not defnitively im-
ply chemical cause and sensory efect.

Regarding “empyreumatic” odours, two polyfunctional
thiols have been linked to this aroma category, phenyl-
methanethiol (benzenemethanethiol and benzyl mercaptan)
[2] and 2-furylmethanethiol (furan-2-ylmethanethiol, 2-
furanmethanethiol, or furfuryl thiol) [3], in both still
Chardonnay table wines and Champagne wines.

Sensory detection threshold testing of compounds likely
to be important to Chardonnay has been conducted with 2-
furylmethanethiol [11] and phenylmethanethiol [2], as well
as for 4-methyl-4-sulfanylpentan-2-one [12], stereoisomers
of oak lactone [13], 1-methylpyrrole-2-methanethiol, and 1-
ethylpyrrole-2-methanethiol [6] which allow for the com-
parison of the potency of aroma compounds. Knowledge of
the sensory detection threshold of a particular compound
has been invaluable to gauge if a compound is likely to
contribute to wine aroma and favour at the concentration
range found naturally, but again these values lack the ability
to characterise the particular odour quality or intensity in
a wine. Beyond “impact odorants,” the demonstration of
causation is further complicated by complex interactions
which may occur at the chemical, sensory receptor, and
cognitive levels to suppress, augment, or otherwise alter
sensory perception.

Other approaches exploring perceptual interactions by
capturing changes in sensory quality and intensity are robust
sensory methods such as quantitative descriptive analysis
(QDA) [14] coupled with tests such as reconstitution/
omission and odorant spiking experiments [15].

Te steps of analytical identifcation, correlation of
chemical concentration with sensory properties followed by
causally qualifying sensory efects, together contribute in
explaining observed phenomena within a product such as
wine. Tese types of experimentation, however, cannot
determine if a particular sensory character, directed by
a particular compound, might be important in infuencing
consumer acceptance or purchase behaviour. Often this
question is left unresolved; however, wine is a consumer
product and presumably, a wine’s aroma, taste, and
mouthfeel contribute strongly to acceptance and purchase
behaviour, alongside important marketing cues such as
price, packaging, labelling, and advertising. Consumer blind
testing can involve investigation of the infuence of a par-
ticular compound, such as “consumer rejection threshold”
methodology reported for 2,4,6-trichloroanisole (TCA) [16],
1,3,3-trimethyl-2-oxabicyclo[2.2.2]octane (1,8-cineole) [17],
and 1,1,6-trimethyl-1,2-dihydronaphthalene (TDN) [18].
Consumer acceptance testing, however, can also evaluate the
wine styles on the market such as the previous study by
Saliba et al. [19] which identifed an overall preference of
Australian consumers for fruity Chardonnay styles with

negligible oak infuence. In contrast to “empyreumatic” wine
styles, these more fruit-forward Chardonnay styles, pre-
ferred by consumers, were found to display “peach” aromas
with some sweetness. Using odour addition studies, the ethyl
esters conferring “peach” aroma in Chardonnay have only
recently been demonstrated [20], while the source of
“sweetness” in sugar dry white wines is not well understood.
In dry red wines, the residual amino acid proline has been
shown to increase “sweetness,” “viscosity,” and fruit
favours [21].

Only a few studies have investigated the consumer re-
sponse to wines displaying empyreumatic aromas such as
those reminiscent of “smoky,” “struck-match,” or “fint.”
Smoke-related compounds such as guaiacol, cresols, and
their glycoconjugates have been demonstrated to cause the
“smoky” aroma and favour of wines afected by bushfres
[22]. Of these, guaiacol at high and low concentration has
been reported to detract from overall consumer acceptance
scores, but some consumer segmentation in preference was
also reported [23]. Regarding “struck-match” or “fint”
aromas, Capone et al. [4] found “fint” aroma was most
strongly associated with phenylmethanethiol and weakly
negatively related to liking; however, these were unoaked
wines produced with standardised winemaking. No study to
date has assessed the contribution of 2-furylmethanethiol to
consumer acceptance of white wine. Anecdotally, empyr-
eumatic aromas are observed to be more common with
barrel-fermented white wines, particularly Chardonnay.

Te concept of “minerality” in wines has been found to be
ill-defned among experts [24]; however, it has been associ-
ated with empyreumatic aromas such as fint, match smoke,
kerosene, slate, granite, limestone, tar, charcoal, graphite, rock
dust, wet stones, metallic, steel, and ferrous [25]. In the same
study relating chemical composition to “mineral” aroma and
favour ratings, phenylmethanethiol and tartaric acid were
found to have the highest correlation coefcients. A sensory
study investigating “minerality” by comparing wine industry
professional’s projective maps with favour profles for
a trained QDA panel found minerality to be positively cor-
related with reduced, chalky, and grassy aromas and bitter
taste [14]. Malic acid, tartaric acid, and the titratable acidity of
the wines were highly associated with minerality. In this
study, a series of experiments were used to better understand
“empyreumatic” odours sometimes found in Chardonnay
wines. A survey of the occurrence of the thiols phenyl-
methanethiol (PMT) and 2-furylmethanethiol (2FMT) was
conducted in commercially produced Chardonnay wines
from Australia, New Zealand, and France, followed by de-
tailed chemical and formal sensory evaluations of a subset of
24 wines. Consumer testing was then completed on six wines.
Finally, a follow-up odorant addition study was conducted to
understand the causal efects of candidate compounds as-
sociated with wines displaying “empyreumatic” aroma
nuances.

Te main aim of this work was to assess the sensory
signifcance of PMT and 2FMT in commercially produced
Chardonnay wines. We hypothesised that PMT, as identifed
by Tominaga et al. [2] and Capone et al. [4], would play the
major role in directing these smoky/mineral-like aromas and
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would contribute positively to consumer acceptance. A
secondary objective was to assess the relative importance of
ester compounds and residual proline concentration iden-
tifed by Espinase Nandorfy et al. [20] and Espinase Nan-
dorfy et al. [21], respectively, in conferring peach/stone fruit
aroma, sweetness, and viscosity in Chardonnay.

2. Materials and Methods

2.1.Wine Samples. A convenience sample of 71 commercially
produced white wines (2016–2020 vintages, $11–150), de-
scribed as having a fint-like and/or stone fruit-like aromas by
the winery or wine critic review, were purchased. Te Aus-
tralian wines (n=61) were sourced from a wide range of re-
gions including South-Eastern Australian blends, while eight
were from New Zealand (across fve regions) and two from
France (Chablis, Burgundy). Each wine underwent preliminary
informal tasting by AWRI staf from the sensory and research
teams, and was subjected to analytical testing for thiol con-
centrations. 24 Chardonnay wines were selected for the
commercial wine QDA, regional and basic chemical compo-
sition, and oak usage information available in Table 1, and of
these, six wines were further used for consumer testing.

2.2. QDA Panels. Two sensory panels were convened to
complete the formal QDA studies of this work. Te frst panel
of eleven assessors (ten females) with an average age of 51 years
(SD=8.4) evaluated the commercial Chardonnay wines. Te
second panel consisting of eleven assessors (ten females, av-
erage age of 53 years, SD=6.9), including six of the original
participants, was then convened to assess the aroma of the
odorant spiking samples. All panellists were part of the external
AWRI trained descriptive analysis panel and had extensive
experience in wine sensory descriptive analysis. All assessors
provided informed consent to participate, and this work was
conducted in accordance withDeakinUniversity’s ethics policy
(HEAG-H 169_2019) with the evaluations conducted at the
AWRI in Adelaide, South Australia.

2.3. Sensory Evaluation of Commercial Chardonnay Wines.
A series of four preliminary sensory evaluations by a panel
(n� 12) of expert technical wine assessors (four females)
with an average age of 40 years (SD� 10.9), were conducted
to select 24 wines, from the 71 wines surveyed. Wines were
selected that displayed a range of intensities of “empyreu-
metic” and stone fruit aromas, excluding wines with
dominant of-favours or winemaking artefacts. After the
QDA of the commercial wine set, this panel was reconvened
to confrm a subselection of wines deemed appropriate for
further consumer testing and the odorant addition QDA.

Wines were formally evaluated using the generic QDA
method as described in Heymann et al. [14]. To evaluate the
24 commercial wines, assessors attended six two-hour
training sessions to determine appropriate descriptors for
rating in the formal sessions. All the wines from the study
were progressively used during training sessions to generate
and refne appropriate descriptive attributes and defnitions
through a consensus-based approach.

Wines were assessed by appearance, aroma, and favour.
In the third session, standards for attributes were presented
and discussed and these standards were also available during
subsequent training sessions, the booth practice session, and
the formal assessment sessions. As a familiarisation exercise,
assessors revisited these aroma and favour standards as well
as at least one “warm-up” sample from the wine set at the
beginning of each formal assessment session.

Following the fourth training session, assessors participated
in two practice sessions in the sensory booths under the same
conditions as those for the formal sessions. After the practice
sessions, any terms which needed adjustment were discussed
and the fnal list of terms and standards were determined. For
the formal sessions, this list was refned to include one ap-
pearance term, fourteen aroma terms (thirteen defned and one
“other” term) and fourteen palate terms (thirteen defned and
one “other” term). Te fnal list of attributes, defnitions/
synonyms, and reference standards are shown in Table 2.

2.4. Evaluation. Te wines were presented to assessors in
30mL aliquots in 3-digit-coded, covered, and ISO standard
wine glasses at 22–24°C in isolated booths under daylight-type
fuorescent lighting. Randomised presentation order across
assessors was followed except in the practice sessions when
there was a constant presentation order. All samples were
expectorated. In the formal booth sessions, the assessors were
presented with four trays of three samples per tray, per day.Te
assessors were forced to have a 60-second rest between samples
and were encouraged to rinse with water, and a minimum ten-
minute rest between the trays. During the ten-minute break,
they were requested to leave the booths. Formal evaluation was
completed in six two-hour sessions on separate days. A new
bottle was used for each of the presentation days. Te 24
commercial wines were presented to assessors three times, in
a Williams Latin Square random block design generated by
usingCompusense20 sensory evaluation software (Compusense
Inc., Guelph, Canada). Te intensity of each attribute listed in
Table 2 was rated using an unstructured 15 cm line scale
(numericized 0 to 10), with indented anchor points of “low” and
“high” placed at 10% and 90%, respectively. Data were acquired
using Compusense20 sensory evaluation software.

2.5. SamplePreparation forOdorantAdditionStudy. A single,
fruity commercial Chardonnay wine (South Australia, 2021
vintage) was used as the base wine with compounds PMTand
2FMT (Sigma-Aldrich, Castle Hill, NSW, Australia) added in
a 52 full factorial design (two compounds, each added at fve
concentrations) that generated 25 permutation samples, with
each of the fve concentration levels increasing by a factor of
2.5. Te concentration range chosen represented the
minimum-maximum measured in commercial samples pre-
viously tested. Appropriate aliquots of PMT (100.0μg/L) and
2FMT (100.9μg/L) solutions in ethanol (food grade–ultra
premium, Tarac Technologies, Nuriootpa, SA, Australia) were
added volumetrically to the homogenized volume of base wine
targeting 0, 2.6, 6.3, 16.3, and 40.6ng/L of PMT and 0, 10, 25,
62.5, and 156.5 ng/L of 2FMT as well as all design combina-
tions. Te small amount of ethanol added from the stock
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solutions was equalized for all samples including the base wine
control. Addition samples were prepared freshly each day. Te
Chardonnay wine used as the base wine for the addition ex-
periment was approximately 18months old, bottled (750mL)
with screw-cap closure, 13.2% v/v ethanol, pH 3.33, titratable
acidity (TA)=5.7 g/L, SO2 (free) = 20mg/L, and SO2 (total)
= 100mg/L. A preliminary informal tasting by AWRI staf
from the sensory and research teams assessed the base wine as
having subtle oak characters but no struck-fint-like aroma.Te
concentrations of PMTand 2FMTin this base winewere 1.1 ng/
L and 2.6ng/L, respectively.

2.6. Sensory Evaluation of Confrmatory Odorant Addition
Study. Very similar training and evaluation conditions as
described above were used for the follow-up confrmatory
study investigating the aroma contribution of PMT and
2FMT to a fruity base Chardonnay wine with the following
changes. Assessors participated in three days of training
where each sample was presented at least once, followed by
three formal evaluation days. All samples were evaluated by
aroma only with the rated attributes listed in Table 2. Te 25
combinations of the experimental design were presented to
assessors in triplicate, with fve trays of fve samples per tray
presented on each of the three formal evaluation days.
Assessors took 30-second breaks between each sample.

2.7. Consumer Test Participants and Evaluation Conditions.
A hedonic consumer test involving 92 regular white wine
drinkers took place at the AWRI sensory laboratory located
in Adelaide, South Australia. Te sample of consumers was
screened and selected based on their drinking preferences
and habits, aimed to be balanced for age and gender as
practically as possible. Consumers who drink Chardonnay
wine at least once or twice per year, were not pregnant and
were between 18 and 65 years of age participated in the
assessment. Consumer demographic details can be found in
Table S1. Each consumer attended a single session to
taste six Chardonnay wines selected to broadly
represent the range of attributes differentiating the
samples from the statistical analysis of QDA data
as well as having similar basic chemical compo-
sitions. Consumers gave informed consent, com-
pleted a demographic questionnaire, and were
briefed on the hedonic task which lasted less than
1 hour.

Te wines were presented to respondents monadically
following a Williams Latin Square random block design,
presented in 3-digit-coded ISO wine tasting glasses con-
taining 30mL aliquots of wine at 10.5± 0.8°C. Tasting took
place in isolated sensory booths under daylight-type light-
ing. A 2-minute break between the samples was enforced
where participants were encouraged to drink water between
the samples. Tasters could choose if they wanted to drink or
expectorate the samples into the sink available in each booth.
Each wine was frst rated by the consumers using a nine-
point hedonic scale labelled from “dislike extremely” to “like
extremely” [26], then purchase intent was collected using

a fve-point scale labelled from “defnitely would not buy” to
“defnitely would buy.” A few questions relating to wine use
and attitudes were administered after the tasting, with
participants receiving a $30 gift coupon as a reward for
their time.

2.8. Statistical Analysis and Interpretation. Trained panel
performance was assessed using Compusense20 software
and R with the SensomineR (sensominer.free.fr/) and
FactomineR (factominer.free.fr/) packages. Te perfor-
mance assessment included analysis of variance for the
efect of assessor, wine and presentation replicate and
their interactions, degree of agreement with the panel
mean, degree of discrimination across samples, and the
residual standard deviation of each assessor by attribute.
All assessors were found to be performing at an acceptable
standard.

Analysis of variance (ANOVA) for the QDA data was
carried out using Minitab 20 (Minitab Inc., Sydney, NSW)
for the efects of wine, assessor, presentation replicate, and
all their two-way interactions. A Fisher’s protected least
signifcant diference (LSD) value was calculated at a 95%
confdence level using the mean sum of squares value from
the assessor by treatment interaction efect. Principal
component analysis (PCA) was conducted for the means of
the samples of the attributes using the correlation matrix,
calculated by using XLSTAT 2020 (Addinsoft, France). For
the odorant addition study response surface regression
modelling (RSM), ANOVA and visualisations were com-
pleted with STAT-EASE 360 (MN, USA) treating pre-
sentation replicates as blocks.

For the consumer test data, ANOVA was calculated for
the efects of wine and assessor, treating consumers as
a random efect. Agglomerative hierarchical clustering
(AHC) of raw liking scores was then calculated, as rec-
ommended in MacFie [27],by transforming to (dis)simi-
larity matrix and using Pearson correlation coefcient index
with average linkage (unweighted pair groups), and used
inspection to the level of 0.58 to truncate clusters. A Fisher’s
protected LSD value was calculated at a 95% confdence level
for each of the consumer groups.

To explore relationships between wine chemical com-
position, sensory profles, and consumer responses, partial
least squares regression (PLS-R) models were generated
using the NIPALS algorithm (30,000 iterations) and
standardisation. Models frst linked chemical composition
(x) to sensory attributes (y); then, another model was
generated which associated sensory attributes (x) with mean
consumer liking and consumer clusters mean liking scores
(y). Wine chemical compounds important to sensory at-
tributes and sensory terms identifed as important to con-
sumer response were identifed by statistical jack-knifng
and considering the size of regression coefcients as rec-
ommended in [28].

Due to the relatively small sample sizes practicable in
wine research, less emphasis was placed on arbitrary P value
signifcance levels, instead attention was given to the level of
statistical evidence (P value), magnitude of efect size (F
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value) and absolute efect value (sample mean values) to
interpret and draw conclusions about efects of sensory
signifcance [29, 30]. Statements ascribing the level of sta-
tistical evidence in this work are as follows: P≥ 0.10 “vir-
tually no evidence,” P≤ 0.10 “weak evidence” (ǂ), P≤ 0.05
“evidence” (∗), P≤ 0.01 “strong evidence” (∗∗), and P≤ 0.005
“very strong evidence” (∗∗∗).

2.9. Chemical Analysis. Targeted volatile compounds were
quantifed using previously published methods by Siebert
et al. [7] and updated by Espinase Nandorfy et al. [20] that
are routinely used in-house and are described briefy below.
Furthermore, two new methods developed to quantify n-
alkyl c-lactones and benzyl compounds are described in
detail. All analytical methods for volatile compounds used
deuterated analogues as the internal standards, and MS in
selected ion monitoring mode or MS/MS with multiple
reaction monitoring except the method using a GC/sulfur
chemiluminescence detector (SCD) which instead used two
chemically similar compounds to the analytes.

Te set of 71 survey wines, including the subset of 24
wines were analysed for polyfunctional thiols (including
PMTand 2FMT) by HPLC/MS/MS after derivatisation with
4,4′-dithiodipyridine (Acros Termo Fisher Scientifc,
Tebarton, SA, Australia) and SPE as described by Capone
et al. [31] and Cordente et al. [32] using an Exion UHPLC
coupled to a 6500 QTrap+ (Sciex, Mulgrave, Vic., Australia).

Te following analyses were only conducted on the
subset of 24 wines. Fermentation-derived aroma compounds
were analysed by headspace (HS)-solid phase micro-
extraction (SPME)-GC/MS as described by Siebert et al. [33]
except using a polyacrylate (PA, white) 85 μm SPME fbre
(Supelco, Sigma-Aldrich), a VF-624ms (30m× 0.25mm×

1.4 μm; Agilent) GC column, and an Agilent 7890A GC
(Agilent Technologies Australia, Mulgrave, Vic., Australia)
coupled to an Agilent 5975CMS and equipped with a Gerstel
MPS2 multipurpose sampler (Lasersan Australasia,
Tanunda, SA, Australia). Monoterpenes and C13-
norisoprenoids were analysed according to Pisaniello
et al. [34] using membrane-assisted solvent extraction
(MASE)-GC/MS on an Agilent 7890B GC, coupled to an
Agilent 5977BMS and equipped with a Gerstel MPS Robotic
Pro (Lasersan). TeMASE membrane bags were supplied by
Lasersan. Oak-derived aroma compounds were quantifed
according to Pollnitz et al. [35]; all compounds were ana-
lysed by liquid-liquid extraction-GC/MS using an Agilent
6890 GC, coupled to an Agilent 5973 MS and equipped with
a Gerstel MPS2. Volatile sulfur compounds were analysed
according to Siebert et al. [36] and Cordente et al. [32]
utilising static HS-GC/SCD on an Agilent 7890B GC,
coupled to an Agilent 8355 SCD and equipped with a Gerstel
MPS2 XL (Lasersan).

n-Alkyl c-lactones were quantifed by direct-immersion
(DI)-SPME-GC-MS/MS similar to that described for (Z)-6-
dodeceno-c-lactone [37] using an Agilent 7000C Triple
Quadrupole GC-MS/MS system (version 7.03) equipped
with a Gerstel MPS2-XL (Lasersan). c-Octa, -nona, -deca,
and -dodecalactone, were purchased from Sigma-Aldrich.

(Z)-6-Dodeceno-c-lactone was kindly donated by Symrise
(Holzminden, Germany), and c-methyldecalactone was
kindly donated by Pyrazine Specialties. (Z)-7-Decen-5-olide
was supplied by Penta International (Livingston, NJ), and 6-
pentyl-α-pyrone was supplied by Pyrazine Specialties
(Ellenwood, GA). n-Alkyld7-c-lactones (C8–C12) had been
synthesized in-house [38]. Stock solutions and dilutions of
n-alkyl c-lactones were prepared in ethanol (gradient grade
for LC, Merck, Bayswater Vic, Australia). Samples were
prepared by diluting wine (5mL) with water (4mL) and
adding internal standard (25 μL) into a 10mL vial (Agilent).
Analytes were then extracted with DI-SPME using a 65 μm
DVB/PDMS (blue) fbre (Supelco, Sigma-Aldrich) for
40minutes at 30°C with agitation at 250 rpm. Te fbre was
then washed in a 20mL vial containing water for 1minute
prior to desorption to decrease the amount of inlet con-
tamination due to sugars and other nonvolatiles. Volatiles
were desorbed at 260°C onto a VF-200ms
(30m× 0.25mm× 0.25 μm; Agilent) which was held at
a constant fow of 1mL/min. During injection, the inlet was
splitless for 2minutes followed by inlet purging at 50mL/
min. To enable back-fushing, the analytical column was
connected to a Deans switch, where, during analysis,
compounds were transferred to the MS using
1.5m× 0.15mm fused silica held at a constant fow of
1.2mL/min. Te temperature program for the oven was:
40°C for 1minute, ramped to 120°C at 20°C/min, and then
ramped to 180°C at 2°C/min.Te analytical column was then
backfushed for 5minutes (2 column volumes) at 260°C. Te
MS transfer line was held constant at 240°C for the duration
of the analysis. Method linearity was determined using ten
calibration levels, each in duplicate, over the concentration
range of 0.1–100 μg/L of all listed lactones except for (Z)-6-
dodeceno-c-lactone at 1–1000 ng/L, and included control
wine samples without any addition of analytes. Te limit of
detection (LOD) was calculated as S/N� 3 and the limit of
quantifcation (LOQ) was calculated as 2× LOD. Method
precision and recovery were determined using seven rep-
licate samples spiked at low and high concentrations (1 and
10 μg/L for all lactones except 10 and 100 ng/L for (Z)-6-
dodeceno-c-lactone). See Table S2 for calibration and val-
idation data. To check the accuracy of the analysis, at least
one in every six wines was analysed in duplicate.

Benzyl compounds were quantifed by HS-SPME-GC/
MS using an Agilent 7890A GC coupled to an Agilent 5975C
MS and equipped with a Gerstel MPS2-XL. Benzaldehyde,
benzyl alcohol, and benzyl acetate were supplied by Sigma-
Aldrich, d6-benzaldehyde by Cambridge Isotopes (Nova-
chem, Collingwood, Vic, Australia), and d5-benzyl acetate
and d5-benzyl alcohol by CDN Isotopes (SciVac, Hornsby,
NSW). Stock solutions of benzaldehyde, benzyl alcohol, and
benzyl acetate, andmixed dilutions were prepared in ethanol
(LC grade, Merck). Te GC was ftted with a Deans switch
(Agilent) to utilise a postrun backfush program. Te ana-
lytical column used was a VF-624ms
(60m× 0.25mm× 1.4 μm; Agilent) and the restrictor col-
umn was deactivated fused silica 1.0m× 0.10mm; Agilent).
Te carrier gas was helium (ultrahigh purity, BOC, Adelaide,
SA, Australia) in constant fow mode: analytical column

Australian Journal of Grape and Wine Research 7



1.75mL/min (initial pressure 273 kPa) and restrictor column
1.85mL/min (initial pressure 137 kPa). A polyacrylate (PA,
white) 85 μm SPME fbre (Supelco, Sigma-Aldrich) was
exposed to the headspace (20mins at 45°C) with agitation
(250 rpm). Te SPME fbre was desorbed in splitless mode
and left in the injector for 10min. Te splitter, at 29:1, was
opened after 2min. Te injector temperature was held at
250°C. Te oven temperature was started at 50°C, held for
1min, raised to 140°C at 20°C/min, and then further raised to
235°C at 5°C/min. Subsequently, the inlet pressure was re-
duced to 7 kPa, the reversed fow through the analytical
column at −4.5mL/min via the Deans switch, and the oven
heated to 280°C and held for 5min. Te temperature of the
transfer line was 240°C.Temass spectrometer was operated
in electron (EI+) ionization mode at 70 eV and utilising
simultaneous scan/SIM mode. Te wine samples were
prepared for HS-SPME; sampling was as follows: a 5mL
aliquot of wine, 50 μL of internal standard mixed solution
d6-benzaldehyde, d5-benzyl acetate, and d5-benzyl alcohol
(each at 20mg/L), a 5mL aliquot of tartrate bufer (pH 3.20),
and sodium chloride (2 g; Merck) was added to a 20mL
screw-cap vial (magnetic, Tefon lined silicone septum;
Agilent). Method precision and calibration linearity were
validated by a series of standard addition experiments to
white wine diluted 1:1 with model wine (12% v/v ethanol,
pH 3.20). Method linearity was determined using ten cali-
bration levels, each in duplicate, over the concentration
range of 2–2000 μg/L of benzaldehyde, benzyl alcohol, and
benzyl acetate and included control wine samples without
any addition of analytes. Te LOD was calculated as S/N= 3
and the LOQ was calculated as 3× LOD. Method precision
was determined using seven replicate samples spiked at low
and high concentrations (50 and 500 μg/L). See Table S3 for
calibration and validation data. To check the accuracy of the
analysis, at least one in every six wines was analysed in
duplicate. To check the recovery, a master mix of all samples
was spiked with 50 μg/L and 500 μg/L of the analytes in
duplicate.

Te concentration of proline was quantifed using 1H
NMR. Analysis was performed on a Bruker Avance Neo
operating at 400MHz (Bruker, Sydney, Australia). Samples
were prepared as follows: 900 μL of wine was bufered with
Bruker “Bufer C,” and then automatically titrated with
1.0M HCl or 1.0M NaOH to pH 3.10 using a microtitrator
(Bruker). A 600 μL aliquot of the titrated wine was then
transferred to a 5mm tube (Duran Wheaton Kimble,
Economic, ASIS Scientifc, Adelaide, Australia) and sub-
mitted for acquisition. Experiments, including tuning,
matching, locking, shimming, and pulse calibration, were
performed automatically according to the Bruker
FoodScreener module [39]. Proline was then quantifed from
the water and ethanol suppressed noesygpps spectrum (ds 4,
ns 32, TD 64k, sw 20 ppm, rg 16) using an in-house workfow
(Python3.9, https://github.com/AWRIMetabolomics/pro-
nmr-quant.), where the area under the curve (AUC) of
themultiplet at ∼2.3 ppmwas obtained and regressed against
a calibration function. Te ppm coordinates were identifed
as a range containing a clean signal specifc to proline,
relatively free of other compounds in wine.

Te subset of 24 wines was analysed by Afnity Labs for
their basic composition using a Foss WineScan FT 2 as
described by the manufacturer (Foss, Hillerød, Denmark),
and the free and total sulfur dioxide (F/T SO2) were mea-
sured using a Gallery discrete analyser (Termo Fisher
Scientifc, Tebarton, SA, Australia).

3. Results and Discussion

3.1. Chardonnay Survey of the Occurrence of 2FMTand PMT.
A total of 71 white wines (66 Chardonnay) were analysed
for the concentration of 2FMT and PMT, with the results
shown in Figure 1. Te range of 2FMT in the wines was
approximately 0.2–164.5 ng/L, with a mean of 15.1 ng/L and
median value of 3.5 ng/L. For PMT, the range was
0.2–7.8 ng/L, with a mean of 1.7 ng/L and a median value of
1.4 ng/L. 2FMT and PMT were signifcantly correlated
(P< 0.0001, r � 0.47, n� 71), but difered in their distri-
bution, with PMT following a normal distribution while
2FMT was strongly right skewed with many values in the
low range and a few high concentrations. Te concentra-
tion of both compounds was above the reported aroma
detection thresholds (0.4 ng/L and 0.3 ng/L) for almost all
wines. Te concentration range of 2FMT measured here
was much higher than the eight white wines reported by
[40] or the nine Spanish Chardonnays reported in [41]
(2–19 ng/L) but below the range reported in some aged
Champagnes [3] (up to 5500 ng/L). Te maximum con-
centration of PMT measured in this study was approxi-
mately fve times lower than the maximum non-Sauvignon
Blanc white wines reported in [41] (36 ng/L) and lower than
the values reported in [4] (up to 40 ng/L).

3.2. Sensory Descriptive Analysis of Commercial Chardonnay
Wines. Te attributes rated by the trained panel were
generated by a consensus-based approach during training
sessions. Te attributes (Table 2) consisted of one colour
attribute, one nasal sensation (pungency), twelve aromas,
three tastes, three mouthfeel terms, and seven favour
attributes.

From the ANOVA, very strong evidence was found that
all the attributes rated by the panel difered between the 24
commercial wines except for toasty aroma (Table 3). Te
largest diferences, indicated by the largest F values, between
the wines were the degree of yellow colour intensity, fint
aroma, and mineral/fint favour.

As a visual overview of the sensory properties of the 24
Chardonnay samples, a PCA (Figure 2) was conducted on
the mean values of the sensory attributes (Tables S4 and S5).
Principal components 1 and 2 explained 63.4% of the
variation in the sensory data. PCs 3, 4, and 5 were also found
to have eigenvalues above 1 and explained a further 8.8%,
6.8%, and 5.2% of the variation in the data. However, these
PCs are mainly related to the intensity of cheesy aroma. Te
horizontal separation of the wines along PC1 related to the
intensity of nonfruit sensory attributes pungency, natural
gas aroma, fint aroma, mineral/fint favour, tinned vege-
table aroma, and woody/vanilla aroma and favour, which
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Figure 1: Box plots visualising the distribution of 2FMTand PMTfrom a survey of 71 white wines fromAustralia, New Zealand, and France,
including 66 Chardonnay samples. Te inclusive median quartile occurs within the box are shown with vertical whiskers corresponding to
minimum and maximum values within a range limit and absolute maximum and minimum indicated by ( ) and mean by ( ). Outlier
point wines fall beyond the upper whisker with those values beyond 2.5 standard deviations marked ( ) and 3 standard deviations marked
(×).

Table 3: F ratios, probability values†, degrees of freedom (df), and mean square error (MSE) from the analysis of variance of QDA data.

Attribute Wine (W) Assessor (A) Rep (R) W ∗ A R ∗ W R ∗ A MSE
Yellow colour 22.12∗∗∗ 104.79∗∗∗ 0.50 1.83∗∗∗ 1.12 5.27∗∗∗ 0.182
Pungency A 3.99∗∗∗ 68.80∗∗∗ 0.45 1.19 2.08∗∗∗ 4.18∗∗∗ 0.285
Flint A 19.4∗∗∗ 8.37∗∗∗ 0.89 1.74∗∗∗ 1.16 1.51 2.268
Peach A 3.74∗∗∗ 30.82∗∗∗ 2.29 1.89∗∗∗ 1.27 0.78 1.600
Passionfruit/grapefruit A 2.84∗∗∗ 8.73∗∗∗ 0.01 1.63∗∗∗ 0.94 2.56∗∗∗ 1.819
Pineapple A 4.91∗∗∗ 20.15∗∗∗ 2.71 1.95∗∗∗ 1.35 1.72∗ 1.488
Citrus A 2.18∗∗∗ 40.73∗∗∗ 1.82 1.28∗ 1.22 6.90∗∗∗ 0.436
Natural gas A 4.75∗∗∗ 5.68∗∗∗ 1.16 1.62∗∗∗ 1.36 1.99∗∗ 0.453
Woody/vanilla A 4.79∗∗∗ 24.79∗∗∗ 1.15 1.81∗∗∗ 1.46∗ 0.61 1.350
Toasty A 1.37 68.22∗∗∗ 0.19 1.33∗∗∗ 1.17 1.56 0.841
Apple/pear A 4.79∗∗∗ 15.17∗∗∗ 1.05 1.80∗∗∗ 1.30 6.60∗∗∗ 0.876
Tinned vegetables A 3.44∗∗∗ 10.86∗∗∗ 0.75 1.19 1.13 2.40∗∗∗ 1.005
Cheesy A 4.12∗∗∗ 5.24∗∗∗ 0.25 2.00∗∗∗ 0.75 2.19∗∗∗ 1.150
Floral A 5.92∗∗∗ 15.60∗∗∗ 0.59 1.70∗∗∗ 0.71 2.28∗∗∗ 1.800
Sourness T 3.98∗∗∗ 46.81∗∗∗ 0.68 1.29∗ 1.06 3.53∗∗∗ 0.468
Bitterness T 1.90∗∗ 41.34∗∗∗ 0.84 1.39∗∗∗ 1.43∗ 7.18∗∗∗ 0.422
Viscosity MF 1.65∗ 258.86∗∗∗ 1.10 1.32∗∗ 0.78 1.76∗ 0.313
Hotness MF 3.47∗∗∗ 58.89∗∗∗ 5.31∗ 0.93 0.63 3.39∗∗∗ 0.535
Sweetness T 3.19∗∗∗ 93.26∗∗∗ 2.47 1.09 0.99 1.25 0.766
Astringency MF 3.20∗∗∗ 26.61∗∗∗ 1.04 1.49∗∗∗ 0.99 9.57∗∗∗ 0.378
Citrus F 3.28∗∗∗ 113.87∗∗∗ 4.04∗ 1.27∗ 0.76 2.74∗∗∗ 0.466
Stone fruit F 2.30∗∗∗ 34.78∗∗∗ 2.23 1.71∗∗∗ 1.36 2.34∗∗∗ 0.965
Tropical F 2.59∗∗∗ 48.53∗∗∗ 5.33∗ 1.55∗∗∗ 0.97 1.35 1.186
Mineral/fint F 7.35∗∗∗ 15.13∗∗∗ 0.19 1.76∗∗∗ 1.26 1.16 1.325
Apple/pear F 3.58∗∗∗ 28.63∗∗∗ 0.71 1.99∗∗∗ 1.36 3.14∗∗∗ 0.823
Toasty F 1.66∗ 81.22∗∗∗ 0.54 1.39∗∗∗ 1.20 1.44 0.792
Woody/vanilla F 5.44∗∗∗ 23.17∗∗∗ 0.08 1.43∗∗∗ 0.73 2.15∗∗∗ 1.444
df 23 10 2 230 46 20 460
Note: A: aroma, F: favour, T: taste, MF: mouthfeel, Rep: presentation replicate. †Signifcance levels are as follows: ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.005; and
ǂP < 0.10. df� degrees of freedom.
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were heavily negatively loaded on PC1 with wines from
Marlborough (MBH1, MBH2, and MBH3) as well as sam-
ples AH1 and TAS rated higher in these attributes. Con-
versely, fruity attributes passionfruit/grapefruit aroma,
citrus aroma, apple/pear aroma and favour, peach aroma,
pineapple aroma, tropical favour, as well as foral aroma
were positively loaded on PC1 with wines MV, MR2, AH9,
and AH5 rated the highest in these attributes. Te vertical
separation along the PC2 was driven by the ratings of
sourness, astringency, citrus favour, as well as toasty aroma
(ns) and favour, viscosity, sweetness, and stone fruit favour.
Generally, the retail price of the wines was higher for those to
the left of Figure 2, with price positively and signifcantly
(P< 0.05) correlated with fint aroma (r= 0.45), woody/
vanilla aroma (r= 0.55) and favour (r= 0.52) and pungency
(r= 0.42). Overall, the wines selected showed a range of
“empyreumatic” aroma and favour intensities.

3.3. Assessing the Association of PMTand 2FMTwith Smoky/
Burnt Sensory Characteristics Using PLS-R. Basic chemical
composition for the 24 wines is shown in Table 1, and Table
S6 lists the volatile compounds quantifed in the wines,

together with their CAS numbers; abbreviation codes;
published aroma detection thresholds; andmean, minimum,
and maximum concentrations.

To link chemical composition and sensory response
using PLS-R, a fve-factor model was used that explained
72% of the total sensory response variance from the chemical
compositional data. Visualisation of the scores and loadings
for factors 1 and 5 from this model can be seen in Figure S1.
Chemical compounds (X’s) and sensory attributes (Y’s)
located together in Figure S1 are generally positively asso-
ciated, and those towards the outside of the plots are
considered well modelled. Compounds of sensory signif-
cance were identifed by considering both the size of their
regression coefcients (Figure 3) and statistical importance
as determined by a jack-knife resampling test. Signifcant
compounds most strongly and positively associated with
fint aroma were 2FMT, acetic acid, the oak compounds 4-
methyl guaiacol, eugenol, guaiacol, and trans-oak lactone,
while β-damascenone was signifcantly negatively associated
with this attribute and positively related to several of the
fruity attributes. In addition to those identifed as signifcant,
the compounds PMT, ethyl thioacetate, and ethanethiol had

Yellow colour

Pungency

Flint A
Peach A

Passionfruit/Grapefruit A

Pineapple A

Citrus A

Natural Gas A

Woody/Vanilla A

Toasty A

Apple/Pear A

Tinned Veg A

Cheesy A

Floral A

Sourness

Bitterness

Viscosity

Hotness

Sweetness

Astringency

Citrus F

Stone fruit F

Tropical F

Mineral/Flint F
Apple/Pear F

Toasty F

Woody/Vanilla F

AH 7

MV

TBA 2

MR 1

MBH 2

HV

YV 1MBH 1

AH 8

AH 2

YV2

MBH 3

KR

MR 2

MP

AH 4

AH 5
AH 1

AH 6

TBA 1

MRS

AH 3

AH 9

TAS

PC
2

(1
5.

7 
%

)

PC1 
(47.7 %)

Figure 2: Biplot of principal component analysis PC1 and PC2 of all the wine sensory attributes and the scores for the 24 Chardonnay wines
assessed by quantitative descriptive analysis. Wines selected for consumer testing are highlighted ( ).
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relatively high and positive regression coefcients for fint
aroma intensity. Te model was strong (R2 calibration
predicted vs measured� 0.91 and R2 validation predicted vs.
measured� 0.70). Similar compounds were also identifed as
important to mineral/fint favour, and β-citronellol and 3-
sulfanylhexanol were additionally implicated, again with
a strong model. Linear regression tests of PMT (R2 � 0.102,
P � 0.128) and 2FMT (R2 � 0.589, P < 0.0001) with fint/
struck-match/mineral aroma intensity confrmed 2FMTwas
much more strongly correlated than PMT. Previous studies
implicated PMTwith “fint” aroma in research Chardonnay
wines [4] and other white wines [2]; however, the stronger
association uncovered for 2FMT was unexpected.

As a secondary objective of this work, we sought to
determine the role of ethyl esters which had been identifed
in a recent association study and multistep screening re-
constitution study as conferring peach aroma to model wine
samples [20]. For the peach aroma attribute in the present
study, 3-sulfanylhexyl acetate, 2-methylbutyl acetate,
β-damascenone, 3-methylbutyl acetate, and 2-phenylethyl
acetate were all identifed as signifcant and had high positive
regression coefcients (Figure 3). Ethyl octanoate and ethyl
hexanoate had small negative regression coefcients for the
fve-factor model, with a small positive regression coefcient
for a one-factor model. Ethyl octanoate was present in
a much narrower concentration range in these wines
(933–1560 μg/L, Table S6) than previously tested with re-
constitution experiments (0–1500 μg/L). Te importance of
ethyl esters of fatty acids to fruity aromas was thus not
confrmed here, likely due to masking efects on fruity
odorants making a statistical association difcult to be
uncovered. Even though monoterpenes were found at rel-
atively low concentrations, as is commonly reported for
Chardonnay wines [42], linalool (0–5 μg/L) was also sig-
nifcant and positive to peach aroma, while α-terpineol
(3–12 μg/L) had a high positive regression coefcient for
stone fruit favour. Monoterpenes were also found to be
linked to fruity attributes in an earlier study [4].

Compounds understood to be related to odours resulting
from reductive fermentations and oak maturation were
generally strongly and negatively associated with fruity at-
tributes, likely due to masking efects. For natural gas aroma,
an attribute denoting reductive of-odour, compounds
methanethiol and ethanethiol had the highest regression
coefcients along with 2FMTand PMT; however, none were
signifcant by the jack-knifng test. For the oak-related
aroma attribute woody/vanilla, 4-methyl guaiacol, cis- and
trans-oak lactone, eugenol, guaiacol, and vanillin all had
signifcantly high regression coefcients, with PMT and
2FMT relatively high but nonsignifcant, while passionfruit/
grapefruit aroma was most signifcantly and positively as-
sociated with 3-sulfanylhexyl acetate, linalool, 2-phenylethyl
acetate, hexyl acetate, and 2- and 3-methylbutyl acetate
(Figure 3).

Recently, Espinase Nandorfy et al. [21] demonstrated the
sensory infuence of the residual amino acid proline in dry
red wine, which increased perceived sweetness, fruit favour,
and viscous mouthfeel, while diminishing bitterness and
astringency. Although the proline concentration is reported

to be lower in white wines (0.025–1.4 g/L) compared to red
wines (0.018–4.4 g/L) as reviewed by Gutiérrez-Gamboa
et al. [43], the range can span across the sensory de-
tection threshold reported in water of approximately 2 g/L
[44] and has been linked to wine “body” previously [45]. In
this study, the range of proline measured was 0.6–1.4 g/L and
had modest, but not signifcant regression coefcients from
the PLS model, relating positively to viscosity (0.0346) and
negatively to astringency (−0.0298). Stronger and signifcant
associations, however, with taste and mouthfeel terms were
found for pH and titratable acidity (TA) in agreement with
the previous fndings [46].

3.4. AromaQDAof a ChardonnayWinewithAdded PMTand
2FMT. From the sensory evaluation of the 25 wines created
by adding PMTand 2FMT to a fruity and lightly oaked base
Chardonnay wine in a full factorial design, nine aroma
attributes were generated to describe their sensory prop-
erties by a consensus-based approach. Nearly identical
defnitions and standards as those used during the QDA of
the commercial Chardonnay wines were agreed to by the
sensory panel.

From the response surface regression models summary
presented in Table 4, very strong evidence was found that
wines difered in their aroma intensity of all attributes with
the addition of PMT and 2FMT. Te largest linear efect
observed was for 2FMT to increase the intensity of fint
aroma while added PMT also imparted this aroma, albeit
with an efect size 22 times smaller. It is noteworthy that the
maximum concentration of 2FMT was nearly four-fold
higher than that of PMT in the addition samples, which
was aimed to better represent the observed maximum found
naturally in Chardonnay wines. Terefore, it is feasible, that
PMTcould be as potent as 2FMT in white wine if ever found
at similar concentrations. From a practical perspective, the
concentration of 2FMTwas found to be 21-fold higher than
that of PMT in this survey, suggesting the infuence of PMT
is naturally limited. Weak evidence (P � 0.052) of an in-
teractive efect between PMT and 2FMT was also found to
result in slight mutual suppression for this attribute. Tese
efects on fint aroma can be visualised in Figure 4.Te other
attributes (Table 4) were all found to be suppressed by the
two compounds, with 2FMT exerting stronger suppression
on peach, apple/pear, and foral attributes than PMT, as
indicated by the efect size values.

Overall, the results of this study have clarifed the role of
2FMTand PMT in “empyreumatic” aromas, including smoky,
gun smoke, fint, or struck-match characters, in Chardonnay
wines. From the commercial wines QDA, fint/struck-match/
mineral aromawas onlymodestly related to PMT, as previously
reported by Tominaga et al. [2, 3] with more evidence found
supporting a link to 2FMT. Although 2FMT is reported to
contribute a roasted cofee aroma to certain wines [11], no
evidence of this was found during either sensory studies
conducted here. Both sensory panels described and rated wines
high in 2FMT (and PMT) as high in fint/struck-match/
mineral aroma rather than any roasted cofee-related attribute,
suggesting the context set by other red or white wine volatiles
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Figure 3: Continued.
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may afect the odour percept conferred. Ferreira [47] stated
PMTtogether with 2FMTcan impart empyreumatic aromas to
some aged wines including Chardonnay, but also young wines,
based on the studies of Mateo-Vivaracho et al. [41] and
Tominaga et al. [2, 3], which is in some degree of agreement
with the results presented here for high concentration ranges,
although our results provide evidence for a greater role of
2FMT.Te addition studies reported byMateo-Vivaracho et al.
[41] indicated that the low concentrations of 2FMT were de-
scribed (by free choice notes) as increasing fruitiness and
pineapple character, while contributing toasty and cofee nu-
ances above 5.3ng/L. Our study did not fnd any evidence that
2FMT at low levels contributed fruity nuances; however, the
frst addition step of 10ng/L was higher than their study.
Conversely, for PMT, very low concentrations were reported in

the same study to impart toasty, burnt, and empyreumatic
notes at levels of 0.7 and 1.4ng/L. Our concentration range of
PMT (2.6–40.6 ng/L) was again higher than that of Mateo-
Vivaracho et al. [41] and the efect was less pronounced
compared to 2FMT.Tese diferencesmay also be explained by
the use of a dearomatised wine in the 2010 report rather than
a wine with all other aroma compounds still present.

3.5. Consumer Acceptance and Associations with Sensory
Properties. A selection of six of the wines from the QDAwas
assessed for consumer liking. Te wines were selected to
represent the range of sensory properties heavily loaded on
PC1 from the QDA (Figure 2), particularly targeting the
range of fint aroma intensity while attempting to have basic
chemical composition measures such as alcohol and
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Figure 3: Regression coefcients from partial least squares models generated to relate the chemical composition of the 24 commercial
Chardonnay wines with aromas (a) fint, (b) peach, (c) passionfruit/grapefruit, (d) natural gas, (e) woody/vanilla, as well as sensory attributes
related to (f ) overall consumer liking (n� 92), (g) consumer cluster 1 (n� 62), and (h) consumer cluster 2 (n� 30) liking scores. Signifcant
variables shaded grey ( ), not signifcant shaded in black ( ). Abbreviations of chemical compounds can be found in Table S6.

Table 4: F ratios, probability values†, degrees of freedom (df), andmean square error (MSE) from the response surface model of quantitative
descriptive analysis aroma data from the individual PMT and 2FMT addition samples blocked by presentation replicate.

Attribute
Factors and interaction

Model PMT 2FMT PMT ∗ 2FMT MSE
Citrus 6.08∗∗∗ 1.53 13.90∗∗∗ 0.02 0.085
Peach 21.01∗∗∗ 8.18∗∗ 39.81∗∗∗ 0.14 0.225
Flint 78.11∗∗∗ 7.01∗∗ 152.70∗∗∗ 3.90ǂ 0.309
Apple/pear 21.35∗∗∗ 0.083 41.63∗∗∗ 2.09 0.108
Pineapple 8.25∗∗∗ 3.51ǂ 14.65∗∗∗ 0.13 0.147
Floral 15.63∗∗∗ 3.69ǂ 34.90∗∗∗ 0.01 0.223
Toasty 2.51ǂ 3.25ǂ 5.48∗ 1.53 0.219
Sweaty 4.62∗∗∗ 1.36 10.33∗∗∗ 0.02 0.202
Pungency 3.82∗ 2.65 0.2 7.83∗∗ 0.024
DF 3 1 1 1 69
Note: †Signifcance levels are as follows: ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.005; and ǂP < 0.10. df� degrees of freedom.
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titratable acidity as similar as practicable. Wines with other
characters such as overt bitterness or sweetness were not
included in the consumer test.

From the ANOVA of the consumer liking scores,
strong evidence was found (P � 0.002, F = 3.78) sup-
porting a diference across the wines. Te mean liking
scores (n = 92) are shown in Figure 5. Wines AH1 and TAS
were high in fint aroma intensity (mean values of 4.4 and
3.6), MP and AH6 were scored moderately (mean values

of 2.4), while wines YV1 and AH 9 were the lowest (mean
values of 1.1 and 1.0). Te wines MP, YV1, and AH9 were
most well liked, with the high fint wines AH1 and TAS
liked the least. From the PLS-R (Figure S2), mean liking
scores were positively related to sweetness, viscosity, and
toasty favour, with the model having a high calibration
predicted versus measured R2 value of 0.98, although the
validation R2 was relatively low (0.41) and the MP wine
was especially poorly predicted.
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Figure 4: Response surface relating the intensity of fint aroma to the concentration of added 2-furylmethanethiol (2FMT) and phe-
nylmethanethiol (PMT) in Chardonnay base wine from the confrmatory odorant addition quantitative descriptive analysis. Presentation
replicated mean values of design points are displayed with those above ( ) and below ( ) the response surface indicated.
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Figure 5: Mean liking scores for the total consumer sample as well as for two clusters of consumers for the six Australian Chardonnay wines,
AH1 ( ), TAS ( ), MP ( ), AH6 ( ), YV1 ( ), and AH9 ( ) with varied intensity of fint/struck-match/mineral aroma. Fisher’s LSD value for
each consumer group (black bar).

14 Australian Journal of Grape and Wine Research



Tere was evidence for two clusters of consumers based
on the liking scores (Figures 5 and S2). For cluster 1 (67% of
the consumers) the pattern of liking scores was similar to
that of the total sample of consumers, with the two high fint
wines (AH1 and TAS) not well liked. For cluster 2 (33% of
the consumers), the AH1 wine was the most well liked, while
the lowest fint intensity wine YV1 was liked the least, and
the PLS-R indicated that the toasty favour was most strongly
and positively associated with liking for this cluster, fint
aroma being only moderately associated, while hotness was
strongly negatively associated.

Tis fnding expands on the consumer test conducted
by Capone et al. [4] with unwooded research wines which
also found a consumer group who responded negatively
to samples with higher fint aroma. Overall wines with
low to moderate fint aroma were well accepted, while
those with high fint intensity could be considered po-
larizing to consumers. Tere was no diference found in
demographics or usage and attitudes between the two
clusters.

4. Conclusion

Tis study showed that the potent thiols, 2FMT and PMT,
are at concentrations of sensory signifcance in most
commercially produced Chardonnay wines from Australia.
PMT and 2FMT were confrmed to be associated with
“empyreumatic” nuances with 2FMT most strongly related
to fint/struck-match/mineral aroma. Challenging our
original hypothesis, the role of 2FMT is newly highlighted as
a major contributor to this character in Chardonnay, rather
than roasted cofee as suggested by previous reports [11].Te
fint/struck-match/mineral note was found to be polarizing
to consumer acceptance, with the largest proportion of
consumers responding negatively to wines high in this
character. Further work should assess the winemaking
practices responsible for the occurrence of PMTand 2FMT.
Te odorant addition study demonstrated that diferent
volatile compounds can, when present in a complex natural
mixture such as wine, contribute to the same odour quality,
even if in isolation (such as assessed in water or on a smelling
strip) they are aromatically distinct. Tese fndings em-
phasise the importance of pairing analytical quantifcation
with robust sensory evaluation such as QDA and the need
for confrmatory experiments when attempting to draw
conclusions from associational tests with commercial
samples. Te inclusion of formal consumer testing can also
provide an extra layer of practical insight into the favour
research.
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Table S1: summary of the self-reported demographic data
collected from all participating consumers. Table S2: white
wine calibration and validation data quantifying for n-alkyl
c-lactones using direct-immersion (DI)-SPME-GC-MSMS
method, as determined in duplicate in commercially
available Chardonnay wine (13.0% alcohol). Table S3: cali-
bration and validation data for the quantifcation of benzyl
compounds in white wine using HS-SPME-GC/MS in SIM
mode. Table S4: mean sensory scores for the appearance and
aroma attributes of the 24 commercial Chardonnay wines.
Table S5: mean sensory scores for the taste, mouthfeel, and
favour attributes of the 24 commercial Chardonnay wines.
Table S6: summary of the aroma compounds quantifed in
the 24 commercial Chardonnay wines. Figure S1: factors 1
and 5 of the scores and loadings plots from the PLS re-
gression model. Plots were generated using sensory terms (Y
variables) and compositional compounds (X variables)
supported by statistical evidence (P< 0.05) to have difered
among the wines. Figure S2: factors 1 and 3 of scores and
loadings plots from the PLS regression model. Plots were
generated using consumer response (Y variables) and sen-
sory attributes (X variables) supported by statistical evidence
(P< 0.05) to have difered among the wines. (Supplementary
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Background and Aims. Shiraz (Syrah) is a dark-skinned cultivar of the wine grape Vitis vinifera that forms the basis of some of the
world’s most iconic wines. Worldwide, Shiraz is the fourth most planted grapevine cultivar; however, it represents the most
planted cultivar in Australia. Given the importance of Shiraz to worldwide wine production, this study aimed to produce
a reference genome for this cultivar while investigating the unique genetic variants and ancestral origins of this iconic variety.
Methods and Results. Long-read ONTdata were selected to produce a highly contiguous genome assembly for Shiraz. Phylogenetic
reconstruction using high-quality genome assemblies for wine grape cultivars provided further support of a kinship between
Shiraz and Pinot Noir. Harnessing long-read data, transposable element insertions potentially afecting gene function were
characterized in Shiraz and assessed relative to other cultivars. Tis revealed a heterogenous landscape of transposon insertion
points across cultivars and uncovered a specifc combination of allelic variants at the VviTPS24 terpene synthase locus. Con-
clusions. Tis establishment of a Shiraz genome provides a detailed view of the genetics that underpin this cultivar, including the
discovery of a specifc combination of VviTPS24 variants, which when combined with appropriate environmental triggers may
allow Shiraz to produce high levels of rotundone, the aroma compound responsible for the distinctive peppery characteristics of
this cultivar. Signifcance of the Study. Te availability of a reference genome for Shiraz expands the pool of genomes available for
wine grapes while providing a foundation resource for whole-genome studies involving this iconic cultivar, including intracultivar
variant identifcation and transcriptomic studies using a matching reference genome.

1. Introduction

Shiraz (Syrah) is a dark-skinned cultivar of the wine
grape Vitis vinifera, which is used to create some of the
world’s most iconic red wines. Tere have been many
theories surrounding the history of Shiraz, including
a potential origin in the city of Shiraz in ancient Persia
(now a part of Iraq). However, previous DNA-based
marker analysis has identifed Shiraz as the ofspring
of the grape cultivars Dureza (dark-skinned) and
Mondeuse Blanche (white-skinned), two-cultivars that
are considered native to the northern Rhône in the
south-east of France [1]. It is therefore likely that Shiraz
also originated in this geographic location through
a natural outcrossing event, which may date back to
Roman times.

Globally, Shiraz is the fourth-most planted grapevine
cultivar in the world. France contains the largest plantings of
Shiraz, where it represents the third most commonly planted
wine grape. In Australia, Shiraz is the most widely planted
cultivar, with 40,000 hectares of vines, positioning the
country as second only to France in worldwide plantings of
Shiraz. Australia is also home to many of the oldest Shiraz
vineyards in the world, with many vines that predate the
devastation of grapevine phylloxera on European vineyards
in the 1800s.

One of the trademark favours of Shiraz, and especially of
Shiraz grapes grown in cool climates, is black pepper [2].
Tese peppery notes have been attributed to the presence of
the highly-potent sesquiterpene rotundone, with reported
detection thresholds as low as 16 ng/L in red wine and 8 ng/L
in water [3]. Although being reported in comparatively
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higher concentrations in Shiraz, rotundone has also been
detected in several other cultivars, with Duras, Vespolina,
and Grüner Veltliner also displaying relatively high con-
centrations of this compound [4]. While the complete
biosynthetic pathway of rotundone has not been elucidated,
it has been shown that the sesquiterpene synthase VviTPS24
is responsible for the biosynthesis of the precursor of
rotundone, α-guaiene [5]. Rotundone can then be formed
from α-guaiene either by simple oxidation or enzymatically
through the cytochrome P450 α-guaiene 2-oxidase [6, 7].

Tere are thousands of distinct cultivars of V. vinifera
that are used for wine production, which display extensive
phenotypic diversity. Given the economic importance of this
species, genome sequencing is being used to determine the
genetic diferences that separate the various types of wine
grapes. Early eforts in the production of reference genomes
for V. vinifera were confounded by high levels of hetero-
zygosity and hemizygosity [8], such that inbreeding was used
to produce a homozygous line derived from Pinot Noir for
initial attempts at assembling a complete grapevine genome
[9]. Advances in “long-read” sequencing and phased ge-
nome assembly algorithms have now allowed for the pro-
duction of highly-contiguous assemblies for the grapevine
cultivars Chardonnay [10, 11], Cabernet Sauvignon [12],
Carménère [13], Zinfandel (syn Primativo) [14], Nebbiolo
[15], Cabernet Franc [16], Riesling [17], and Merlot [18].
Tese studies have expanded the knowledge on the mech-
anisms of genome evolution in this species, highlighting the
importance of structural variants and repetitive elements as
drivers of cultivar and clonal phenotypic diversity.

Given the importance of Shiraz to worldwide wine
production, a reference genome assembly for this cultivar is
required. Long-read data were selected to produce a highly
contiguous diploid genome assembly for Shiraz, which could
provide the basis for detailed phylogenetic investigations
and to compare structural variations across Shiraz and other
cultivars for which high-quality, phased genomes were
available. Overall, this study aims to provide a resource for
future comparative genomics of grapes with implications for
diploid genome evolution, the determination of clonal
variation, and historical provenance of V. vinifera
L. varieties.

2. Materials and Methods

2.1. Sampling, DNA Extraction, and Whole Genome
Sequencing. DNA was extracted from early-season
V. vinifera Shiraz clone 1654 leaves taken from feld-
grown plants at the Coombe Vineyard (Waite Campus,
University of Adelaide, Adelaide, Australia). Samples were
immediately frozen and ground to powder in liquid ni-
trogen. Approximately 100mg of plant material was used for
DNA extraction using a DNeasy Plant Mini Kit (QIAGEN,
Australia), following the manufacturer’s instructions. Prior
to Oxford Nanopore Technologies (ONT) sequencing li-
brary preparation, high-molecular weight DNA >10 kb was
enriched using a Short Read Elimination Kit SRE XS (Pacifc
Biosciences, CA, USA). Sequencing libraries were prepared
using the SQK-LSK110 kit and loaded into two FLO-

MIN106 and one FLO-MIN111 fow cells. Fast5 fles were
base-called using Guppy v. 5.0.16 (Oxford Nanopore
Technologies, Oxford, UK) with the “sup” model and
a minimum quality score fltering of 7. A total sequencing
yield of 30,663Mb was obtained (63-fold coverage) with an
N50 length of 21.8 kb. For short-read sequencing, genomic
libraries were prepared using the Illumina DNA Prep library
kit and sequenced on a Novaseq 6000 instrument using an S4
fow cell and 2×150 bp chemistry (Ramaciotti Centre for
Genomics, NSW, Australia). A total of 97 million read-pairs
were obtained (64-fold coverage).

For cultivar Sauvignon Blanc, DNA was extracted from
early-season leaves taken from a feld-grown plant of clone
F4V6 located at the South Australian Research and Devel-
opment Institute Nuriootpa Research Centre (Nuriootpa,
Barossa Valley, Australia). Samples were ground to powder
in liquid nitrogen, and nuclei were isolated following pro-
tocol 102-574-800 (Pacifc Biosciences, CA, USA). DNA was
extracted from nuclei using the Nanobind plant nuclei kit
(Pacifc Biosciences, CA, USA), following the manufac-
turer’s instructions. High-molecular weight DNA >10 kb
was enriched using a Short Read Elimination Kit SRE XS
(Pacifc Biosciences, CA, USA). Sequencing libraries were
prepared using the SQK-LSK112 kit and loaded into two
FLO-MIN112 fow cells. Fast5 fles were base-called using
Guppy v. 6.4.2 (Oxford Nanopore Technologies, Oxford,
UK) with the “sup” model and a minimum quality score
fltering of 7. A total sequencing yield of 19,655Mb was
obtained (43-fold coverage). For short-read sequencing,
genomic libraries were prepared using DNA from clone
F4V6 with the Illumina DNA Prep library kit and sequenced
on a Novaseq 6000 instrument using an S4 fow cell and
2×150 bp chemistry (Ramaciotti Centre for Genomics,
NSW, Australia).

2.2. Genome Assembly and Annotation. Preliminary as-
semblies for Shiraz were performed using Canu v. 2.1.1 [19]
and Flye v. 2.8.3 [20] and then polished with ONT reads
using Medaka v. 1.5.0 (https://github.com/nanoporetech/
medaka). Both assemblies were then combined using
quickmerge v. 0.3 [21] with the Canu assembly as reference
and a minimum overlap of 20 kb, and polished twice using
short-reads and Pilon v. 1.24 [22]. Lastly, allelic contig
reassignment was performed using Purge Haplotigs v. 1.1.2
[23] and assessed with BUSCO v. 5.3.2 [24] using the
embryophyta ODB v10 database. Te same methodology
was applied for the genome assembly of the cultivar Sau-
vignon Blanc using the assemblers Canu v. 2.1.1 [19] and
SMARTdenovo [25]. A scafolded version of the Shiraz
primary assembly was created for visualization purposes
using the V. vinifera reference genome (accession
GCA_000003745.2) and RagTag v. 2.1.0 [26].

A custom repeat library was built for Shiraz using
RepeatModeler v. 2.0.3 [27] and the LTR pipeline extension,
which applies LtrHarvest and Ltr_retriever [28] during de
novo repeat identifcation. Identifcation of miniature
inverted-repeat transposable elements (MITEs) was per-
formed using MITE-Tracker [29]. Te custom repeat
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sequences were combined into a single library and used for
repeat annotation using RepeatMasker v. 4.1.2 [30]. Gene
prediction was performed following the funannotate pipe-
line v. 1.8.13 [31], including Genemark-ES v. 4.68 [32],
SNAP [33], Augustus v. 3.3.3 [34], and Glimmerhmm v.
3.0.4 [35] annotations, allowing a maximum intron length of
10 kb. Previously published RNA-seq data for Shiraz ([36],
Table S1) and the protein data of the V. vinifera reference
genome (accession GCA_000003745.2) were provided as
evidence for gene model prediction.

Homo and hemizygous regions were investigated by
mapping short-read data to the primary assembly. Het-
erozygous SNPs were called using VarScan v. 2.3 [37] and
read-depth and SNP density calculated in 50 kb windows
(25 kb steps) using BEDTools v. 2.30.0 [38].

2.3. Phylogenetics and Identity by Descent (IBD).
Single-copy orthologs (SCOs) were identifed in Nebbiolo,
Chardonnay, Carménère, Zinfandel, Cabernet Sauvignon,
Cabernet Franc, Riesling, and Merlot along with V. vinifera
sylvestris and V. rotundifolia, using the BUSCO eudicot
dataset. Alignment was then carried out using MUSCLE
[39]. To ensure that errors in annotation do not bias phy-
logenetic reconstruction, each alignment was manually in-
vestigated and trimmed to remove mis-annotated exons
between transcripts through the excision of regions repre-
senting insertions and/or deletions that were not present in
any other sample or sequences that represented unaligned
extensions to the start or end of the gene. Each gene
alignment was imported into BEAST2 [40] with unlinked
Hasegawa-Kishino-Yano site and relaxed log normal clock
[41] model priors. A MCMC chain was then run across
1× 108 samples with a yule tree prior. Tracer was used to
identify when the model began to mix and select an ap-
propriate burn-in (48%).

Previously published RAD-Seq lllumina paired-end
reads from cultivars Dureza and Mondeuse Blanche [42]
were mapped to the Shiraz primary assembly using Mini-
map2 v. 2.24 [43]. Mapped reads had their variants called
(MQ> 20) and were fltered (DP> 5, GQ> 20, F_MISS� 0)
using BCFtools v. 1.16 [44]. Heterozygous sites in Shiraz
were further fltered to remove any sites where allele depth
did not ft a binomial distribution, thereby removing somatic
mutations developed after the cross event between Dureza
and Mondeuse blanche. Putative alleles that sufered from
dropout due to mutations in the RADtag cut site were
identifed by inspecting the frst four base pairs of both the
forward and reverse reads for mutations within Shiraz with
geaR v. 0.1 [45]. Any tags that contained mutations were
removed from the analysis space. Filtered variants were
converted to the GDS format and IBD calculated using
SNPrelate v. 1.32 [46].

2.4. Characterization of TE Content and Comparative
Genomics. Read depth and structural variant information
were leveraged using plyranges v. 1.18 [47] and geaR v. 0.1
[45] to collapse fragmented transposable element annota-
tions into a single record. First, read depth was calculated

against the Shiraz primary assembly across the middle 10 bp
of a TE annotation using SAMtools v. 1.16.1 [44]. Tis was
then compared to the median read depth observed across
surrounding coding regions and overlapped with structural
variants called from long-read nanopore data using Snifes
v. 2.0.2 [48] to determine zygosity. Homozygous annotations
were then conditionally merged if adjacent annotations from
the same class were both contained within the same read and
were also homozygous. Heterozygous annotations were then
compared to overlapping heterozygous structural variants.
Adjacent transposable element annotations that were both
heterozygous and contained within a single structural var-
iant were merged into one record.

Transposable element annotations within introns and
1 kb of an orthologs TSS or stop codon were extracted and
intersected to identify putative genic TE insertions. Exonic
insertions points were identifed by frst extracting gene and
CDS features from the Pinot Noir reference [9] genome and
annotation sourced from Ensemble Plants (PN40024.v4).

Putative genic TEs were then leveraged against Nebbiolo,
Chardonnay, Carménère, Zinfandel, Cabernet Sauvignon,
Sauvignon Blanc, Riesling, and Merlot long-read data (see
Table S1 accession number) structural variants using Snifes
v. 2.0.2 [48].

Publicly available short-read data from 23 common
cultivars (see Table S1 for accession number) was used to
determine if the TE insertion in VviTPS24 is present in other
cultivars. Data was frst inspected for quality using ngsRe-
ports v. 2.0.1 [49], mapped to the Shiraz primary assembly
using BWA-mem v. 0.7.17 [50], and fltered to remove any
reads with MQ below 20 using SAMtools v. 1.16.1 [44]. Both
the upstream and downstream breakpoints of the TE in-
sertion were manually inspected for reads that contained
both the VviTPS24 coding region and TE sequence and for
paired reads whose insert spanned the TE insertion point
(i.e. reads that mapped to VviTPS24 exon 5 whose mate
mapped to the TE). For a sample to be considered to contain
the TE, evidence must have been found at both the upstream
and downstream breakpoints. Te zygosity of the TE in each
variety was then confrmed using sliding 31 mers of each
breakpoint and the reconstructed functional allele with
Jellyfsh v. 2.3 [51].

3. Results and Discussion

3.1. Haplotype Phased Assembly of the Cultivar Shiraz.
Recent advances in long-read DNA sequencing technologies
have enabled the creation of high-quality, diploid genome
assemblies for repeat-rich and highly heterozygous plant
species such as V. vinifera [12]. Haplotype-phased genome
assemblies have been produced for a handful of the most
widely planted cultivars, including Cabernet Sauvignon [12],
Merlot [18], and Chardonnay [10, 11]; however, there is no
publicly available reference genome for Shiraz to date, de-
spite it representing the fourth-most planted cultivar in the
world. To address this knowledge gap, a reference genome
for the cultivar Shiraz was produced using a hybrid se-
quencing approach that included 63-fold coverage of ONT
long reads and 64-fold coverage of Illumina short-reads.

Australian Journal of Grape and Wine Research 3



Clone 1654 was selected as the sourced plant material due to
its widespread use in the Australian wine industry.

After assembly, polishing, and haplotype phasing,
a 476Mb primary assembly with an N50 of 1.9Mb was
obtained, falling well within the expected haploid size for
V. vinifera and only 2% smaller than the inbred Pinot Noir
reference genome (PN40024). While larger primary as-
semblies have been obtained for other wine cultivars
(Cabernet Sauvignon: 590Mb, Cabernet Franc: 570Mb,
Merlot: 606Mb, Chardonnay: 490Mb, Carménère: 623Mb,
Nebbiolo: 561Mb, and Zinfandel: 591Mb), not all of the
reported grapevine assemblies have been processed with
tools to optimize the reassignment of allelic contigs, and the
larger sizes are likely due to the retention of both copies of
highly heterozygous regions within the primary assembly
contig pool.

Haplotype phasing generated a total of 356Mb of as-
sociated haplotigs with an N50 of 199 kb (Table 1). Te
primary assembly included 95.1% of BUSCO orthologues
and contained 56.1% repetitive content, which was repre-
sented primarily by gypsy and copia LTR retroelements
(Table 1). After removal of repeat-associated gene models
a total of 32,333 protein-coding genes were retained
(Table 1).

To assess the degree and distribution of hemizygosity
and homozygosity across the Shiraz genome, in-
formation from read-depth and heterozygous variant
density were assessed across both the primary and
scafolded assemblies (Figure 1). Selection of regions
characterized by half the median read-depth and low
heterozygous variant density highlighted 54Mb (10.5%)
of the Shiraz assembly as hemizygous, with these regions
predicted to encode 3017 genes (Figure 1). Similar ge-
nome wide hemizygosity levels have been reported in
distantly-related cultivars such as Cabernet Sauvignon
(15.5% of genes in primary assembly) and Chardonnay
(14.6% of genes in primary assembly) [11], suggesting
a basal level of hemizygosity that separates pairs of
parental alleles in V. vinifera.

Te functional consequences of hemizygous regions
were assessed through gene ontology functional enrichment.
Tis revealed an overrepresentation of several functional
classes, including chitinases that form part of the systemic
acquired resistance mechanism of V. vinifera [52] and
terpene synthases (Table S2). Tis is not surprising as
previous comparative genomic studies have suggested that
hemizygosity and variation in gene content have a potential
contribution towards the phenotypic diferences between
cultivars [11, 15].

Homozygous regions, which were categorized as areas
of median read-depth and low heterozygous variant
density, comprised 11.7% of the primary assembly. Te
longest run of homozygosity was a stretch of 4.8Mb lo-
cated at one end of chromosome 9 (Figure 1). In com-
parison, Chardonnay, which has been suggested to be
a naturally inbred cultivar [10], was shown to contain
twice the levels of homozygosity (22.4%) as Shiraz, pro-
viding support that the parental cultivars of Shiraz do not
share a recent common ancestor.

Te density of genes (Figure 1(c)) and LTR retro-
transposons (Figure 1(d)) displayed a distinctive pattern
whereby gene density decreased, with a concomitant in-
crease in LTR density surrounding centromeric regions.
However, a clear spike in LTR density was also observed
outside of the centromeric region on Chr 10 (Figure 1(d)),
suggesting a nested transposable element insertion region.
Detailed annotation of this LTR repeat domain rich region
on Chr 10 identifed 29 separate LTR repeat domains and
127 internal domains, which were distributed across an
88 kb region (Figure S1). Long-terminal repeat insertions
appeared to be nested within the internal domains, with
multiple LTR domains occurring within small (<2 kb)
windows. Analysis of the mapped reads (Figure S2) showed
no indication of a mis-assembly across the region, with long
reads spanning multiple nested LTR domains.

3.2. Phylogenetic Reconstruction and Parentage of Shiraz.
Te availability of several long-read grapevine genomes
ofered the ability to assess phylogenetic relatedness that
encompassed information inherent within both phased al-
leles across the diploid genome. SCOs were identifed across
the ten long-read V. vinifera genomes, in addition to
V. vinifera sylvestris and V. rotundifolia as outgroups.
Phylogenetic reconstruction using these 437 SCOs revealed
Pinot Noir as the closest relative of Shiraz (Figure 2),
providing further support for their proposed kinship [53].
Cabernet Franc and its ofspring Cabernet Sauvignon,
Carménère, and Merlot (Figure 2) were closely related, yet
clade branching placed Cabernet Franc as the most derived
and Merlot as more closely related to Riesling than the
Cabernet clade. Tis suggests Merlot and Riesling may share
a close relative as alleles from the non-Cabernet Franc
parental haplotype may be infuencing the topology. Te
observed topology is likely due to the “primary” assembly of
each of the cultivars containing the most contiguous ref-
erence allele, producing pseudohaplotypes that represent
a random blending of the two true parental haplotypes.
Terefore, care should be taken in future studies when
interpreting the trees containing closely related crop plants

Table 1: Shiraz assembly statistics.

Primary
assembly Haplotigs

Assembly size (bp) 476,422,955 356,328,851
Contigs 435 2,408
N50 1,969,387 199,587
Largest contig 7,765,998 2,855,789
Predicted proteins 32,333 22,725
Repetitive content (%) 56.1 62.3
Predicted hemizygous (bp) 50,426,450
Predicted hemizygous genes 3,017
Predicted homozygous (bp) 55,847,349
Complete BUSCOs 1536 (95.1%)
Complete and single-copy
BUSCOs 1466 (90.8%)

Complete and duplicated
BUSCOs 70 (4.3%)
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with mixed ancestry unless true haplotypes can be resolved
and not relying in algorithmic phasing.

As SSR data was previously used to suggest that
Mondeuse Blanche and Dureza comprise the parents of
Shiraz [1], existing RAD-Seq data from these two cultivars
[42] was utilized to provide further support to their re-
lationship to Shiraz. Whole genome variant calling was
performed using the RAD-Seq data of Mondeuse Blanche
and Dureza against the Shiraz genome sequence, pro-
ducing a space of 81,551 variants for analysis. Quality
fltering, removing calls within annotated repeats, and
RAD allele dropout decreased the total number of useable

genotypes to 22,358 for kinship estimation. During fl-
tering, allelic ratio was used to calculate a binomial
probability (np � 0.5) at each heterozygous Shiraz variant
to remove variants that may be somatic from the Shiraz
genotypes. Kinship estimation and identity by descent
(IBD) calculation was then carried out using the MOM
method. A kinship matrix consistent with a parent-
ofspring relationship was calculated for Dureza and
Shiraz (IBD � 0.25, (k0 0, k1 1)). However, values that
would be considered consistent with a true parent-
ofspring relationship were not recovered for Mondeuse
Blanche (IBD � 0.192, (k0 0.23, k1 0.77)). Tis suggests that
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Figure 1: Genome assembly of V. vinifera cv. Shiraz. Circos plot depicts chromosome-scafolded primary assembly using the Pinot Noir
12X reference genome (accession GCF_000003745.3). (a) Read-depth of Illumina reads mapped to the primary assembly with color scale
ranging from ≥median read-depth (blue) to half median read-depth (red), (b) heterozygous variants, (c) gene, and (d) LTR retrotransposon
density.
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the relationship between Mondeuse Blanche and Shiraz
may be more complex than previously estimated using
SSR markers.

3.3. Repeat Characterization in Shiraz Reveals TEs near Genes
Absent from Other Cultivars. Somatic variation and spe-
cifcally transposable element (TE) insertions have been
shown to drive adaptation [54, 55] and to provide an im-
portant source of genetic diversity for trait selection and
breeding in clonally propagated crop plants [56, 57]. Dis-
ruption of proper gene function via the insertion of TEs can
either occur directly through disruption of the open reading
frame or indirectly through infuencing transcription by
insertion into regulatory regions or through chromatin
availability and epigenetic silencing [58–60]. In V. vinifera,
TE insertions have been identifed as the causative mutation
that underpins important phenotypes such as diferences in
berry color [61], which have convergently occurred across
multiple lineages [61, 62] through insertion of the Gret1 LTR
into the promoter region of VviMYBA1 [61, 63].

Genome-wide characterization of TE content identifed
125,736 TE annotations in the Shiraz primary assembly
(Figure 3(a)). Long terminal repeats (LTR) comprised the
most frequent TE class, with Copia and Gypsy LTRs rep-
resenting 50.6% of all annotated TEs. LINE elements (17.8%)
were the thirdmost common class, followed byMITEs (14%)
(Figure 3(a)).

As TE insertions within genic regions can impact gene
function, these were mapped across the Shiraz genome and
compared to those in other cultivars. First, the Shiraz gene
and repeat annotations were utilized to identify TEs within
1 kb of either the 5′ or 3′ termini of each gene model, in
addition to those within intronic regions. Tis identifed
10,570 TE annotations upstream (Table S3) and 10,223
annotations downstream (Table S3), which may afect gene
regulation (Figure 3(b)). In contrast to the genome-wide
data, in which LTR elements are the most frequent TE across
the genome, MITE elements were most commonly observed

upstream (24.2%) and downstream (21.6%) of genes,
agreeing with past studies [58, 64]. LINE insertions were the
most frequently observed TE within intronic regions,
comprising 52.9% of the 24,721 intronic TEs (Table S3).

Insertions of TEs within exons would evade detection
by the previous methodology, as it is likely that exonic
insertion would interfere with correct gene annotation
within Shiraz. To overcome this limitation, a secondary
methodology was applied in which gene annotations were
extracted from the Ensembl Pinot Noir reference genome
entry and mapped to the Shiraz primary assembly. Tis
identifed a total of 31,839 putative gene annotations,
which were then overlapped with the Shiraz TE annota-
tions, revealing 83 potential exonic insertions in Shiraz
(Table S3) (Figure 3(b)).

To identify genic TE insertions that are variable between
cultivars or specifc to Shiraz, structural variants called from
long-read data of Cabernet Sauvignon, Chardonnay,
Carménère, Merlot, Nebbiolo, Riesling, Shiraz, Sauvignon
Blanc, and Zinfandel were cross-referenced against the set of
putative genic TEs. Tis identifed 4,554 genic TE insertions
variable between these cultivars (Table S4), which may
contribute to their phenotypic diversity. Shiraz-specifc TE
insertions were also identifed (Table S5), 34 upstream (LTR:
82.3%; MITE: 11.8%; and LINE: 5.9%) (Figure 3(c) (i)), 28
downstream (LTR: 92.9% andMITE: 7.1%) (Figure 3(c) (ii)),
45 intronic (LTR: 55.6%; MITE: 2.2%; and LINE: 42.2%)
(Figure 3(c) (iii)), and 6 exonic (LTR: 100%) (Figure 3(c)
(iv)). Furthermore, the majority of Shiraz-specifc TEs were
in the heterozygous state (88.6%).

3.4.TeVviTPS24 Locus Comprises a Distinct Genotype in the
Cultivar Shiraz. From the few characterized enzymes in-
volved in the production of aroma compounds or their
precursors, terpene synthases have received particular at-
tention due to their role in the biosynthesis of volatile
terpenoids that defne the varietal characters of several grape
cultivars [65, 66]. Te potent bicyclic sesquiterpene
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Figure 2: Bayesian phylogeny of Shiraz and other common cultivars with Vitis vinifera sylvestris (V. vin. sylv.) and Vitis rotundifolia (V.
rotund.) used as outgroups. Cab. Sauv.: Cabernet Sauvignon, Cab. Franc: Cabernet Franc.
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rotundone is characterized by a peppery aroma and is re-
sponsible for one of the key varietal characteristics of Shiraz
[2]. Te biosynthesis of rotundone involves a two-step
process, involving the production of the precursor
α-guaiene from farnesyl pyrophosphate by an allele of the
sesquiterpene synthase VviTPS24 [5] and the subsequent
oxidation of α-guaiene into rotundone [6, 7]. Wildtype
VviTPS24 produces an array of sesquiterpenes, of which only
a minor fraction is α-guaiene [66]. However, a high
α-guaiene producing variant of VviTPS24 has been recently
reported in Shiraz, which contains two polymorphisms in
the active site of the protein [5]. Tis is likely to be linked to
the ability to synthesize high levels of rotundone, although it
remains to be determined if this variant is present in other
cultivars.

Investigation of the VviTPS24 locus in the diploid ge-
nome assembly of Shiraz revealed a single predicted gene
model (Gene ID 002051) with 98.9% protein similarity to the
VviTPS24 ortholog from Pinot Noir (NCBI accession
XP_002282488) that was present in the haplotig pool. Te
protein predicted by this gene annotation in Shiraz con-
tained both the T414S and V530M substitutions that have
been previously associated with higher production of
α-guaiene [5] (Figure S3).

Given the diploid nature of the Shiraz assembly, a second
allele of VviTPS24 would also be expected to be present in
the primary contigs of the genome assembly. To determine if
this second allele was present, but missing from the initial
annotation, splice-aware mapping of the CDS of VviTPS24
was performed against the primary assembly. Results
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Figure 3: Repeat structure of V. vinifera Shiraz clone 1654. (a) Genome wide classifcation of transposable elements (TEs) annotated in the
Shiraz primary assembly. LTR, MITE, LINE, RC, and SINE TEs are broken down into subclasses and colored according to their class.
(b) Classifcation of TEs that are annotated 1 kb upstream, downstream, and intronic of an annotated gene or exonic of a Pinot Noir gene/
CDS combo. Gaps in Pinot Noir gene/CDS alignments to the Shiraz reference are depicted as dashed lines. (c) TEs that are specifc to Shiraz
after overlapping genic TEs with structural variants from Nebbiolo, Chardonnay, Carménère, Zinfandel, Cabernet Sauvignon, Sauvignon
Blanc, Riesling, and merlot long-read data: (i) upstream, (ii) downstream, (iii) intronic, and (iv) exonic.
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showed the presence of a second putative allele of VviTPS24
that contained a large, 15 kb insertion within exon 5 (Fig-
ure 4(a)). Annotation of this large insertion using the
RepBase database revealed the insertion to be a Ty3-gyp-
sy-type retrotransposon with high similarity to the Gypsy18
LTR of grapevine (NCBI accession AM476928) [67]. Manual
annotation of this presumably inactivated allele of VviTPS24
indicated that, in the absence of the LTR insertion, the
protein sequence of the second allele would have 99.5%
similarity to the Pinot Noir VviTPS24 and only contain the
T414S substitution (Figure S3). Overall, these results indicate
that due to this unique combination of SNP and structural
variation in Shiraz, the main product of the VviTPS24 locus
would be α-guaiene.

To obtain a broader understanding of the potential
metabolic pathways underpinning rotundone biosynthesis
in other cultivars, the VviTPS24, VviFPPS (farnesyl di-
phosphate synthase) [68], and VviSTO2 (α-guaiene 2-oxi-
dase) [7] loci, which have all been linked to the biosynthesis
of rotundone, were genotyped across the eight V. vinifera
cultivars with available haplotype phased assemblies
(Figure 4(b)). No structural diferences were observed for
either the VviFPPS or VviSTO2 genes (data not shown);
however, an allele of VviTPS24 with a LTR retrotransposon
inserted within exon 5 was observed in the cultivars Neb-
biolo and Cabernet Sauvignon (Figure 4(b)). Alignment of
the theoretical VviTPS24 proteins indicated that, such as
Shiraz, the V. vinifera cultivars Zinfandel, Riesling,
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Figure 4: Te VviTPS24 locus in V. vinifera. (a) Functional annotation of the VviTPS24 locus in the haplotypes of V. vinifera Shiraz.
VviGuaS (blue) represents the polymorphic variant of VviTPS24 containing the T414S and V530M amino acid substitutions previously
reported [5]. VviTPS24 (red) represents an allele without the T414S and V530M amino acid substitutions. Dotted lines depict the insertion
point of a transposable element within exon 5 of VviTPS24. (b) Schematic representation of the VviTPS24 locus in the haplotype phased
assemblies of nine additional V. vinifera cultivars. (c) Maximum likelihood phylogenetic tree predicted from the CDS of VviTPS24 for nine
V. vinifera cultivars with V. rotundifolia as an outgroup. Te CDS for all alleles including retroelement disrupted variants were manually
predicted using theVviTPS24CDS of the pinot noir PN40024 reference genome. Cultivars denoted with an asterisk (∗) contain an insertion/
deletion within the CDS of VviTPS24. (d) Presence (orange) and absence (grey) of a retroelement within VviTPS24 for 15 V. vinifera
cultivars predicted using publicly available short-read data (Table S1).
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Nebbiolo, and Sauvignon Blanc also carry a copy of
VviTPS24 containing the T414S and V530M substitutions
(Figure 4(b), Figure S3). An additional amino acid sub-
stitution (T367P) relative to the VviTPS24 of Shiraz was also
observed in the H1 haplotype of Nebbiolo and Sauvignon
Blanc (Figure S3). Highly variable rotundone concentrations
in grapes have been linked with environmental conditions
and phenological stages of grape ripening [69–71]; however,
these results also suggest a molecular basis may prime an
inherent variability of rotundone concentrations between
cultivars of V. vinifera [4, 72].

Phylogenetic reconstruction of VviTPS24 annotations
revealed that the alleles specifying the T414S and V530M
amino acid substitutions share an evolutionary origin
(Figure 4(c)). Te topology of the gene tree was largely
congruent with the species tree (Figure 2), with the lineages
derived from Cabernet Franc being monophyletic in at least
one allele.Te H2 allele of Chardonnay andMerlot were also
shown to be closely related (Figure 4(c)), providing addi-
tional support for the shared ancestry suggested by the
species tree (Figure 2). After excising the TE insertion from
exon 5, all alleles containing the TE were found to be
monophyletic (Figure 4(c)), indicating that Shiraz inherited
both the inactivated and high α-guaiene producing alleles of
VviTPS24 through an ancestral outcrossing event. Short-
read data from a further 15 cultivars was mapped to the
Shiraz primary, assembly identifying the TE insertion in
exon 5 of VviTPS24 in a further fve cultivars (Figure 4(d)).
While these results might suggest these cultivars share an
ancestry with Shiraz, long-read sequencing data will be
required to confrm the genotype of the putative functional
copy of VviTPS24 in these cultivars.Te correlation of these
results with measured rotundone levels in other cultivars
might provide further insights into the relevance of the
detected allelic diferences in the VviTPS24 locus once the
environmental triggers of sesquiterpene biosynthesis are
more thoroughly understood.

4. Conclusions

Te availability of a reference genome for Shiraz expands the
pool of genomes available for wine grapes while providing
a foundation resource for whole-genome studies involving this
iconic cultivar, including intracultivar variant identifcation
and transcriptomic studies using amatching reference genome,
rather than a disparate proxy. Te identifcation of a pair of
specifc genomic variants involving the VviTPS24 gene, outline
a potential genetic basis for the propensity of Shiraz (and other
cultivars) to be primed for the formation of α-guaiene-type
sesquiterpenes, such as rotundone, when exposed to appro-
priate environmental triggers. Following appropriate confr-
mation, this study could provide a genetic marker for the
production of cool climate-associated peppery characters in
future grape breeding strategies.

Data Availability

Te sequencing data and genome assembly of the cultivar
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[63] D. Lijavetzky, L. Ruiz-Garćıa, J. A. Cabezas et al., “Molecular
genetics of berry colour variation in table grape,” Molecular
Genetics and Genomics, vol. 276, no. 5, pp. 427–435, 2006.

[64] Q. Zhang, J. Arbuckle, and S. R. Wessler, “Recent, extensive,
and preferential insertion of members of the miniature
inverted-repeat transposable element family Heartbreaker
into genic regions of maize,” Proceedings of the National
Academy of Sciences of the United States of America, vol. 97,
no. 3, pp. 1160–1165, 2000.

[65] J. Lin, M. Massonnet, and D. Cantu, “Te genetic basis of
grape and wine aroma,” Horticultural Research, vol. 6, no. 1,
p. 81, 2019.

[66] D. M. Martin, S. Aubourg, M. B. Schouwey et al., “Functional
annotation, genome organization and phylogeny of the
grapevine (Vitis vinifera) terpene synthase gene family based
on genome assembly, FLcDNA cloning, and enzyme assays,”
BMC Plant Biology, vol. 10, no. 1, p. 226, 2010.

[67] O. Kohany and J. Jurka, “LTR retrotransposons from
grapevine,” RepBase Reports, vol. 7, p. 684, 2007.

[68] H. Takase, K. Sasaki, G. Ikoma, H. Kobayashi, H. Matsuo, and
S. Suzuki, “Farnesyl diphosphate synthase may determine the
accumulation level of (−)-rotundone in “Syrah” grapes,”
VITIS - Journal of Grapevine Research, vol. 34, pp. 99–106,
2016.

[69] L. Caputi, S. Carlin, I. Ghiglieno et al., “Relationship of
changes in rotundone content during grape ripening and
winemaking to manipulation of the ‘peppery’ character of
wine,” Journal of Agricultural and Food Chemistry, vol. 59,
no. 10, pp. 5565–5571, 2011.

[70] R. G. V. Bramley, T. E. Siebert, M. J. Herderich, and
M. P. Krstic, “Patterns of within-vineyard spatial variation in
the ‘pepper’ compound rotundone are temporally stable from
year to year: spatial variation of rotundone is temporally
stable,” Australian Journal of Grape and Wine Research,
vol. 23, no. 1, pp. 42–47, 2017.

Australian Journal of Grape and Wine Research 13

https://arxiv.org/abs/1303.3997
https://arxiv.org/abs/1303.3997


[71] V. V. S. R. Gupta, R. G. V. Bramley, P. Greenfeld, J. Yu, and
M. J. Herderich, “Vineyard soil microbiome composition
related to rotundone concentration in Australian cool climate
‘peppery’ Shiraz grapes,” Frontiers in Microbiology, vol. 10,
p. 1607, 2019.

[72] M. J. Herderich, T. E. Siebert, M. Parker, D. L. Capone,
D. W. Jefery, and P. Osidacz, “Spice up Your life: analysis of
key aroma compounds in Shiraz,” in ACS Symposium Series,
M. C. Qian and T. H. Shellhammer, Eds., American Chemical
Society, Washington, DC, USA, 2012.

[73] C. A. Onetto, C. M. Ward, and A. R. Borneman, “Te phased
diploid genome assembly of Vitis vinifera cv,” Cold Spring
Harbor Laboratory, Laurel Hollow, New York, 2022.

14 Australian Journal of Grape and Wine Research



Research Article
Performance of a Leaf-Galling Phylloxera (Daktulosphaira
vitifoliae) on Roots of DiverseVitis spp. Rootstocks in North East
Victoria, Australia

C. W. Clarke ,1 K. S. Powell ,1 S. Norng,2 B. M. Carmody,1 M. Walpole,3

and J. P. Cunningham 2

1Agriculture Victoria Research, 124 Chiltern Valley Road, Rutherglen, Victoria 3685, Australia
2Agriculture Victoria Research, Agribio 5 Ring Rd, La Trobe University Bundoora, Melbourne, Victoria 3083, Australia
3Consultant Independent Researcher, 203 Fighting Gully Road, Beechworth, Victoria 3747, Australia

Correspondence should be addressed to C. W. Clarke; catherine.clarke@agriculture.vic.gov.au

Received 30 October 2022; Revised 20 March 2023; Accepted 24 April 2023; Published 10 May 2023

Academic Editor: K. J. Evans

Copyright © 2023 C. W. Clarke et al. Tis is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Background and Aims. Grape phylloxera in Australia comprises diverse genetic strains that feed on roots and leaves of Vitis spp.
Te G38 phylloxera strain was detected on roots of Vitis spp., for the frst time in North East Victoria in 2015. Prior to 2015, G38
phylloxera was only known to feed on leaves.Te aim of this study was to evaluate the survival and development of G38 phylloxera
on roots of diverse Vitis spp. under feld, controlled laboratory, and greenhouse conditions. Methods and Results. In the feld,
emergence traps quantifed frst instars and alates emerging from roots of diverse rootstocks and Vitis vinifera L. High numbers of
phylloxera were collected in traps placed at vines of rootstocks 101-14, 3309 Courderc and Schwarzmann. Nodosity were also
observed on roots of 101-14, 3309 Courderc and Schwarzmann in the feld and in-pot vines experiments. Te better performance
of G38 phylloxera on these three rootstocks compared to V. vinifera in the feld and in potted vines parallelled the excised roots
experiments. Conclusions. Te relatively high performance of G38 phylloxera on the 101-14, 3309 Courderc and Schwarzmann
rootstocks suggest a susceptible response and could be associated with rootstock parentage. Further investigation is warranted to
determine implications for rootstocks development. Signifcance of the Study. Tese fndings are fundamental for decision-making
in phylloxera risk assessment and rootstock selection. Te study reafrms the need for triphasic (in vitro, in planta, and in-feld)
rootstock screening protocols for phylloxera.

1. Introduction

Grapevine phylloxera, Daktulosphaira vitifoliae (Fitch), is
a pest of major economic signifcance to viticulture
worldwide. Phylloxera feed on roots and leaves of Vitis spp.
[1, 2].Te phylloxera root-feeding form, called the radicicole
is typical on ungrafted cultivated varieties of Vitis vinifera
(L.) ssp. Sativa throughout the world. On young nonlignifed
root tips, phylloxera root feeders induce hooked galls (called
nodosities) and malformed swellings (called tuberosities) on
older lignifed roots. Nodosities and tuberosities are a source
of nutrition and sites for oviposition and larval development
[3–5]. Individual insects attach at feedings sites and develop

through four intermediate stages to adults that lay up to 400
eggs [6]. Nodosities impede root growth and tuberosities
cause splits on the roots. Te splits lead to decay because of
secondary fungal infections eventually causing vine death
[7, 8]. Te leaf-feeding form, called the gallicole, not only
feeds on leaves of North AmericanVitis species [2, 9] but can
also attack leaves of V. vinifera [1, 10–12].

Te phylloxera life cycle is complex and varies in dif-
ferent viticultural environments. High genotypic diversity
and reproduction that is predominantly asexual have been
revealed in D. vitifoliae populations in Europe [3] and
Australia [13–15]. In Europe, separate introductions from
the North East coast of North America can be traced back to
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two genetic groups of the dominant American species
V. riparia and V. labrusca [16]. A signifcant deviation from
Hardy–Weinberg equilibrium suggests that parthenogenesis
is the primary reproductive mode of reproduction for
Californian D. vitifoliae populations [17]. Te asexual fe-
males feed on either roots (radicicole) or leaves (gallicole).
During the growth season, gallicoles and radicicoles undergo
several asexual generations where the parthenogenetic fe-
males lay several hundred eggs [3, 18, 19]. Te frst instars
are mobile and move to the leaves and/or roots where they
establish new feeding sites on growing shoots or young root
tips. Radicicoles overwinter as frst instar nymphs under the
bark of roots [18, 20] and can give rise to winged adults
(called alates) that emerge from the ground to disperse and
fnd new feeding sites.

In Australia, management of phylloxera is achieved in
part through quarantine [21]. For long term management,
North American Vitis spp. that have coevolved with phyl-
loxera are broadly used due to host responses that resist or
tolerate infestations [2, 21]. Lack of complete resistance and,
in some cases, potential breakdown in resistance limits the
uptake and durability of rootstocks. Studies in Europe and
the USA indicate that biotype-C phylloxera is adapted to
feeding on rootstocks with the riparia parentage, including
the Teleki rootstocks, 101-14 and Schwarzmann [22]. As
a result, vineyard productivity in some regions may be lower
where biotype-C populations predominate. To date, several
phylloxera resistant loci have been identifed in the Borner
rootstock [23], V. cinerea C2-50 [24], Muscadine rotundi-
folia, and a complex hybrid [25]. DNA-markers linked to
these phylloxera resistance loci can now be used to breed
durable resistant rootstocks harbouring two or more re-
sistant loci [26]. Aside from phylloxera resistance, rootstocks
are also used to counteract other soilborne pests, such as
nematodes, as well as maintain vine productivity in response
to abiotic stress, soil pH, and porosity [27].

Phylloxera resistance or tolerance attributes of root-
stocks is determined by insect genotype-plant interactions
[28, 29]. On tolerant rootstocks, phylloxera can feed and
then reproduce and maintain a population for several years
without causing yield loss or vine death [30]. Previous
rootstock screening studies in Australia have focused on six
root-galling phylloxera strains using a triphasic screening
approach [28, 31]. Tis encompasses a suite of protocols that
integrate laboratory (excised roots) and greenhouse (potted
vines) trials to screen new and existing rootstocks for
phylloxera resistance [1, 21] and to analyse the ability of
phylloxera to survive and develop on rootstocks [1, 32].
Small-scale feld trials in commercial vineyards are con-
ducted where possible [22, 33, 34]. Together, this in-
formation is incorporated into management decision-
making tools, such as the Grapevine Rootstock Selector,
to provide information that enables growers to select
rootstocks that are resistant or tolerant to both phylloxera
and root-knot nematodes [35].

In Australia, phylloxera has been established in the
North East Victoria Phylloxera Infested Zone (PIZ) since the
early 1900s [13, 14, 36]. Most vineyards are infested by
parthenogenetic lineages that feed on roots, and there is

insufcient evidence to support the classical life cycle [37].
Gallicoles predominate on Vitis spp. in North America,
Europe, and South America [3, 19, 38, 39]. In Australia,
gallicoles have only been observed infrequently in the North
East Victoria Phylloxera Infested Zone (PIZ) [37, 40]. Te
winter egg has been recorded only once in Australia [41],
and it is not clear how the leaf-galling populations are
sustained from year to year. Corrie and Hofmann [37]
found some genotypes of phylloxera on leaves and roots with
evidence that those on roots arose from sexual reproduction
in leaves. Eighty-three diverse phylloxera genetic strains
were characterised in the early 2000s, of which 49 were
identifed as root feeders, 23 leaf feeders, and 11 that feed on
both leaves and roots [14, 42]. Recent extensive surveys on
vine roots conducted in the King Valley region of the North
East Victoria PIZ, where only G4 phylloxera strain had been
reported [13], identifed 32 newly characterised genetic
strains [15].

Tis publication reports on a case study conducted over
three consecutive years (2015–2018) in a commercial
vineyard named BGM located 274 km north-east of Mel-
bourne, Australia in the North East Victoria Phylloxera
Infested Zone (PIZ) [36]. Tis site was of interest because of
the detection of G38 phylloxera strain previously reported
only as leaf-galling under feld conditions. Te G38 phyl-
loxera was frst characterised from a leaf-galling sample that
was collected near theWarby Ranges andMount Glenrowan
south east Australia on the AxR#1 rootstock [13, 37, 43]. Te
results of that study implied that G38 could be the outcome
of sexual reproduction between individuals of G2 and G3
phylloxera that were sampled from both leaf and root [43].

Te vines in this study site were planted in 1988 on
uncultivated soil without a previous history of grapevine
cultivation. Te vines used in this study were in four rows,
planted in a randomised complete block trial in which the
plots were V. vinifera on own roots and grafted to diferent
rootstocks. In the summer of 2015, the vines were observed
to have yellowing leaf symptoms comparable to phylloxera
infestations for the frst time. Root inspection revealed
nodosities and yellow clusters similar to phylloxera colonies
on several rootstock cultivars and V. vinifera. Te insects
from the roots were collected for morphological and mo-
lecular identifcation. Tey were confrmed as phylloxera
and characterised as the G38 genetic strain using six nuclear
DNA microsatellite markers [14, 44]. No leaf galls were
observed on the canopy of vines. Te detection of the G38
phylloxera strain on roots at a site with existing replicates of
V. vinifera vines on own roots or on diferent rootstocks
ofered a serendipitous opportunity to study the survival and
development of the G38 phylloxera strain under feld
conditions and subsequently under controlled environments
using insects collected from the BGM vineyard.

2. Methods

2.1. Insect StockCultures. In February 2016, adults, eggs, and
frst instars of the G38 phylloxera strain were randomly
collected from roots of grafted rootstocks and V. vinifera
vines in the BGM vineyard described in the introduction.
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Te insects were collected from four rows where the G38
phylloxera strain was frst detected. Several single adult
lineages of the G38 phylloxera were cultured and established
in the laboratory under controlled conditions (25± 2°C; 12 h
L :D).Te genetic lineage of the insects was confrmed as the
G38 phylloxera strain using six nuclear DNA microsatellite
markers as per methods by Umina et al. [14] and Agarwal
et al. [44] before the cultures were multiplied.

To produce a stock culture for laboratory and glasshouse
experiments, insects were maintained under quarantine and
mass reared on excised roots of V. vinifera cv. Chardonnay
as per methods by Kingston [45].

2.2. Description of Vines in Four Rows at BGMVineyard Used
for In-Field Assessments. Te four rows of vines used for in-
feld assessments (Table S1) were established in 1991 from
callused rootstock cuttings of the varieties Schwarzmann,
101-14, 3309 Courderc, 125AA Kober, 1103 Paulsen, 5A
Teleki, SO4, R99 and Sori and callused cuttings of own root
Cabernet Sauvignon (clone LC10), were established through
600mm wide polythene flm in 1991. Te rootstock cuttings
were sourced from the Murray Valley Vine Improvement
Association; and the Cabernet Sauvignon (clone LC10) were
sourced from a local vineyard in North East Victoria. In the
following season the rootstocks were subsequently feld
grafted to Cabernet Sauvignon (clone LC10) and trained up
to form a bilateral cordon. Te own rooted Cabernet Sau-
vignon vines were also trained up in the same season to the
equivalent system. Both the Cabernet grafted rootstock vines
and the own rooted Cabernet Sauvignon vines were
reworked to Sangiovese (cloneMAT 7) in the spring of 2005.

2.3. Plant Material Used for Laboratory and Glasshouse
Experiments. Vines used for controlled glasshouse and lab-
oratory experiments were sourced as dormant cuttings from
the Yalumba Nursery, Nuriootpa, South Australia which is in
a Phylloxera Exclusion Zone and free from phylloxera. Te
cuttings were planted in 4.5L plastic black pots using heat
sterilised 80% general purpose potting mix (Spotswood
Potting Mixes and Fertilisers, Yarra Glen, Victoria) and 20%
perlite (Peards Nursery, Albury, NSW) and fertilised with
3.5 g Osmocote™ per pot. Te vines comprised the following
varieties; V. vinifera (own rooted Pinot Noir), Ramsey (Pinot
Gris), Schwarzmann (Saperavi), 101-14 (Malbec 1056 FSAC),
3309 Courderc (Cabernet Sauvignon), 5BB Kober (Pinot
noir), 110 Richter (Shiraz), 1103 Paulsen (Cabernet Sau-
vignon), 140 Ruggeri (Shiraz), Börner (Shiraz), and 420A
(Shiraz) (Table 1). Once planted, vines were kept in a shade
house and drip irrigated for two min daily over 12months to
allow optimal root development before inoculating with G38
phylloxera eggs from stock cultures.

2.4. In-Field Assessment of G38 Phylloxera

2.4.1. Emergence Trapping. Te development of the G38
phylloxera on diverse Vitis spp. was assessed under feld
conditions on four rows of vines at the BGM vineyard

(Table 1). Te assessment was conducted using cylindrical
4-litre durable clear plastic containers (Décor™) emer-
gence traps that were installed at vines as per methods by
[48]. To install the traps, a container was placed on lev-
elled ground at approximately 10 cm from the base of
trunk on each of the experimental vine and secured with
metal tent pegs.

Trapping commenced over the vegetation period from
mid-Spring until mid-Autumn (November–April) of 2015/
2016 following the frst detection of phylloxera on roots of
vines in the vineyard and continued for three subsequent
summer seasons (2015/2016, 2016/2017, and 2017/2018)
during phylloxera peak activity [49]. Vines on which traps
were placed were randomly selected from four rows of
a block of mixed rootstock and own rooted vines (V. vi-
nifera) (Figure 1). One trap was placed per vine. Eight to ten
replicate vines were selected for each rootstock cultivar and
V. vinifera. Ten Vitis varieties were selected for the study
(Table S1).

Emergence trap samples were collected once every
month over the three seasons. Sample collection involved
rinsing the traps condensate with 80% ethanol and pouring
contents into sampling containers. Te traps were thereafter
rinsed with tap water and replaced. Trap samples were
transported to a quarantine laboratory at Agriculture Vic-
toria, Rutherglen. Te samples were observed under a low
power dissecting microscope and frst instars and alate
adults found in each trap were quantifed (Table S2). Total
number of frst instars and alates in traps over the three years
were summed up for each Vitis spp. cultivar.

2.4.2. Root Inspection–Confrming Presence/Absence of
Phylloxera on Vines Roots. Insects may have been caught in
traps placed on resistant vines through the movement of frst
instars along the roots from nearby susceptible vines. Roots
were, therefore, visually inspected to record the presence or
absence of phylloxera life stages from a sample of vines
where traps were placed for each Vitis spp. Visual detection
of adults with eggs and 2nd–4th instars intermediate stages
confrmed the successful development and completion of an
asexual generation (Table S3). To conduct the visual as-
sessment, a quantitative destructive technique was used. A
dozen lignifed and nonlignifed root sections (5–30 cm in
length) per vine were dug up to a depth of 5−20 cm and roots
and soil samples were collected. Roots of eight replicate vines
per rootstock type andV. vinifera on own roots were visually
inspected. Te samples were transported to a quarantine
laboratory at Agriculture Victoria, Rutherglen where they
were inspected for presence of phylloxera life stages with the
aid of a low power dissecting microscope. Visual leaf
symptoms noted as chlorosis on leaves were observed at
veraison on experimental vines during the third year of
study (Figure S1).

2.5. Performance of G38 Phylloxera in Potted Vines. Te
development of G38 phylloxera on diverse Vitis spp. was
studied using potted vines. Te experiment used a com-
pletely randomised block design with eight replicate vines
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comprising of V. vinifera (susceptible control) and ten Vitis
rootstock varieties. Te rootstocks had various scion vari-
eties and comprised of Ramsey (Pinor Gris), Schwarzmann
(Saperavi), 101-14 (Malbec 1056 FSAC), 3309 Courderc
(Cabernet Sauvignon), 5BB Kober (Pinor Gris), 110 Richter
(Shiraz), 1103 Paulsen (Cabernet Sauvignon), 140 Ruggeri
(Shiraz), Börner (Shiraz), and 420A (unknown) (Table 1).
Sori and Richter 99 were not available for the potted trials.
Te vines were obtained from Yalumba nursery, Nuriootpa
in South Australia.

Vines were infested with the G38 phylloxera as per
methods by Forneck et al. [1] and Korosi et al. [31]. Briefy,
the vines were removed from pots and a lignifed root
(5mm in diameter) and surrounding fbrous roots
enclosed in a muslin cloth. Te roots were inoculated with
20 eggs of G38 phylloxera, and a small amount of potting
mix immediately placed gently around the roots. Te ends
of the cloth were carefully tied with a cable tie to enclose
the eggs, roots, and soil into a “root pocket.” A sticky gum-
based insect barrier, Tanglefoot™, was applied along the
edges of the cloth to stop phylloxera from escaping and the
vine repotted by topping up with a potting mix and perlite
mixture. Te root pockets were repotted with the rest of
the roots and the vines thereafter fertilised with 3.5 g
Osmocote™ and 500mlTrive™ per potted vine.Te vines
were maintained in the glasshouses at 22°± 2°C and
a relative humidity of 60–70% and drip irrigated for
2min daily.

Te experiment ran for eight weeks. Vines were removed
from pots and the root pocket snipped to assess phylloxera
development and damage on roots. Assessments were done
under a low power dissecting microscope. Te following
parameters were calculated: (i) total insects summed up as

the phylloxera developmental stages (eggs, frst instars, in-
termediate instars, adults and alate); (ii) count of nodosities;
and (iii) counts of tuberosities (Table S4).

2.6. Performance of G38 Phylloxera on Excised Roots.
Roots of 10 Vitis varieties (V. vinifera, Ramsey, Schwarz-
mann, 101-14, 3309 Courderc, 5BB Kober, 110 Richter, 1103
Paulsen, and 140 Ruggeri and Börner) were cut into 4-5 cm
lengths and placed in plastic Petri dishes (90× 25mm). Ten
1–4-day old eggs of G38 phylloxera were placed on a root
piece using an artists’ paint brush. A Petri dish with one
excised root and 10 eggs was considered a replicate. Each
treatment (rootstocks and V. vinifera) consisted of fve
replicates. Petri dishes were sealed with cling flm and then
aluminium foil to restrict light fltering through and
maintained in the growth room at 25°C± 2°C. Over the
entire experiment, cotton wool on the end of the roots was
saturated with 2mL ultrapure water once every week to keep
the roots hydrated and viable.

Te number of eggs that hatched was recorded at day 8.
First, instars that established feeding sites and subsequently
survived to adults were recorded at days 18, 25 and 32.
Adults were distinguishable from intermediates if they had
eggs in proximity. Eggs that were laid on days 18 and 25 were
counted and removed from the roots to discount for
overlapping generations. Parameters were calculated as
follows: (i) survival was calculated as the number of adults
that developed from the initial eggs inoculated on roots; (ii)
average fecundity was calculated as the number of eggs
produced per adult per day after the frst adult detection; (iii)
gross fecundity was calculated at day 32 as the total eggs laid
over the lifetime of all adults per root. Tis was the sum of

101-14 1103p 125AA Kober 3309C 5A Teleki V. vinifera R99 Schwarzmann

Year 3
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Figure 1: Mean numbers of G38 phylloxera (sum of frst instars and alates) that were trapped from vines of nine rootstock cultivars and
V. vinifera from 2015 to 2018. Least signifcant diferences (L.S.D) between means (p � 0.05).
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the number of adults in each root for each of days 18, 25 and
32; (iv) proportion of inoculated eggs reaching the adult
stage was calculated as adults at day 32 out of total eggs
inoculated on roots (n� 10) (Table S5).

2.7. Statistical Analysis. Generalised Linear Models (GLMs)
with Poisson distributions were used to compare the total
number of insects caught in traps over the three years across
the Vitis spp. A GLM with Poisson distribution was used to
compare trap catches over three years with the trapping year
and rootstock ftted I the model. A GLM was also used to
compare the total number of nodosities, and total number of
insects (eggs, intermediates, and adults) recorded among
Vitis spp varieties in pots, net and gross fecundity among
excised root varieties. Te proportion of eggs that reached
the adult stage among excised root varieties was analysed
using a GLM and model was ftted with a binomial distri-
bution. All models were built in R using the “MASS” package
and evaluated using loglikelihood tests in the “epiDisplay”
package.

Tukey’s post hoc tests with corrections were used to
compare diferent treatments using the “lsmeans” package
where our GLM model was signifcantly diferent to a null
model as determined by the loglikelihood tests. All residual
values were examined graphically to ensure normality and
homogeneity of variances. Observations with standardised
residuals greater than 3.0 were excluded from analyses.

For observations from roots, the number of phylloxera
caught in traps over the three years was modelled using
logistic regression, and the odds ratio was calculated. From
the odds ratio, the probability of phylloxera reaching
adulthood for each rootstock was calculated using the for-
mula, p � (ez/1 + ez) where p � probability and z is the rel-
evant odds ratio [50].Te analysis was performed in GenStat
18th Edition [51].

For each trial type, phylloxera survival from eggs to
adults on the vines was used to defne rootstock resistance
and susceptibility ratings. Rootstocks were rated resistant if
neither insect nor nodosities and tuberosities were present
on roots, tolerant if nodosities, frst instars at low numbers
(<5) and intermediate stages without adults were present on
roots and susceptible if nodosities and tuberosities and all
phylloxera life stages were present on roots.

3. Results

3.1. In-Field Assessments of G38 Phylloxera

3.1.1. Emergence Traps. Phylloxera was captured in emer-
gence traps across all rootstock treatments during the study
(Table 2). Te GLM revealed that the total number of insects
caught in traps was signifcantly diferent across the vine
cultivars (χ2 � 44503; d.f� 9; p< 0.0001). Traps placed at the
101-14 vines consistently caught the highest numbers of
phylloxera over the three years (Table 2). In comparison, less
than 10 frst instars were caught in traps collected from the
1103 Paulsen and Richter 99 rootstock vines (Table 2). Tere
were no statistical diferences between trap catches for Sori,
Schwarzmann, 5A Teleki, 3309 Couderc, SO4, 125AAKober,

and V. vinifera (Table 2). Alates were caught in trap samples
from V. vinifera and all rootstock cultivars except for 1103
Paulsen and Richter 99 (data not shown).

Te number of insects captured in traps increased sig-
nifcantly over the three seasons following the initial de-
tection of the G38 phylloxera and diferences were
attributable to vine cultivar (χ2 � 3973; d.f� 29; p< 0.001;
Figure 1). Traps placed on vines with the 101-14 rootstock
captured highest number of insects during the third year of
the study, followed by Schwarzmann, 3309 Courderc, Sori,
Teleki 5A, SO4, and 125AA Kober (Figure 1). Collectively
across all the rootstocks and V. vinifera, phylloxera catches
in traps were highest in December and April (data not
shown), indicative of multiple generations per season.

3.1.2. Root Inspection–Confrming Presence/Absence of G38
Phylloxera Stages. We confrmed successful development
from the egg to the adult stage of G38 on each rootstock
cultivar. Te G38 phylloxera successfully developed and
reproduced on all rootstock cultivars except for Richter 99
(Table 3). Scions of V. vinifera, Schwarzmann, 101-14, Sori,
3309 Courderc, 125AA Kober, and SO4 showed yellowing
symptoms consistent of those of phylloxera infestations by
the third year of study (Table 3; Figure S1).

3.2. Performance of G38 Phylloxera in Potted Vines. Tere
were no signifcant diferences among rootstocks for the
number of nodosities (P> 0.05; Table 4). Rootstocks typi-
cally had less than ten nodosities expect for 420A which
developed no nodosities 8 weeks after inoculation with G38
phylloxera eggs (Table 4). Tuberosities on lignifed roots
were observed on Schwarzmann, Börner, 1103 Paulsen, 101-
14, Ramsey, and 110 Richter (Table 4), and no statistical
diferences were observed between the rootstocks (P> 0.05;
Table 4).

Tere were signifcant diferences among rootstocks for
the number of insects recorded in root pockets (d.f� 10;
p< 0.003; Table 4). Successful development as determined

Table 2: Mean numbers (±standard error) of total G38 phylloxera
(frst instars and alates) caught in traps placed at vines of nine
rootstock cultivars and V. vinifera over three consecutive years
(2015, 2016 and 2017).

Rootstock n Mean total insects
101-14 9 137± 22c
Sori 9 46± 9ab
Schwarzmann 9 64± 17b
5A Teleki 9 35± 9ab
3309 Couderc 9 47± 16ab
SO4 9 30± 12ab
125AA Kober 9 25± 7ab
V. vinifera 10 16± 3ab
1103 Paulsen 9 4± 1a
Richter 99 9 5± 2a
d.f 44503
Chi square probability <0.001
Means with diferent letters are signifcantly diferent (post hoc Tukey’s test
p< 0.05).
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by an asexual generation (egg to adult) of the G38 phylloxera
was recorded in root pockets of 3309 Couderc, Schwarz-
mann, and 101-14 (Table 4). Eggs were recorded on
Schwarzmann (n� 21), 3309C (n� 5) and 101-14 (n� 3)
while no eggs were found on all the other rootstocks. Te
high count of eggs on Schwarzmann indicated a potential
peak in generation during the eight weeks incubation period.

3.3. Performance of G38 Phylloxera on Excised Roots. On
excised roots, the G38 phylloxera showed signifcant dif-
ferences in survival on diverse rootstock cultivars. Te
proportion of eggs that reached the adult stage was 0–0.4 and
difered among the rootstock varieties (GLM: χ2 � 22; d.f� 9;
p � 0.008; Table 5). Survival of inoculated eggs to the adult
stage also difered among vine cultivars (GLM: χ2 � 221;
d.f� 9; p< 0.001; Table 5). Eggs inoculated on rootstock 101-
14 had the highest proportion of eggs surviving to the adult
stage (40%). Although at least 60% of eggs inoculated on 110
Richter, 1103 Paulsen, and 140 Ruggeri hatched, frst instars
neither established feeding sites nor developed to adulthood

(data not shown). A single egg developed to the adult stage
for the Börner, 5BB Kober, Ramsey andV. vinifera, and 3309
Courderc rootstocks (Table 5). Te G38 phylloxera did not
survive on rootstocks 110 Richter, 1103 Paulsen, and 140
Ruggeri (Table 5).

Average fecundity was afected by the Vitis varieties
(χ2 �1278; d.f� 9; p< 0.001; Table 5) and was highest on the
101-14 vines (Table 5). Te average fecundity was below 10
egg/adult/day on Schwarzmann, V. vinifera, Ramsey, 5BB
Kober, 3309 Courderc, and Börner vines (Table 5) and was
associated with ow numbers (<2) of insects developing to
reproductive adults on these Vitis spp. Only one frst instar
insect developed to an adult that reproduced a single egg on
1103 Paulsen, Börner, 3309 Courderc, 110 Richter, and 1103
Paulsen. Gross fecundity was also afected by the rootstock
varieties (GLM: χ2 � 9; d.f� 5701; p< 0.0001; Table 5), with
the G38 phylloxera multiplying nine-fold on 101-14 by day
32 (Table 5).

3.4. Susceptibility Rating. G38 phylloxera reproduced freely
on 101-14 under feld conditions, consistent with these vines
being classifed as susceptible to this strain (Table 1). Te
rootstocks Sori, Schwarzmann, 5A Teleki, 3309 Couderc,
SO4, and 125AA Kober appeared to tolerant the G38
phylloxera strain. Traps placed on vines with rootstocks 1103
Paulsen and Richter 99 caught the least number of insects
and thus appear to be resistant to the G38 phylloxera strain
(Table 1). Furthermore, the probability of G38 phylloxera
completing an asexual generation on 1103 Paulsen and
Richter 99 rootstocks was negligible.

Neither nodosities nor reproductive adults were ob-
served on potted vines of rootstocks 110 Richter and 1103
which further supports classifcation of these rootstocks as
being resistant to G38 phylloxera (Table 1). Survival and
completion of an asexual generation by the G38 phylloxera
accompanied by nodosities and/or tuberosities upon root
inspection were recorded for 3309 Courderc, Schwarzmann,
Sori, and 101-14, with means being higher than those
recorded for V. vinifera on own roots. Potted vines of these
rootstocks are, therefore, likely to tolerate G38 phylloxera.
Survival and reproduction of the G38 phylloxera on excised
roots was greatest for rootstock 101-14 compared to the
other nine rootstocks tested, consistent with this rootstock
being classifed as susceptible to strain G38.

4. Discussion

Tis study reports that G38 phylloxera, which is known to be
a leaf-galling strain also occurs as root galling on diverse
rootstocks and V. vinifera. Tis fnding presented an op-
portunity to examine the performance of a phylloxera strain
that feeds on both roots and leaves on diverse rootstocks,
employing the triphasic screening approach, which utilises
feld trials together with more controlled laboratory and
greenhouse trials. No leaf galls were observed on vines in the
block under study during the three years. An important
outcome from the feld trial was that the rootstock cultivars,
101-14, 3309 Courderc, Sori, 5A Teleki, and Schwarzmann,

Table 4: Mean (±standard errors) of nodosities, tuberosities and
total count of phylloxera (eggs, intermediates and adults) on roots
of eleven Vitis spp (n� 8).Te roots were contained in muslin cloth
pockets and cocultivated with the G38 phylloxera for 8weeks.

Rootstock Nodosities Tuberosities Total
count of insects

3309C 11± 4 0 3± 2ab
Schwartzmann 9± 3 8± 6 16± 8a
Vitis vinifera 8± 2 0 1± 1b
Borner 7± 6 4± 0 0b
1103 Paulsen 5± 2 6± 4 1± 1b
101-14 5± 2 3± 0 2± 2b
140 Ruggeri 3± 2 0 0b
Ramsey 2± 1 2± 0 0b
5BB Kober 2± 1 0 0b
110 Richter 1± 1 10± 0 0b
420A 0± 0 0 0b
df 10 5 10
Chi square probability <0.057 0.06 <0.001
Means with diferent letters are signifcantly diferent (post hoc Tukey’s
test p< 0.05).

Table 3: Probability of G38 phylloxera survival (egg to adult with
eggs) on roots of neighbouring rootstock cultivars and V. vinifera.

Rootstock type Adults Eggs Intermediates
V. vinifera ∗ 1.000 1.000 0.874
Schwarzmann∗ 1.000 1.000 0.799
101-14∗ 0.857 0.857 0.857
Sori∗ 0.799 0.799 0.599
3309 Courderc∗ 0.666 0.666 0.666
125AA Kober∗ 0.599 0.599 0.599
SO4 0.666 0.666 0.500
5A Teleki 0.334 0.334 0.334
1103 Paulsen 0.199 0.199 0.199
Richter 99 0.001 0.001 0.001
∗Indicates scion-rootstock Vitis spp that showed yellowing due to phyl-
loxera infestations by the third year of study.Te odds ratio, estimated from
regression analysis, was used to calculate each probability.
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hosted relatively higher numbers of G38 phylloxera com-
pared to V. vinifera on own roots, which is generally con-
sidered susceptible to phylloxera. Tis is the frst record of
G38 phylloxera on roots of these rootstocks.

Formation of galls and tuberosities was observed on
some rootstocks under this study. Phylloxera survival is
dependent on gall formation for nutrition and development
of immature stages [49–56]. Rootstocks that showed a pro-
pensity to form galls, such as 101-14, Schwarzmann, Sori,
and 3309 Courderc, could be a preferred food source
favouring phylloxera reproduction. Subsequently, several
generations may occur continuously with signifcant overlap
in developmental stages, as evidenced by the trapping of
alate stages. Te production of alates suggests dispersive
movement across rootstock vines that could be triggered by
overcrowding or deteriorating root quality [2, 49, 57]. Te
dispersive movement of G38 phylloxera could explain why
resistant rootstocks such R99 and 1103 Paulsen had positive
trap samples yet neither nodosities nor reproductive adults
were found when the roots were inspected. Tis observation
suggests that some tolerant rootstocks, if planted near to
those that are susceptible to strains such as the G38 phyl-
loxera, could provide alternative food source, thus favouring
the spread of phylloxera to neighbouring vines in blocks and
vineyards.

Results from the three types of assays used in this study
demonstrated that the rootstock 101-14 is susceptible to G38
phylloxera, and this phylloxera strain may be selected under
diverse rootstock plantings [58–60]. Using excised root
bioassays, the gross fecundity of G38 phylloxera was highest
on 101-14 rootstock compared to the other nine Vitis va-
rieties tested. Tough excised root bioassays do not indicate
a complete plant response, they are considered to be
a suitable measure for phylloxera biotyping [55]. Results
suggest that the G38 phylloxera possibly belongs to the
biotype-C group, which is a classifcation that includes
strains that show superior performance on nodosities on
roots of rootstocks derived from American Vitis spp. such as
5C Teleki and 101-14 and 3309 Courderc and reduced ability
to establish on V. vinifera roots [22, 61, 62]. Rootstocks that

had very low populations, such as was observed in 1103
Paulsen, 140 Ruggeri, Ramsey, 5BB Kober, and 110 Richter
using potted vines assays, may use hypersensitivity as a re-
sistance mechanism [63]. Te root response to phylloxera
expressed as tissue browning, indicative that the oxidation of
phenolic compounds and nodosities are unsuitable as
feeding sites for developing nymphs [64].

Rootstocks with parentages that are susceptible to cer-
tain phylloxera types have caused enormous economic
losses. For instance, the rootstock AXR#1
(V. vinifera×V. rupestris) succumbed to infestations of
virulent phylloxera biotypes in California, causing loss in
production of between US$1 billion and $6 billion [65, 66].
Te failure of AXR#1 led to caution concerning the use of
rootstocks with insufcient tolerance to phylloxera, espe-
cially those with parentages that are highly susceptible. In
this study, several rootstock cultivars had the riparia par-
entage, but it appears that only those with
V. riparia×V. rupestris were susceptible or tolerant to the
G38 phylloxera. Te 1103 Paulsen and Richter 99 both with
V. berlandieri×V. rupestris parentage had low insect pop-
ulations consistently across the three experimental methods
and are potentially tolerant to the G38 phylloxera. Our
fndings corroborate those in California that have shown
phylloxera biotypes adapted to feeding on rootstocks with
V. riparia parentage, such as 101-14 and Schwarzmann and
some Teleki hybrids [22, 67, 68]. Tere is evidence to suggest
that two genes are involved in nodosity formation based on
fndings from a study of traits related to phylloxera sus-
ceptibility from the V. vinifera and V. rupestris hybrid AXR1
[69]. Tere is also a report of a hybrid of V. riparia and
V. cinerea Arnold that shows high resistance to
phylloxera [23].

Te emergence of biotype-C genetic strains that are
adapted to feeding on V. riparia rootstocks has been
highlighted as a concern when selecting rootstocks due to
the potential for resistance breakdown [24]. Te ability of
phylloxera strains to utilise rootstocks as a food source and
their interactions with hybrids such as V. riparia in con-
ferring resistance needs to be studied further to enable access

Table 5: Proportion of inoculated eggs that reached the adult stage, survival, average, and gross fecundity of G38 phylloxera on excised roots
of ten Vitis cultivars.

Vitis species Proportion of eggs reaching adulthood Survival to adult Average fecundity Gross fecundity
101-14 0.43± 0.05a 4.2± 0.5a 23.4± 4.0a 98.3± 39.2a
Schwarzmann 0.15± 0.03b 1.5± 0.3b 9.3± 3.9b 19.6± 10.1b
V. vinifera 0.08± 0.04bc 0.8± 0.4cb 2.6± 1.2cb 4.5± 3.1b
Ramsey 0.06± 0.02bc 0.6± 0.2cb 2.8± 1.5cb 2.5± 1.9b
5BB Kober 0.06± 0.02bc 0.6± 0.2cb 1.5± 0.7cb 3.0± 2.0b
3309 Courderc 0.01± 0.01c 0.1± 0.1c 0.7± 0.5cb 0.9± 0.9b
Börner 0.01± 0.01c 0.1± 0.1c 0.4± 0.4c 0.6± 0.5b
110 Richter 0c 0c 0c 0b
1103 Paulsen 0c 0c 0c 0b
140 Ruggeri 0c 0c 0c 0b
df 9 9 9 9
Chi square probability 0.008 <0.001 <0.001 <0.001
Data are means± standard error of insects living on roots at days 18, 25, and 32. Means with diferent letters are signifcantly diferent (post hoc Tukey’s
test p< 0.05).
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to suitable traits for rootstock breeding programs. Our
understanding of phylloxera genetic diversity in Australia is
limited by lack of extensive surveys, especially in regions
where phylloxera has existed since the early 1900s, which
could explain why G38 phylloxera may not have been found
on roots before. Recent surveys in the King Valley region,
however, found a higher phylloxera genetic diversity than
was previously thought [15].

In the current study, Börner rootstock, a hybrid from
V. riparia and V. cinerea “Gm183,” was found to tolerate
infestations by G38 phylloxera in potted vines and excised
roots assays. Generally, Börner is considered to resist
phylloxera infestations [23, 70, 71] and high level resistance
has been demonstrated against some phylloxera genetic
strains [21, 28, 72, 73]. Tis result is consistent with the
fndings of Powell [21] and Powell and Krstic [28] who
found Börner to be tolerant to the root-galling G19 phyl-
loxera strain under feld assessments and tolerant to the G30
phylloxera strain in vitro. In the study of Powell and Krstic
[28], Börner had higher numbers of G19 phylloxera in traps
compared to other rootstocks and V. vinifera under feld
conditions. Since Börner is considered an attractive genetic
resource for rootstock breeding due to its good grafting
characteristics and adaptation to varied soil types
[24, 72, 74], further studies are needed to confrm the
contribution of V. riparia to incomplete resistance of plant
accessions to some phylloxera strains such as the G38.

Screening for resistance of rootstocks to diferent
phylloxera strains forms an essential component of root-
stock selection and provides planting recommendations to
the grape and wine industry. Te three screening methods
employed each have their disadvantages and advantages,
such as ease of replication and/or applicability to the feld,
and diferences in overall fndings have been observed in the
past when comparing the three screening methods
[15, 28, 61]. In this study, rootstocks such as 1103 Paulsen
and 110 Richter led to diferent fndings when the results of
the three trials were compared, implying that environmental
conditions in the feld could afect the response of these
rootstocks to phylloxera. Potted vines always had optimal
water content and relative humidity was high compared to
likely conditions in the feld. We did, however, observe
necrotic nodosities on roots within the pockets, and this
could contribute to restrict feeding due to deteriorating
nutrition leading to insect mortality. We, therefore, rec-
ommend inoculating eggs on the roots of potted vines
without the pocket enclosure. Furthermore, the G38 phyl-
loxera was cultured on Chardonnay. Te original feeding
host could have infuenced the ability of the G38 phylloxera
to feed on diferent Vitis spp. varieties [75].

Te reliance of the Australian grape and wine industry
on a few popular rootstock varieties is of concern, as it is
currently the only recommended management approach for
phylloxera. For instance, growers favouring 101-14 risk
having their rootstocks succumb to infestations by phyl-
loxera genetic strains such as G38 phylloxera, which show
relatively high virulence and preference for particular
rootstocks. With the uptake of new rootstocks and growers
preferring certain rootstocks over others, phylloxera tolerant

vines—if widely planted—may inadvertently promote the
spread of phylloxera feeding forms such as G38, which could
spread quickly across certain rootstocks. Phylloxera strains
such as G38, which exist as both root and leaf galling forms
and show high levels of galling and fecundity on rootstocks,
ought to be included as tests strains in screening trials that
evaluate rootstock resistance. Future studies could explore
whether situations exist in vineyards that might promote
adaptive changes in feeding and phylloxera ftness. An
improved understanding on these parameters would shape
the grape rootstock breeding programs with the develop-
ment of new rootstocks that are better adapted to situations
in Australian vineyards. Selection of rootstocks with broad
resistance to multiple phylloxera strains will also reduce the
risk of phylloxera dispersal and hence strengthen
quarantine.

5. Conclusion

Te relatively high numbers of G38 phylloxera on rootstocks
indicate that host preference is a survival mechanism with
potential to increase the risk of phylloxera spreading to
uninfested vineyards in Australia under poor containment
practices. Te introduction of unknown phylloxera lineages
that feed on both leaves and roots thus presents a potential
additional risk factor in the management of phylloxera.
Management eforts in Australia should not only focus solely
on the radicicole phylloxera forms but also the gallicole
forms. Te results from this study should initiate further
investigations into the persistence of phylloxera strains that
exist as both root and leaf because their impact on rootstocks
is likely to be underestimated due to limited research.
Human assisted and potentially natural dispersal of leaf-
galling phylloxera forms between regions is a high risk for
the industry and their management needs to be considered
in existing quarantine protocols.
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Supplementary Materials

Supplementary 1. Table S1: Four rows of grafted rootstock
and V. vinifera vines at the BGM vineyard located in the
North East Victoria Phylloxera Infested Zone where feld
assessments were conducted. Emergence traps were placed
at base of trunk of selected vines marked in bold font.
Supplementary 2. Table S2: Counts of frst instars and
winged adults (alates) collected in emergence traps over
three summer seasons (in 2015, 2016 and 2017). Supple-
mentary 3. Table S3: Visual inspection of roots for phylloxera
life stages on selected rootstocks and V. vinifera. Visual
inspections were performed by digging and assessing roots
for presence of eggs, frst instars, and intermediate stages and
adults (winged and wingless) in the 3rd year of study to
confrm that the G38 phylloxera completed an asexual
generation cycle on the vine at which traps were placed.
Supplementary 4. Table S4: Counts of phylloxera eggs, frst
instars, intermediates and adults, nodosities and tuberosities
eight weeks after infestation with the G38 phylloxera genetic
strain using potted vine experiments. Supplementary 5.
Table S5: G38 phylloxera living on excised roots of various
rootstock varieties and V. vinifera on days 18, 25, and 32.
Supplementary 6. Figure S1: Visual symptoms of rootstock
vines that were monitored for G38 phylloxera infestations
using bucket traps. Images were taken at veraison during the
third year of study. (Supplementary Materials)
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(Daktulosphaira vitifoliae Fitch) in Argentina: ecological as-
sociations to diversity, population structure and reproductive
mode,” Australian Journal of Grape and Wine Research,
vol. 24, no. 3, pp. 284–291, 2018.

[30] J. Granett, A. D. Omer, and A. Walker, “Seasonal capacity of
attached and detached vineyard roots to support grape
phylloxera (Homoptera: phylloxeridae),” Journal of Economic
Entomology, vol. 94, no. 1, pp. 138–144, 2001b.

[31] G. A. Korosi, C. J. Trethowan, and K. S. Powell, “Screening for
rootstock resistance to grapevine phylloxera genotypes from
Australian vineyards under controlled conditions,” Acta
Horticulturae, vol. 733, pp. 159–166, 2007.

[32] J. A. De Benedictis and J. Granett, “Laboratory evaluation of
grape roots as hosts of California grape phylloxera biotypes,”
American Journal of Enology and Viticulture, vol. 44, no. 3,
pp. 285–291, 1993.

[33] A. D. Omer, J. Granett, L. Kocsis, and D. A. Downie,
“Preference and performance responses of California grape
phylloxera to diferent Vitis rootstocks,” Journal of Applied
Entomology, vol. 123, no. 6, pp. 341–346, 1999.

[34] K. S. Powell, G. A. Korosi, and A. M. Mackie, “Monitoring
grape phylloxera populations using simple non-destructive
trapping systems,” Acta Horticulturae, vol. 816, pp. 29–34,
2009.

[35] Wine Australia, “Grapevine rootstock selector tool,” 2019,
https://www.wineaustralia.com/news/media-releases/grapevi
ne-rootstock-selector-tool-upgraded.

[36] Agriculture Victoria, “Phylloxera Management Zones,” 2022,
https://agriculture.vic.gov.au/biosecurity/protecting-victoria/
victorian-viticulture-biosecurity/compliance-movement-
conditions/phylloxera-management-zones.

[37] A. M. Corrie and A. A. Hofmann, “Fine-scale genetic
structure of grape phylloxera from the roots and leaves of
Vitis,” Heredity, vol. 92, no. 2, pp. 118–127, 2004.

[38] A. Forneck, M. A. Walker, and R. Blaich, “Ecological and
genetic aspects of grape phylloxera Daktulosphaira vitifoliae
(Hemiptera: phylloxeridae) performance on rootstock hosts,”
Bulletin of Entomological Research, vol. 91, no. 6, pp. 445–451,
2001.

[39] K. T. Lund, S. Riaz, and M. A. Walker, “Population structure,
diversity and reproductive mode of the grape phylloxera

(Daktulosphaira vitifoliae) across its native range,” PLoS One,
vol. 12, p. e0170678, 2017.

[40] K. S. Powell, “Risks and management of endemic and exotic
phylloxera,” DEP, vol. 1301, 2017.

[41] G. Ordish, Te Great Wine Blight, Sidgwick and Jackson
Limited, London, UK, 1972.

[42] A. M. Corrie, Genetic Structure of Grape Phylloxera Pop-
ulations in Australia, School of Molecular Sciences, La Trobe
University, Bundoora, Australia, 2003.

[43] A. M. Corrie, R. H. Crozier, R. Van Heeswijck, and
A. A. Hofmann, “Clonal reproduction and population ge-
netic structure of grape phylloxera, Daktulosphaira vitifoliae,
in Australia,” Heredity, vol. 88, no. 3, pp. 203–211, 2002.

[44] A. Agarwal, J. P. Cunningham, I. Valenzuela, and
M. J. Blacket, “A diagnostic LAMP assay for the destructive
grapevine insect pest, phylloxera (Daktulosphaira vitifoliae),”
Scientifc Reports, vol. 10, no. 1, Article ID 21229, 2020.

[45] K. B. Kingston, Digestive and Feeding Physiology of Grape
Phylloxera (Daktulosphaira Vitifoliae Fitch). PhD, Faculty of
Science, Australian National University, Canberra, Australia,
2007.
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Background and Aims. Shiraz disease (SD) is a viral disease associated with Grapevine virus A that causes signifcant yield loss in
economically important grape cultivars in Australia such as Shiraz and Merlot. Current diagnostic methods are time-consuming
and costly.Tis study evaluates an alternative methodology using visible remote sensing imagery to detect SD in Shiraz grapevines.
Methods and Results. High-resolution visible remote sensing images were captured of Shiraz grapevines in two South Australian
viticultural regions over two seasons.Te projected leaf area (PLA) of individual grapevines was estimated from the images. Virus-
infected vines had signifcantly lower PLA than healthy vines in the early season but fewer diference after veraison.Te lower PLA
was only observed in grapevines coinfected with grapevine leafroll-associated viruses (GLRaVs) and Grapevine virus A (GVA).
Shiraz vines infected with either GLRaVs or GVA had similar PLA to healthy vines. Conclusions. High-resolution RGB remote
sensing technology has the potential to rapidly estimate SD infection in Shiraz grapevines. Our observations of shoot devi-
gouration only in coinfected vines calls into question the etiology of SD. Further validation of the PLA technique incorporating
diferent regions, seasons, cultivars, and combinations of viruses is needed for improving the robustness of the method. Sig-
nifcance of the Study. Tis preliminary study presents a new rapid and low-cost surveillance method to estimate SD infections in
Shiraz vineyards, which could signifcantly lower the cost for growers who conduct on-ground SD visual assessments or lab-based
tissue testing at the vineyard scale.

1. Introduction

Shiraz disease (SD) is a devastating viral disease of grapevines
that was frst reported on Merlot from South Africa [1]. SD
disrupts the physiological development of grapevines and
causes signifcant yield loss in specifc cultivars, including
Shiraz, Merlot, Malbec, and Sumoll [2]. Te symptoms of SD
infection in Shiraz include delayed budburst with restricted
spring growth, lack of lignifcation on some canes, and
delayed leaf senescence well into the dormant season [3, 4].
SD symptoms are latent (no symptoms) in tolerant cultivars
such as Chardonnay and Cabernet Sauvignon; however, the
viruses can be transmitted to susceptible cultivars (Shiraz and
Melot) by mealybugs and soft scales [5, 6]. Grapevine virus A

(GVA) group II variants were associated with SD [7, 8]. GVA
also causes a rugose wood disease known as “Kober stem
grooving” [9]. GVA often coexists with grapevine leafroll-
associated viruses (GLRaVs) [6, 10–12], which is a group of
viruses that causes Grapevine leaf disease (GLD) [13]. In
Australia, GLRaV-1, GLRaV-3, and GLRaV-4 strain 9
(GLRaV-9) are commonly associated with GVA in SD-
infected vines [14]. Tere are only a few efective methods
to control grapevine viral diseases including roguing infected
vines, replanting with certifed, virus-free material, and
controlling the vectors to stop the virus from spreading
[15, 16]. It is therefore critical to accurately detect the patterns
and extent of viral infections in vineyards to stop the virus
from spreading further.
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Standard detection methods for SD include serological
methods, nucleic acid-based methods, and visual assessment
[17, 18]. Lab-based methods are costly, thus limiting the
number of grapevines tested and, consequently, an un-
derestimation of the true incidence of virus infection in
vineyards [17, 19]. Currently, the recommended minimum
test rate by commercial diagnostic labs is fve vines per
thousand (0.5%) across the block [20]. Conducting on-
ground visual assessments is labour-intensive, subjective,
and sometimes unreliable. Low-altitude airborne remote
sensing enables the capture of high detail with greater po-
tential to rapidly survey the vineyards. Various optical
sensors including red-green-blue (RGB), multispectral,
hyperspectral, and thermal sensors have been used on the
ground or platforms like unmanned aerial vehicles (UAVs)
and manned fxed-wing aircraft for grapevine disease de-
tection [21–26]. RGB imagery acquired through UAV-based
remote sensing was used for the current study due to its
relative simplicity compared to multi and hyperspectral
images. A vertical projection of the canopy from the aerial
image, the projected leaf area (PLA), for each vine was
calculated from the image to compare the canopy size be-
tween healthy and SD-infected vines. PLA acquired from
remote sensing imagery has a positive correlation to the
canopy area. For example, Raj et al. [27] achieved an R2 of
0.84 and RMSE of 0.36 by using PLA calculated from UAV
RGB image and compared to leaf area index of maize.

In this study, we used high-resolution RGB remote
sensing imagery to systematically assess PLA of individual
healthy and diseased vines to predict SD infection in Shiraz
grapevines in the feld. Te specifc objectives of this study
were: (1) to develop a simple remote sensing methodology
that can consistently assess grapevine canopy size (using
PLA as a surrogate) as a visual indicator of SD infection; (2)
to confrm PLA-based disease status classifcation with lab-
based tissue analysis; (3) to evaluate the time series of remote
sensing imagery in order to conduct a spatial-within-season
temporal analysis of canopy size diferences between healthy
and infected vines; and (4) to evaluate the temporal con-
sistency of seasonal patterns of canopy development across
multiple growing seasons. Our overarching goal was to
develop a rapid and low-cost surveillance platform for SD
detection at the vineyard scale.

2. Materials and Methods

2.1. Study Sites and Visual Estimation of Virus Infection.
Two virus-infected Shiraz blocks (some vines previously tested
positive with GVA and GLRaVs) were selected in diferent
climatic wine regions in South Australia (SA) for this study.Te
frst vineyard was inMonash, located in the warm inland region
of Riverland (34°13′28″S, 140°33′01″E). A block of 1.5 ha of
Shiraz was selected for the study. Te soil type of vineyard was
sand over limestone. Te block was drip-irrigated with
7.5ml·ha−1 of water per year. Approximate 50 kgha−1N and
50kg·ha−1 P fertiliser were applied through fertigation annually.
Te vines were consistently machine spur pruned with a same
size box shape each winter. Vineyard management was con-
sistent between seasons. Integrated pest management was as per

convention in this region, which generally has low disease
pressure due to its warm-to-hot climate. Te second vineyard
was in the Barossa region, located in Lyndoch, SA (34°35′28″S,
138°53′01″E). A 1.5ha block was chosen for the study. Te soil
type of the blockwas Calcic on red Sodosol. It was drip-irrigated
with approximate 1ml·ha−1 water per year. Both solid fertiliser
and fertigation were applied at the rate of 130kg·ha−1 N,
55kg·ha−1 P, and 9kg·ha−1K annually. Shiraz was consistently
two-bud spur pruned to 20 buds per m each winter. Details of
the study sites (vineyards) are provided in Table 1.

2.2. Virus Testing. Laboratory-based tissue testing was used
for ground-truthing (Figure 1(b)). Tissue samples were col-
lected based on visual symptoms for virus testing, of which
half the vines were symptomatic and half were asymptomatic.
Leaf petioles were sampled near harvest time [28]. Te leaves
were carefully selected from the base of the shoots to avoid
errors associated with sampling from a potential long shoot
coming through from a neighbour vine. Four petioles near the
base of the shoots (two from each side of the canopy) were
sampled and transported with chilled ice packs.

All samples were virus-tested in the lab using an enzyme-
linked immunosorbent assay (ELISA) [29]. Te ELISA test
kits produced by Bioreba (Reinach, Switzerland) were used
to test GVA, GLRaV-1, GLRaV-3, and GLRaV-4 strains.
20% of these leaves samples were tested with reverse-
transcription polymerase chain reaction (RT-PCR)
[17, 30] for confrmation of the ELISA results. Te RT-PCR
test was conducted by a commercial diagnostics lab that
routinely tests for grapevine viruses. Six commonly occur-
ring grapevine viruses in Australia [31] were tested: GVA,
GLRaV-1, GLRaV-3, GLRaV-4, GLRaV-4 strain 6, and
GLRaV-4 strain 9. Te result showed a 100% match between
PCR and ELISA, confrming the reliability of the ELISA test.
Te number of vines in each class is shown in Table 2.
Because GLRaV-1, -3, and -4 complexes cause similar GLD
symptoms in grapevines, vines infected with either a single
or combination of any GLRaVs were treated as a GLRaV
infection. In total, there were four classes: (i) healthy, (ii)
GVA only, (iii) GLRaVs only, and (iv) GVA+GLRaVs.

2.3. High-Resolution Remote Sensing: Data Collection and
Processing. DJI Mavic 2 Pro (SZ DJI Technology Co., Ltd,
Shenzhen, China) was used for image collection in this study
(Figure 1(a)). Te UAV uses a Hasselblad RGB camera with
a 28mm focal length and f/2.8–f/11 aperture. Te feld of view
is approximate 77° and the image size is 5472× 3648. Flight
planning was automated by the Pix4D app (Pix4D S.A., Prilly,
Switzerland) with the setting of nadir view, side and forward
overlapping at approximate 80%, altitude at 45m above ground
level, and forward fight direction. Te calculated spatial res-
olution of the images was approximate 1 cm pixel−1.

Aerial image data were collected between October to
April in S1 and September to April in S2. Data were captured
at approximate monthly intervals (one fight per month)
based on weather conditions (low wind and sunny) which
resulted in six fights in Riverland and ten fights in Barossa
(Table 1).
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All remote sensing imagery was captured under sunny
and cloudless conditions between 11:00 to 15:00 h. In each
fight, 288 images were taken for the Riverland block and 290
images for the Barossa block.

UAV Image mosaicking was conducted with Agisoft
Metashape Professional, Version 1.6.2. (Agisoft LLC, St.
Petersburg, Russia) to generate projected images with geo-
information for each vineyard at each time point. Based on
fight altitude and the resolution of the DJI Mavic 2 Pro

camera, the mosaicked images produced a 1 cm pixel−1

ground sampling distance. Te image geo-processing was
conducted with ArcGIS Pro V2.8 (Esri, Redlands, California,
US). Individual vines were geolocated using the image at
dormancy when the shadow of vine trunks was clearly
visible. Grapevine locations were manually digitised, and
square bufers were created along with the orientation of row
lines (Figure 1(c)). Te size of the bufer was adjusted to
about 90% of vine spacing to avoid the overlapping area

ELISA RT-PCR

Disease Classification

Random forest classifier

(a) (c)

(d)

(b)

Figure 1: Te workfow for disease classifcation with UAV images. (a) UAV data collection; (b) tissue sampling (petiole) and virus testing;
(c) geo-locating and bufer creation for individual vines using the image at dormancy; and (d) grapevine canopy classifcation using random
forest classifer.
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between vines. Te vine spacing was larger in the Riverland
Shiraz block (3.5× 3.5m vine and row spacing) compared to
Barossa and Adelaide Hills vineyards (spacing 1.5× 3.0m),
which results in a larger canopy therefore a larger bufer area
per vine. Orthomosaics from each date were georeferenced
to the dormancy image in order to accurately coalign vines.

Te grapevine canopy was mapped using a supervised
random forest classifer [32] (also called the random tree
method in ArcGIS Pro). We used the ArcGIS Pro V2.8
random trees method with a maximum number of trees of 30
and a maximum tree depth of 15. Pixels in the image were
classifed as “Grapevine,” “Soil,” “Shadow,” and Weeds.” We
manually labelled 5–7 training polygons in each training class
and found the training data was sufcient to train Random
Tree for classifying all pixels in the images. Te “Soil,” “
Shadow,” and “Weeds” classes were combined into a “non-
grapevine” class to obtain a binary image for canopy area
calculation (Figure 1(d)). To improve classifcation accuracy,
diferent training data sets were created for early, middle, and
later seasons as changing colour in the canopy over time. As
undervine weeds were well controlled in all blocks, the
grapevine was visually clearly distinguishable from the
nongrapevine. Te classifcation results were visually assessed
by comparing the RGB and classifed images, and results were
consistent in all images, thus quantitative accuracy assessment
of classifcation results was not required.

Te projected leaf area (PLA) per individual vine was
calculated as the sum of pixels that classifed to “Grapevine”
within square reference areas that were adapted to the vine
and row spacing of the diferent vineyards. We used a square
area of 3× 3m in Riverland, and 1.4×1.4m in Barossa.

2.4. Statistical Analysis. Two-way ANOVA was used for
statistical analysis using GraphPad Prism v9.0.0 (San Diego,
CA, US).Te PLA value of all virus-tested vines was used for
analysis. Mean PLA values between each class (healthy, GVA
only, GLRaVs only, and GVA+GLRaVs) at each time point
were compared. Tukey’s multiple comparisons test was used
as a post hoc test (p< 0.05).

3. Results and Discussion

3.1. Symptoms of Shiraz Disease. Te ground visual obser-
vations showed that SD-infected Shiraz vines had delayed
budburst by approximate 15–20 days and smaller canopies
in spring as indicated visually (Figure 2(a)). However, by

midsummer (approximate fruitset stage), healthy and in-
fected vines had indistinguishable canopies (Figure 2(b)).
However, the canes of infected vines showed a lack of lig-
nifcation, as shown in Figure 2(c). SD-infected vines were
clearly identifed in winter due to delayed leaf fall (delay
approximate 15–20 days), which shows red leaves attached
to the vine, while healthy vines had no leaves (Figure 2(d)).
Te SD symptoms consistently showed in two seasons and
locations, this matched with observations in other studies
[2, 4, 33].

3.2. PLA Diference between SD Symptomatic and Asymp-
tomatic Canopy. Te average PLA was calculated for each
class (healthy, GVA only, GLRaVs only, and GVA+GLRaVs)
in both blocks and seasons at each time point (Figure 3). In
Riverland, the average size of coinfected (GVA+GLRaVs)
vines was consistently approximate 1m2 smaller than healthy
vines at 25 days after budburst (2.24m2 for healthy and
1.32m2 for coinfected vines) and fowering stage (4.42m2 for
healthy and 3.62m2 for coinfected vines) in S1 (Figure 3(a)).
Te statistical analysis showed the GVA+GLRaVs classes
were signifcantly (p< 0.0001) diferent from healthy in the
early season. However, the diference in PLA between the two
classes decreased after fowering. Figure 3(b) shows PLA of
coinfected vines was approximate 1.3m2 smaller than healthy
vines at 24 days after budburst (1.92m2 for healthy and
0.72m2 for coinfected vines) and fowering stage (4.26m2 for
healthy and 2.82m2 for coinfected vines) in S2. Similar to S1,
the diference in S2 between healthy and coinfected vines
decreased after fowering; however, it still has a signifcant
diference before veraison (with p< 0.0001).

In the Barossa vineyard, the PLA of coinfected Shiraz
was also signifcantly smaller than that of healthy in the early
season, especially at the fowering stage. In S1, the average
PLA of the healthy and coinfected vines at the fowering
stage was approximate 1.5m2 and 1.0m2 (p< 0.0001), re-
spectively, thus coinfection resulted in 33% smaller PLA
(Figure 3(c)). However, the diference between the two
classes started to decrease at veraison and no signifcant
diferences were observed in PLA in the latter part of the
growing season. Te PLA diference between diseased and
healthy vines was reduced by veraison although still sig-
nifcant (p � 0.0307). Te p-values for the diference be-
tween healthy and coinfected vines were more signifcant
around the fowering stage than at other times in both
seasons.

Te results indicated the symptomatic SD infection in
Shiraz could be predicted using PLA calculated from RGB
remote sensing images. Te PLA of healthy and SD-infected
vines had the highest diference between 20 and 70 days after
bud burst, which unveils the optimum time window for SD
detection as symptoms could be easily identifed due to the
signifcantly smaller PLA of the diseased vines. Te PLA of
SD-infected vines were 30%–70% smaller than the average
healthy vines. We suggest setting a PLA threshold of 70% in
healthy vines to classify as an SD infection in Shiraz.
Terefore, PLA values at or less than 70% are classifed as
being SD infected. Tis threshold works between 15–45 days

Table 2: Te ELISA test results. Samples classifed as “healthy”
tested negative for GVA, GLRaV-1, -3, and -4; GVA only is
grapevine virus A positive (single infection) but GLRaVs negative;
GLRaVs only is single or any combination of grapevine
leafroll-associated virus-1, -3, or -4 positive but GVA negative;
GVA+GLRaVs is coinfection of both GVA and one or more
GLRaV-1, -3 or -4.

Healthy GVA
only

GLRaVs
only GVA+GLRaVs Total

Riverland 23 3 0 16 42
Barossa 19 7 6 14 46
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after the budburst in the Riverland region and between
30–60 days after the budburst in the Barossa region. From
veraison onwards, this method appeared to be less efective
as canopy size diferences between infected and healthy vines
become smaller. However, our early PLA results could not
distinguish SD from Grapevine trunk disease (GTD), a de-
bilitating fungal disease that afects grapevines worldwide,
causing devigourated shoots, and sometimes dead cordons
[34]. Te PLA of GTD-infected vines would likely remain
low throughout the season since dieback results in very few
growing shoots and death of the cordons [35, 36]. In
contrast, SD-infected vines appear similar in growth to
GTD-infected vines, but in contrast to GTD vines, have
fully-developed canopies by the veraison stage; this key
diference can be used to diferentiate SD infection from
GTD or dead vines. Te PLA of SD-infected vines were 5%–
15% smaller than the average healthy vines at this stage.
Tus, we suggest that an 85% PLA threshold be used at the
veraison stage to distinguish between SD-and GTD-infected
or dead vines. Terefore, if the PLA is at or below 85% of the
PLA of healthy vines between 90–120 days after budburst,
the vine could possibly have GTD or be dead. Terefore,
a minimum of two data collection timepoints are suggested
per season, one in the early season and one in the mid-to-late
season for determining SD using remote sensing. However,
as the technique is an indirect detection method, which
measures the canopy response to the virus, we cannot ex-
clude the possibility that various other factors could be
altering the phenotype. For example, other biotic stresses

(fungal diseases), abiotic stresses (drought, salinity, heat
stress, and mechanical damage), and virus strains and
coinfections could infuence vegetative growth and alter PLA
[37]. Terefore, this remote sensing technique is indicative
but not a conclusive method for SD infection. Te current
results were based on two study sites and years, the further
assessments and virus testing validations are needed for the
diferent regions, years, the age of vines, and cultivars. As
additional information is acquired, diferent recommenda-
tions of the PLA threshold can be used for vineyards that
have similar conditions.

If validated, this method can potentially be scaled to
larger regions using RGB imaging from manned aircraft, or
even satellite imagery in the future as their camera reso-
lutions continue to increase.

3.3. Diference between Coinfection and Single Infections.
Canopy development of coinfected vines (GVA +GL-
RaVs) lagged behind healthy vines due to delayed bud-
burst in spring. Tis pattern was consistent in both
vineyards and seasons (Figure 3). In comparison, the
development of GVA and GLRaV (single infection) in-
fected vines had no signifcant diference from healthy
vines in both blocks or seasons. Despite previous studies
showing that GVA and its variants are associated with SD
[8], there is little systematic information between coin-
fection and SD symptoms. As the coinfection of GLRaVs
and GVA is commonly found in vines, it is important to

Infected
Healthy

(a)

Infected
Healthy

(b)

Healthy Infected

(c)

Infected
Healthy

(d)

Figure 2: Symptoms of SD-infected Shiraz. (a) Restricted spring growth with delayed bud burst in Shiraz; (b) Shiraz canopies fully
developed in midsummer at fruit set (EL-27); (c) canes of infected Shiraz show a lack of lignifcation at véraison (EL-35); and (d) red leaves
remain on infected Shiraz vines while healthy vines drop all leaves during the dormant season.
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consider both coinfection as well as environmental factors
when studying disease symptoms.

Te study found that SD symptoms in both Shiraz blocks
only occur in vines that are coinfected with GVA and one or
more GLRaVs, which in the vineyards we surveyed, were
found to be mostly GLRaV-1 or GLRaV-4 strain 9 (GLRaV-
9). We did not observe any typical SD symptoms when
Shiraz vines were infected with GVA only (i.e., without
GLRaVs). Similarly, Goszczynski and Habili [8] reported
that SD symptoms in Shiraz were always associated with
GVA group II and GLRaV-3 in South Africa. Consistent
with the results of the present study, the same authors also
observed that some vines did not exhibit any SD symptoms
when infected with GVA group II alone; however, only
visual evidence, but no quantitative evidence, was provided.

GVA variants of group II have been closely associated with
SD, but not groups I and III [3]. As the ELISA serological
method is unable to discriminate between virus variants, the
asymptomatic GVA-infected vines in our study could belong
to group I and/or III. A previous study also reported that the
variant GTR1-2 in GVA group II did not produce SD
symptoms in Shiraz; however, other group II variants
(BMO32-1, KWVMo4-1, and P163M5) produced SD
symptoms in both Shiraz andMerlot [33].Te GVA variants
in our study were unknown because the GVA primers used
for the RT-PCR test in our study were not variant-specifc.
However, if the GVA variants in the present study did not
belong to either group I or III, or the GTR1-2 variant (in
group II), we could then infer that coinfection of GVA and
GLRaVs is a requisite for SD symptoms in Shiraz. We are
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Figure 3: Average PLA for each lab-tested class at diferent times for both seasons in two vineyards.Te p-value of healthy vs GVA+GLRaV
shows in the graph, with ∗p≤ 0.05, ∗∗p≤ 0.01, ∗∗∗p≤ 0.001, ∗∗∗∗p≤ 0.0001, and nonsignifcant with a blank. (a, b) Riverland Shiraz in S1
and S2; (c, d) Barossa Shiraz in S1 and S2.
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unaware of any systematic studies that have been done to
understand the relationship between SD symptoms and the
combination of various viruses and their variants. Tis
hypothesis requires a comprehensive investigation, poten-
tially by using next-generation sequencing techniques to
screen all GVA and GLRaVs strains in the samples.

4. Conclusion

Reliable detection of grapevine viruses in the feld remains
challenging due to varying symptomology. Tis study sys-
tematically compared the canopy growth response of SD-
infected vines to healthy vines and proposed a rapid method
to predict the SD infection in the Shiraz blocks using visible
remote sensing technology. Tis technique has the potential
to rapidly detect SD in the feld, thereby providing prompt
guidance for sampling locations for tissue testing of viruses
as well as vineyard management. Further validation studies
including various sites, seasons, cultivars, and virus strains
are needed for this emerging technology. An additional, but
important fnding was that coinfection of GVA and GLRaVs
results in signifcant vine devigoration in Shiraz, which does
not occur with GVA or GLRaV alone. Tis observation was
consistent across diferent soils and seasons under diferent
weather conditions.
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Background and Aims. Australia’s changing climate is already impacting the agriculture sector and will continue to do so in the
future. To help respond to these impacts, the Climate Services for Agriculture (CSA) platform presents readily accessible climate
data, including future climate projections, relevant to specifc agricultural commodities. Tis wine industry example aims to
demonstrate the functionality and utility of the CSA for national use across a broad range of commodities. Methods and Results.
Te platform includes commodity-relevant climate indices designed in consultation with experts to ensure that they are as salient
to producers as possible; the wine-grape specifc indices include measures of growing season temperature, rainfall, extreme heat,
and frost. Here, we describe the research behind the wine-grape specifc indices and present sample outputs from the CSA
platform for a site within a selected winegrowing region. We note the CSA platform has been developed through an extensive and
continuing user engagement initiative, ensuring it meets the needs of the agriculture community as they grapple with how tomake
decisions based on longer term climate projections. Conclusions. Provision of past, seasonal outlook, and future climate in-
formation for Australia and for a range of important agricultural commodities can help improve on-farm planning and decision-
making to respond to climate risks. Te wine industry provides a leading example of how to use these data for decision-making,
noting ongoing adjustments will be needed. Signifcance of the Study. Te CSA platform brings together historical climate data,
seasonal climate outlooks, and future climate projections to assist agricultural producers to better manage climate variability and
climate change. It aims to nationalise this information for all major agricultural commodities in Australia. We use wine
production as a demonstration case here.

1. Introduction

Human-induced climate change is already afecting weather
and climate extremes in every region across the globe.
Evidence of observed changes in climate extremes such as
heatwaves, heavy precipitation, droughts, and tropical cy-
clones, has strengthened over recent years [1–3], as has
attribution to human infuence [4].

Sectors such as agriculture, which are exposed to climatic
variability and change, will become increasingly more im-
pacted as the climate continues to change [5]. Te wine
industry, like other agricultural industries, will need to
continue to manage the efects of the changing climate. Te
industry will need to identify opportunities and respond to
threats that these changes will bring, both now and in the
coming decades, to continue to be successful [6]. Evidence of
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wine-grape sensitivity to climate has already been observed
in Australia with shifts toward earlier harvest dates [7, 8]
attributed in part to increased growing season temperatures
and changes to water availability [9]. Tis shift in harvest
timing can impact proftability by afecting wine quality [10]
and increasing complexity in wine-grape harvest
logistics [11].

Climate data and information can assist wine-grape
growers and the agriculture sector more broadly to adapt
to climate change (e.g., [12, 13]) but information needs to be
contextualised and tailored in order to facilitate decision-
making [13], including for Australia’s wine industry [14].
Te Climate Services for Agriculture (CSA) platform, de-
veloped by the Bureau of Meteorology (BoM) and the
Commonwealth Scientifc and Industrial Research Orga-
nisation (CSIRO) with funding through the Australian
Government’s Future Drought Fund [15], aims to build the
resilience of Australian agriculture to climate change and
variability by providing access to tailored and targeted cli-
mate information. Te CSA methodology features a co-
design approach [16], which involves signifcant user
engagement.

Innovation of the CSA platform lies in the nationally
scoped historical, seasonal forecast, and future projection
climate information provided in one place, with data
available for “point-and-click” locations across Australia. A
key feature of the tool is the agriculturally relevant climate
indices, which have been tailored specifcally for major
Australian commodities, drawing on the scientifc literature,
with guidance from producers and other commodity ex-
perts. Tis combination of national scope and multi-
industry application makes the CSA platform unique. Te
platform is designed to allow farmers to access climate risk
knowledge across multiple commodities if required. His-
torically, research in this area has tended to be subnational in
focus and for singular commodities [17].

For the wine industry, an improved understanding of
historical, current, and future growing season temperatures
at any given site can assist with targeting the most suitable
selection of grape varieties and/or wine styles to best align
with climate conditions [11]. Related to the warming climate
are changes to rainfall which will also have implications for
wine-grape production (e.g., quality), and as described by
Essling [18], irrigation access and disease pressure. As
projected changes to rainfall are not uniform across wine-
growing regions, or across the seasons [19], the CSA plat-
form can be employed to better understand how these future
conditions may unfold in diferent regions, especially as
climate change may alter the range of historic experience.

Here, we will describe the development of the CSA
platform, including how a codesign process has directly
infuenced the features presented on the platform. We will
also discuss the climate risk indices that have been included
that specifcally relate to wine production and provide an
example of the use of the platform for a winegrowing region.
Tis example aims to demonstrate the functionality and
utility of the CSA platform for the wine industry.

2. Materials and Methods

2.1. Codesign (User-Centric) Approach. In order to develop
a platform that is relevant and provides value to users, it is
important to use codesign. In this context, we use the co-
design term to describe the process of engaging with users to
design and develop features of the CSA platform. Tis en-
gagement is ongoing and ranges from individual face-to-face
interviews to test and showcase the platform at industry
gatherings. We provide examples of how user engagement
has directly infuenced the development of features of the
platform below and has shaped what data are presented, and
in what form. Engagement with the wine industry has been
particularly informative, as wine producers are already
thinking about a longer-term time horizon for climate
change adaptation and mitigation.

Trough employing a user-centric design approach, each
successive release of the CSA platform is moving its focus
from that of a climate data delivery tool to a focus on de-
veloping insights relating to adaptation outcomes. Te goal
is shifting from a focus on improving access to information,
to improve how the information is used. Tis requires
a novel approach to research that is fexible, trans-
disciplinary, and iterative (learning). Te high-level road-
map (Figure 1) provides a timeline summary plan of how
this will be progressed:

2.2.Wine Industry Climate Indices. Te CSA team identifed
eight climate indices related to the wine industry (Table 1).
Te indices and their parameterisation are based on peer-
reviewed literature, industry reports, domain expert in-
terviews, and end-user feedback. Te inclusion of indices
was determined by the availability of climate data, limita-
tions of the science relating to projections, project scope, and
technical feasibility of data provision.

2.3. Growing Season Temperature Indices. Numerous
temperature-based indices have been used to characterise
suitable regions for diferent varieties and wine styles. Tese
include mean growing season temperature (GST) [20–22],
growing degree days (GDD) [22, 23], mean January tem-
perature (MJT) [24–26], biologically efective growing de-
gree days (BEDD) [27], and the Huglin heliothermal Index
(HI) [28]. Of these, no single metric has been found to
outperform all others across the range of decisions that these
metrics are used to inform (e.g., matching variety to regions,
predicting phenology). For CSA, in the interest of prag-
matism, advice was sought during expert-interviews on
narrowing the selection to the more commonly applied
indices with mean growing season temperature, GDD, and
mean January temperature being included. All growing
season temperature metrics currently displayed on the
platform were calculated for 1 October to 30 April, a com-
mon estimate of the growing season across all wine-grape
regions in Australia [8, 10, 20–22, 29]. Future versions of the
CSA platform will allow for some customisation of the
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indices, e.g., changing of temperature thresholds or growing
season window to suit growers’ specifc requirements.

2.4. Extreme Heat Index. Te impact of extreme tempera-
tures on wine-grape production was demonstrated by the
signifcant crop losses being recorded after the 2009 heat-
wave in southern Australia [30], which coincided with the
veraison stage of the south-eastern Australian wine-grape
crop. Tis was likely caused by the combination of a heat-
wave event in Australia’s southeast in early 2009 and, in
some areas, a lack of access to irrigation water [30, 31].
Extreme heat events can afect vines’ production and quality
across several diferent growth phases. Extreme tempera-
tures reduce photosynthetic rates and increase transpiration,
reducing productivity [32], afect fruit set, and cause berry
shrivel [33] which reduces yield, and interfere with berry
chemical composition [32].

Te temperature thresholds for extreme heat in the
context of viticulture have been defned diferently in dif-
ferent studies withmaximum temperature greater than 35°C,
being common across these [21, 22, 30]. While extreme heat
on a single day may cause damage, “heatwaves” defned as
three or more consecutive days above 35°C, are more dif-
fcult to manage and tend to cause more damage than single
day heat events. Using a heatwave defnition also aligns with
practical application, with Hayman et al. [33] noting that
many viticulturists make vineyard management decisions
based on heatwave defnition of three or more consecutive
days above 35°C or 40°C. As noted above, future versions of
the CSA platform will allow for selectable options relating to
thresholds to be adjusted to suit growers’ specifc re-
quirements, noting extreme heat defnitions vary depending
on the region [30].

2.5. Frost Index. Incidences of frost across the wine-grape
growing season can cause minor damage through to total
crop loss. An example of a costly frost event occurred in
November 2018 in Western Australia, where wine-grape
growers reported 70 to 80% crop loss from a single event
[34]. More severe frost events may also afect the production
potential of the following season due to more signifcant
damage to the vines [35].

To estimate potential frost risk, counts of days below
a 2°C minimum temperature threshold [22, 36] are pre-
sented on the CSA platform. Under many conditions,
a temperature of 2°Cmeasured at the height of the Stevenson

Screen thermometer (about 1.2m above the ground) is
approximately equivalent to a temperature of 0°C at ground
level (e.g., [37]. Te frost risk period defned by the CSA
platform of 15 August to 30 November captures the likely
frost risk period for sensitive growing tissues, is relevant
across regions and varieties, and based on other defnitions
of frost sensitivity [21, 23, 36] and expert feedback.

2.6.Rainfall Indices. Total summer rainfall can be a guide for
investigating potential changes to disease (bunch rot and
Botrytis) and grape ripening conditions at harvest
[18, 21, 38].Tis index provides insights into potential trends
in disease pressure and ripening conditions in the lead up to
harvest. It does not predict actual disease incidence or se-
verity which is dependent on the presence of the disease,
other climate conditions (e.g., temperature and wind), and
grower management prior to and during any outbreak. It
does provide an indication of potential changes to risk in the
future.

Rainfall received over the growing season can infuence
yield (particularly for nonirrigated vines) and minimise
irrigation costs [38]. A study investigating inter- and
intraregion terrior in Australia used growing season rainfall
(1st October to 30th April), along with other indicators, to
help diferentiate regions [24]. Following these examples, we
represent growing season rainfall as total rainfall received
from 1st October to 30th April.

Nongrowing season rainfall (1st May to 30th September)
[22], is important for two reasons. First, for vineyards with
on-farm irrigation dams, nongrowing season rainfall con-
tributes to replenishing dam levels. Second, low soil mois-
ture levels at the beginning of the season can reduce shoot
growth and, thus, canopy size, which reduces the ability of
the vine to generate carbon resources to support berry
growth [39, 40], potentially infuencing yield.

2.7.Historical ClimateData. Te daily historical rainfall and
temperature data are from the Bureau of Meteorology’s
Australian Gridded Climate Data (AGCD) dataset [41, 42].
Tis nationally consistent, gridded dataset from which the
CSA data are sourced starts in 1900 for rainfall and 1910 for
temperature. Te AGCD gridded data are produced by
interpolating data from Bureau weather stations around
Australia and presenting it on a uniform national 5 km grid.
Tis dataset meets the CSA goal of national accessibility of
climate risk information.
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Figure 1: CSA focus transition from “data delivery” to “insights for adaptation.”
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2.8. Seasonal Rainfall Outlooks. In addition to climate
change risk, CSA draws upon the Bureau of Meteorology
ofcial seasonal outlooks [43] to help growers manage
current seasonal rainfall variability for the upcoming season.
Tis information is presented as a probability (or chance) of
rainfall exceeding a specifc threshold (e.g., the chance of
rainfall being above the median, expressed as a percentage).
Tese are available for both seasonal and monthly time-
frames. Te forecast is updated weekly in line with the
Bureau of Meteorology updates.

Diferent users relate diferently to outlook information,
particularly in relation to rainfall. Some users are interested
in specifc rainfall amounts (e.g., 200mm for the season),
while others make decisions at specifc probabilities (e.g., if
there is a 75% chance it will be drier than average). To meet
these diverse needs, the CSA platform presents the spread of
plausible rainfall amounts into rainfall scenarios that can be
viewed in the following ways:

(i) Chance of at least: the chances that rainfall for the
selected outlook period will exceed defned
thresholds, e.g., chance of at least 200mm over the
coming three months, or 10mm in a week.

(ii) Outlook scenarios: rainfall amounts that are likely at
a particular percentage chance, e.g., 25% chance of
receiving the given rainfall amount for the period.

(iii) Rainfall at your location for historical median, past
year comparison, and recent period.

2.9. Climate Projections. Te CSA platform has been built
using both application-ready future climate data from the
Climate Change in Australia (CCiA) set of national climate
projections [19] and from the National Hydrological Pro-
jection dataset [44]. Here we specifcally describe
application-ready data from CCiA, from which we present
rainfall and temperature variables. Data from this product is
available at a daily time scale on a 5 km grid across Australia
for three future timeframes centred around 2030
(2016–2045), 2050 (2036–2065), and 2070 (2056–2085).
Tese data use information from the Coupled Model In-
tercomparison Project phase 5 (CMIP5) [45], which provide
a repository of simulations from the international climate
modelling groups. Specifcally, the CCiA application-ready
data incorporate projected climate changes simulated by
a set of eight CMIP5models selected to represent most of the
range of projected change for Australia [19]. Tese data are
well-established, well-documented, and have been thor-
oughly evaluated (e.g., see list of Technical Reports and peer-
reviewed literature on https://www.
climatechangeinaustralia.gov.au).

It is important to acknowledge that climate projections
are derived from climate models that have limitations:

(i) Global climate models (GCMs) can provide useful
climate projections over the next two decades and
beyond at global and continental scales. However,
uncertainties at regional and local scales over the
next decade are strongly infuenced by natural
variability, which is hard to predict.

(ii) Global climate models (GCMs) have coarse reso-
lution and cannot adequately represent weather-
scale (1–10 km) phenomena, so downscaling
methods have been used.

Te “downscaling” method used to produce the
application-ready data is a scaling method, whereby the
changes projected by the global climate models (∼200 km
resolution) are applied to the historic observed gridded data
(∼5 km resolution). In this way, the climate and underlying
weather conditions from the observational period are carried
forward in a perturbed sense to represent plausible future
conditions. Te numerical precision of these data must not
be confused with accuracy; the downscaled projections are
plausible, rather than precise.

Te CMIP5 repository includes model simulations of
diferent “Representative Concentration Pathways” (RCPs)
that describe how the energy imbalance of the climate
system, or “radiative forcing” due to greenhouse gas
emissions and other anthropogenic forcings may evolve
[46]. It is desirable that a range of RCPs are used in climate
risk assessments to assess diferent plausible future pathways
for socio-economic change, technological change, energy
generation, and land-use change and associated emissions
and atmospheric concentrations of greenhouse gases and air
pollutants. Two RCPs, RCP8.5 termed “high emissions” and
RCP4.5 termed “medium emissions,” are represented on the
CSA platform [19].

Te high, RCP8.5, pathway refects a future in which
little additional action on reducing greenhouse gas emis-
sions is taken. Under this scenario global greenhouse gas
emissions continue to increase signifcantly until near the
end of the 21st century, and global warming relative to
preindustrial times is very likely in the range of 3.3 to 5.7°C at
the end of the century. RCP4.5 corresponds to a greenhouse
gas emissions pathway that peaks in 2040 and then declines
to 1960s emission levels by 2090 [4]. Under this scenario, the
very likely range for global warming at the end of the century
is 2.1 to 3.5°C, and the Paris Agreement global warming limit
of 2°C is extremely likely to be exceeded [47].

3. Using the CSAPlatform: Rutherglen Example

To demonstrate the functionality of the CSA platform, we
use a site in the Rutherglen wine-growing region (Figure 2)
as an example.

Te platform presents two historical 30-year periods
(Figure 3, top left). A 30-year period is deemed long enough
to capture the year-to-year variability of the climate in the
selected region but short enough for long-term climate
trends not to be a dominant infuence [48]. By comparing
the recent period (1991–2020) to the past period
(1961–1990), a user can determine if there have been any
recorded changes in climate in their region over time. Tis
also provides context for any projected climate changes in
their region. For example, in the climate metric MJT (°C),
there has been an observed increase in the average tem-
peratures of 1.1°C from 1961 to 1990 (23.2°C) to 1991–2020
(24.3°C) in Rutherglen.
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Future projections are shown under two emission sce-
narios (RCP4.5 and RCP8.5), as well as the past observations
split into two periods (Figure 3, bottom left). For the pro-
jections, the distribution of the data are based on data from 8
GCMs. For each of those models, we have 30 years of data,
and we can calculate an average across those 30 years for
each model. Tis means we have a set of 8 model averages.
Te range across these, represented by the 10th and 90th
percentile values, is shown as the inner, lighter shaded box
(Figure 3). It is useful to think of these as describing the
range of the average state of the climate. Te thin horizontal
bar shows the average of this set of values.

If we combine all the data from each of the 8 models, we
can calculate the projected range of values. Tis is calculated
as the 10th and 90th percentile across the full dataset (8
models× 30 years) and is presented as the outer, darker
shaded box. It is useful to think of this as the range due to
natural year-to-year variability. Incorporating year-to-year
variability shows, for instance, that the coolest 10% of
Januarys during 1991–2020 had MJT of 21.8°C or less, and
the warmest 10% of Januarys had MJT of 26.5°C or greater
(Figure 3, bottom left).

In the example shown, depending on the emission
scenario, MJT might increase on average from 23.2°C

Figure 2: CSA interface indicating how a user selected their location (https://climateservicesforag.indraweb.io/).
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(1961–1990) to 25.2°C (low emissions) or 25.8°C (high
emissions) by 2050. Note that this is the average MJT; year-
to-year natural variability is greater than these ranges. In-
corporating year-to-year variability, the upper end of the
model range (90th percentile) under high emissions
(RCP8.5) by 2050 indicates an MJT of 28.7°C (Figure 3,
bottom left). Te information tiles (Figure 3, right) sum-
marise the information in the plots.

We can further consider changes in extreme years using
the platform. Figure 4 indicates how the frequency of this
“extreme year” may change in the future. For example, by
2056–2085, under RCP4.5, the chance of experiencing an
MJTof below 21.8°C (the lower threshold experienced in the
1991–2020 period) is likely to be close to zero (Figure 4, left),
yet for this same timeframe an MJT of 26.5°C, the upper
threshold from the 1991–2020 period, may be exceeded
around 3.9 (2.3–5.7) years out of 10 (Figure 4, right). Tis
type of information may inform management decisions
around variety selection for a particular region (refer to the
discussion part).

Seasonal rainfall outlooks provide insights into decisions
made in the current season. For the wine industry, seasonal
rainfall outlooks are useful to inform planning, in particular

irrigation scheduling and disease management.Te outlooks
are probabilistic, providing the chance of receiving a certain
amount of rainfall for the next month or season (Figure 5).

An indication of the past accuracy of the outlooks is also
provided. Past accuracy is a measure of how well the model
has performed for the same selected time of year in the past.
Accuracy is often tied to the evolution of large climate scale
drivers such as the El Niño Southern Oscillation and Indian
Ocean Dipole. Tese drivers have a strong impact on sea-
sonal to annual Australian rainfall and temperature (e.g.,
[49]. In autumn, these drivers are still evolving and are often
in their “neutral” phase and so there tends to be lower skill in
predicting autumn climate. By winter and spring these
drivers have matured and are more predictable, so accuracy
of winter and spring outlooks tends to be higher especially
over eastern parts of the country.

3.1. End-User and Stakeholder Engagement inAction. “Likely
incidence in ten years” tool
As described above, the CSA platform has been developed
using a user-centred design approach. Here, we present an
example of how this approach has been implemented.
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Figure 3: Mean January temperature (MJT) (°C) for Rutherglen for specifed past and future periods summary (left). Past observations
(1961–2020) split into two epochs (1961–1990) and (1991–2020) (epoch average denoted by the black horizontal line) (top right). Past
(1961–1990; 1991–2020) (period average blue line, full dark blue bar including year to year variability) and projected 2030 (2016–2045), 2050
(2036–2065), and 2070 (2056–2085) period average and model average range (central lighter colour of the bar), and including variability
(10th to 90th percentile indicated by the full extent of the bar) of MJT (°C) (medium emissions, RCP4.5; yellow/orange) and (high emissions,
RCP 8.5; pink/purple) (bottom right). Data for past climate sourced from AGCD [41, 42] and future projections are from eight
CMIP5 models.
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User feedback was received, acknowledged, and used to
drive the development of the new tool (Figure 6). Tis
shows how users play a key role in building the CSA
platform.

3.2. Map View Tool. Another example of how user en-
gagement is driving the development of the CSA platform
can be seen in the prototype “Map view tool.” Tis tool was
developed based on user desire to see information at
a broader spatial scale, rather than for an individual location.
A visual example of the tool is given in Figure 7. Te tool,
which is currently being tested with users, serves up the data

in a map view and gives users the ability to select among the
diferent commodities, related indices, and for current and
future periods (under diferent scenarios). Single model or
ensemble averages can also be selected (Figure 7). In this
example, the ACCESS1.0 model forced under RCP4.5 is
illustrated. Te “pop-up” (Figure 8) appears when the user
clicks on the “yellow pin” grid cell (refer to Figure 7), in-
dicating the mean and 10th–90th percentiles of year-to-year
variability in MJT (°C) across past periods and into the
future, with results from all eight models included. Te RCP
scenarios can be toggled on/of, with RCP4.5 (Figure 8). Tis
tool may be particularly relevant to users who desire to
explore and compare climate changes across a broad region.
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Figure 4: Number of years (out of 10) with mean January temperature (MJT) (°C) below 21.8°C (a) and above 26.5°C (b) under RCP4.5.Te
range on the boxplots indicates future projections across diferent climate models. Data for past climate sourced from AGCD [41, 42] and
future projections are from eight CMIP5 models.

Figure 5: Seasonal expected rainfall for the season ahead (next 3months) with a certain (75%, 50%, or 25%) “Chance of receiving at least”
a given rainfall total is indicated by each of three circles (top), or a given rainfall amount (for the coming season (bottom left), or diferent
periods’ rainfall totals (1981–2018 median), last year’s seasonal rainfall, and this year’s previous season.
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Figure 6: Linking stakeholder feedback to platform outcomes “likely incidence in ten years” or number of years (out of 10) tool (see
Figure 4).

Wine Grapes
Mean January
Temp (MJT)
(2036-2065) (°C)

≥ 25.5
24.4
23.4
22.3
21.2
20.2
19.1
18.1
17.0
16.0
≤ 14.9

Figure 7: Mean January temperature (MJT) (°C) for northern Victorian wine regions (yellow boundaries) for 2050 (2036–2065) under
RCP4.5 for the ACCESS1.0 GCM (global climate model).

Australian Journal of Grape and Wine Research 9



Further user testing will determine whether this tool is
presented on the public facing CSA platform or whether
further development is required to ensure its utility. Tis
again highlights how users can have a direct infuence on the
development of a tool being presented on the CSA platform.

4. Discussion

Te CSA platform provides wine-grape relevant climate
indices that can be used for planning at a range of decision
time scales (e.g., selecting wine-grape varieties that match
the future climate of a region).

As described for Rutherglen, depending on the emission
scenario, by 2050, MJT might increase from around 24°C
currently, to 25.2°C (low emissions) or 25.8°C (high emis-
sions) by 2050 (Figure 2), remembering also this is the
average MJT and year-to-year natural variability is greater
than these ranges. Noting these shifts, planting suitable
varieties will help grapes ripen at a time when they have the
best chance of retaining desired quality attributes. A com-
pelling aspect of the CSA platform is that for any location, it
is easy see if there have been any notable changes through
the past climate, and better understand what may evolve in
future. Over the longer term, therefore, growers can change
varieties to better ft with the warmer projected climate.
While the CSA platform does not attempt make varietal
recommendations, much literature matching varieties to
climatic characteristics of regions is available for Australia
(e.g., [27]), and through using a global analogue
approach [50].

Te CSA platform presents diferent measures of
growing season temperature: GDD (Oct to Apr) (°C); MJT
(°C); average growing season temperature (Oct to April)
(°C), as these relate to the variety suitability. Some indices

were not selected for the following reasons. For example,
Hall and Jones [20] evaluated both GST and BEDD for
Australia’s wine-grape growing regions under future climate
change. Tey note that BEDD is less useful for considering
suitability for hotter regions as it includes an upper
threshold of 19°C [27]. Jarvis et al. [8] evaluated several
indices for Australia wine-grape growing areas to consider
maturity timing. Te Huglin heat sum index, similar to the
BEDD though not capped and slightly modifed according to
latitude, was assessed. Tey found the HI was problematic
for application in Australia due to the latitude adjustment
feature being less appropriate in Australia than in the
northern hemisphere. Te versatility of the platform enables
a range of diferent metrics to be re-assessed and or in-
troduced later if deemed helpful by users. Capability is also
being built so that users of the CSA platform can customize
commodity indices based on their lived experience.

Users of the climate data should acknowledge the un-
certainties and limitations associated with the information
presented on the CSA platform and consider how these
might afect their conclusions and the confdence that they
express in them. For example, the detailed application-ready
projection data are a useful guide to plausible future climate
conditions. However, the full uncertainty in future climate
conditions is not refected as there may be local efects on
climate changes that are not represented by global climate
models. Tis is most likely to be the case in mountainous or
coastal areas. Te CSA platform is evolving, which also
means that data sources may change (or new data added), in
response to user requirements. Tis may include the addi-
tion of new climate projection sources.

Confdence in a climate projection is a measure of how
plausible the projected range of change is for a given
emission scenario. Confdence ratings are assigned to

Mean January Temp (MJT) (°C)
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Observations
Historical
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Figure 8: Range of MJT (°C) for past periods (1961–1990; 1991–2020) (purple with individual years indicated with dots) and projected 2030
(2016–2045), 2050 (2036–2065), and 2070 (2056–2085) average and range (10th to 90th percentile) of MJT (°C) (medium emissions, RCP4.5;
green), an example Rutherglen grid cell pop-up window showing MJT observations and projections.
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projections based on multiple lines of evidence including
how well our GCMs simulate key features of the climate
system (e.g., do they simulate El Niño events well?), and how
well we understand the drivers of change and how coherent
the projections are with past observed climate trends. Across
Australia there is high to very high confdence in temper-
ature projections, including minimum and maximum
temperature extremes such as heatwaves and frosts. Te
confdence in rainfall projections across Australia and for
specifc seasons is more variable. For example, in southwest
Western Australia, there is high confdence that there will be
a continuation of the trend of decreasing winter rainfall but
on the eastern seaboard, decreases in winter rainfall are
projected with medium confdence. Regional climate change
information, including associated confdence levels are re-
ported for Australia (see [19]).

Regarding the historical climate data, the Bureau of
Meteorology has a large network of manually read and
automated rain gauges across Australia, but it is not possible
to place this equipment every few kilometres. While these
stations provide rainfall data at point locations when
available, gridded analysis utilises computer modelling to
provide rainfall information in much wider areas. Tis is
important as it means an estimate of rainfall conditions can
be provided in data-sparse areas and provides a consistent
coverage across Australia and over time. However, this
means that the closest grid point to a particular location will
represent both temperature and rainfall from several nearby
stations. For this reason, the rainfall, and related frost risk, at
any particular grid point might not be the same as the
rainfall at any single gauge. Good understanding of
a property’s mesoclimate as it relates to the surrounding area
is especially important in this regard.

Te CSA platform is not designed to replace other forms
of climate information used in specifc industries. We en-
courage users to complement their exploration of the CSA
platform with other relevant information which may in-
fuence production including soil type, landscape aspect,
access to water, or logistical constraints. Tis assessment
further does not account for a number of other factors that
will infuence the outcome from shifts in climate:

(i) Other weather variables (e.g., wind (important in
the calculation of evapotranspiration), cloud)

(ii) Diferent adaptation practices which can be
implemented. For example, the use of refective
sprays or trellis type, application of winter irriga-
tion, or pruning strategies.

(iii) Infuence of stored soil moisture on plant water
balance, being afected by soil type

(iv) Timing and intensity of rainfall, which can infu-
ence yield and quality

(v) Access to water from dams or irrigation schemes
(vi) Varietal diferences in the time of the growing

season or potential phenological shifts to the
growing season resulting from climate change

(vii) All climate-related decisions are only part of the
many other factors infuencing on-farm operations

A case in point is that a minimum temperature threshold
does not necessarily represent a frost event with other
conditions also contributing (wind, soil moisture, proximity
to water body, land cover, and vineyard orientation). Fur-
ther, occurrence of frost is not the same as damage from frost
noting frost mitigation strategies can modulate potential risk
(e.g. [35]). Tus, this minimum temperature threshold ap-
proach represents risk potential, not a frost or frost damage
prediction.

We note the extreme heat metric is useful for considering
historical and future trends in the potential for damage
however, the scaling method used to create the projections,
delta scaling [19], does not account for any changes in the
sequencing, duration and/or frequency of weather events
(e.g., increased duration and/or frequency of hot days).

Te CSA platform is receiving positive feedback from the
agricultural community. With the introduction of the
“Likely Incidence in Ten Years” feature, conversations with
end-users are now not only about how to navigate the
platform and understanding the data, but about how
management practices may need to change in a future cli-
mate. Tis transition is key to successful industry (and more
broadly, national) preparedness for climate change. Tese
conversations are being further developed by the CSA team,
ensuring this benefcial interaction continues.

Feedback from the wine industry already enacted:

“Would love to have the grapevine commodity on the
platform as soon as possible, happy to advise on the
indices.”

While some are yet to be incorporated:

“I’d would like to see data that shows bushfre projections
for the future 2040-2050 climate for our regions.”

Regarding climate change adaptation methods, we were
told:

“We can change the trimming of the vines, to protect from
sun in years with very high heatwaves, canopy cooling
with frost sprinklers pulsing at night. Under-vine
sprinklers are also cooling techniques. Mulching, com-
posting to conserve water and the keep the humidity lower
in the vine canopy.”

5. Conclusions

Te CSA platform is a timely addition to the farmer and
advisor information-toolbox to assist with planning in
a changing climate. Te information is targeted to agri-
cultural production at a commodity level across Australia,
with a spatial scale that aims to deliver nuanced climate-
related information. Tis ground-breaking initiative pro-
vides national access to past and future climate information
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on one platform and is targeted to diferent agricultural
commodities including wine-grapes with users and experts
responding very positively regarding its utility. Assistance
with planning decisions and discussions around climate
variability and climate change is available for many Aus-
tralian farming districts and is a key focus for continued
research in all agricultural industries. Further development
of the platform, driven by user needs, endeavours to in-
creasingly improve its’ functionality. [51].

Data Availability

Teplatform utilises the following data for delivery at national
scale: (i) Historical temperature and rainfall data from the
Bureau of Meteorology. (ii) Rainfall and temperature pro-
jections for 2030, 2050, and 2070 from CSIRO and the Bureau
of Meteorology (https://www.climatechangeinaustralia.gov.
au) for medium (RCP 4.5) and high (RCP 8.5) scenarios.
(iii) Historical and projected surface water data from the
Bureau of Meteorology. (iv) Seasonal Forecast data from the
Bureau of Meteorology.
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Wine grapes exposed to smoke and wine made from grapes exposed to smoke can robustly be identifed through their elevated
concentrations of volatile phenols and phenolic glycosides serving as smoke markers, compared to concentrations typically found
in non-smoke-exposed samples. Smoke-afected wines with high concentrations of volatile phenols and glycosides can have
smoky favours, but the relationship between concentrations of specifc smoke markers in grapes and the intensity of smoky
sensory attributes in the resulting wine has not been established. Tis study sought to determine whether volatile phenols and
glycoside concentration in grapes and wine are suited to predict smoke favour, to identify the key drivers of smoke favour in both
matrices. Te study aimed to determine what concentrations of volatiles and glycosides in grapes impart an unacceptable smoke
favour in the resulting wine, to provide a guide for producers assessing suitability of smoke-exposed grapes for wine production.
During vintage 2020, a total of 65 grape samples were collected from vineyards exposed to bushfre smoke, as well as unafected
vineyards. Chardonnay, Pinot Noir, and Shiraz grapes were harvested from vineyards in New South Wales, South Australia, and
Victoria. Unoaked wines (50 kg scale) were produced under controlled conditions. Te wines had a wide range of smoke favour
intensities rated by a trained sensory panel. Statistical models based on guaiacol, o-cresol,m-cresol, p-cresol, and some glycosides
gave good predictions of smoke favour intensity, with a slightly diferent optimal model for each cultivar. Subsequently, critical
concentrations for quality defects were estimated to provide a guide for producers. A subset of smoke exposure markers in wine
grapes afected by smoke from bushfres can be used to predict the degree of smoke favour in wine. Tis information provides
a frst guide for assessing the risk of producing smoke tainted wine from smoke-exposed grapes.

1. Introduction

Bushfre smoke has caused billions of dollars of losses to the
global wine industry since it was frst identifed in 2003 as the
source of unpleasant smoky favours [1, 2]. Volatile phenols
in smoke are taken up by berries and metabolized, forming
phenolic glycosides which accumulate during the season,
resulting in elevated concentrations of volatile phenols and/
or phenolic glycosides at harvest [3–5]. Wines made from
smoke-afected grapes can have elevated concentrations of
volatile phenols and phenolic glycosides, particularly for
wines made with skin contact [1, 6, 7]. Tese wines have

unpleasant smoky aromas, favours, and aftertaste, which are
considered undesirable quality defects by many in the wine
industry [8].

“Smoky,” “medicinal,” and “cold ash” aromas, favours
and aftertaste have been attributed to volatile phenols and
glycosides, particularly the potent odorants guaiacol, o-
cresol, m-cresol, and p-cresol [9–11]. “Smoky” and “me-
dicinal” favours are due to combinations of volatile phenols
and phenolic glycosides, that can contribute even when
below their individual sensory thresholds, due to sub-
threshold interactions and additive efects [9]. Phenolic
glycosides contribute to smoke favour and aftertaste by
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hydrolysis in-mouth during tasting [9, 10]. Earlier studies
have shown that consumers dislike smoky favours in rosé
style wines made from smoke-exposed grapes, and red wines
with 50 μg/L of guaiacol added [12, 13]. While the volatile
phenols and glycosides have been related to smoke favour in
highly smoke-afected wines of various cultivars [9, 14],
there is little information about the minimum concentra-
tions of volatile phenols and/or phenolic glycosides required
to impart a perceptible smoke favour when present below
individual sensory threshold concentrations.

Notably, some smoke favours or compounds can be
desirable in certain wine styles. For example, oaked wines
can have distinct toasty or smoky favours due to guaiacol
and other volatile phenols formed during toasting of oak
[15, 16]. Also, in some white wines, a smoky/struck fint
character can be found, attributed to phenylmethanethiol
(syn. benzenemethanethiol), a potent odorant with an odour
detection threshold of approximately 0.3 ng/L [17].

Analytical protocols for identifying smoke exposure are
available to the wine sector [18]. A suite of seven volatile
phenols and six phenolic glycosides are routinely analysed to
identify smoke exposure of grapes; guaiacol,
4-methylguaiacol, o-cresol, m-cresol, p-cresol, syringol,
4-methylsyringol, syringol gentiobioside, methylsyringol
gentiobioside, cresol rutinosides (including rutinosides of o-,
m-, and p-cresol), guaiacol rutinoside, methylsyringol
rutinoside, and phenol rutinoside [18, 19]. In addition to
those routinely analysed, a large number of phenolic gly-
cosides including pentose-glucosides and trisaccharides
have been identifed [19–21]. Smoke exposed grapes and
wine can be identifed by comparing concentrations of
volatile phenol and glycoside smoke markers to typical
background levels found in non-smoke-exposed samples
[22]. If volatile phenols or phenolic glycosides are above
concentrations typically found in non-smoke-exposed
samples for that cultivar, the sample is considered to be
smoke-afected. If analysis of grapes shows high levels of
smoke markers, growers may choose not to harvest afected
blocks or winemakers might choose to modify their wine-
making protocols or not to proceed with winemaking.

Tere are a number of steps that can be taken in the
vineyard and winery to minimise the sensory impacts of
smoke exposure. Tese include hand harvesting instead of
machine harvesting, excluding leaves and stems, keeping
fruit cool prior to juice extraction, separating press fractions,
reducing fermentation time on skins, and fning techniques
and reverse osmosis treatment for removal of negative
characters from juice or wine [7, 13, 23].

When wine is made from smoke-afected grapes, phe-
nolic glycosides in grapes are readily transferred into wine
and can release volatile phenols, in addition to volatile
phenols transferred directly from grape to wine [8].Te sum
of phenolic glycosides remaining in wine compared to the
concentrations in smoke-exposed grapes has been reported
to range between 17 to 78% in individual examples from
seven cultivars [5, 14]. Monitoring individual glycosides
during winemaking, most glycosides decrease but some
increase (e.g. guaiacol rutinosides) [6, 21, 24]. Apart from
a small number of heavily smoke-afected samples, there is

little published data comparing the concentrations of volatile
phenols and phenolic glycosides in grapes, with their con-
centrations in the wines and the intensity of smoky sensory
attributes in the resulting wine, and no data are available for
mildly smoke-exposed grapes [8].

Given the increasing number of smoke events, wine
producers seek to understand the likelihood of producing an
unacceptable smoky favoured wine from mildly smoke-
afected grapes. Tis information is needed in order to
make production decisions on whether to harvest fruit,
based on evidence of smoke exposure, and whether it is
possible to produce wine from fruit without product quality
downgrade or if winemakers are best advised not to proceed
with expensive winemaking processes. Tere is a signifcant
gap in the knowledge about predicting smoke favour from
volatile phenols and phenolic glycoside concentrations in
grapes. Currently, it is not known whether the volatile
phenols and phenolic glycosides used to assess smoke ex-
posure are suitable to predict smoke favour with acceptable
rigour or whether additional analytical targets are needed for
modelling smoke taint in wine from grape composition.
Critically, the concentrations required to render a wine
unacceptably smoky have not been defned.

Tis study aimed to establish relationships between the
concentration of smoke markers in grapes from wildfre
afected vineyards and the corresponding wine made under
controlled or standard winemaking conditions and the
smoky sensory attributes in the resulting wine. We included
three cultivars widely grown across Australia and other
grape producing countries: Chardonnay, Pinot Noir, and
Shiraz which together constitute almost half of Australia’s
winegrape production [25, 26]. Te study sought to de-
termine whether the concentration of volatile phenols and
phenolic glycosides in grapes and wine can adequately
predict smoke favour, to identify the key drivers of smoke
favour in both sample types. Te study also aimed to de-
termine what concentrations of volatiles and glycosides in
grapes would impart a discernible smoke favour in the
resulting wine, to provide a guide for producers assessing
suitability of smoke-exposed grapes for wine production.

2. Materials and Methods

2.1. Chemicals

2.1.1. Winemaking Additives. Maurivin PDM yeast and
Rohavin-L pectolytic enzyme were sourced from AB Biotek,
North Ryde, NSW, Australia, GoFerm from Lallemand,
Edwardstown, SA, Australia, tartaric acid, diammonium
phosphate, bentonite and potassium metabisulfte from E. E
Muirs, Australia, and hydrogen peroxide from Rowe Scientifc.

2.2. Grapes

2.2.1. Study A: Grapes Exposed to Early Season Smoke.
Te Cudlee Creek fre of December 2019 produced a large
amount of smoke which afected vineyards in the Adelaide
Hills with small green berries at Eichhorn–Lorenz (E-L)
stage 29, after which, negligible further smoke exposure
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occurred [27]. Vitis vinifera L. cv. Chardonnay, Shiraz, and
Pinot Noir grapes from Adelaide Hills wine region in South
Australia were hand harvested during March 2020. Eight
samples were collected for each cultivar including samples
from vineyards that had no evidence of smoke exposure
(control samples); that had mild smoke exposure based on
grapematurity smoke compound analysis; and samples from
vineyards with evidence of mild fre activity within the block,
such as burnt grass undervine and in the midrow. All details
of the grapes, wines, and sensory analysis are described
elsewhere [28].

2.2.2. Study B: Grapes Exposed to Diverse Smoke Events.
Vitis vinifera L. cv. Chardonnay, Shiraz, and Pinot Noir
grapes from Victoria, New South Wales, Canberra District,
and South Australia were hand harvested during February-
March 2020. A total of 40 samples were collected, repre-
senting at least nine samples per cultivar that had been
exposed to smoke from multiple bushfres that burnt across
eastern Australia in the spring and summer of 2019-2020. In
addition, control samples with no known smoke exposure
were sourced from Langhorne Creek, McLaren Vale, and
parts of the Adelaide Hills that were not afected by smoke,
as shown in Table S1. Te geographic indications included
Alpine Valleys, Beechworth, and King Valley in Victoria;
Adelaide Hills, Barossa Valley, Langhorne Creek, and
McLaren Vale in South Australia; Cowra, Mudgee, Orange,
and Riverina in New South Wales; and Canberra District.
Te grapes were hand harvested at commercial ripeness for
table wine styles (approximately 20°Brix), approximately
50–80 kg each. Te whole bunches were frozen due to lo-
gistical and biosecurity considerations and transported
frozen to WIC Winemaking Services in Adelaide in April
2020 for winemaking commencing late April.

Frozen grapes were thawed at 4°C over the weekend
prior to commencement of winemaking. Once thawed, prior
to winemaking, a randomised subsample of 2 kg of bunches
was taken for grape analysis. Approximately 50 kg of each
sample was used for winemaking, with one 50 kg fermen-
tation replicate per cultivar. Te primary goal was to capture
as much variation as possible in smoke exposure at vineyard
level, with replicated winemaking for each sample not
feasible with the limited resources available.

2.3. Winemaking. Te thawed Chardonnay grapes were
destemmed and pressed, pectolytic enzyme added at a rate
equivalent to 40mL/tonne, tartaric acid adjusted to target
a pH of between 3.4-3.5 where practical, batches with soluble
solids greater than 22°Brix for Chardonnay grapes, and
24°Brix for Pinot Noir and Shiraz grapes were adjusted using
reverse osmosis purifed water generated in the winery (see
Table S2), settled, racked to a new fermenter vessel targeting
turbidity of 200 NTU, and then inoculated with 250mg/L
PDM yeast and GoFerm. Shiraz and Pinot Noir grapes were
thawed then destemmed prior to inoculation. Fermentation
temperature was kept between 14.2°C and 18.3°C, and all
fermentations were completed within 11–14 days. Additions
of 100–250mg/L diammonium phosphate were made to the

ferments targeting 250mg/L yeast available nitrogen at 8± 2°
Baumé. Once fermentation was complete, 80mg/L total
sulfur dioxide (SO2) was added as a 10% SO2 solution made
by dissolving potassium metabisulfte, and the wines were
racked into 18 L stainless steel kegs for cold stabilisation at
0°C for 4weeks, then racked of gross lees. Te wines were
fltered with a crossfow flter of nominal pore size 0.2 μm
and bottled into 375mL OI 30157 AG Punted Claret BVS
bottles with screwcap closures (Vinpac International,
Angaston, SA, Australia). Wines were stored at 15°C until
analysis.

2.4. Wine Composition. Chemical analysis was performed
on the wines by AWRI Commercial Services (now Afnity
Labs) three weeks after bottling. Analysis included alcohol,
glucose and fructose, malic acid, pH, titratable acidity (TA),
free and total SO2, and volatile acidity [29]. Afnity Labs also
analysed the grapes and wines for smoke exposure markers:
volatile phenols including guaiacol, 4-methylguaiacol,
syringol, 4-methylsyringol, o-cresol, m-cresol, and p-cresol,
and six glycosides of volatile phenols: syringol gentiobioside,
methylsyringol gentiobioside, phenol rutinoside, guaiacol
rutinoside, methylguaiacol rutinoside, and cresol rutinosides
[19]. Note that the calibration range for the phenolic gly-
cosides was 1–200 μg/L or μg/kg for grape analysis, and
values above 200 were estimated by extrapolating the cali-
bration function. Tis was deemed an acceptable approach
because the method was found to be linear up to 1,000 μg/L
or μg/kg [19].

2.5. Sensory Smoke Rating. Formal sensory analysis was
performed on the wines six weeks after bottling. Te sensory
assessment for Study A has been described previously [28]
and a closely similar procedure was followed for Study B. A
panel of screened, qualifed, and experienced assessors was
convened to evaluate each of the wine sets. Te assessors
were selected from a pool of AWRI staf members, all of
whomwere chosen for their ability to perceive smoke favour
from phenolic glycosides and have previous experience in
smoke sensory analysis. Te panel of assessors (10 for the
Chardonnay, Pinot Noir, and Shiraz sets in Study A, and 9
for the Chardonnay, 12 for the Pinot Noir, and 10 for the
Shiraz sets in Study B) rated smoke aroma (defned as any
type of smoke aroma, including hickory or artifcial smoke,
phenolic, burnt aroma associated with ashes, ashtray, fre
ash, including also medicinal and band aid), smoke favour
(defned as including bacon, smoked meat, and ashy af-
tertaste), overall fruit aroma (defned as including red fruit,
red berry, strawberry, raspberry, and cherry for the Pinot
Noir rosé and Shiraz and defned as any type of citrus fruit,
stone fruit, and tropical fruits including pineapple for the
Chardonnay), and overall fruit favour for each of the wine
sets. An “other” term was available for both aroma and
favour to capture any additional noteworthy characteristics
in the wines. Te intensity of each attribute was rated using
an unstructured 15 cm line scale (0 to 10), with indented
anchor points of “low” and “high” placed at 10% and 90%,
respectively.
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All wines were assessed in duplicate and separated by
study and cultivar. Study A was assessed over 3 days (dif-
ferent cultivar per day), while Study B was assessed over
5 days (one day for Chardonnay assessment, and two days
for each of the Pinot Noir and Shiraz sets) due to a larger
number of wines in the set. All wines were presented to
panellists in 30mL aliquots in 3-digit-coded and covered,
ISO standard wine glasses at 22–24°C, in isolated booths
under colour-masking lighting, with randomised pre-
sentation order using a modifed Williams Latin Square
design generated by Compusense20 sensory evaluation
software (Compusense, Guelph, ON, Canada). A minimum
30-second delay was enforced before assessors could fnalise
the palate ratings to account for any lingering attributes and
aftertastes and then a 2-minute rest between each sample
and a 10-minute rest between sets of two and three samples,
to minimise carryover [23, 30]. Water was provided for
palate cleansing. Data were acquired using Compusense
Cloud sensory evaluation software.

2.6.DataAnalysis. Panellist performance was assessed using
Compusense software and R with the SensomineR (senso-
miner.free.fr/) and FactomineR (factominer.free.fr/) pack-
ages. Te performance assessment included analysis of
variance (ANOVA) for the efect of assessor, wine, and
presentation replicate and their two-way interactions, degree
of agreement with the panel mean, degree of discrimination
across samples, and the residual standard deviation of each
assessor by attribute. All assessors were found to be per-
forming to an acceptable standard.

For the sensory data, ANOVA was conducted using
XLSTAT (Addinsoft, 2020, Paris, France). For each cultivar
in the separate studies, the fxed efects of wine, presentation
replicate, the random efect of judge, and their two-way
interactions were assessed, followed by a Dunnett’s means
comparison test to determine whether the wines were rated
signifcantly higher than a control. It was decided that the
control that received the higher smoke favour score would
be the wine used as the specifed control for all Dunnett’s
calculations for that set to account for variation commonly
observed in wines without smoke exposure.

Partial least squares (PLS) regression was carried out
using Te Unscrambler 11.0 (CAMO Technologies Inc.,
Woodbridge, NJ). All PLSR analyses were carried out using
standardized data with full cross-validation, with the y data
set being the sensory smoke favour scores, and the x data
being the chemical compositional data. Where an analyte
was reported as below the limit of quantifcation; the value of
half of the limit of quantifcation was used for the PLS
models.Te correlation of predicted versus measured smoke
favour as indicated by R2 of calibration, and standard error
of cross-validation (SE) were used to compare the models.

3. Results and Discussion

3.1. Winemaking. Details for Study A have already been
described [28]. Importantly, grapes in this study were ex-
posed to smoke from a single wildfre, ca. 3months prior to

harvest and winemaking, and sampled at the same day for
each variety. Tis resulted in some variability in maturity
across the samples but maintained the time between smoke
exposure and sampling a constant. Smoke exposure did not
afect the progress of the fermentations, with all musts
completing primary fermentation at similar rates, and all
within 11–14 days.

Te basic wine compositional measures are provided
in Table S1 and for Study A have been previously reported
[28]. Chardonnay wines ranged in alcohol concentration
from 12.0–15.8% (v/v). Tere was also variation in glucose
and fructose, pH, and titratable acidity. Te two Char-
donnay control wines both had relatively high alcohol
content (14.9 and 15.8% v/v), one contained some residual
sugar (2.9 g/L glucose and fructose) and had relatively
high pH values.

Pinot Noir wines also varied in their basic wine com-
position. Alcohol varied from 11.1–15.1% (v/v), all the Pinot
Noir wines had a pH between 3.45 and 3.55, and titratable
acidity ranged from 5.0 to 6.7 g/L tartaric acid equivalents,
and malic acid was less than 0.2 g/L. All wines had residual
sugar at or below 1 g/L glucose and fructose. Two wines were
removed from the study due to a dominating 'nail polish
remover' aroma, associated with a high ethyl acetate con-
centration (data not shown).

Te Shiraz wines varied in alcohol from 12.8-14.8% v/v,
pH from 3.40-3.69, and titratable acidity ranged from 5.9 to
6.8 g/L. All wines had less than 1 g/L of glucose and fructose,
volatile acidity below 0.6 g/L, andmalic acid less than 0.2 g/L.

3.2. Volatile Phenols and Glycosides in Grapes and Wines.
Compositional data for all control grape and control wine
samples were consistent with data reported from non-
smoke-exposed samples [22] for all phenolic smoke markers
measured, with the exception of one Shiraz sample (SHI-03-
Control) which had a slightly elevated concentration of
guaiacol (Table S3 and [28]). Tese observations provide
further confrmation of background levels of phenolic
compounds typically found in grapes and wine without
a history of known smoke exposure.

In Study A, vineyards had been exposed to a single
smoke event preveraison when grapes were still, very small,
hard, and unripe [28]. At harvest smoke-exposed grapes had
elevated concentrations of many of the phenolic glycosides
and volatile phenols compared to non-smoke-exposed
samples in the study. Syringol gentiobioside was the most
abundant phenolic glycoside, up to 150 μg/kg in the grapes at
harvest (Table 1). Te concentrations of volatile phenols in
grapes (up to 32 μg/kg guaiacol and 16 μg/kg o-cresol) was
surprising and is in contrast to other reports. For example,
grapes exposed to smoke in 2009 in Australia had con-
centrations of guaiacol below 5 μg/kg and concentrations of
syringol gentiobioside reaching 1623 μg/kg [19], as well as
samples afected by Californian fres in 2008 that had
concentrations of guaiacol below 2 μg/kg and high levels of
guaiacol released by enzymes [31]. Syringol and
4-methylsyringol were not found above the limit of quan-
tifcation in any of the grape samples.
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In the smoke-exposed grape samples of Study B, the
concentrations of phenolic glycosides were much higher
than those observed in Study A, with syringol gentiobioside
reaching approximately 980 μg/kg (Tables 1 and S3). Te
pattern of abundance was diferent to that observed in Study
A, likely due to a number of factors such as smoke com-
position, the timing of smoke exposure and metabolism in
the berries. In contrast, in Study B, the concentration of the
volatile phenols relative to phenolic glycosides was generally
lower (Table S3). Guaiacol again was the most abundant
volatile phenol in the grapes, up to 59 μg/kg in Shiraz grapes.
In contrast to the phenolic glycosides, guaiacol was above
typical concentrations found in non-smoke-exposed grapes
in only 20 of the 40 samples. Tis is in line with recent
observations of volatile phenols and phenolic glycosides in
smoke-exposed grapes from the 2020 vintage [32]. o-Cresol
was elevated in 17 of the 40 samples and was particularly
abundant in the Chardonnay and Pinot Noir samples (up to
28 μg/kg). Syringol and 4-methylsyringol were below or near
to the limit of quantitation in all of the grape samples. It is
interesting to note in both studies that general patterns of
abundance of volatile phenols and phenolic glycosides
difered by cultivar, which could be due to possible difer-
ences in the chemical composition of the smoke in diferent
vineyards, and diferences in uptake and metabolism by the
diferent cultivars [14].

In the wines of Study A, the guaiacol was the most
abundant volatile phenol (up to 78 μg/L), followed by
syringol (up to 65 μg/L) (Tables 2 and S4). Syringol and 4-
methylsyringol were found in the wines despite being absent
from the grape samples, presumably due to release from
glycosidic precursors during winemaking. Syringol gentio-
bioside was the most abundant phenolic glycoside in wine,
up to 71 μg/L. Each of the three cresol isomers was observed
up to 17 µg/L in the wines and were particularly abundant in
the Pinot Noir wines.

In the wine samples of Study B, the most abundant
smoke exposure marker was syringol gentiobioside (up to
690 μg/L) (Tables 2 and S4), and guaiacol was the most
abundant volatile phenol in the wines (up to 125 μg/L),
followed by syringol (61 μg/L) as was seen in Study A. Like
Study A, cresols were particularly abundant in the Pinot
Noir wines of Study B.

3.3. Comparing Volatile Phenols and Phenolic Glycosides in
Grapes and Wine. As is common practice, the Chardonnay
wines were made with minimal skin contact, and the red
wines were fermented on skins. Tis resulted in diferent
relationships between grape and wine composition between
the red and white cultivars. Te red wines, which were made
with skin contact, had higher concentrations of volatile
phenols. Te concentrations of guaiacol and cresols were
higher in the red wines compared to grapes (example Study
B 59 μg/kg guaiacol in grapes and 125 μg/L in wine), which is
likely due to both the extraction of guaiacol and cresols from
the grape skins and release of guaiacol and cresols from
glycosides during the winemaking process. Syringol and 4-
methylsyringol were rarely detected in the grapes yet were

commonly found in both red and white wines (up to
concentrations of 61 and 25 μg/L respectively), due to release
from glycosides during wine production. Refer to Tables 1, 2,
S3–S5 for details of volatile phenols and phenolic glycoside
concentrations in grapes and wines. On the other hand,
lower concentrations of volatile phenols were found in the
Chardonnay wines (example Study B max 14 μg/L guaiacol
in wine compared to max 33 μg/kg guaiacol in grapes), in
line with previous studies on the efect of skin removal
[1, 6, 7, 33].

In contrast, the summed concentrations of the glycosides
in the red wines were similar to those found in the grapes.
Close examination of individual glycosides shows a complex
pattern, and a variable proportion of individual glycosides
persisted in the wine compared to the concentration in the
grapes: some glycosides were lower in concentration in the
wines than in the grapes, and some were higher in the wine.
Shiraz and Pinot Noir wines generally had lower concen-
trations of syringol gentiobioside and methylsyringol gen-
tiobioside in the wines compared to grapes, and higher
concentrations of rutinosides, with some individual samples
showing other patterns. Guaiacol, cresols, guaiacol rutino-
side, and cresol rutinosides in grapes were strongly related to
the concentrations found in Chardonnay and Pinot Noir
wine, and the associations were weaker in Shiraz but un-
related to water additions to the musts to reduce excessive
sugar concentrations.

3.4. Predicting Smoke Flavour Intensity from Volatile Phenols
and Phenolic Glycosides in Wine. In both studies, smoke-
afected red wines had a wide range of smoke aroma and
favour sensory rating values, whereas the smoke-afected
Chardonnay wines had lower scores for smoke aroma and
favour (Table S6) [28]. Control wines for each cultivar
generally had low scores for smoke aroma and favour,
showing the sensory panel was well trained and was able to
diferentiate non-smoke-exposed samples and smoke-
afected samples. Not all wines made from smoke-
exposed grapes had smoke ratings signifcantly higher
than the control wines, and some smoke-exposed wines
had lower ratings of smoke favour than the controls. In
addition, some wines exhibited strong “green,” “euca-
lyptus,” “reduced,” and “tropical” notes which could have
masked smoke favour, and others were “reduced” with
burnt rubber characters that could be confused with
smoke. Some assessors noted “smoky/struck fint” char-
acters in some Chardonnay wines that are easily confused
with smoke-related characteristics. Across all the wines,
three were removed from the smoke favour models due to
comments indicating competing strong characteristics:
one Shiraz with strong green/eucalyptus characters (SHZ-
I Study A) and two Shiraz with reduced rubber and cooked
vegetable notes (Study B SHZ-13-Smoke and SHZ-15-
Smoke). A total of 20 samples for Chardonnay, 19 for
Pinot Noir, and 21 for Shiraz wines were used for further
data analysis. Notably, the smoke favour was apparently
unafected by the water additions made to the musts with
excessively high soluble solids.
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Smoke aroma was highly correlated with smoke favour
in the red wines (r> 0.978) and slightly less correlated in the
Chardonnay wines (r> 0.948) (Table S6). Given the close
correlation, with smoke favour being more discriminating,
it was considered the most reliable indicator of smoke taint.

Te frst step tomodelling smoke favour in wine from its
chemical composition investigated whether volatile phenols
and phenolic glycosides in wine could be used to predict
smoke favour intensity in wine. PLS models for smoke
favour were explored for each cultivar in each of the two
studies (Table 3). Good models for predicting wine smoke
favour were generated from wine compositional data for
each of the three cultivars, using all 13 smoke markers
(R2> 0.86, SE< 1.3).Te exception was Chardonnay wine set
from Study A (R2 = 0.63, SE = 0.62) where the model was not
as predictive, likely as this set had overall low smoke favour
ratings (Table 3). Overall, the volatile phenols and phenolic
glycosides could be used to predict smoke favour in wine.

As a second step to identify the most important volatile
phenols and phenolic glycosides for modelling smoke fa-
vour, the PLS model coefcients were examined. Table 3 lists
the PLS model coefcients of the independent variables
(volatile phenols and phenolic glycosides) modelling smoke
favour. Te jack-knife cross-validation method [34] was
applied to identify signifcant variables which are high-
lighted in bold in the table, although variables can still be
considered important to the model if they are nonsignifcant
in this particular statistical test. Generally, variables that
have the largest regression coefcient values, greater than 0.1
are the most important to the model, and coefcients of less
than 0.05 can be considered not important [34].

Guaiacol, which by itself is not necessarily a taint
compound, was one of the most important predictors of
smoke favour for all the sample sets. Te three cresol
isomers were important to most of the sample sets, which is
in line with previous observations that the volatile com-
pounds guaiacol and the three cresols, in combination, are
likely to drive the perception of smoke favour in smoke-
afected wines, due to their low sensory thresholds relative to
the other volatile phenols (measured in red wine: guaiacol
23 μg/L, o-cresol 62 μg/L, m-cresol 20 μg/L, p-cresol 64 μg/L,
and in water: 4-methylguaiacol 21 μg/L, syringol 570 μg/L,
and 4-methylsyringol 10,000 μg/L) [9–11, 35, 36]. Syringol
and 4-methylsyringol were found at concentrations much
lower than the reported thresholds even in the most severely
smoke-afected wines and were considered unlikely to
contribute to the smoke favour directly [9, 11]. 4-
Methylguaiacol was generally found at much lower con-
centrations than guaiacol in smoke-afected wines and has
a much higher threshold than guaiacol in water (21 μg/L
compared to 0.84 μg/L, respectively), so is less likely to
contribute to smoke favour directly [37]. Phenolic glyco-
sides were strongly associated with the smoke favour in both
Pinot Noir wine sets, but the pattern difered across studies
for the Shiraz, with only some glycosides strongly con-
tributing to the models, and these compounds were gen-
erally less important to the Chardonnay models.

For the Chardonnay wines of Study B, the p-cresol, m-
cresol, and guaiacol volatiles were strong predictors of

smoke favour, and the glycosides were less important. Te
data from the Chardonnay wines of Study A generated a less
strong model with lower regression coefcient values, with
several glycosides contributing.

For the Pinot Noir wines, there was a particularly high
degree of co-correlation among the smoke marker com-
pounds. Almost all of the variables had similar strong re-
gression coefcients for both Pinot Noir sets (one factor
model) although syringol and 4-methylsyringol were in-
dicated to have less importance in Study A.

For the Study B Shiraz wines (3 factor model), the
compounds most associated with smoke favour were
guaiacol, o-cresol, and phenol rutinoside, whereas methyl-
syringol gentiobioside was strongly negatively associated.
For the Study A Shiraz wine set 4-methylguaiacol, guaiacol
and o-cresol were most important to the model and in
contrast in Study B methylsyringol gentiobioside was pos-
itively associated as was syringol gentiobioside. 4-
Methylguaiacol was a good predictor of smoke favour for
the red wines, but as the concentrations were below 30 μg/L
in all wine samples, and the threshold in water is reportedly
25 times higher than guaiacol, it was considered unlikely to
be directly contributing to the smoke favour in most
samples [37]. Overall, the volatile phenols and phenolic
glycosides in wine were able to predict the smoke favour.

Guaiacol and the cresols have been previously indicated
to be important compounds contributing to the perception
of smoky and medicinal characters in smoke-afected wines
[10]. In addition, glucosides of guaiacol and m-cresol have
been shown to impart smoke favour and aftertaste [9, 10]. It
is plausible that the guaiacol, cresols, guaiacol glycosides,
and cresol glycosides together contribute to the smoke
favour. To test this hypothesis, PLS models for smoke
favour were explored using a subset of the smoke marker
compounds deemed most likely to be sensory drivers;
guaiacol, o-cresol, m-cresol, p-cresol, guaiacol rutinoside,
and cresol rutinosides.

Smoke favour was predicted well by PLS regression
analysis based on a subset of smoke compounds in wine
(guaiacol, o-, m-, p-cresol, guaiacol rutinoside, and cresol
rutinoside) for all sample sets (R2> 0.90) apart from Study A
Chardonnay which was less well modelled (R2 � 0.59).
Guaiacol and m-cresol had the highest loadings in most
models. o-Cresol was important to the model for the Pinot
Noir wines in Study B and the Shiraz in Study A to a lesser
extent. p-Cresol, guaiacol rutinoside, and cresol rutinoside
were important for some sets.Te best models were obtained
for Pinot Noir. Te low sensory scores for Chardonnay
wines again limited the model development for this white
varietal.

For most sample sets, the smoke favour models could
not be not signifcantly improved by adding basic wine
parameters such as alcohol, pH, TA, residual sugar, other
volatile phenol, and phenolic glycoside smoke markers. Te
exceptions to this were the Study B Pinot Noir and Shiraz
models which were improved by adding basic wine com-
position, indicating that the sensory results were infuenced
by basic wine composition, particularly volatile acidity in the
Pinot Noir wines and pH, TA, and alcohol in the Shiraz
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wines. Te efect of the basic wine composition was of most
concern with the Study B Chardonnay wines, because the
two unsmoked control wines were both high in alcohol, and
one also contained residual sugar; however, the PLS models
for smoke favour did not improve when these parameters
were added to themodel.When 4-methylguaiacol was added
to the model, the models did not improve. Overall, the
results were in line with previous observations on smoke-
afected wines from various regions, vintages, and cultivars
which indicated that a range of volatile phenols and phenolic
glycosides are important to model smoke favour [9]. In
summary, a subset of the smoke markers, namely guaiacol,
o-, m-, p-cresol, guaiacol rutinoside, and cresol rutinosides,
could predict wine favour, using PLS regression models.

Many wine producers may not have access to specialised
statistical software packages that would allow use of
a multifactor model, and a simple, practical way to interpret
the analysis results is preferred. In an attempt to streamline
data analysis, we noted that the simple sum of [guaiacol + o-
cresol +m-cresol + p-cresol concentrations] in wine enabled
very good prediction of smoke favour intensity in these
sample sets (Figure 1). Also, it was evident that the models
for the diferent cultivars had diferent slopes, likely
refecting variety-specifc matrix efects as well as diferences
in chemical composition between the cultivars. For example,
the Pinot Noir wines had particularly high concentrations of
cresols, whereas Shiraz wines had high concentration of
guaiacol, and Chardonnay had much lower volatile phenols.
Tis simplifed sum of concentrations parameter should be
used with caution, bearing in mind that it does not take into
account the contribution of the glycosides. Tere was a high
degree of correlation observed among the volatile phenols

and phenolic glycosides in the samples, but this may not
always be the case if treatments have been applied to se-
lectively remove volatile phenols or phenolic glycosides, and
the model may not be applicable to those wines.

Overall, smoke favour in wine made from grapes with
a varying degree of smoke exposure could be predicted by
quantifying volatile phenols and phenolic glycosides in wine.
Te compounds key to predict smoke favour were guaiacol,
o-, m-, p-cresol, guaiacol rutinoside, and cresol rutinoside,
although additional phenols and other compounds not
measured in this study may be important too.

3.5. Predicting Smoke Flavour from Volatile Phenols and
Phenolic Glycosides in Grapes. Preharvest chemical analysis
data from grape samples are critical for making appropriate
harvest or processing decisions for vineyards suspected of
smoke exposure. Te key question is if smoke exposure
markers in grape berries can be reliably used to identify
whether smoke favour will be evident inwine produced from
smoke-afected grapes? Encouraged by our ability to predict
smoke favour in wine from wine compositional data, PLS
models to predict smoke favour in wine from volatile
phenols and phenolic glycosides in grapes were explored for
each cultivar for both studies. Te volatile phenols and
phenolic glycosides in grapes predicted smoke favour well
in each cultivar and in each study (R2> 0.86, SE< 1.2 for
Pinot Noir and Shiraz), although like the wine models, the
models were not as strong for Chardonnay (R2> 0.71, SE
0.68) (Table 4). Table 4 lists the PLS model coefcients of the
independent variables in grapes (volatile phenols and
phenolic glycosides) predicting smoke favour.

Table 3: Partial least squares regression coefcients of the predictive models for smoke favour from volatile phenols and phenolic glycosides
in wine for two studies, each comprising three cultivars. Variables identifed as signifcant by the martens and martens jack-knife
cross-validation method are highlighted in bold.

Chardonnay Study A Chardonnay Study B Pinot Noir
Study A

Pinot Noir
Study B Shiraz Study A Shiraz Study B

Number of factors 1 4 1 1 2 3
SE 0.62 0.67 1.21 0.78 1.1 0.52
R2 0.63 0.93 0.87 0.86 0.93 0.96
4-Methylguaiacol NA 0.18 0.20 0.12 0.33 0.24
Guaiacol 0.08 0.26 0.20 0.12 0.23 0.75
o-Cresol 0.06 0.27 0.20 0.12 0.19 0.30
m-Cresol NA −0.22 0.15 0.09 0.21 0.26
p-Cresol NA 0.07 0.19 0.12 0.21 0.40
4-Methylsyringol 0.08 0.62 0.20 0.10 0.17 0.26
Syringol 0.07 −0.13 0.15 0.10 −0.27 0.18
Sum of volatile phenols 0.07 0.11 0.19 0.12 0.22 0.50
GuRG 0.05 0.09 0.18 0.12 −0.01 −0.12
MGuRG 0.05 0.03 0.18 0.12 0.19 −0.13
MSyGG 0.00 0.02 0.15 0.11 0.31 −0.42
PhRG 0.06 0.00 0.19 0.11 −0.17 0.35
CrRG 0.04 0.06 0.18 0.11 −0.11 0.10
SyGG 0.07 0.04 0.16 0.11 0.33 −0.35
Sum of phenolic glycosides 0.07 0.04 0.19 0.11 0.20 −0.29
SE� standard error of cross-validation, GuRG, guaiacol rutinoside; MGuRG, methylguaiacol rutinoside; MSyGG, methylsyringol gentiobioside; PhRG,
phenol rutinoside; CrRG, cresol rutinosides; SyGG, syringol gentiobioside. Where analytes were not detected in the sample set, they are absent from the PLS
model, and denoted NA. Note, the sum of volatile phenols includes the seven volatile phenols listed in the table, and sum of phenolic glycosides includes the
six phenolic glycosides listed in the table.
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As found for the wine composition models, grape
guaiacol concentration was one of the most important
predictors across all sample sets. 4-Methylguaiacol and
m-cresol were also strong predictors of smoke favour in
the Chardonnay wines of Study B, and surprisingly the
glycosides were less important than the volatile phenols
in the model prediction from both studies for this
cultivar.

Guaiacol rutinoside and methylguaiacol rutinoside were
strongly positively associated with wine smoky favour in the
Pinot Noir Study B set, and the cresols were negatively
related. In contrast, m-cresol and p-cresol had high positive
regression coefcients in the Study A set. Te cresols were
much higher in concentration in the grapes of Study A
compared to Study B, possibly refecting diferences in the
smoke composition and timing of exposure.

Almost all variables had equal high regression co-
efcients for the Shiraz grapes in both studies, with in-
dications that cresol rutinoside, phenol rutinoside, p-cresol,
and syringol were slightly less important. Overall, the vol-
atile phenols and phenolic glycosides in grapes were able to
predict the smoke favour well in the corresponding wines
for this cultivar.

In the models for smoke favour from wine composition
discussed above, the key drivers of predicting smoke favour
in wine from grape phenol analysis were identifed as
guaiacol, cresols, guaiacol rutinoside, and cresol rutinoside.
Guaiacol and cresols in grapes can be transferred directly
into the juice or must. Guaiacol glycosides and cresol gly-
cosides in grapes can also hydrolyse to release guaiacol and
cresols during wine production and ageing. Logically,
guaiacol, cresols, and glycosides of guaiacol and cresols in
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Figure 1: Correlation between the sum of guaiacol and cresols (m-cresol, o-cresol, and p-cresol) in wine and smoke favour in each of the
three cultivars: (a) Chardonnay (b) Pinot Noir, and (c) Shiraz shown here for Study B. Linear ft is shown by the solid line and confdence of
the ft is shown by dotted lines.

Table 4: Partial least squares regression coefcients of the predictive model for smoke favour in wine from volatile phenols and phenolic
glycosides in grapes for two studies, each comprising three cultivars. Variables identifed as signifcant by the Martens and Martens jack-
knife cross-validation method are highlighted in bold.

Chardonnay Study A Chardonnay Study B Pinot Noir
Study A

Pinot Noir
Study B Shiraz Study A Shiraz Study B

Number of factors 2 2 3 7 1 1
SE 0.68 0.87 0.83 0.58 1.1 0.75
R2 0.71 0.86 0.99 0.99 0.88 0.88
4-Methylguaiacol 0.07 0.26 0.08 0.18 0.09 0.08
Guaiacol 0.22 0.25 0.33 1.48 0.09 0.08
o-Cresol 0.37 0.19 0.09 −0.60 0.10 0.08
m-Cresol 0.39 0.28 0.58 −0.25 0.10 0.08
p-Cresol 0.39 0.19 0.46 −0.54 0.08 0.06
Syringol NA NA NA NA NA 0.04
Sum of volatile phenols 0.29 0.23 0.29 0.47 0.09 0.08
GuRG −0.26 0.05 −0.39 0.41 0.07 0.08
MGuRG −0.06 0.02 −0.19 0.44 0.08 0.08
MSyGG −0.32 −0.04 0.03 −0.21 0.09 0.08
PhRG −0.04 0.02 −0.16 0.01 0.04 0.07
CrRG −0.04 0.04 −0.03 −0.11 0.05 0.06
SyGG −0.17 0.01 −0.05 −0.28 0.09 0.08
Sum of phenolic glycosides −0.17 0.01 −0.08 −0.13 0.09 0.08
SE� standard error of cross-validation, GuRG, guaiacol rutinoside; MGuRG, methylguaiacol rutinoside; MSyGG, methylsyringol gentiobioside; PhRG,
phenol rutinoside; CrRG, cresol rutinosides; SyGG, syringol gentiobioside. Where analytes were not detected in the sample set, they are absent from the PLS
model, and denoted NA. 4-methylsyringol was not listed in the table due to no detection. Note, the sum of volatile phenols includes the seven volatile phenols
listed in the table and sum of phenolic glycosides includes the six phenolic glycosides listed in the table.
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grapes could contribute to smoke favour in wine. A diverse
range of glycoconjugates of guaiacol and cresol have been
identifed in smoke-exposed grapes and wine, including
monoglucosides, rutinosides, gentiobiosides, pentosylglu-
cosides, trisaccharides, and more. While there is a lack of
quantitative data about many of these compounds, the
limited quantitative data available suggest they are highly
correlated [19, 21]. Te routinely analysed glycosides,
guaiacol rutinoside, and cresol rutinoside can be considered
representatives of the broader diversity of glycoconjugates
present [19]. Terefore, the subset of markers in grapesmost
likely to cause smoke favour in wine was identifed as
guaiacol, o-cresol, m-cresol, p-cresol, guaiacol rutinoside,
and cresol rutinoside.

Smoke favour in wine was modelled surprisingly well by
PLS regression analysis based on a subset of grape com-
pounds (guaiacol, o-, m-, p-cresol, guaiacol rutinoside, and
cresol rutinoside), for all sample sets (R2> 0.86) apart from
Study A Chardonnay which was less well modelled
(R2 = 0.77). In fact, the models using a subset of the markers
were as good or better than the models using all 13 volatile
phenols and phenolic glycosides. Guaiacol andm-cresol had
the highest loadings in most models. o-Cresol and p-cresol
were most important to the model for the Shiraz wines,
especially in Study A and in Study B to a lesser extent.
p-Cresol and guaiacol rutinoside were notably important for
some sets. Te best models were obtained for Pinot Noir
(R2> 0.99). Te narrow range of smoke favour intensity
ratings for Chardonnay wines from Study B limited the
model development, and the Chardonnay wines in Study A
were considered not suitable for developing variable subset
models (Table S6).

Te PLS regression approaches discussed above suggest
that volatile phenols in the grapes are the most important
determinants of smoke favour intensity in the resulting
wine. It is worth reiterating that in this sample set, volatile
phenols and glycosides were highly correlated in the grapes
and wines. In other words, the most severely smoke-afected

grape samples had high concentrations of both volatile
phenols and glycosides. Grape samples from diferent smoke
events in diferent vintages have shown other patterns, such
as high concentration of glycosides and low levels of volatile
phenols [19, 31, 32], and anecdotal reports suggest that
grapes with this pattern can also produce smoky wines.
Further research is required to establish whether the re-
lationships and observations from this study can be applied
more broadly to other smoke events and cultivars. On the
other hand, smoke favour in wine can be minimised by
tailoring wine production, for example minimising skin
contact, and carbon fning juice prior to fermentation
[7, 33]. If these treatments are applied, the relationships
described above would not be expected to apply, and
phenolic glycosides may play a more important role to drive
and predict smoke favour.

3.6. Critical Concentrations of Volatile Phenols and Phenolic
Glycosides in Grapes Likely to Produce SmokyWines. One of
the aims of the study was to assess the concentrations of
grape compounds that resulted in wines with perceptible
smoke favour and to provide practical guidance for pro-
ducers assessing grape samples from smoke-exposed vine-
yards. Importantly, only some of the wines made from
smoke-exposed grapes were rated as signifcantly more
smoky by sensory analysis than the wines made from control
grapes. In other words, a signifcant proportion of grape
samples may have elevated concentrations of smoke expo-
sure markers demonstrating smoke exposure of vineyards,
yet not give rise to obviously smoke tainted wine after
fermentation.

As a new approach in this study, wines were cat-
egorised as “smoky” if smoke favour was signifcantly
higher than the controls, using Dunnett’s means com-
parison test. Table 5 summarises the critical concentration
of volatile phenols and phenolic glycosides and the risk, as
defned here as moderate or high, of producing smoky

Table 5: Concentrations of volatile phenols and phenolic glycosides (μg/kg) in grapes that resulted in wines with signifcant smoke favour
(high risk) compared to controls, and concentrations above which only some wines were signifcantly smoky and some wines were not
(moderate risk).

Analyte in
grapes

Chardonnay Pinot Noir Shiraz
Moderate risk High risk Moderate risk High risk Moderate risk High risk

4-Methylguaiacol 4.0 5.7 n.d. n.d. 1.0 n.d.
Guaiacol 14.3 16.0 4.0 4.0 7.0 12.0
o-Cresol 10.3 10.3 3.0 5.0 2.0 3.0
m-Cresol 6.0 10.0 n.d. n.d. n.d. n.d.
p-Cresol 2.0 7.3 n.d. n.d. n.d. n.d.
4-Methylsyringol n.d. n.d. n.d. n.d. n.d. n.d.
Syringol n.d. n.d. n.d. n.d. n.d. n.d.
GuRG 9.2 13.7 3.5 3.8 9.2 23.0
MGuRG 25.0 30.6 6.1 10.0 22.3 23.0
MSyGG 15.9 25.4 2.0 5.0 5.3 18.0
PhRG 5.0 7.0 4.4 10.0 1.8 16.0
CrRG 11.1 11.0 5.9 13.0 5.4 14.0
SyGG 101.2 135.7 22.2 53.0 28.6 176.0
GuRG, guaiacol rutinoside; MGuRG, methylguaiacol rutinoside; MSyGG, methylsyringol gentiobioside; PhRG, phenol rutinoside; CrRG, cresol rutinosides;
SyGG, syringol gentiobioside; n.d. not determined as concentrations were below LoQ.
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wines. All grape samples with a concentration at or above
the high-risk value produced wines that were signifcantly
smoky. For grapes with concentrations between the
moderate risk and high-risk concentrations, some wines
were signifcantly smoky and some wines were not. No
signifcantly smoky wines were observed in this study
below the moderate risk concentrations described in
Table 5.

In summary, this study is the most comprehensive to date
on the relationships between volatile phenols and phenolic
glycosides in smoke-exposed grapes and smoke favour in
wine, using two separate sets of diverse grapes and wines
sourced after various wildfre events, with both studies giving
similar results. Still, it is limited to the one vintage in Australia
(2019-2020), and we cannot fully rule out that diferent
smoke-exposure events or cultivars may lead to diferent
patterns of abundance in grapes and wines, such as low
concentrations of volatile phenols concomitant with elevated
concentrations of glycosides [31, 32]. Te most important
volatile phenols and phenolic glycosides to assess risk have
been identifed in this study, yet it would be prudent to
consider assessing the profles of additional compounds in
future events. Finally, our data are based on sensory assess-
ment of young wines at 6weeks after bottling. While there is
evidence that volatile phenols increase and glycosides are
quite stable over 5-6 years ageing in bottle [38], there is a need
to include more samples and monitor wines over time.

Notwithstanding the limitations of the current study,
the results enable better decisions to be made when
assessing smoke-exposed grapes and wines, a decision
with major fnancial and business implications that has
been lacking data until now. Winemakers will be less
likely to produce undesirably smoky wines, by identifying
the risk early and applying suitable production tech-
niques. Grape growers may be able to seek alternative uses
for smoke-afected grapes. Producers will be able to
compare results from their grape and wine analysis to the
data presented herein and better understand the risk of
producing unacceptably smoky wine. Tis will enable the
wine sector to be better prepared to manage smoke events
of the future.
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In the article titled “Assessing the Short-Term Efects of No-
Till on Crop Yield, Greenhouse Gas Emissions, and Soil C
and N Pools in a Cover-Cropped, Biodynamic Mediterra-
nean Vineyard” [1], a reference was cited in the text but not
included in the reference list; this is included in the text
below as reference 73 [2]; this reference should supplement
the following sentence found in the frst paragraph of the
Introduction:

“Te production of root exudates can also contribute to
substantial amounts of C sequestration [73].”

References

[1] C. Lazcano, N. Gonzalez-Maldonado, E. H. Yao et al., “Erratum
to “Assessing the Short-Term Efects of No-Till on Crop Yield,
Greenhouse Gas Emissions, and Soil C and N Pools in a Cov-
er-Cropped, Biodynamic Mediterranean Vineyard”,” Australian
Journal of Grape and Wine Research, vol. 2022, Article ID
8100818, 12 pages, 2022.

[2] N. W. Sokol, S. E. Kuebbing, E. Karlsen-Ayala, and
M. A. Bradford, “Evidence for the primacy of living root inputs,
not root or shoot litter, in forming soil organic carbon,” New
Phytologist, vol. 221, no. 1, pp. 233–246, 2019.

Hindawi
Australian Journal of Grape and Wine Research
Volume 2023, Article ID 9843618, 1 page
https://doi.org/10.1155/2023/9843618

https://orcid.org/0000-0001-5495-481X
https://orcid.org/0000-0002-9159-7302
https://orcid.org/0000-0003-2898-6820
https://orcid.org/0000-0002-7586-1468
https://orcid.org/0000-0002-5063-1412
https://orcid.org/0000-0002-7350-8177
https://orcid.org/0000-0003-2928-9197
mailto:clazcano@ucdavis.edu
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9843618


Research Article
Distribution of 3-Isobutyl-2-methoxypyrazine across Rachis
Components of Vitis vinifera Shiraz and Cabernet Sauvignon

RossD. Sanders ,1,2,3 Paul K. Boss ,2,3 Dimitra L. Capone ,1,3 CatherineM.Kidman ,4

Emily L. Nicholson ,2 and David W. Jefery 1,3

1School of Agriculture, Food and Wine, and Waite Research Institute, Te University of Adelaide, Waite Campus PMB 1,
Glen Osmond, South Australia 5064, Australia
2CSIRO Agriculture and Food, Waite Campus, Locked Bag No. 2, Glen Osmond, South Australia 5064, Australia
3Australian Research Council Training Centre for Innovative Wine Production, Te University of Adelaide,
Waite Campus PMB 1, Glen Osmond, South Australia 5064, Australia
4Wynns Coonawarra Estate, Memorial Drive, Coonawarra, South Australia 5263, Australia

Correspondence should be addressed to David W. Jefery; david.jefery@adelaide.edu.au

Received 14 September 2022; Revised 15 December 2022; Accepted 24 March 2023; Published 18 April 2023

Academic Editor: Leigh Schmidtke

Copyright © 2023 Ross D. Sanders et al. Tis is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

Rootstock can signifcantly alter the concentration of methoxypyrazines (MPs) in the bunch stem (rachis) of Vitis vinifera L. cv.
Cabernet Sauvignon and Shiraz, which has implications for winemaking and wine style. Te distribution of MPs across the rachis
is an important consideration, but such information was not available. Tis study aimed to address this research question by
comparing MP concentrations in diferent rachis components throughout grape maturation and in the absence of ambient light.
Shiraz and Cabernet Sauvignon bunches were sampled throughout development, segmented into four components (peduncle, top
rachis, bottom rachis, and pedicel), and 3-isobutyl-2-methoxypyrazine (IBMP) was quantifed in each. For both cultivars, IBMP
showed a negative correlation with grape maturity, with concentrations in pedicel at harvest being signifcantly higher than other
rachis components. Additionally, light exclusion signifcantly increased IBMP concentrations in all rachis segments. Te
concentration of IBMP varied signifcantly between diferent rachis components. Te greatest concentrations were measured in
the pedicel, which also contributed the largest proportion among the components to total rachis by weight. Due to elevated IBMP
concentrations in rachis and the difculties in excluding matter other than grape from a fermentor, the presence of pedicel during
fermentation could produce Shiraz and Cabernet Sauvignon wines with higher concentrations of MPs, thereby potentially
increasing vegetal sensory characteristics.

1. Introduction

Te chemical composition of berries is heterogeneous within
a vineyard, vine and bunch, and this variability could alter
the sensory properties of a wine if heterogeneous grape
parcels are harvested [1]. Asynchronous berry development
contributing to heterogeneity can be attributed to aspects of
terroir, which encompass geographical and climatic difer-
ences between grape growing regions, and the spatial var-
iation of soil, sunlight, slope, and water availability within
a vineyard [2].

Within bunch, berry developmental heterogeneity is
dependent on seed content, which alters hormonal dynamics
and sugar accumulation [3]. Furthermore, factors such as the
location of a berry within a bunch [4], berry surface tem-
perature, or berry proximity to leaves or stems are
hypothesised to impact berry composition and maturity [5].
However, within vine and bunch level heterogeneity is not
exclusive to berries; concentrations obtained from rachis for
rotundone [6], amino acids [7], and methoxypyrazines
(MPs) (e.g., 3-isobutyl-2-methoxypyrazine (IBMP), 3-iso-
propyl-2-methoxypyrazine (IPMP), and 3-sec-butyl-2-
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methoxypyrazine (SBMP)) [8] also vary throughout the
growing season. Despite this, the potential contribution of
rachis to wine aroma might often be overlooked.

Winemakers may opt to include rachis during whole- or
partial-bunch fermentation to produce desirable tannin
[9, 10], colour [10, 11], pH, or ethanol changes to the wine
[9, 12]. However, these techniques are avoided for varieties
that are known to produce IBMP (an impact odorant with
green capsicum character) in rachis and berry, such as
Cabernet Sauvignon, because they can cause the perception
of “stemmy” favours in wine [13]. Even for varieties where
a portion of whole bunches is favourable in producing
quality wines, such as Pinot noir, stem addition exceeding
60% can produce wines with sensory characteristics asso-
ciated with MPs [9]. Rachis can also be unintentionally
present during fermentation as a by-product of harvesting
and destemming practices, as a component of matter other
than grape (MOG). Historically, MOG levels of approxi-
mately 5% w/w have been found in machine harvested fruit
[14]; however, recent technological advancements can de-
crease these levels to around 1% [15]. Even so, there should
still be concern, given the potential for MOG in the form of
rachis to impart undesirable and nonvarietal “green” sensory
characteristics to a variety like Shiraz [16], which otherwise
lacks the genetic ability to produce IBMP in the berry [17].

Being characteristic of certain grape varieties, IBMP is
a “varietal” aroma compound that can contribute notes of
“green capsicum” and “grassy” to red wine at concentrations
of 10–15 ng/L [18]. Such sensory characteristics are desirable
when in balance with an overall wine bouquet, but at ele-
vated concentrations, IBMP can contribute “herbaceous”
and “vegetative” aromas that can dominate the sensory
experience, decreasing both consumer liking and positive
emotions associated with the wine [19]. Furthermore, even
at concentrations below its sensory threshold, IBMP can
alter wine aroma through synergistic interactions increasing
perception of “smoky” and “tar” notes or antagonistic in-
teractions that decrease desirable “red berries” and “foral
violet” aromas [20]. As such, understanding how to control
the concentration of IBMP (and other MPs) in wine is
essential.

Recent research has shown Shiraz [8, 21] and Cabernet
Sauvignon [22] vines grafted to rootstock can have signif-
icantly higher IBMP concentrations in rachis than those on
own roots. Tis was attributed in part to rootstock-mediated
vine vigour altering ambient light exposure of bunches
[21, 22]. Furthermore, in Shiraz rachis the concentrations of
IBMP, IPMP, and SBMP increased throughout berry ma-
turity [8], contrasting the negative relationship between
these variables observed in the berry [23].

With respect to the contribution of rachis to MOG and
likelihood of contributing unwanted sensory characters, it can be
expected that the pedicel component of rachis could most easily
enter a fermentor, due to its small size or attachment to the
berry. Although studies have addressed MP concentrations in
rachis overall, the MP concentration of diferent parts of the
rachis remained to be investigated. Tis study aimed to fll that
knowledge gap by determining the concentration of IBMP,
IPMP, and SBMP in diferent rachis components throughout

grape maturation for Vitis vinifera L. cv Shiraz on Ramsey
rootstock and own roots grown in the Barossa Valley, and
Cabernet Sauvignon on 110 Richter rootstock grown in the
Coonawarra. Trials exploring the exclusion of ambient light on
MP distribution in Shiraz bunches were also undertaken. MPs
were quantifed by GC-MS/MS using an established stable
isotope dilution assay and experimental data were analysed with
linear mixed models (LMMs). Results from the study were
intended to provide producers with an understanding of how
the concentration of MPs across rachis components is infu-
enced by grape maturity and light exposure, thereby giving
information that helps to estimate their potential infuence on
wine sensory profles.

2. Materials and Methods

2.1. Chemicals. Solvents and reagents were of analytical
reagent (AR) grade or higher and were purchased from
Sigma–Aldrich (Castle Hill, NSW, Australia). Labelled and
unlabelled MPs used as analytical standards were previously
synthesised [22].

2.2.ClimateData. Monthly average,minimum, andmaximum
temperatures and winter rainfall values were sourced from the
Bureau of Meteorology’s automatic weather stations for Barossa
Valley (Australian BOM Station 023373 at 34.47°S, 139.00°E)
and Coonawarra (Australian BOM Station 026091 at 37.29°S,
140.83°E). Te Huglin index was calculated according to [24]
with the value of 1.00 used for the length of day coefcient.
Rainfall andHuglin index data are summarised inTable S1 of the
Supplementary Material.

2.3. Vineyard Sites. Samples from the Barossa Valley region
were collected from the Department of Primary Industries
and Regions site in Nuriootpa, South Australia
(34°28′34.4″S, 139°00′26.8″E). Te vineyard was established
in 2001 and consists of Vitis vinifera L. cv. Shiraz clone 1654
on own roots and Ramsey rootstocks. Further details have
been reported previously [25].

Samples from the Coonawarra region were collected
from a premium commercial vineyard (37°15′47.4″S,
140°49′58.7″E). Te vineyard was established in 2012 and
consists of Vitis vinifera L. cv. Cabernet Sauvignon Reynella
and SA125 clones on 110 Richter rootstock.

Te parentage of rootstocks present in the trials is
summarised in a recent publication [21]. No signifcant pest
or disease pressures were observed during the experimental
seasons.

2.4. Maturity Variation Experiment. In 2019/20, Shiraz
samples were taken at fowering (80% cap fall) on the 26th of
November, 50% veraison on the 8th of January, and harvest on
the 9th of March. Sampling locations at each time point were
chosen to provide a representative sample from the southern,
centre, and northern regions of the vineyard. At fowering,
twenty-four buncheswere collected from each sampling location
and used to create six biological replicates for each rachis
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component (peduncle, top rachis, and bottom rachis). No
pedicel material was retained at fowering due to its small size at
this phenological stage and sampling limitations. At veraison
andmaturity, twelve bunches were collected from each sampling
location and used to create six biological replicates of each rachis
component (pedicel, peduncle, top rachis, and bottom rachis)
(Figure 1). Shiraz sampled in 2021/22 was taken from the same
locations within the vineyard as for 2019/20 at fowering (80%
cap fall) on the 25th of November, 50% veraison on the 27th of
January, and harvest on the 15th of March. In 2021/22, each
sampling location was further divided into two six-vine sub-
regions designated east and west. At all time points, twenty-four
bunches (twelve from each east and west subregion) were
collected from each vineyard location and used to create eight
biological replicates (four from each east and west subregion) of
each rachis component (peduncle, top rachis, bottom rachis, and
pedicel) (Figure 1). As for 2019/20, pedicel material was only
collected at veraison and maturity. All rachis material was
transported to the laboratory on ice where berry material was
removed, and rachis was segmented into components, cut into
approximately 1 cm pieces, frozen in liquid nitrogen, and stored
at −80°C until analysis. An overview of the sampling meth-
odology for Shiraz from Barossa Valley can be found in
Figure S1 of the Supplementary Information.

Cabernet Sauvignon was sampled in the 2019/20 season
at 80% veraison on 13th February and at harvest on the 20th

of March. Sampling occurred prior to commercial harvest
(15th of April) due to complications arising from the
COVID-19 pandemic. Sampling locations were the same for
each time point and were chosen to provide a representative
sample from the southern, centre, and northern regions of
the vineyard. From each sampling location, six bunches were
chosen at random and used to create two biological repli-
cates of each rachis component (peduncle, top rachis,
bottom rachis, and pedicel) (Figure 1) per vineyard location.
All rachis material was transported to the laboratory on ice
where berry material was removed, and rachis was seg-
mented into components, cut into approximately 1 cm
pieces, frozen in liquid nitrogen, and stored at −80°C until
analysis.

Shiraz and Cabernet Sauvignon grape bunches were
collected at harvest from each sampling location and total
soluble solids (TSS) (°Brix) were measured from two bi-
ological replicates of homogenate prepared by manually
crushing 50 fresh berries randomly selected from bunches.

2.5. Exclusion of Sunlight on the Distribution of Methox-
ypyrazines in Grape Rachis. Experiments were performed
over the 2021/22 growing season in the Barossa Valley and
utilised opaque boxes designed to eliminate ambient light
from the grape bunches while preventing temperature and
humidity changes [26]. Te experiment comprised boxed
(box) and nonboxed (control) vines, with the treatment
vines in each vineyard plot chosen to be representative
samples of the southern, centre, and northern regions of the
vineyard. Control bunches were those used in the maturity
variation experiment and were sourced from vines located
next to experimental vines.Te box treatment was applied at
1 week postfowering (wpf) on the 23rd of November to
whole bunches on own roots (n� 24) and Ramsey (n� 20).
Samples were harvested at 14wpf on the 15th of March and
processed as described previously [22]. For box and control
samples, TSS (°Brix) were measured from a homogenate
prepared by manually crushing 15 fresh berries randomly
selected from each box. TSS values for control were taken as
outlined above.

2.6. Weight of Individual Rachis Components in Shiraz.
Shiraz material (n� 26) from Wrattonbully, South Australia
was sampled at commercial harvest in 2022, frozen at −20°C,
transported in Styrofoam boxes on ice, and stored at −30°C
for 4months until processing. Rachis material from each
bunch was segmented into peduncle, top rachis, bottom
rachis, and pedicel, and individual weights of each com-
ponent were determined.

2.7. Measures of Canopy Architecture. A surrogate measure
of vine vigour was obtained in the Barossa Valley on the 17th
of January 2022 using a LICOR LAI-2200C Plant Canopy
Analyser. For every six-vine subregion (east and west) at
each sampling location, one above-canopy reading (ambient
light), and four below-canopy readings were taken to pro-
vide an estimate of leaf area index (LAI).

Peduncle

Top rachis

Bottom rachis

Pedicel

Figure 1: Schematic outlining the components that the rachis
material was segmented into prior to extraction and analysis of
methoxypyrazines.
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2.8. Quantitation ofMethoxypyrazines. MPs were quantifed
in grape and rachis tissue using a stable isotope dilution
assay with headspace SPME-GC-MS/MS [22] with modif-
cations to sample preparation. Briefy, the modifcations
involved frozen rachis tissue (0.5–2 g, dependent on com-
ponent) being ground to a fne powder with a cryomill
(Retsch, Germany) in liquid nitrogen. Approximately
200mg of rachis from the sunlight exclusion experiment and
500mg of rachis from the maturation trials was accurately
weighed for extraction and analysis as per the previous
report [22]. Te respective limit of detection (LOD) and
limit of quantitation (LOQ) values (ng/kg) were 0.13 and
0.44 for IBMP, 0.11 and 0.37 for IPMP, and 0.15 and 0.48 for
SBMP [22].

2.9. Statistical Analysis. Data were analysed using R (version
4.1.2, R Foundation for Statistical Computing, Vienna,
Austria) in RStudio (version 2022.07.1, RStudio Inc., Boston,
MA). Mixed-efect linear regression models (linear mixed
model, LMM) were used to determine treatment efects on
log-transformed MP concentrations with the “lmerTest”
package. For the Shiraz maturity variation experiment,
rootstock, vintage, berry maturity, and rachis component
were set as fxed efects, and vineyard block was set as
a random factor. For the light exclusion trials, rachis
component, light, and rootstock were set as fxed efects, and
vineyard row and °Brix were included as random factors. For
the Cabernet Sauvignon maturity variation experiment,
rootstock, berry maturity, and component were set as fxed
efects and vineyard row was set as a random factor. Esti-
mated marginal means (statistically modelled variable mean
response for each level of a predictor variable) and standard
error (SE) values of the models were calculated on back-
transformed values using the “emmeans” package and
compared using Bonferroni-adjusted pairwise comparisons.
Summary statistics for variables with measurements below
the LOD and/or LOQ were calculated using the
Kaplan–Meier technique with Efron’s bias correction using
the “NADA” package. Summary plots were produced using
“ggplot2”.

3. Results and Discussion

3.1. Concentration and Distribution of 3-Isobutyl-2-Methox-
ypyrazine in Shiraz Rachis Components throughout Berry
Maturation. Shiraz bunches were collected at harvest in
2022 from the Wrattonbully wine region to determine
the proportion (% w/w) of individual rachis components
(peduncle, top rachis, bottom rachis, pedicel) of the total
rachis fresh weight. Timing of sampling was an impor-
tant consideration; rachis reaches its defnite size by
veraison [27] but dehydration of the peduncle continues
until harvest [28], which would decrease its fresh weight
and cause a concentration efect of IBMP within this
component. In addition, Shiraz rachis grown on Ramsey
rootstock and own roots has been shown to increase in
IBMP concentration through berry maturation, reaching
its maximum at harvest [8].

Shiraz rachis fresh weight at harvest was calculated as
6.5% of the total bunch weight, which falls within the range
of 3–7% for Vitis vinifera rachis [27]. Te proportion (%
w/w) of individual rachis components of the total fresh
rachis weight was calculated for peduncle (10%), top rachis
(18%), bottom rachis (9%), and pedicel (63%) (Figure S2 of
the Supplementary Material). Tese values were used
throughout this publication to estimate the contribution
from each rachis component to the total IBMP concen-
tration present within an average Shiraz rachis. To the best of
our knowledge, this is the frst published segmentation data
for rachis material, with a single previous study showing that
peduncle was approximately 20% of Shiraz rachis fresh
weight [28].

3.1.1. Rootstock and Stage of Grape Development. Te
concentration of IBMP in diferent rachis components from
Shiraz grown on Ramsey and own roots in the Barossa
Valley (Table S3 of the Supplementary Material) was de-
pendent on rootstock and berry maturity (P< 0.001,
Figure 2).

According to the LMM, concentrations of IBMP ranged
at veraison from 2.51 ng/kg rachis for peduncle from own
roots at harvest to 142 ng/kg rachis for Ramsey pedicel. At
veraison, IBMP concentrations were signifcantly higher in
Ramsey than own roots for pedicel (142 and 54.3 ng/kg
rachis, respectively), top rachis (18.8 and 7.74 ng/kg rachis),
and bottom rachis (12.9 and 3.58 ng/kg rachis), although this
diference was no longer signifcant for any rachis compo-
nent at harvest. Tis was somewhat surprising considering
that own roots had a higher measure of vine vigour than
Ramsey (P< 0.001, Table S2), and vigour has previously been
positively correlated with rachis IBMP concentrations at
harvest [21]. However, that prior research also showed no
signifcant diference between IBMP concentrations in own
roots and Ramsey Shiraz rachis at harvest for three vintages
[21] that were sampled from the same vineyard used in the
current work.

For both Ramsey and own roots, the concentration of
IBMP in top rachis, bottom rachis, and peduncle signif-
cantly decreased between fowering and harvest (P≤ 0.05)
with a downward trend evident as grape maturity increased
(Figure 2). For pedicel, Ramsey was signifcantly lower at
harvest (63.9 ng/kg rachis) than veraison (142 ng/kg rachis),
and while own roots appeared to trend upwards from
veraison (54.3 ng/kg rachis) to harvest (81.4 ng/kg rachis),
there was no signifcant diference.

In contrast, previous research reported Shiraz rachis
from the Murray Darling region of Victoria increased in MP
concentration throughout the 2017/18 growing season, with
IBMP, IPMP, SBMP being above the LOD by 8wpf [8]. In
the current study, however, SBMP remained below the LOD
throughout both studied vintages, and IPMP was detected
only sporadically and at low concentrations (data not
shown). As rachis is composed of approximately 55 to 80%
water [29], increased dehydration of rachis due to climate
diferences between the regions may have elevated the
concentrations of MPs in Murray Darling rachis relative to
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that from the Barossa Valley. As calculated by the Huglin
index, theMurray Darling region was classifed as very warm
(3181) for the 2017/18 season, whereas Barossa Valley was
classifed as temperate warm for both 2019/20 (2379) and
2021/22 (2252).

Overall, the close agreement in trends and concentra-
tions for Ramsey and own root rachis seen herein suggest
that rootstock may have no bearing on the way that IBMP is
distributed within rachis. Alternative explanations for the
distribution of IBMP in diferent rachis components could
relate to diferences in light environment due to berry or vine
shading.

3.1.2. Vintage and Stage of Grape Development. Te con-
centration of IBMP in Shiraz rachis components from the
Barossa Valley was shown to be dependent on the simple
main efect of vintage (P< 0.001) according to the LMM,
with an average IBMP concentration of 103 ng/kg and
57.6 ng/kg in the 2019/20 and 2021/22 growing seasons,
respectively. Grape maturity at harvest (as a surrogate
measure of rachis maturity) varied signifcantly (P< 0.001)
between vintages, with 2019/20 (27.4° Brix) being signif-
cantly lower than 2021/22 (28.9° Brix). Broadly these results
suggest a negative relationship between IBMP concentration
in rachis and grape maturity, similar to that observed for
Cabernet Sauvignon berries [23].

In addition, the concentration of IBMP in rachis was
dependent upon a three-way interaction between compo-
nent, vintage, and berry maturity (P � 0.03) according to the
LMM (Figure 3). IBMP concentrations ranged from a high
of 110 ng/kg rachis for pedicel at veraison in 2019/20 down
to 0.87 ng/kg rachis for peduncle at harvest in the same
season. IBMP concentrations in pedicel were higher than all
other rachis components at veraison and harvest, but pedicel

did not signifcantly difer at either maturity time point in
2019/20 or 2021/22 (Figure 3). In 2021/22, top rachis
(18.4 ng/kg rachis) and bottom rachis (9.59 ng/kg rachis)
were diferent (P< 0.05) at veraison, which may suggest that
the regulation of IBMP distribution in these organs is
somewhat variable. Light exposure can signifcantly alter MP
accumulation in Shiraz rachis material [21], so it was the-
orised that top rachis could experience higher levels of
ambient light than bottom rachis throughout the growing
season, due to its more exposed position in the bunch. As
pedicel was not separated by bunch position, it is feasible
that pedicel material could also difer in IBMP content based
on its location within a bunch. However, due to shading
from the berry, the variability in pedicel light exposure
across the bunch should be lower than for top versus bottom
rachis, although this aspect could be evaluated in future.

While the average IBMP concentration was signifcantly
higher in 2019/20 (103 ng/kg) than 2021/22 (57.6 ng/kg), all
components at harvest except for pedicel were signifcantly
higher in IBMP concentration in 2021/22 than 2019/20.
Vintage efects in rachis IBMP are attributed to diferences
in growing season temperature, with a negative correlation
between temperature and IBMP in rachis proposed for
Shiraz [21] and Cabernet Sauvignon [22]. However, the
vintage efects seen within the current results were not
readily explained due to climatic variables. Te Huglin index
values of 2379 and 2252 the 2019/20 and 2021/22 growing
seasons, respectively, were similar and both were classifed as
“temperate warm,” suggesting minimal temperature varia-
tion overall.

Notably, the IBMP concentration in pedicel material at
harvest from either vintage was signifcantly higher than all
other rachis components on a ng/kg of rachis basis
(Figure 3), which suggests that pedicel is the most substantial
source of rachis IBMP. As concentrations of IBMP in pedicel
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are not signifcantly diferent between veraison and harvest,
testing the pedicel at veraison could provide valuable in-
formation about potential wine sensory outcomes for
winemakers who are considering partial- or whole-bunch
fermentation or mechanically harvesting fruit without any
sorting.

3.1.3. Ambient Light Exclusion throughout Maturation.
As with berry, light exclusion is known to yield signifcantly
higher concentrations of IBMP, IPMP, and SBMP in Shiraz
[21] and Cabernet Sauvignon [22] rachis, but the efect of
light on MP distribution across the rachis was unknown.
Addressing the hypothesis that diferences in natural light
exposure could be responsible for the observed diferences in
IBMP concentration between rachis components (peduncle,
top and bottom rachis, and pedicel), light exclusion boxes
were applied to Shiraz grape bunches at 1 wpf on Ramsey
rootstock and own roots (box) with nonboxed bunches
(control) taken from nearby vines at harvest. Tere was no
signifcant diference in maturity (°Brix) for Shiraz berries
obtained from Ramsey (28.2± 1.53) and own roots
(29.7± 1.41) box samples at harvest.

Te concentration of IBMP in Shiraz rachis at harvest
(Table S4 of the Supplementary Material) for box and
control samples was signifcantly dependent upon the simple
main efect of rootstock (P< 0.001) (Figure 4) according to
the LMM. Te estimated marginal means were 72.2 ng/kg
rachis (own roots) and 143 ng/kg rachis (Ramsey) for
control bunches, and 780 ng/kg rachis (own roots) and
1219 ng/kg rachis (Ramsey) for box bunches. Although
slightly lower, these values were refective of previous re-
search involving light exclusion trials on Shiraz, with box
bunches being substantially higher than controls [21]. IPMP
and SBMP were not detected in any control samples but
were above the LOD for 100% and 96% of Ramsey box

samples (Table S4 of the Supplementary Material). However,
due to their low concentrations, the data were not analysed
further.

An interaction between rachis component and light
(P< 0.001) signifcantly afected the concentration of IBMP
according to the LMM. Te impact of light exclusion on
IBMP is visualised on a ng/kg rachis (Figure 5(a)) and
a ng/kg component (Figure 5(b)) basis.

On a per kilogram of rachis basis (Figure 5(a)), the
marginal means for IBMP concentration ranged from
6.58 ng/kg rachis (bottom rachis, control) to 597 ng/kg ra-
chis (pedicel, box). Pedicel box was signifcantly higher in
IBMP concentration than all other components,
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Figure 3: Estimated marginal means of IBMP (ng/kg rachis± SE) in the peduncle, top rachis, bottom rachis, and pedicel of Shiraz rachis
sampled during the 2019/20 and 2021/22 vintages from the Barossa Valley at (fowering ( green), veraison ( red), and harvest ( purple))
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independent of light conditions. IBMP concentrations in
pedicel control (64.5 ng/kg rachis) were equivalent to pe-
duncle box (53.98 ng/kg rachis), and higher (P≤ 0.05) than
top rachis control (9.85 ng/kg rachis), peduncle control
(8.95 ng/kg rachis), and bottom rachis control (6.58 ng/kg
rachis). Box and control samples trend in a similar manner,
suggesting that bunch light exposure is an important con-
sideration for controlling IBMP within a vineyard.

On a per kilogram of component basis (Figure 5(b)), the
marginal means of IBMP varied from 53.8 ng/kg component
(top rachis, control) to 1260 ng/kg component (bottom
rachis, box). Concerning light excluded components, bot-
tom rachis was signifcantly higher than top rachis (827 ng/
kg component) and peduncle (469 ng/kg component), but
not signifcantly diferent to pedicel (961 ng/kg component).
Pedicel was equivalent to bottom and top rachis but higher
than peduncle. Notably, the pattern of distribution across
the rachis was dissimilar to the control samples, although
there were still signifcant diferences between rachis com-
ponents (Figure 5(b)), suggesting that bunch light exposure
might contribute to the regulation of IBMP movement,
biosynthesis, and/or storage in various components of ra-
chis, perhaps in unison with other regulatory processes.

IBMP biosynthesis from the precursor hydroxypyrazine
(IBHP) is regulated in berry by the VvOMT gene family,
primarily through the activity of the methyltransferase en-
zyme VvOMT3 [30, 31]. Expression ofVvOMT3 is upre-
gulated in the berry when ambient light is excluded,
signifcantly increasing concentrations of IBMP [23]. Te
exclusion of light also increases the concentration of IBMP
in rachis [21, 22], but the molecular basis remains unknown.
A study of Shiraz rachis found that IBMP biosynthesis
throughout the growing seasons was not correlated with the
levels of VvOMT3 expression [8]. Instead, those researchers
proposed that translocation from other vines organs, par-
ticularly the roots where there are elevated concentrations of
IBMP, could explain IBMP concentrations in the rachis.

However, while the expression of genes in theVvOMTfamily
has been shown to vary between vine organs [32], the dif-
ferential expression of VvOMT3 across and within vine
components remains unexplored. Te signifcantly elevated
concentrations of IBMP in the bottom rachis under light
exclusion conditions (Figure 5(b)) may suggest that a tar-
geted approach measuring gene expression in the diferent
rachis components should be a consideration for future
work that aims to elucidate IBMP biosynthesis in rachis.

Although light does not afect IBMP distribution in
rachis in a uniform manner, the clear relationship between
light and absolute IBMP concentration, established herein
and elsewhere [21, 22], highlights that bunch light exposure
might remain an important tool for grapegrowers to regulate
IBMP not only in berry but also in rachis.

3.2. Methoxypyrazine Distribution in Cabernet Sauvignon
Rachis. Preliminary experiments were conducted over the
2019/20 growing season to quantify IBMP distribution in the
rachis of Cabernet Sauvignon clones (Reynella and SA125)
grown on 110 Richter rootstock in Coonawarra (Table S5 of
the Supplementary Material). Te concentration of IBMP in
Cabernet Sauvignon rachis was signifcantly diferent be-
tween rachis components (P< 0.001) according to the LMM.
Te estimated marginal means ranged from 52.4 ng/kg
component for peduncle to 229 ng/kg component for pedicel
(Figure 6(a)). Pedicel had signifcantly higher concentrations
than bottom rachis (140 ng/kg component) and top rachis
(124 ng/kg component), which themselves were equivalent,
and signifcantly higher than peduncle (52.4 ng/kg com-
ponent). Additionally, IBMP concentrations in Cabernet
Sauvignon rachis varied signifcantly with berry maturity
(P< 0.001) (Figure 6(b)), from 148 ng/kg at veraison to
98 ng/kg at harvest. Tis suggests that IBMP concentrations
in rachis are negatively correlated with berry maturity in
a similar manner to IBMP in not only Cabernet Sauvignon
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Figure 5: Estimated marginal means of IBMP concentration (a) (ng/kg rachis± SE) and (b) (ng/kg component± SE) in diferent Shiraz
rachis components at harvest from control ( yellow) and box ( charcoal) grape bunches grown in the Barossa Valley (2022) considering the
interaction between rachis component and light. Bars sharing the same letter within the same plot are not signifcantly diferent (linear
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berries [31] but also Shiraz rachis, as described in an earlier
section.

Although higher, the concentration of IBMP in Cabernet
Sauvignon rachis trended similarly to Shiraz pedicel (126 ng/
kg component), bottom rachis (27.2 ng/kg component), top
rachis (13.5 ng/kg component), and peduncle (8.73 ng/kg
component) sampled from the Barossa Valley at harvest in
2019/20 (Figure S4 of the Supplementary Material). As the
Cabernet Sauvignon and Shiraz samples were sourced from
diferent regions, the diference in IBMP concentration in
rachis seen herein was difcult to attribute solely to varietal
diferences. Previous work has shown large variations in
IBMP concentration for Shiraz rachis across multiple re-
gions in a single vintage [21] and a regional infuence could
not be discounted in the present study.

IBMP concentration in Cabernet Sauvignon rachis
components was dependent on an interaction efect between
clone and berry maturity (P � 0.006) with values for SA125
varying signifcantly (P≤ 0.05) from veraison (155 ng/kg) to
harvest (81.5 ng/kg) (Figure 6(c)). In comparison, Reynella
did not vary signifcantly (P> 0.05) in IBMP concentration
from veraison to harvest (141 ng/kg and 117 ng/kg, re-
spectively). Tere was no statistical diference in IBMP
between SA125 and Reynella rachis at harvest. Tis con-
trasted with previous fndings, in which IBMP concentra-
tions in the berry of Carménère [33] and Sauvignon blanc
[34] clones, and in the rachis of Shiraz clones 1654 and
BVRC [21], varied signifcantly at harvest. Such variability is
proposed to arise due to genetic variation between clones
[34], but further research is required to understand the
biological mechanism that leads to clonal variation in IBMP
concentration in berry or rachis.

As vintage and rootstock have been shown to regulate
MP accumulation in Cabernet Sauvignon rachis [22], further
research encompassing these variables is necessary to sup-
port the preliminary trends in MP distribution observed in

the present study with Cabernet Sauvignon rachis grown on
110 Richter over a single vintage. Furthermore, the elevated
IBMP concentration in pedicel at harvest implies that the
presence of Cabernet Sauvignon pedicels in a fermentor has
the potential to increase the concentration of IBMP and alter
wine sensory characteristics. Pedicel is the most likely MOG
to enter a fermentor, so it would be interesting to determine
the proportion of MOG attributable to pedicel as a result of
diferent crushing and sorting techniques, to ascertain the
likely impact on wine style.

4. Conclusion

Tis research signifcantly expands upon existing knowledge
by showing that IBMP distribution throughout Shiraz rachis
is not equivalent and can be signifcantly impacted by
rootstock, stage of grape development, and vintage. As the
concentration of IBMP was not signifcantly diferent be-
tween veraison and harvest in pedicel, the main contributor
of overall rachis IBMP, quantifcation of IBMP in pedicel at
veraison could inform winemakers about potential sensory
outcomes related to rachis presence during fermentation.
Tis trial also reinforced the importance of bunch light
exposure throughout the growing season inmediating IBMP
concentrations in rachis at harvest, providing knowledge
that will be useful for managing IBMP in the vineyard or
winery. It remains to be determined how the variation in
IBMP across Shiraz rachis components occurs. Additional
research considering the impact of berry shape and cluster
compactness on pedicel light exposure throughout the
growing season may help to further explain the elevated
concentrations of IBMP in pedicel observed in the
present study.

In addition, the impact of viticultural region remained
unexplored and, in conjunction with assessing other root-
stock and scion combinations, would be an opportunity for
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Figure 6: Estimatedmarginal means of IBMP concentration in rachis components (±SE) of Cabernet Sauvignon grown in Coonawarra over
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future research. Furthermore, a preliminary trial suggested
that IBMP concentrations in Cabernet Sauvignon rachis
may be afected by grape maturity and clone, which has
implications for wine quality and style. Additional work
could be useful to confrm these results and determine the
impact of vintage and rootstock on the distribution of MPs
across the bunch stem.

Putting the work into a practical context, in a best-case
scenario, if only 1% w/w of MOG is permitted in top grade
fruit with a maximum of 50% being rachis, such un-
intentional inclusion of rachis during fermentation would be
insufcient to exceed the detection threshold of IBMP in red
wine based on the results of this study. A direct efect on the
sensory profle of wine would therefore be unlikely, even in
the worst-case scenario of complete bunch light exclusion
throughout the growing season. However, subthreshold
concentrations of IBMP can alter the sensory profle of wine,
so the presence of rachis components during fermentation
should remain a primary consideration for winemakers.
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Background and Aims. Tartrate stabilisation is a necessary step in commercial wine production.Te traditional method to prevent
crystallisation and precipitation of potassium bitartrate (KHT) after a wine is bottled is by adding seed KHTcrystals to wine stored
in a tank and holding temperatures below 0°C for a set period of time before bottling. Tis process requires time and energy and
a fltration step to remove sediment. However, compared to other technical solutions such as reverse osmosis, electrodialysis, or
ion exchange, it is still the most economical stabilisation option. Tis work aims to evaluate the ability of zeolites to cold stabilize
white wines. Since zeolites can also remove proteins and thus heat-stabilize white wines, the new process can potentially combine
heat and cold stability in a single treatment.Methods and Results. Efective tartrate stabilisation was achieved by mixing a natural
zeolite sample with white wine for three hours. Although the quantum of required zeolite was larger than bentonite, zeolite did not
exhibit shrink-swell behaviour, thus enabling greater wine recovery and capacity to be regenerated. Efective heat and cold stability
could be achieved using a low-calcium zeolite as a processing aid in a single treatment. To avoid aluminium leaching and elevated
aluminium concentrations in the treated wine, the zeolite was calcinated before being added to the wine. Te calcination process
also reduced calcium content in the wine after treatment with zeolite, thus eliminating the risk of calcium instability. Conclusions.
Te application of zeolite as a processing aid can potentially be efective in cold-stabilizing white wines and removing proteins
responsible for haze formation. Signifcance of the study. Zeolites may constitute an alternative technology in white wine
production facilitating heat and cold stabilisation in a single treatment.

1. Introduction

Cold stabilisation is a process of removing excessive L-
tartaric acid natural ionic salts (potassium bitartrate:
KHT, and to a lesser extent, calcium tartrate: CaT) from the
wine. After fermentation but before bottling, cold stabili-
sation is routinely carried out to prevent the wine salt KHT
from precipitating out of the wine during storage or cooling
in bottle.

Traditional cold stabilisation methods involve cooling
the wine to a temperature just above freezing and keeping it

at this temperature for weeks or even months. Chilling the
wine reduces the solubility of KHT and facilitates its crys-
tallisation and removal through precipitation. During cold
storage, precipitation of KHT occurs rapidly in the initial
phase and slows down over time as the saturation level of
KHT decreases. Te temperature and storage time required
to stabilize a wine depends on wine composition [1]. Wines
with higher sugar and alcohol content require a lower
storage temperature than dry wines with 11-12% alcohol [2].
Te stability and precipitation of KHTare also infuenced by
other factors such as the concentration of acids, anions,
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cations, the pH of the wine, and various complexing agents
[2]. To achieve reproducible KHT precipitation, the wine
must be clarifed and fltered before refrigeration and cold
storage. As mentioned previously, storing a wine at near-
freezing temperatures is sufcient to remove excess KHT. To
prevent the redissolution of the KHT, the wine must also be
cold fltered after cold storage to remove the crystalline KHT
precipitate. Wine stabilisation by cooling is widely used in
the wine industry. Te process is time-consuming and
energy-intensive [1] and involves a fltration step to remove
the sediment. According to the South Australian Wine
Industry Association, refrigeration consumes between 50
and 70% of the electricity used in a typical winery. Other
technical solutions to prevent precipitation of KHT after
bottling are reverse osmosis [3], ion exchange [4], electro-
dialysis [5], and inhibition methods involving additives such
as carboxymethyl cellulose (CMC) [1, 6], meta tartaric acid
[1, 7], mannoproteins [1, 8], or potassium polyaspartate [9].
Processes such as ion exchange and electrodialysis require
signifcant capital investment and considerable expertise to
be used efectively. In addition, the cost of water and
maintenance can also be high. Tartrate stabilisation has
recently focused on the development of compounds capable
of inhibiting tartrate crystallisation. However, the possi-
bilities of achieving long-term stability in wines without
compromising colour and favourable organoleptic proper-
ties are limited. Moreover, the addition of additives in
winemaking contradicts the modern trend towards organic
and additive-free winemaking envisaged by consumers.

Given these shortcomings of current practices, we tried
to fnd a new solution to cold stabilisation, which could be
performed at higher temperatures.

Zeolites [10, 11] are hydrated aluminosilicates of sodium,
potassium, calcium, or other heteroatoms [12]. Tese ma-
terials are formed naturally by volcanic activity (natural
zeolites) but can also be synthetized in the laboratory
(synthetic zeolites) [12]. Zeolites are extensively used in
various technological applications, e.g., as catalysts [13, 14]
and molecular sieves [10], to separate and sort molecules
[15], to dehydrate [16, 17], to purify water [18] and air
[19–21], and to remove radioactive contaminants [22]. In
this work, we explored the potential of zeolites for the cold
stabilisation of white wines.

Te rationale for applying natural zeolites in cold sta-
bilisation of white wines was based on our previous research
[23] and the knowledge that the selective removal of po-
tassium ions from wine down to, i.e., 10–30% of the initial
potassium amount, likely inhibits the precipitation of po-
tassium bitartrate salts [24]. We therefore hypothesised that
natural zeolites could be a material with a promise to be
successfully used in cold stabilisation of white wines.

2. Materials and Methods

2.1. Natural Zeolites. Samples used for the present studies
came from Australian zeolite distributors such as ZeoNa-
tural (Z1), Orku (Z2), and Nikita Naturals (Z3) and an
Indonesian mining company (CV Mountain Stones) in
micronised powder form (Z4).

Te ffth zeolite sample came from Enfeld Produce in
a granular form and was micronized by Bureau Veritas
Minerals for our purposes, referred to in the text as grind
zeolite (Z5). Natural zeolite samples were used after three
hours of rehydrating inMilli-Q water at a zeolite : water ratio
of 1 :10.Te wines were transferred to 50ml centrifuge tubes
and treated with the zeolite suspension by stirring on a ro-
tary mixer for three hours. Te zeolite was then separated
from the wine by centrifugation (3,750 rpm, 10min) as
previously specifed in the optimisation procedure [23]. Te
zeolite treatment for Z1, Z2, Z3, and Z5 included a pre-
liminary test with a range of zeolite doses (from 4 g/L to 10 g/
L, increasing by 0.5 g/L) to determine the optimum dose to
achieve protein stability.Te same optimum zeolite dose was
also used in the cold stability testing. A higher zeolite dose
range was investigated for Z4 (from 8 g/L to 18 g/L with an
increase of 1 g/L). As it was not possible to achieve protein
stability of the wines with Z4, the 10 g/L dose was used for
SAB and CHA wines and the 16 g/L dose was used for
Muscat Gordo wine in the cold stability test.

To reduce aluminium leaching into wine after treatment
with the zeolites, they were also subjected to a calcination
process. In the text, these zeolites are referred to as calcinated
zeolites. During calcination, zeolites were placed in an oven
at 400°C for two hours.

In addition, two other zeolite samples, Z6 and Z7, were
dealuminated using 3N HCl by soaking for 24 hours, fol-
lowed by neutralization by washing them several times in
water and fnally drying at 100°C. Te dealuminated zeolites
are referred to in the text as Z6 dealuminated and Z7
dealuminated. Like Z4, samples Z6 and Z7 were also sup-
plied in the form of micronised powder by CV Mountain
Stones, an Indonesian mining company.

2.2. White Wines. Unstable Muscat Gordo, Sauvignon
Blanc, Chardonnay, and Pinot Grigio wines expected to give
tartrate and protein precipitates when bottled without
further treatment were used in this study. All wines were
donated by commercial producers, produced according to
standard and commercial-scale winemaking processes, fl-
tered (0.45 μm flters), and stored at cellar conditions (15°C)
before conducting the experiments. Te basic chemistry of
wines was studied, and the results are presented in S1
(Supplementary Materials). Te wines, which were fned
with zeolites to test cold stability, were stored at 15°C in the
cellar for nine months.

2.3. X-Ray Difraction (XRD). Powder X-ray difraction
patterns were recorded at room temperature using
a PANalytical X’Pert Pro MPD difractometer in the
Bragg–Brentano refection confguration. Copper Cu Kα
radiation from a sealed tube was used. Data were collected
in the 2θ range of 5–90° with a step of 0.0167° and exposure
per step of 27 s. Since the raw difraction data contained
some noise, the background during the analysis was
subtracted using the algorithm of Sonneveld and Visser
[25]. Te data were then smoothed with a cubic poly-
nomial function.
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2.4. Fourier Transform Infrared Spectroscopy (FTIR). An
IRTracer-100 FTIR spectrometer (Shimadzu), equipped with
a liquid nitrogen-cooled MCT detector, was used for all
measurements. Measurements were performed using the
Quest Single Refection ATR Accessory (Specac), equipped
with a diamond ATR crystal. In all cases, 128 scans were
performed with a resolution of 4 cm−1 to achieve a satis-
factory signal-to-noise ratio. Te ATR efect and atmo-
spheric contributions from carbon dioxide and water vapor
were corrected by the background performed on an empty
ATR device.

2.5. X-Ray Photoelectron Spectroscopy (XPS). To determine
the surface composition of the fve zeolites used, XPS
analysis was performed.Te XPS spectra were obtained with
a Specs SAGE XPS spectrometer using an Al Ka radiation
source (hm� 1253.6 eV) at 10 kV and 20mA. Elements
present on the sample surface were identifed from the
survey spectrum recorded in the energy range 0–1,000 eV
with a pass energy of 100 eV and a resolution of 0.5 eV. Te
areas under the selected photoelectronic peaks in a broad
scan spectrum were used to calculate the percentage of
atomic concentrations. High-energy-resolution spectra
(0.1 eV) were then recorded for the relevant photoelectronic
peaks at passing energy of 20 eV to identify the possible
chemical bonding environments for each element. All
binding energies were referred to the neutral carbon C1s
peak at 285 eV to compensate for the efect of surface charge.
Data processing and curve ftting were performed with the
Casa XPS software.

2.6. Scanning Electron Microscopy/Energy Dispersive X-Ray
(SEM/EDX). SEM was used to determine the morphology
of the natural zeolite samples, while the elemental com-
position of the zeolites was determined with EDX. An FEI
Quanta 450 FEG-ESEM with an EDAX Apollo X Energy
Dispersive X-ray (EDX) spectrometer was used for the
analysis.

2.7. Specifc Surface Area and Porosity. Te specifc surface
area of the natural zeolite samples was determined using the
Brunauer, Emmett, and Teller adsorption technique (BET).
Pore size distribution was determined using the BJHmethod
of Barrett et al. [26]. Measurements were performed on the
Micrometrics ASAP 2020 adsorption instrument (Surface
Area and Porosity Analyzer, Micromeritics Instrument
Corporation, Norcross, GA, USA).

2.8. Quantifcation of Tartaric Acid in Wine by HPLC.
Wine samples were diluted with water and injected onto an
Agilent Technologies Hi-Plex H column
(300mm× 7.7mm). Separation was performed with an
isocratic 10mm sulfuric acid/water solvent at a fow rate of
0.6mL/min. Tartaric acid was detected at 210 nm and
quantifed against a standard curve of known tartaric acid
concentration.

2.9. Crystal Quantifcation by HPLC. For the crystal quan-
tifcation method, 10mL of fltered wine was cooled to −4°C
and kept at this temperature for 72 hours. After returning to
the room temperature, the sample was centrifuged to ensure
that all loose crystals were collected at the bottom of the tube.
Te supernatant was decanted, and the remaining sample
was washed with 1mL of absolute ethanol. After another
centrifugation, the supernatant was decanted again, and the
sample was dried. Dilute hydrochloric acid was then added
to dissolve any tartrate crystals before the solution was
analyzed for tartaric acid by HPLC. Quantifcation was
performed using a tartaric acid standard curve.

2.10. Protein Quantifcation in Wine by HPLC. Te con-
centration of wine proteins was measured by HPLC (Agilent
Technologies) according to the previously published method
[27]. Briefy, fltered wine samples were injected onto an
Agilent 1.260 UHPLC with a Prozap C18 column. Separa-
tion was performed using 0.1% trifuoroacetic acid (TFA)/
H2O and 0.1%TFA/ACN at 0.75mL/min. Protein detection
was achieved by diode array monitoring at 210 nm. Protein
identifcation was obtained by comparing the retention
times of the peaks of the samples with those of the isolated
standards, and quantifcation was performed by comparing
the areas of the peaks with those of a thaumatin
standard curve.

2.11.MetalAnalysis. Metals content in wine was determined
by inductively coupled plasma-optical emission spectrom-
etry (ICP-OES) performed by Afnity Labs.

2.12. Analysis of the Si/Al and Ca Content of Indonesian
Natural Zeolite. XRF was applied to determine the bulk
composition of Indonesian natural zeolite. Te micronized
natural zeolite was prepared as a pellet by high-pressure
technique. Te XRF analysis was conducted using PAN-
analytical Epsilon4 at BRIN Laboratory, Yogyakarta.

2.13. Statistical Analysis. Data signifcance was assessed by
Student’s t-test. Te mean values with a diferent letter were
signifcantly diferent (p< 0.05). Figures were prepared
using Origin 6.0 and CorelDRAW 11 software.

3. Results and Discussion

3.1. Characterization of Natural Zeolites. Te surface
properties and structure of the natural zeolites used in this
work are listed in Table 1. In addition, S2 (Supplementary
Materials) shows the X-ray difraction patterns of the fve
zeolites studied. According to the X-ray difraction studies,
the fve zeolites (Z1 to Z5) have a distinct crystalline
structure with the characteristic peaks of clinoptilolite [28]
((Na4K4) (Al8Si40O96)·24 H2O) and mordenite [29] (Na8
(Al8Si40O96). Interestingly, besides clinoptilolite and mor-
denite, Z4 is the only one with calcite Ca (CO3) structure,
which confrms previous studies [30–32].
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Te average pore diameter, surface area, and pore vol-
ume are important physical properties that infuence the
quality and utility of zeolites and are determined using the
BET adsorption technique. Te average pore size of the Z4
and Z3 was smaller (5 and 7 nm, respectively) than that of
Z5, Z2, and Z1 (14, 14, and 11 nm, respectively). Te BET
surface area of the Z4 was the highest at 60m2/g, resulting in
a pore volume of 0.07 cm3/g. In contrast, the lowest surface
area was measured for Z2, Z5, and Z1, with BETsurface areas
of 18.2, 17.2, and 17.4m2/g, and pore volumes of 0.06, 0.06,
and 0.05 cm3/g, respectively. Te Z3 had a surface area of
26m2/g and the lowest pore volume of 0.04m2/g.

Figure 1 presents the SEM images of the natural zeolites.
Te SEM images indicate that the zeolites are crystalline,
which is also confrmed by XRD. Overall, the images
depicted zeolite crystals with smooth surfaces and a fake-
like crystal confguration. Te chemical composition of the
zeolites in bulk and at the surface was determined by EDX
and XPS measurements, respectively (see Table 2). All ze-
olites had a Si : Al ratio of nearly 4 :1, which classifes these
zeolites as intermediate Si/Al zeolites. However, it is note-
worthy that the Z4 had the highest sodium and calcium
contents as measured by EDX.Te XPS analysis showed that
the Z4 did not contain sodium ions on the surface.

FTIR was performed to determine the chemical func-
tional groups of the zeolites Z1–Z5 (Figure 2). Te bands in
the range 650–745 cm−1 were assigned to the symmetrical T-
O-T vibrations in the framework of the zeolites. A dip also
appeared at 1,000 cm−1, which is a characteristic band for
asymmetric Si-O-Si and Si-O-Al stretching vibrations in
most zeolitic materials. Another small shoulder peak at
1,075 cm−1 is due to symmetric Si-O-Al stretching. As can be
seen from the fgure, Z1, Z2, Z3, and Z5 have similar fn-
gerprints, while the Z4 zeolite shows diferences in peaks and
transmission intensities. Furthermore, the spectrum of the
Z4 shows a hydrogen bonding peak of water at the
2,490 cm−1, which is absent in the other zeolites.

3.2. Exchange of Zeolite Sodium and Calcium Ions with Wine
Potassium Ions. Zeolites are widely used in various felds of
science and industrial applications mainly because of their
ion-exchange properties, which are amongst the most im-
portant parameters characterising their sorption and tech-
nological properties. Te ion exchange property of natural
zeolites depends on several factors, including ion shape, size,
charge density of the mineral network, framework structure,
ion charge, and concentration of ions in the external
solution [33].

Metal analysis was carried out to investigate the efects of
zeolite treatment on the metal content of the treated wines
and to understand which metals are involved in the ion-
exchange process. Figure 3 shows the changes in potassium,
sodium, and calcium concentrations after treatment of wine
with natural zeolites. Te changes in metal concentrations
indicate that an ion exchangemechanism is taking place. It is
known that potassium ions have the highest ion exchange
potential compared to other metal cations (Ca2+, Mn2+, Fe2+,
or Mg2+). Terefore, potassium ions in wine can be ex-
changed with Na+ and Ca2+ ions in zeolites [34, 35]. Tis
explains the decrease in the concentration of potassium ions
and the increase in the concentration of sodium
(Figures 3(a) and 3(b) and in Supplementary Materials
S3A–S3D) and calcium ions in the wine after treatment with
zeolites Z1–Z5. In Z1, Z2, Z3, and Z4, the reduction of
potassium ions in the treated wines was predominantly due
to the cation exchange of potassium ions with sodium ions,
hence the increase of sodium ions in the wine after treatment
with these zeolites. As they are located at the surface, sodium
ions can be exchanged with potassium [36]. In the case of the
Z4, mainly an exchange of Ca2+ with K+ occurs as this zeolite
does not have sodium ions on the surface, but has 4.8%
calcium, which was determined by XPS.

Te calcium content in Muscat Gordo wine after
treatment with Z4 increased considerably as compared to
Z1, Z2, Z3, and Z4 (Figure 3(c)). It is important to note that
a high Ca2+ content in wine is highly undesirable, as
calcium-induced instabilities are a major cause of problems
in bottled wines.

A possible ion exchange mechanism is depicted in
Figure 4.

As shown in Figure 3(a), for all zeolites tested, the
potassium content in Muscat Gordo wine was reduced by
47–60% after treatment, resulting in reduced crystallisation
and precipitation of KHT. At the same time, the sodium
concentration in wine increased to an average of 130mg/L.

In Sauvignon Blanc, the initial potassium concentration
in the wine was approximately 750mg/L and decreased to
650 and 515mg/L, representing a 13 to 30% decrease in
potassium concentration after treatment (Supplementary
Materials S3A). Te Chardonnay control wine had a higher
potassium concentration of 920mg/L. When treated with
Z1–Z5, this concentration decreased by 18 to 28% (Sup-
plementary Materials S3B). Te sodium concentration in
these wines increased to similar levels after treatment, with
a maximum sodium concentration of 70mg/L, as shown in
Supplementary Materials S3C and S3D.

Table 1: Characterisation of natural zeolites.

Nos. Zeolites BET surface
areas (m2/g)

Pore volumes
(cm3/g)

Pore diameters
(nm)

Structure by
XRD

Z1 ZeoNatural 17.4 0.05 11 Mordenite and clinoptilolite
Z2 Orku zeolite 18.2 0.06 14 Mordenite and clinoptilolite
Z3 Nikita zeolite 26.0 0.04 7 Mordenite and clinoptilolite
Z4 Indonesian zeolite 60.0 0.07 5 Calcite, mordenite, and clinoptilolite
Z5 Grind zeolite 17.2 0.06 14 Mordenite and clinoptilolite
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Although with decrease in the potassium content of
tested Muscat Gordo, SAB and CHA, the sodium content
has increased, the concentrations of these metals were within
the range common for wines. Few wines generally contain
more than 200mg/L of sodium, and most have less than
100mg/L. Most wines contain between 500mg/L and
1,300mg/L potassium. Foods with less than 140milligrams
of sodium per serving are considered low in sodium.

Te calcium concentration in wine after treatment with
zeolites Z1, Z2, Z3, and Z5 increased on average from
approximately 40mg/L to approximately 110mg/L in
Muscat Gordo (Figure 3(c)) and from approximately

60mg/L to approximately 85mg/L in SAB and CHA wines
(Supplementary Materials S3E and S3F), which is still
within the typical range for wines averaging 90mg/L.
However, the increase in calcium content in these wines
after treatment with Z4 is four to fve times the average
concentration of white wines. Tis indicates that zeolites
with lower calcium content or low calcium leaching
properties should be selected for wine treatment, as
presence of calcium may cause instability problems (as
calcium tartrate deposits) [37]. Terefore, chemical anal-
ysis of calcium is critical to avoid the precipitation of
calcium DL tartrate in the bottle.

Figure 1: SEM images of (a) Z1, (b) Z2, (c) Z3, (d) Z4, and (e) Z5 zeolite.

Table 2: Te bulk and surface elemental composition of natural zeolite samples.

Zeolites Analysis C O Si Al Ca Mg Fe K Na SiO2/Al2O3

Z1 XPS 16.3 54.7 17.2 4.9 1.1 0.6 0.2 4.1 0.9 4.01
EDX 2.9 52.4 30.4 8.5 2.5 1.0 0.6 0.6 1.1 4.08

Z2 XPS 21.0 51.6 15.7 4.0 1.1 0.3 0.2 5.3 0.7 4.43
EDX 11.7 62.7 18.1 5.7 0.5 0.3 — 0.5 0.5 3.68

Z3 XPS 16.6 54.7 17.1 4.6 1.1 0.7 0.2 4.2 0.9 4.22
EDX 3.1 64.8 23.5 6.1 1.1 0.5 0.3 0.3 0.3 4.35

Z4 XPS 21.0 57.1 12.9 3.6 4.8 — 0.5 — — 4.08
EDX 23.8 59.7 1.7 0.5 11.2 0.1 0.1 1.1 1.8 3.9

Z5 XPS 15.5 55.3 17.1 5.1 1.3 0.6 0.3 3.9 0.9 3.85
EDX 5.9 66.2 20.2 5.8 0.4 0.2 0.2 0.7 0.4 3.98
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3.3. Testing Cold Stability of Wine. A refrigeration/brine test
was conducted to determine the cold stability of wines after
treatment with zeolites, which is commonly referred to as
“crystal quantifcation.” Te weight of precipitated tartaric
acid crystals from wine without and with zeolite addition

was measured immediately after zeolite treatment and after
three and six months of wine storage in the cellar at 15°C.
Figure 5 shows the results for highly cold-unstable Muscat
Gordo wine. As it can be seen from Figure 5(a), Z4 was
found to be the most efective in removing tartaric acid
crystals from the wine. Z4 reduced the concentration of
tartaric acid crystals in the wine by 99.4, 99.8, and 100% after
treatment and after three and six months of wine storage. Z1,
Z2, Z3, and Z5 zeolites were also highly efective. Tese
zeolites reduced the concentration of tartaric acid crystals by
an average of 95.5, 98, and 99% after treatment and after
three and six months of wine storage. Simultaneously,
tartaric acid concentrations in Muscat Gordo wine de-
creased after treatment with Z1, Z2, Z3, and Z5 zeolites due
to reduced KHT crystallisation and precipitation
(Figure 5(b)). At the same time, the pH value of the wine
changed only minimally. Te situation was diferent when
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Muscat Gordo wine was treated with Z4 zeolite. In this case,
the tartaric acid concentration decreased so drastically after
treatment that the pH of the wine increased from pH 3.6 to
pH 5.2. Te same high pH was measured for SAB and CHA
wines treated with Z4 zeolite. No pH change was observed in
these wines after treatment with Z1, Z2, Z3, and Z5 zeolites.
An 8% reduction in tartaric acid was observed for SAB and
CHA wines when Z1, Z2, Z3, and Z5 zeolites were used for
treatment (Supplementary Materials S4C and S4D). How-
ever, when SAB and CHA wine were treated with Z4 zeolite,
the tartaric acid was almost completely removed (only 2%
left), which explains why the pH of these wines increased
after treatment.

Sauvignon Blanc was initially cold unstable and
remained unstable until three months of storage in the cellar
(Supplementary Materials S4A). After treatment with nat-
ural zeolite, the concentration of tartaric acid crystals in this
wine initially decreased by an average of 92% and by 98%
after three months of storage in the cellar. After six months
of storage, the wine was almost cold stable even without
zeolite addition. Chardonnay was cold stable almost from
the beginning, indicating that no treatment was required to
cold stabilize the wine (Supplementary Materials S4B).

3.4. Efect of Zeolites onAluminiumContent in TreatedWines.
Metal analysis of the treated wines revealed that the alu-
minium concentration was drastically increased, particu-
larly, after treatment with Z1, Z2, Z3, and Z5 zeolites. As
presented in Figure 6(a), the concentration of aluminium in
control Muscat Gordo wine was 0.2mg/L. After treatment,
the aluminium concentration increased to 9mg/L for Z3, Z2,
and Z1, to 11mg/L for Z5 zeolite, and to 2mg/L for Z4
zeolite. After six months of wine storage in the cellar, these
aluminium concentrations dropped to around 7mg/L for all
Australian zeolites. However, the levels were still high.

A high aluminium concentration was also found in SAB
and CHA wines after treatment with Z1, Z2, Z3, and Z5
(Supplementary Materials S3G and S3H). At the beginning,
the aluminium content was 16mg/L for Z5. After three and
six months of storage, the aluminium content decreased
signifcantly but remained high, between 10 and 5mg/L after
treatment with Z1, Z2, Z3, and Z5 zeolites. A moderate
increase was observed for all treated wines after treatment
with Z4 zeolite (approximately 1.5-1.6mg/L). Te increase
in aluminium content was no surprise, since it is well-
documented that, for example, the addition of aluminosil-
icate minerals such as bentonite contributes to the alu-
minium content in wines [38]. What was surprising was the
magnitude of this increase, which was between twenty-fve
and thirty-fve-fold. After the addition of bentonite, the
aluminium content can increase about two-fold [38].

Two processes were used to reduce aluminium release/
leaching from zeolites, namely, zeolite dealumination and
calcination. Although dealumination is known to reduce
aluminium content in zeolites [30, 32, 39, 40], the process
was not entirely successful in reducing the aluminium
concentration inMuscat Gordo wine after treatment with Z6
dealuminated and Z7 dealuminated (Supplementary Ma-
terials S5). Nevertheless, dealuminated zeolites signifcantly
decreased the leaching behaviour of calcium, as shown in
Supplementary Materials S5. Contrary to the dealumination
process, calcination of zeolite resulted in a substantial de-
crease in aluminium, as shown in Figures 6(b) and 6(c) for
Muscat Gordo and Pinot Grigio wines, respectively. It is
known that the calcination process of zeolites stabilises the
structure and functional surface when carried out at an
appropriate temperature [31, 32, 41]. Te calcination
treatment signifcantly reduced aluminium content, bring-
ing it to the acceptable level for wine with lower dose of
zeolite required.
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Figure 5: Concentration of tartaric acid crystals (a) and tartaric acid (b) in control Muscat Gordo wine and wine treated with natural
zeolites.

Australian Journal of Grape and Wine Research 7



Aluminium is the most abundant metal and the third
most common element in the Earth’s crust. It is found in
relatively high concentrations in drinking water, pharma-
ceutical products, and processed foods. However, only traces
of aluminium are found in the human body, as the body does
not appear to use aluminium for any biological purpose. Te
small amount of aluminium that is absorbed by the body is
normally excreted by the kidneys in the urine.

Te total body burden of aluminium in healthy in-
dividuals is 30–50mg because the skin, lungs, and gastro-
intestinal tract greatly limit the absorption of aluminium
from environmental sources. Concern about the toxicology
of aluminium has led to many studies on the analysis of
aluminium in foods and beverages and on the relationship

between aluminium intake and the onset of body disorders
or malfunctions [42]. Research has shown that there is
a huge diference between oral exposure to aluminium, and
injected aluminium. For example, less than 1% of ingested
aluminium is absorbed through the gastrointestinal tract
(between 0.1% and 0.3% according to most studies), whereas
100% of injected aluminium is absorbed over a period of
time that can vary depending on the individual’s state of
health.

In addition to the toxicity of aluminium, the contami-
nation of wine with this metal (>10mg/L) can lead to
spoilage through haze formation and the generation of
undesirable favours [43]. Several elements, including alu-
minium (Al), copper (Cu), iron (Fe), manganese (Mn),
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Figure 6: (a) Aluminum concentration in Muscat Gordo wine measured initially after zeolite treatment and after three and six months of
wine storage in the cellar. Comparison of aluminum content in wines after treatment with zeolites and zeolites calcinated for two hours at
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8 Australian Journal of Grape and Wine Research



nickel (Ni), and zinc (Zn), contribute to the haze formation
and the change of colour as they tend to form complexes
with anthocyanins and tannins [44]. Te average aluminium
level in wine, based on a simple classifcation as red, white,
sparkling, or fortifed is given in Table 3. Te suggested
maximum aluminium concentration for wine stability is
3mg/L [43]. In addition, the calcination process also re-
duced calcium content in the wine after treatment, as
presented in Figure 6(d). Te decrease in calcium content in
Muscat Gordo wine from an average of 120mg/L for wine
treated with zeolite to an average of 54mg/L for wine treated
with calcinated zeolite is a signifcant improvement. Tis is

because wines with calcium levels above 70–80mg/L are
considered to be at risk of instability [37]. Lowering the Ca2+

content in wine has eliminated the risk of calcium instability
in these wines.

3.5. Protein Concentration in Zeolite Treated Wines. As
demonstrated in our previous work [23], Indonesian zeolite
can protein-stabilize white wines. In this work, we were also
able to protein-stabilize Muscat Gordo wine using Z1, Z2,
Z3, and Z5 zeolites. Diferent zeolite doses were required to
achieve protein stabilisation. Protein stabilisation was

Table 3: Survey of aluminium in 267 wines ∗. ©1992 American Society for Enology and Viticulture AJEV 43 :166–170.

Al ranges (mg/L) White Red Sparkling Fortifed
Low ≤0.2 0 3 0 0
Intermediate 0.21–2.99 63 148 30 16
High ≥3 4 2 1 0
∗Modifed with permission from reference [38].
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Figure 7: (a) Protein concentration in control Muscat Gordo wine and wine after treatment with fve diferent natural zeolites. (b) Protein
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performed with 8 g/L of Z2 and Z5 zeolite and 10 g/L of Z3
and Z1 zeolite. As shown in Figure 7(a), the protein con-
centration in the zeolite-treated Muscat Gordo wine was
reduced by 90, 94, 94, and 95% after treatment with Z3, Z1,
Z5, and Z2 zeolite, respectively, and these wines became heat
stable after treatment. SAB and CHA wines could also be
made protein stable with Z1, Z2, Z3, and Z5 zeolites. Protein
stabilisation of SAB required 6 g/L of Z3 zeolite, 7 g/L of Z5
zeolite, 5 g/L of Z1, and 5 g/L of Z2 zeolites. For protein
stabilisation of CHA, the same dose of Z3 and Z5 zeolites was
used as for SAB. For Z1 4.5 g/L and for Z2 5.5 g/L to ac-
complish this task (Supplementary Materials S4E and S4F).

Interestingly, we could not protein-stabilize Muscat
Gordo wine with Z4 zeolite, even when 16 g/L zeolite was
added to the wine. As can be seen in Figure 7(a), 16 g/L of Z4
zeolite removed only 53% of the proteins. Tis result was
unexpected, as in our previous work, Z4 zeolite protein-
stabilized wines with similar protein content to Muscat
Gordo (183mg/L). For example, 6 g/L of Z4 zeolite protein-
stabilized Sauvignon Blac wine with an initial protein
content of 182mg/L or 4 g/L of Z4 zeolite stabilized Semillon
wine with 165 g/L initial protein content [23]. A similar,
unexpected result was obtained for SAB and CHA. After
treatment with 10 g/L Z4 zeolite, the protein concentration
in the wines was reduced by 34 and 16% for SAB and CHA
wines, respectively, and the wines remained heat unstable
(Supplementary Materials S4C and S4D). Interestingly, in
our earlier work, we succeeded in making SAB and CHA
heat stabile after adding 6 g/L of Z4 zeolite [23].Tis led us to
conclude that even though the two Z4 zeolites used where
from the same Indonesian mining company, they must have
some signifcant diferences.Te diferences between the two
Z4 zeolite samples were the Ca content and the Si/Al ratio. It
is worth noticing that the two samples came from the same
Indonesian mining site but from two diferent batches. In
our previously published study, the Ca concentration of the
Z4 zeolite measured by EDX was 3.5%. In the current work,
the concentration of Ca ions was 11.2%, also measured
by EDX.

To examine the role of Ca ions on the protein removal
capacity of zeolites, we have used four Indonesian zeolites
(Z6, Z6 dealuminated, Z7, and Z7 dealuminated) with dif-
ferent Ca content. Te lowest Ca content was 3%, and the
highest was 28%. Te Si/Al ratio was also diferent in these
samples as presented in Supplementary Material S6. Based
on structure-activity studies, as presented in Figures 7(b)
and 7(c), we found that zeolites with a lower calcium content
(6%) had a better capacity to remove haze-forming proteins
from wines than zeolites with higher (14 and 28%) or very
low (3%) Ca content. Furthermore, the zeolite with a very
high Si/Al ratio (8.4) was less efective in removing haze-
forming proteins from wines than the zeolite with a lower Si/
Al ratio (6.5). Te most efective in removing haze-forming
proteins from Muscat Gordo wine was zeolite Z7. Tis
zeolite had a Ca content of 5.8%, and the ratio of Si to Al for
this zeolite was 6.5.

Te alumina-silicate lattice in the zeolite has an overall
negative charge with either sodium (Australian zeolites) or
calcium (Indonesian zeolites) ions occupying the interlattice

space. Protein removal takes place by ion exchange. Haze-
forming proteins have a net positive charge at wine
pH [45–47]. Tus, positively charged proteins can replace
sodium or calcium ions and once mixed and settled, the
zeolite-protein solids can be removed. Since zeolites can also
remove potassium ions through the ion exchange, compe-
tition occurs between proteins and potassium ions. Due to
its high calcium content, it appears that the Indonesian
zeolite removes potassium cations frst. Once calcium ions
are realised into the treated wine, complexes between
protein and calciummight be formed. Proteins bind calcium
via the carboxyl groups of glutamic and aspartic acid resi-
dues.Tese complexes present a steric hindrance. As a result,
only some proteins and a quarter to half of the protein in
these experiments could be removed through zeolite addi-
tion. Australian zeolites have sodium ions instead of calcium
ions on their surface. It seems that the removal of potassium
ions and proteins occurs simultaneously for Australian
zeolites.

4. Conclusions

Tiswork demonstrates that zeolites can remove excessive haze
proteins and tartaric acid in a single treatment to achieve heat
and cold stability, which is a considerable advantage over
conventional bentonite fning and refrigeration. One of the
main disadvantages of zeolite treatment appears to be relatively
high dosage levels, aluminum leaching into a wine after
treatment, and that some zeolites are less efective than others
at protein removal. However, this work identifes means to
address these shortcomings. Unlike bentonites, zeolites can be
regenerated for example by treatment with (10%) NaCl solu-
tion, which results in a much more sustainable process. Fur-
thermore, calcinating the zeolite before adding it to the wine is
an efective method to reduce undesired aluminium leaching.
Te calcination process also reduces calcium content in the
wine after treatment with zeolite, thus eliminating the risk of
calcium instability. Based on structure-activity studies, we
found that natural zeolites with low calcite content had a better
ability to remove haze-forming proteins in wines, making these
zeolites more attractive for use as they might induce both heat
and cold stability in a single treatment. In addition, zeolites
with low calcium content are a lower risk to produce calcium
instability in the bottle. Preliminary results presented in this
work indicate that zeolites can/may be an efective way to
achievewine cold and heat stability. Further testing and sensory
evaluation will be required in the near future to fully validate
the usefulness of these products in winemaking.
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Background and Aims. No-till is considered a core practice of conservation and climate-smart agriculture. Nevertheless, recent
evidence suggests that the benefts of this practice for climate change mitigation might be overestimated, particularly in the short
term. Methods and Results. In a three-year feld experiment, we investigated the environmental and agronomic performance of
this practice by looking at changes in soil physical properties, C and N pools, as well as vine yield and grape quality. No-till
increased stratifcation in the distribution of active soil C (POXC), further accentuating the already existing diference between top
and subsoil. No-till also slightly reduced the daily efux of CO2 from the soil during the rainy season, showing that these plots were
less prone to lose C than tilled plots. Nonetheless, no-till did not increase total soil C stocks. Tis, together with the lack of
diferences in cumulative N2O emissions, resulted in similar global warming potential in till and no-till plots. Vine yield and grape
quality remained unchanged in the no-till compared to the tilled plots. Conclusions. Even though no-till did not result in short-
term climate change mitigation, results of this study suggest changes in the ecological processes leading to C accumulation and
mineralization and that may result in future C sequestration.Tere were no deleterious efects of no-till on grape yield and quality.
Signifcance of the Study. Tis study shows that reducing tillage intensity in vineyards is a feasible strategy from an agronomic
standpoint.

1. Introduction

Soil organic matter (SOM) provides a basal resource for the
soil food web and is therefore considered to be the foun-
dation of a healthy soil ecosystem. SOM dynamics including
processes of mineralization, and stabilization, strongly
regulate the release of greenhouse gases such as CO2 and
N2O, and the sequestration of carbon (C) with consequences
for climate change mitigation [1, 2].Te use of cover crops is

a well-recognized strategy to diversify cropping systems
while increasing SOM and sequestering C [3–5]. Both above
and belowground biomass of cover crops contributes to litter
production and to the increase in soil C stocks in Medi-
terranean vineyards [3, 6]. Te production of root exudates
can also contribute to substantial amounts of C sequestra-
tion (Sokol et al., 2019). Nonetheless, cover crop manage-
ment has large implications for the climate change
mitigation potential of this practice.
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Tillage is commonly used to incorporate cover crop
residues into the soil and it is estimated that more than 90%
of cultivated land worldwide is subjected to some degree of
tillage [7]. In winegrape production, tillage is also commonly
used to increase soil porosity and to manage weeds under the
vines during the growing season.Tis practice is particularly
critical for biodynamic vineyards where the use of synthetic
herbicides is precluded [8]. Tere is a large amount of
conficting evidence on the efects of tillage and tillage in-
tensity on SOM and C sequestration, and therefore, its
potential to mitigate climate change [9–11]. Tillage promotes
the rapid incorporation of plant residues and oxygenation of
the soil, increasing microbial biomass and activity and
therefore accelerating nutrient cycling. A large body of
scientifc evidence shows that this boost in decomposition
rates triggers large emissions of CO2 and therefore reduces
the net amount of plant C sequestered in soils [12–14]. Te
disruption of soil aggregates leads to the exposure of pre-
viously protected C to microbial attack, further increasing
soil C losses [15–17]. Destruction of soil structure has other
associated negative efects on soil health, such as soil
compaction and consequently reducing water infltration
and plant-available water [15].

In light of all the concurrent evidence described above,
no-till is considered a core practice of conservation and
climate-smart agriculture [18]. Nevertheless, the benefts of
this practice for climate change mitigation are not yet clear.
It has been suggested that no-till causes the redistribution
and stratifcation of C within the soil profle, rather than
a net increase, leading to the overestimation of C increases
when only the topsoil (<10 cm depth) is analyzed
[15, 19, 20]. While CO2 emissions typically decrease under
no-till [21], several studies suggest potential tradeofs
through the short-term increase in denitrifcation rates and
release of N2O, a greenhouse gas with a global warming
potential 298 times higher than CO2 [22–24]. Tis increase
in N2O emissions is associated with higher bulk density and
anaerobic microsites under no-till [25], which have been
suggested to be particularly relevant shortly after the tran-
sition to no-till but disappear in the long term as soil C
accumulation leads to decreases in bulk density [26]. Tis
means that the capacity of no-till to mitigate climate change
may be overstated, at least in the short-term [27]. Some
studies show high rates of SOM accumulation, higher C
stabilization, and lower GHG emissions in highly disturbed
tilled soils, due to a more efcient transformation of plant
residues into microbial biomass and mineral-associated
organic matter [28, 29].

Under certain crops and conditions, transition to no-till
could decrease yields [30]. Data regarding the potential
efects of no-till for winegrape production is still scarce but
some studies have shown changes in fruit quality related to
increases in grape anthocyanin contents [31], decrease in
phenolic content [32] or no changes in fruit yield and quality
[33]. Tis uncertainty regarding the benefts of no-till for
climate change mitigation, crop yield, and quality increases
farmer reluctancy to incorporate this conservation practice.
Te lack of data is particularly critical in arid and semi-arid
regions where issues of soil degradation and climate change

are most acute and where soil organic matter accumulates
more slowly [34, 35]. As a perennial crop of large relevance in
many semiarid regions, wine grapes could be critical in the
conservation of soil resources when managed properly [36].

In this study, we evaluated the short-term efects of
transitioning to no-till on the yield and quality of Syrah
grapes, soil C and N pools, soil biophysical properties, and
greenhouse gas emissions in a biodynamically-managed
vineyard. Tis study builds on the study by Lazcano et al.
[37]; which evaluated the combined efects of sheep grazing
and tillage on soil C and GHG emissions during a 2-year
period. We hypothesized that, after three years, no-tilled
soils would show higher soil organic matter, active C ag-
gregate stability, and infltration rates. We also expected that
no-tilled soils would also show a strong stratifcation in soil
C, with shallow soil depth (0–15 cm) having signifcantly
more C than the soil at 15–30 cm, whereas tilled soils would
show a homogeneous distribution of soil C throughout the
30 cm depth.

2. Material and Methods

2.1. Experimental Design. A three-year feld trial was con-
ducted between April 2018 and February 2021 in a Vitis
vinifera L. cv. Syrah (Dureza×Mondeuse Blanche) bio-
dynamic commercial vineyard located in the Paso Robles
American Viticulture Area (AVA), San Luis Obispo County
(California, USA). Te study was conducted in parallel to
a two-year grazing and tillage trial as described in Lazcano
et al. [37]. Te climate in the area is Mediterranean with an
annual average temperature of 15.3°C, average annual
rainfall of 364mm, and two well-diferentiated seasons, the
dry (April-October) and the wet season (November–March)
(Figure 1). Te soil at the experimental site is a linne-calodo
complex classifed as 12% Linne (Fine-loamy, mixed,
thermic Calcic Pachic Haploxerolls) and 10–11% Calodo
(Loamy, mixed, thermic, shallow Calcic Haploxerolls), with
30% clay. Tis soil is characterized by 6% CaCO3 in the
<2mm fraction and a pH of 8.2.

Te rootstock (140 RU, Vitis parentage berlandier-
i× rupestris) was planted in 1992 and grafted to Syrah in
2004 (Beaucastel clone “C”). Since vine establishment, soil
management included annual seeding of a cover crop mix in
the fall (15% Avena sativa, 30% Vicia faba, 20% Vicia
americana, 10% Vicia sativa, and 25% Pisum sativum subsp.
Dundale). Fertilizer management consists of broadcasting
grape pomace compost (C :N ratio of 16.5) at a rate of
11 t·ha− 1 once a year in the fall. Te vineyard has been tilled
and subjected to compost application and sheep grazing
during the dormant season (November–March) for around
6 to 8 years. Vines are watered using drip irrigation once
after harvest to replenish the soil profle and, when neces-
sary, through the growing season using visual cues of plant
water stress.

We assessed the short-term efects of transitioning to no-
till on soil C, N, and greenhouse gas emissions. Te ex-
perimental design consisted of alternating till and no-till
blocks, each block with four rows of vines and three tractor
rows. Till and no-till blocks were not randomized but
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alternated side by side. Each treatment (till or no-till) was
replicated four times, resulting in a total of 8 experimental
plots. Within each plot, two functional locations, receiving
diferent soil management, were considered: (1) the soil
under the vine canopy (vine row), which receives water and
is not tilled, and (2) the soil in the alleys (tractor row), which
does not receive water through irrigation and may be tilled,
depending on the treatment.

Management of the experimental plots included com-
post and cover crop seed broadcasting in Autumn each year
during the wet seasons; mowing of the cover crop in the
Autumn and Spring during the wet season when the cover
crop reached sufcient height (30 cm approx.) (as described
in [37]. Till plots were tilled a total of four times (November
2018, May 2019, November 2019, and May 2020) using
a three-point ofset disk to 10–25 cm depth, with two tractor
passes in each event. No-till plots were left undisturbed and
only mowed for the duration of the experiment (3 years).

2.2. Soil and Plant Sampling and Analysis. Aboveground
cover crop biomass was measured three times during the
study (April 2018, April 2019, and February 2020) by using
a 1m2 quadrant as described in Lazcano et al. [37]. Total C
and N were determined in dried and ground cover crop
samples via dry combustion using a Vario Max CNS ele-
mental analyzer (Elementar, Langenselbold, Hesse,
Germany).

In March 2021 after three years of treatment imple-
mentation, we collected soil samples at the two functional
locations within the central vine and tractor rows of each
plot. Soil samples were collected to 30 cm depth using
a Giddings manual bulk soil core sampler with a diameter of
5 cm (Windsor, CO, USA) and immediately split into two
depths (0–15 and 15–30 cm). Additional soil samples were
collected to a depth of 15 cm at the time of gas sample
collection, directly after the tillage treatments and after
harvest. Soils were stored in plastic bags at 4°C and trans-
ported to the lab prior to analysis. Grape yields were de-
termined in mid-September in 2018, 2019, and 2020, when

berries reached approximately 23°C Brix. To determine
yields we randomly selected 10 vines from the two central
rows of each plot and measured the total number and fresh
weight of all grape bunches on each vine [37]. A subsample
of 200 berries was collected in each plot for further chemical
analysis. Berries were homogenized to measure berry an-
thocyanins and total phenolics following a previously
published protocol [37, 38].

Infltration rates were determined in March 2021 at the
time of soil sampling using mini-disk infltrometers (ME-
TER Group Inc., USA). Soil moisture was determined
gravimetrically by oven drying at 105°C for 24 hours. Soil
bulk density (g cm− 3) was determined based on the known
volume of the soil core, the fresh weight of the soil core, and
the gravimetric moisture content of the fresh soil sample. No
signifcant amount of gravel was detected in the samples. Soil
moisture was determined gravimetrically by oven drying at
105°C for 24 hours. Soil water-flled pore space (%WFPS)
was calculated using the soil gravimetric water content (w)
as follows:

%WFPS �
(w∗ bulk density)

[1 − (bulk density/2.65)]
∗ 100%. (1)

Te water holding capacity of the soil samples was de-
termined gravimetrically by determining the diference
between the soil weight at feld capacity and permanent
wilting point. Aggregate stability was determined as the
percentage of soil remaining on a 250 μm sieve after wet
sieving. Ten grams of air-dried soil was placed on a 250 μm
sieve and submerged in deionized water for 5 minutes to
allow for rewetting. Subsequently, wet sieving took place by
oscillating the sieve at a constant speed for 2 minutes. Te
soil remaining on the sieve was recovered and oven dried for
the determination of the percent aggregate stability.

Total C and N were determined in dried and ground soil
samples via dry combustion using a Vario Max CNS ele-
mental analyzer. Combustion at 650°C was used to account
for the maximum recovery of organic C and minimal in-
organic C recovery [37, 39, 40]. Nitrate (NO3

− -N) and
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Figure 1: Precipitation and temperature were registered at the experimental site over the course of the study.
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ammonium (NH4
+-N) in soil samples were determined

colorimetrically in 2M potassium chloride (KCl) soil ex-
tracts [41] using a Termo Scientifc Evolution 201 UV-
visible spectrophotometer (Madison, Wisconsin, USA).
Active C, also known as permanganate oxidizable carbon
(POXC), was determined in 2.5 g air-dried soil samples
based on a reaction with 2M potassium permanganate
(KMnO4), after which the color change was determined on
a spectrophotometer (Milton Roy, Houston, TX) at
550 nm [42].

Microbial biomass C (MBC) was determined through
the fumigation-extraction method. Briefy, a soil subsample
(6 g fresh weight) was subjected to fumigation with chlo-
roform for 24 h prior to extraction with 0.5M K2SO4. In
parallel, a second subsample was directly extracted with
0.5M K2SO4 without fumigation. Te concentration of
dissolved organic C (DOC) was analyzed in fumigated and
nonfumigated samples on a Dohrmann Phoenix 8000 UV-
persulfate oxidation analyzer (Tekmar-Dohrmann, Cincin-
nati, OH). Microbial biomass C was calculated as the DOC
in the fumigated minus the nonfumigated soil samples with
a Ke factor of 0.35 (Horwath and Paul, 1994; Vance et al.,
1987).

2.3. Analysis of Soil N2O and CO2 Emissions. Gas samples
from the experimental plots were collected one day before
and for 4-5 days after each of the main management events
including mowing, tillage, irrigation, and harvest as well as
after the frst precipitation event in fall, to measure baseline
and event-related fuxes. Sampling was done once a month
between these management events as described in Lazcano
et al. [37]. Fluxes of N2O and CO2 were measured using
static fux chambers [43] made of two PVC rings (20 cm
diameter and 12 cm height): a bottom ring or collar and
a cap covered with insulating refective material to reduce
heating within the chamber. Te chambers were vented and
equipped with a thermocouple to track changes in chamber
temperature during chamber closure. Te collars were
inserted into the soil to a depth of approximately 10 cm in
the central tractor and vine row in each plot [37]. During
fux measurements, the collars were capped, and gas samples
were taken with an air-tight polypropylene syringe by slowly
withdrawing 20mL of gas through sampling ports capped
with rubber septa. Gas samples were immediately trans-
ferred from the syringe into pre-evacuated 12-mL Exetainer
glass vials (Labco Ltd., Buckinghamshire, UK). Gas samples
were collected at regular time intervals of 0, 15, 30, and
45min after chamber closure [37].

Gas samples were transported to the laboratory and
analyzed on a Shimadzu GC-2014 gas chromatograph
(Shimadzu Scientifc, Kyoto, Japan). N2O and CO2 con-
centrations in the samples were calculated using a cali-
bration curve based on a set of analytical grade standards.
Chamber gas concentrations were converted to mass per
volume units assuming ideal gas relations using chamber
air temperature values [44]. Fluxes were calculated from the
rate of change in chamber N2O and CO2 concentration
over the sampling intervals, taking into account chamber

volume and soil surface area [37, 43, 45]. When the data had
a nonlinear trend, the slope to the frst derivative of the
second-order polynomial was used as the fux, rather than
the linear model, using the Microsoft Excel LINEST
function [46]. Fluxes were not considered when the ft to
the linear or LINEST function was poor (R2< 0.80). Cu-
mulative emissions were determined by trapezoidal in-
tegration of daily fuxes measured in each chamber over
a specifc period (management events or baseline mea-
surements between events). Cumulative emissions from
each chamber location were calculated under the as-
sumption that the measured fuxes represent mean daily
fuxes, and that means daily fuxes change linearly between
measurements [37]. Global warming potential (GWP) was
calculated as follows:

GWP � ΔSOC kgCO2eq ha
− 1

􏼐 􏼑 + N2O kgCO2eq ha
− 1

􏼐 􏼑, (2)

where ΔSOC is the diference between soil C stocks, in
kg·ha− 1, between 2018 and 2021. Te change in soil C stock
was then transformed to CO2 equivalents by multiplying by
44/12. N2O (kg CO2eq·ha− 1) is the cumulative emissions
over the period of the study multiplied by 273.

2.4. Data Analysis. General linear models were used to
evaluate the efects of tillage and functional location on the
average daily emissions, cumulative emissions of N2O and
CO2, and ancillary soil variables measured at the time of gas
sampling (%WFPS, NH4

+, andNO3
− ). Diferences in average

daily emissions at the diferent locations due to the tillage
treatments were assessed throughout April 2018 through
December 2020, including four tillage events. Daily emis-
sions, cumulative emissions of N2O, CO2, and ancillary soil
variables, were also clustered into seasons (wet and dry) for
further data analysis. Wet seasons (November through
March) included the months with precipitation and co-
incided with vine dormancy whereas dry seasons included
months without precipitation and with active grape vines
(April through October) (Figure 2). A total of fve seasons’
worth of data were collected, including three dry seasons
(2018, 2019, and 2020) and two wet seasons (2018-2019 and
2019-2020). Te efect of tillage was assessed within the two
functional locations (tractor and vine row) and within
seasons (wet or dry). Tukey HSD tests were used for pairwise
comparisons among the diferent treatment levels. When
residuals were not normally distributed, response variables
were transformed prior to the analysis by using log10 + 10
(N2O, CO2) or square root (NO3

− ). Correlations between
daily fuxes and ancillary variables measured at gas sampling
were run using nonparametric Spearman’s ρ.

General linear models were used to evaluate the efects of
tillage treatments on soil N and C, at the two functional
locations (vine, tractor row) and soil depths (0–15 cm,
15–30 cm), in 2021, three years after practice implementa-
tion. We also used general linear models to evaluate dif-
ferences in crop yield with tillage, and year as fxed factors.
All statistical analyses were conducted with JMP Pro v.15.1.0.
(2019, SAS Institute Inc.).
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3. Results

3.1. Efects of the Tillage Treatments on Soil C and N Pools.
Soil organic C was signifcantly higher in the topsoil
(0–15 cm depth) as compared to the subsoil (15–30 cm
depth) (depth: F� 52.9; p< 0.001) (Table 1). No statistically
signifcant diferences in soil organic C were observed be-
tween tilled and nontilled plots after three years of practice
implementation. Similar trends were observed for total soil
N, which was signifcantly higher in the topsoil (0–15 cm) as
compared to the subsoil (depth: F� 68.9; p< 0.001), without
signifcant diferences between tilled and nontilled plots at
either depth (Table 1).

Te concentration of active C or POXC was also sig-
nifcantly higher in the topsoil as compared to the subsoil
(depth: F� 32.8; p< 0.001) (Table 1). We observed a sig-
nifcant efect of tillage three years after the start of practice
implementation, which depended on the soil depth interval.
No-till plots showed statistically signifcant diferences be-
tween the two soil depths, with topsoil having more POXC
than subsoil, whereas tilled plots had similar POXC con-
centration at the two depths (depth x tillage: F� 4.20; p �

0.05). Microbial biomass C (MBC) was similar between
tractor and vine rows but higher in the 0–15 cm than in the
15–30 cm soil layer (depth: F� 16.9; p< 0.001) of both
tractor and vine rows. Nonetheless, MBC remained un-
afected by the tillage treatments.Te concentration of plant-
available N (NO3

− -N) in soil samples was similar across
depths locations and tillage treatments (Table 1). No sig-
nifcant diferences were found in ammonium concentra-
tions in soil samples collected at the diferent locations,
depths, and tillage treatments (Table 1).

3.2. Efects of theTillageTreatments on Soil Physical Properties.
Analysis of soil physical properties in 2021, three years after
the start of the experiment revealed that bulk density was

similar across locations and depths and remained unafected
by the tillage treatments (Table 2). Aggregate stability was
signifcantly higher in the topsoil (0–15 cm) than in the
subsoil (15–30 cm) (Table 2) (depth: F� 4.34; p � 0.049),
although no diferences were found between tillage treat-
ments at either location or depth. No signifcant diferences
were found in water infltration rates in the tractor row of
tilled versus nontilled plots (Table 2). Soil water holding
capacity (WHC) was unafected by tillage, although we
observed a trend for slightly higher WHC in the topsoil of
no-till plots (F� 3.54; p � 0.073) (Table 2) that would be
worth investigating in long-term experiments.

3.3. Efects of the Tillage Treatments on GHG Emissions and
GWP. Daily fuxes of CO2 and N2O measured from April
2018 to December 2020 were analyzed by season for a total of
fve seasons including 3 dry seasons and 2 wet seasons. Te
daily fuxes of CO2 ranged from 0 to 399 kg CO2-
C ha− 1·day− 1, being generally higher in wet as compared to
dry seasons throughout the study (Figure 1). Emissions of
CO2 were signifcantly higher in tilled vs. nontilled plots
during the 2018 dry season (tillage: F� 6.92; p � 0.009) and
2018-2019 wet season (tillage: F� 5.71; p � 0.017), irre-
spectively of the location (vine or tractor row) (Figure 1).
Tis trend was reversed in the 2019-2020 wet season where
no-till plots had signifcantly higher emissions as compared
to tilled plots (tillage: F� 4.19; p � 0.0423). No signifcant
diferences in CO2 emissions were found between the tractor
and the vine row. Despite the diferences observed in daily
fuxes, cumulative emissions of CO2 were not diferent
between treatments or locations at any of the seasons in-
cluded in this study (Table 3).

Daily fuxes of N2O ranged between − 13 and 70 g N2O-N
ha− 1day− 1 throughout the study (Figure 3). Fluxes of N2O
were not signifcantly diferent between tilled and nontilled
plots at either of the locations studied (vine or tractor row) in
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Figure 2: CO2 daily fuxes were measured during the study in the soil in the tractor row (R) and under the vines (V) in either till (orange) or
no-till (gray) plots. Values are means± standard error of 4 replicates.
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the 2018 dry season (tillage: F� 0.79; p � 0.391), 2018-2019
wet season (tillage: F� 2.09; p � 0.153), 2019 dry season
(tillage: F� 3.74; p � 0.061), 2019-2020 wet season (tillage:

F� 0.17; p � 0.678), and 2020 dry season (tillage: F� 1.02;
p � 0.323) (Figure 3). We did not have sufcient data and
degrees of freedom to perform statistical analysis for the

Table 2: Physical properties of the soil samples collected from the tractor and vine rows of the experimental plots in 2021, three years after
practice implementation. Values are means± standard errors. Letters within the same column indicate signifcant diferences between
treatments, locations, and depths at p< 0.05.

Bulk density (g·cm− 3) Stable aggregates (%) WHC (g·g soil− 1)

Tractor r
0–15 cm No-till 0.844± 0.05 66.5± 4.57a 1.11± 0.03

Till 0.897± 0.05 69.2± 1.83a 1.03± 0.06

15–30 cm No-till 0.791± 0.09 64.9± 5.04b 1.12± 0.03
Till 0.862± 0.06 60.6± 2.53b 1.11± 0.02

Vine r
0–15 cm No-till 0.805± 0.06 65.7± 4.48a 1.10± 0.02

Till 0.859± 0.04 69.7± 1.90a 1.04± 0.01

15–30 cm No-till 0.769± 0.04 60.7± 2.57b 1.09± 0.02
Till 0.798± 0.12 65.1± 1.74b 1.05± 0.02

Table 3: Cumulative CO2 and N2O emissions by season were measured at the tractor row and soil under the vines in tilled and nontilled
plots. Letters within the same row (season) indicate signifcant diferences between tillage treatments at p< 0.05.

Tractor row Vine row
No-till Till No-till Till

kg CO2-C ha− 1 season− 1

Dry 2018 428± 170 1029± 467 656± 266 125± 934
Dry 2019 1610± 810 4305± 1787 1839± 1109 3514± 989
Dry 2020 789± 129 970± 245 1183± 568 1556± 564
Wet 2018-2019 28853± 19789 80296± 45596 9893± 3730 44724± 24205
Wet 2019-2020 10320± 5376 6612± 3199 12071± 3991 9143± 9562
Wet 2020 221± 95 366± 113 376± 136 162± 46

g N2O-Nha− 1 season− 1

Dry 2018 48.2± 31 114.3± 104 89.1± 82 48.7± 30
Dry 2019 363± 303 177± 103 383± 186 194± 113
Dry 2020 119.3± 148 145.5± 55 62.9± 26 141.9± 52
Wet 2018-2019 441± 385 790± 750 78.6± 34 3102± 2031
Wet 2019-2020 1246± 412 1598± 556 260± 106 1521± 1303
Wet 2020 − 13.3± 15 1.6± 3 − 48.7± 49 2.9± 2
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Figure 3: N2O daily fuxes were measured during the study in the soil in the tractor row (R) and under the vines (V) in either till (orange) or
no-till (gray) plots. Values are means± standard error of 4 replicates.
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2020 wet season. During the 2019-2020 wet season, the tractor
rows had slightly higher N2O emissions than the vine rows
(location: F� 5.03; p � 0.032), but no other diferences be-
tween the locations were found throughout the study. Despite
the diferences observed in daily fuxes, cumulative emissions
of N2O were not diferent between treatments or locations at
any of the seasons included in this study (Table 3).

Te CO2 and N2O daily fuxes throughout the study were
signifcantly and positively correlated (p< 0.0001). N2O
fuxes were positively correlated to soil water-flled pore
space (p � 0.031) and negatively correlated to the soil
content of ammonium (NH4

+-N) (p< 0.001). Te CO2
fuxes were negatively correlated to the soil content of
ammonium (NH4

+-N) (p< 0.001).
We used the cumulative N2O emissions of the till and no-

till treatments as well as the change in C stocks to calculate the
global warming potential (GWP) of the practices over the
three years of the study (Table 4). No signifcant diferences
were found among tillage treatments in the change of C stocks
(F� 2.64; p � 0.13), or GWP (F� 0.21; p � 0.65) at either of
the locations sampled in this study (tractor and vine row).

3.4. Efects of the Tillage Treatments on Cover Crop and Vine
Yield. Large interannual variability was observed in cover crop
growth and therefore potential C and N inputs to the soil.
Cover crop biomass was signifcantly higher in 2019 compared
to 2018 and 2020 (Table 5) (F� 18.76; p< 0.001). Te N input
from the cover crop was higher in 2019 (F� 19.48; p< 0.001)
although C inputs were higher in 2018 compared to 2020
(F� 8.31; p � 0.0028). No diferences were observed in cover
crop biomass C and N inputs between till or no-till plots.

No signifcant diferences were observed either in crop
yield between tilled or no-tilled plots, irrespectively of the
year (Table 5) (tillage: F� 0.05; p � 0.815), although we did
observe strong interannual variability in this parameter
(year: F� 7.05; p � 0.005). We did not detect any signifcant
diferences between tillage treatments in crop quality as
assessed through the content of anthocyanins (tillage:
F� 0.008; p � 0.929) and phenolics (tillage: F� 0.30; p �

0.588), although both quality parameters showed strong
interannual variability (anthocyanin: F� 121.6; p< 0.001;
phenolics F� 48.74; p< 0.001) as it would be expected.

4. Discussion

Soils under no-till are subjected to a lower degree of dis-
turbance than tilled soils, having generally higher structural
stability and C sequestration [47, 48]. Tese changes have

been shown to have direct impacts on C and N cycling,
potentially reducing C turnover and CO2 emission but
triggering the release of N2O through denitrifcation in
anaerobic microsites [23, 49].

In this study, three years after the transition to no-till in
this biodynamically-managed vineyard, we observed little
change in soil physical properties, C and N pools. No-till
increased stratifcation in the distribution of active soil C
(POXC), further accentuating the already existing diference
between top and subsoil. Similar increases in topsoil POXC
with no-till were observed by Bongiorno et al., [50] in
10 long-term experiments evaluating the efects of tillage
across an edaphoclimatic gradient in Europe. It is well
known that the transition to no-till systems causes a re-
distribution of C within the soil profle rather than a net
increase [51].Tus, no-till soils accumulate more C and have
a higher bulk density on the surface than tilled soils where
soil C is incorporated at depth [47, 52–54]. Our results
suggest a trend for higher C accumulation in the topsoil of
no-till plot and potential for future C sequestration [55],
although no signifcant diferences were observed between
till and no-till plots in SOM, total C and N at either depth.

Transition to no-till slightly reduced the daily efux of CO2
from the soil during the rainy season, showing that these plots
were less prone to lose C than tilled plots. Nonetheless, these
diferences in daily fuxes were not translated to cumulative
seasonal emissions. Similar increases in CO2 efux from tilled
vineyard soils during precipitation events were reported by
Steenwerth et al., [56]; who suggested that these fuxes were
driven by changes in soil C content, WFPS, and temperature.

Emissions of N2O from vineyard soils are generally lower
than other crops grown in Mediterranean regions [6]; yet,
the lack of tillage disturbance can trigger emissions of this
greenhouse gas, especially in fne-textured soils, as the one in
this study [23]. In our study, daily fuxes of N2O were
positively correlated to soil WFPS and negatively to am-
monium concentration suggesting higher emissions from
nitrifcation and denitrifcation processes. However, oppo-
site to what we had expected, no signifcant increases in N2O
daily fuxes and cumulative emissions were observed in the
no-till plots through the course of this study, which suggests
that seasonal changes in soil moisture and available N were
stronger drivers than soil management. Tese results are in
line with Garland et al. [57]; who reported no signifcant
diferences in N2O emissions between tilled and no-till plots
in a Mediterranean vineyard one year after the start of the
treatments, and show that there are no associated envi-
ronmental tradeofs to conversion to no-till.

Table 4: Change in soil C stocks, CO2 equivalents and global warming potential of the till and no-till plots during the three years of this
study. Values are averages of 4 replicates± standard errors. Negative values indicate C drawdowns or inputs into the system while positive C
indicates C outputs or losses. Letters within the same column indicate signifcant diferences between treatments and years at p< 0.05.

Δ soil C (kg
CO2 eq·ha− 1)

GWP N2O (kg CO2
eq·ha− 1) GWP (kg CO2 eq·ha− 1)

Tractor r No-till 39.17± 82 315.3± 78 354.5± 56
Till − 248.1± 221 404.2± 175 156.1± 356

Vine r No-till 187.4± 67 117.9± 35 305.29± 68
Till 23.1± 128 718.4± 476 741.6± 525
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Altogether, the lack of diferences in soil C stocks and
cumulative GHG emissions led to similar GWP between till
and no-till plots.Tis lack of efects could be due to the short
duration of the study relative to the SOM buildup in
semiarid, Mediterranean regions. Te slower buildup of
SOM is expected given that the rate of carbon accumulation
for a given practice is strongly dependent on environmental
conditions (i.e., temperature and precipitation) that regulate
microbial activity [58, 59]. Tis suggests that the building of
organic matter and soil C stocks in no-till vineyards may
take more than 5 years [51, 60–62]. For instance, Wolf et al.,
[63] reported signifcant increases in SOC seven years after
the transition to no-till in a California vineyard, which
caused signifcant decreases in the GWP of the practice as
compared to conventional tillage with a disk to 10 cm depth.

It is also possible that the lack of signifcant diferences
between tilled and nontilled plots SOM, C, and N is due to
the tillage implement used in this vineyard (disk) compared
to other systems, such as moldboard plow or chisel plow,
which are known to produce a higher disturbance intensity
[21]. In this region of California, growers employ diferent
implements and apply diferent tillage intensities and fre-
quencies depending on the type of soil and production goals.
Laudicina et al. [48] reported a signifcant short-term (5
years) reduction in bulk density together with increases in
aggregate stability, and total soil C of a Mediterranean
vineyard soil but only when no-till was compared to rotary
tiller (higher intensity), whereas there were almost no dif-
ferences with a spading machine (lower intensity). A
moderate degree of tillage intensity may not have negative
efects on soil health and C sequestration, particularly when
stacked with other conservation practices (cover crops,
compost). In a long-term feld experiment comparing dif-
ferent agricultural systems Autret et al., [64] estimated that,
under conservation practices (i.e., no-till), the lack of tillage
explained only 20% of the C accumulation while themajority
of the C inputs were attributed to crop residues and
cover crops.

Te vineyard studied here has consistently received large
inputs of cover crops and, despite being tilled for the last 6–8
years, it also shows some of the highest levels of SOM as
compared to the typical values reported for vineyards in
California [65]. Tese high levels of SOM could not only be
partially explained by the fne texture of the soil which allows
for the formation of stable, mineral-associated organic
matter (MAOM) [66, 67] but also by long-termmanagement
as it has been observed previously for biodynamic systems

[68–71]. High levels of SOM in organically managed
cropping systems have also been associated with tightly
coupled N mineralization and immobilization [72] which
explains the lack of diferences between till and no-till plots
in inorganic N observed in our study. Most likely, this is also
associated with the lack of signifcant diferences in crop
yield and grape quality.

In summary, even though implementation of no-till for
three years did not lead to increases in soil organic matter
and soil C stocks, we observed a trend towards higher C
stratifcation and reduced CO2 emissions in no-till plots that
suggest changes in the ecological processes leading to C
accumulation and mineralization. Adopting no till-practices
has associated environmental benefts through the reduction
of the use of machinery and fuel consumption. Tis suggests
the environmental benefts of this practice, although longer
studies and life cycle analysis would be needed to verify this
trend. Tere were no deleterious efects of no-till on grape
yield and quality, proving that reducing tillage intensity is
a feasible strategy from an agronomic standpoint.

5. Conclusions

Even though no-till did not result in short-term climate
change mitigation, results of this study suggest changes in
the ecological processes leading to C accumulation and
mineralization and that may result in future C sequestration.
Tere were no deleterious efects of no-till on grape yield and
quality.
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Table 5: Efects of tillage on cover crop (CC) biomass and associated C andN inputs, vine yield, and grape chemistry in 2018, 2019, and 2020.
Letters within the same column indicate signifcant diferences between treatments and years at p< 0.05.

CC biomass
(g·m− 2)

CC C
input (g·m− 2)

CC N
input (g·m− 2) Yield (kg·vine− 1) Anthocyanins

(mg·g− 1) Phenolics (mg·g− 1)

2018 No-till 123± 25b 52.3± 10.6a 1.6± 0.3b 2.63± 0.4b 0.26± 0.02b 0.09± 0.04b
Till 158± 25b 67.4± 11.3a 2.4± 0.3b 2.72± 0.5b 0.30± 0.02b 0.05± 0.03b

2019 No-till 222± 27a 38.2± 4.9ab 4.8± 0.9a 3.86± 0.3a 0.23± 0.03b 0.03± 0.02b
Till 154± 18a 49.1± 11.2ab 3.4± 0.4a 3.94± 0.5a 0.20± 0.03b 0.04± 0.02b

2020 No-till 59± 17c 24.4± 7b 1.3± 0.3b 2.99± 0.1b 0.89± 0.07a 0.14± 0.07a
Till 62± 5c 25.4± 2b 1.5± 0.1b 2.60± 0.2b 0.88± 0.08a 0.16± 0.08a
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