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Energy efficiency has been a hot research topic for many years and many routing algorithms have been proposed to improve energy
efficiency and to prolong lifetime for wireless sensor networks (WSNs). Since nodes close to the sink usually need to consume more
energy to forward data of its neighbours to sink, they will exhaust energy more quickly. These nodes are called hot spot nodes and
we call this phenomenon hot spot problem. In this paper, an Enhanced Power Efficient Gathering in Sensor Information Systems
(EPEGASIS) algorithm is proposed to alleviate the hot spots problem from four aspects. Firstly, optimal communication distance
is determined to reduce the energy consumption during transmission. Then threshold value is set to protect the dying nodes and
mobile sink technology is used to balance the energy consumption among nodes. Next, the node can adjust its communication
range according to its distance to the sink node. Finally, extensive experiments have been performed to show that our proposed

EPEGASIS performs better in terms of lifetime, energy consumption, and network latency.

1. Introduction

Topology control is a very important research issue for the
emerging mobile networks (EMN). Wireless sensor networks
(WSNs), as part of the EMN, are usually composed of a
large collection of tiny sensors nodes and they are developing
very rapidly in recently years due to their wide applications
[1]. These nodes are usually deployed in a random way and
they can collect information from surroundings, and then
transfer the data package to sink node using single or multiple
hops communication to form WSNs. The outstanding perfor-
mance of WSNs like fault tolerance, rapid deployment, self-
organizing, timely response, etc. makes WSNs widely used in
harsh environment such as military surveillance, industrial
product line monitoring, medical health care, and smart
homes (2, 3].

Energy efficiency and energy balancing have been a very
hot and challenging research issue for WSNs for many years.
Since large number of sensor nodes is deployed under very
harsh environment, it is unrealistic to change the sensor

batteries for them. Besides, the nodes close to the sink
not only need to collect data, but also need to forward its
neighbours’ data. Thus, those nodes will exhaust their energy
more quickly than other nodes far away from sink. This
phenomenon is known as hot spots problem. When the first
node dies because of energy exhausting, the performance of
network in terms of connectivity, coverage, lifetime, etc. will
decrease sharply [4, 5].

In order to solve the hot spots problem, sink mobility
technology is introduced to many routing protocols [6-9].
By adopting sink mobility, the following advantages can be
achieved. Firstly, the mobile sink moves along a certain
trajectory so that the nodes close to the sink could take
turns to be the forwarder, which will largely alleviate hot
spots problem [10]. Secondly, the energy consumption of the
whole network can be reduced because of the shorter average
transmission distance between sensor nodes and mobile sink,
if the mobile sink has a proper trajectory [11]. Thirdly, the
performance of the network in terms of transmission latency
and network throughput can be greatly improved under
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suitable moving strategy. Finally, mobile sink can enhance the
network connectivity in sparse network [12-14].

The main contribution in this paper includes the follow-
ing four aspects. First, we find the optimal communication
distance for data transmission. Second, we set threshold value
for each node to protect those nodes with low remaining
energy. Third, we adjust nodes’ communication distance
according to its distance to the mobile sink. Finally, mobile
sink technology is adopted to balance the energy of different
regions. Numerous simulations are conducted to prove our
proposed algorithm outperforms than some existing work.

The rest of the paper is organized as follows. In Section 1,
we introduce the background of our work. In Section 2,
we discuss some classic routing protocols and some latest
research achievement. The system model which contains
network and energy model is presented in Section 3. In
Section 4, we describe our algorithm in detail. Extensive
simulations are conducted and the experimental results are
discussed and compared in Section 5. Section 6 concludes the
paper with some future work.

2. Related Work

Many researchers have paid close attention to energy efficient
routing protocols or algorithms in recent years. LEACH
(Low-Energy Adaptive Clustering Algorithm) is one of the
most famous hierarchical protocols which were proposed
about twenty years ago [15]. In LEACH, there are two types
of nodes, namely, cluster heads (CHs) and ordinary nodes
(ONs). Each ON collects data from area of interest and sends
the data package to a closest CH. Each CH take charge of
fusing the data it receives and then transmits the fused data
to the sink node. The introduction of CHs can avoid long
distance communication between ON and sink node; thus
much energy is saved. However, the selection of CHs is in
a random way as a result of random selection. So, the CH
distributes unevenly inside the whole network with degraded
performance. Meanwhile, CHs communicate with sink node
directly which causes much energy dissipation.

PEGASIS (Power Efficient Gathering in Sensor Informa-
tion Systems) is a chain-based routing protocol for WSNs
[16]. In PEGASIS, each sensor node only needs to transmit
data to its neighbour which is closer to the sink node.
Several chains could be constructed according to the greedy
algorithm and the leader of each chain takes the responsibility
to transfer the data to the sink node. Due to the heavy burden
of the leaders of chains, each node takes turns to be the leader
to balance the energy consumption. Because of multihop
propagation, long distance communication between sensor
node and sink node is avoided and much energy is saved.
Meanwhile, due to multihop propagation, the delay of the
network is very serious and it is not suitable for delay sensitive
applications.

In [17], the authors propose an energy efficient routing
protocol using mobile sink based on clustering and it is
suitable for WSNs with obstruction. Mobile sink moves along
the CHs and collects data by single hop communication.
In this protocol, an efficient scheduling mechanism based
on spanning graphs is proposed to find a shortest path for
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mobile sink to avoid obstacle. Simulation result shows that
the lifetime of the network is prolonged and complexity of
network is reduced.

In [18], the authors proposed a data collection algorithm
using mobile sink based on tree clustering. This algorithm
contains three phases, namely, tree construction, tree decom-
position and subrendezvous points (SRP) selection, and data
collection phases. Mobile sink moves towards rendezvous
points (RP) and SRP to collect data via single hop commu-
nication. After data collection in each round, sensor nodes
will reselect RP and SRP. Simulation result proves that the
proposed algorithm performs better in terms of network
lifetime and the moving path of the mobile sink is short.

In [19], the authors study the event-driven application
for WSNs with mobile sinks. In this paper, each sensor
node has two statuses: monitoring and transmission status.
When an event is caught, the status of node changes from
monitoring to transmission and the group of active sensor
nodes (ASN) is constructed to forward the data to the mobile
sink. In large-scale WSNS, the area of interest is divided into
several subareas due to the limit of the speed of the mobile
sink. Each subarea contains a mobile sink and ASNs are
selected to collect and transmit data. In the meantime, the
continuous and optimal trajectory (COT) can be calculated
for the mobile sink to achieve better performance.

In [20], the authors propose an energy efficient routing
protocol for mobile sensor networks using a path-constrained
mobile sink. This protocol is suitable for WSNs which limits
on the moving path of the mobile sink, such as mobile sinks
deployed in bus. Source node sends the data package to the
target node which is closest to the location where the mobile
sink will arrive next time and ensure the shortest path to
transmit data. This kind of protocol is very suitable for delay-
tolerant network and it possesses higher robustness and lower
energy consumption.

In addition, some heuristic algorithms are used to
improve the performance of the network [21-26]. In [21],
the authors combine the Particle Swarm Optimization (PSO)
algorithms with cluster technology to enhance the net-
work lifetime. In [22], the authors propose an Ant Colony
Optimization (ACO) based on clustering algorithm to find
an optimal moving trajectory for mobile sink. In [23],
techniques like Glow-worm Swarm Optimization (GSO),
clustering and mobile sink are combined together to improve
energy efficiency as well as to prolong the lifetime of wireless
sensor network.

3. System Model

3.1. Basic Assumptions. In this paper, we make some basic
assumptions as follows:

(1) All the sensor nodes are randomly deployed and keep
static after deployment.

(2) Each sensor node has a unique ID to differ from each
other.

(3) All the sensor nodes have the same initial energy and
batteries of them cannot be changed.
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5% mobile sink
e sensor node

FIGURE 1: Network model.

(4) Mobile sink can move freely and owns unconstrained
energy.

(5) Transmission power of sensors can be adjusted based
on communication distance [27].

3.2. Network Model. In this paper, N nodes are deployed
randomly in a circular field with radius R. These sensor
nodes are denoted as {n;,n,,n;---n,}, respectively, as is
shown in Figure 1. In each round, every sensor node should
transmit one package to the sink using single hop or multihop
communication based on the relatively distance.

3.3. Energy Model. The first ratio model is adopted here to
calculate the energy consumption [28, 29]. As is shown in
Figure 2, the energy consumption mainly contains two parts
which are transmission consumption and reception energy
consumption.

Transmission consumption mainly includes the energy
consumed for transmission circuit and the power amplifier
expenditure. The reception consumption mainly includes the
energy of reception circuit expenditure. Transmission con-
sumption can be calculated by using the following formula:

l~Eelec+l-efs-al2 if,d <d,
E.. (,d) = . @
I Egec +1g,,-d” if,d > d,
where E,,. is the energy cost to use transmitter or receiver
circuit to process one-bit signal. Symbols ¢, and ¢, denote
the amplification coefficient for the free space model and the

multipath fading model separately. Metric d, is the threshold
value and can be calculated as dy = [ef/e,,,-

The energy consumption for reception can be calculated
according to formula (2):

ERx (l) =1- Eelec (2)

4. Our Proposed Algorithm

4.1. Overview of EPEGASIS. 1In this section, we will illustrate
our proposed algorithm in detail. Our proposed algorithm
is called Enhanced PEGASIS (EPEGASIS), which belongs
to the chain-based routing algorithms. In EPEGASIS, each
node uses optimal communication distance to choose the
relay node from its neighbours for data transmission. In order
to avoid excessive energy consumption for some nodes with
special location, we set a protection mechanism according
to the average residual energy of its neighbours. A mobile
sink is utilized to gather data for different region energy
consumption balancing. The workflow of each node in the
network is shown as Figure 3.

4.2. Study on Optimal Communication Distance. According
to the energy consumption model, the energy consumption
raises rapidly with the increasing of the communication
distance. In order to conserve energy, multihop transmission
is adopted to avoid long distance communication. However,
too much hops may increase the burden of forwarding and
cause increased end-to-end delay or latency.

We assume that the source node is m meters away from
the mobile sink and it sends a one-bit data package to the
mobile sink by k hops, and the total energy consumption can
be calculated using formula (3):

E total

2
k [Eelec'i'Efs(%) ] +(k_ 1)Eelec lf% < dO (3)

= i
k[Eelec-"Emp(%) ]+(k_1)Eelec If% 2dO

The relationship between total energy consumption and
hop counts can be shown as Figure 4. From Figure 4, we
can clearly see that, as the hop counts increases, the total
energy consumption drops first to reach its lowest point
and then rises. The triangle in each line denotes the energy
consumption when m/k = d; and it also denotes the lowest
point of each line. Therefore, the optimal communication
distance and optimal hop counts is shown as formulas (4) and

(5).

doptimul = dO (4)

optimal_hop_counts = { dﬂ } (5)
0

4.3. Initial Phase of the Network. After nodes deployment, the
network enters into initial phase. During the initial phase,
the main object is to exchange information to prepare for
data transmission. At the very beginning, the mobile sink
broadcast a NETWORK_INIT package to remind all the
nodes to initial the network. Each node maintains a route
table called “NBR_TABLE” to record its neighbours’ infor-
mation. Then each node broadcast a NODE_INFO package
with its maximal transmission distance. Neighbours who
receive NODE_INFO package will write relevant information
into route table. After the initial phase, each node will have
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TABLE 1: Package information.

Package type Content

NETWORK_INIT

The initial location of the mobile sink, the moving speed and direction of the mobile sink,

time of duration of each round, TDMA schedule of nodes.

NODE_INFO The location, the residual energy, ID of source node.
ENERGY_INFO The residual energy and ID of source node.
SINK_INFO System time, the current location of mobile sink, the speed and direction of mobile sink.

PEELEEN
| E (k. d) | E &)
Transmit J ! Receive
T 7| Electronics | | ¥ Amplifier Electronics | |
E,*k ot K 8 E..*k

elec

elec

FIGURE 2: Energy model.

the knowledge of its neighbours. In order to update the
energy information of sensors, an ENERGY_INFO package
is broadcasted by each node during each round. With the
running of the network, the system time and the location
of the mobile sink may go awry, so the mobile sink will
broadcast a SINK_.INFO package in the whole network
at fixed periods. The detailed information of packages is
illustrated in Table 1.

4.4. Network Topology Generation. In PEGASIS, each node
selects its closest neighbour as relay node for data forwarding
and that causes heavy burden of transmission and long net-
work delay. In our proposed algorithm, we mainly decrease
the times of data forwarding and achieve an optimal energy
consuming. We use optimal communication and optimal hop
counts for data transmission. Node selects a forwarder among
its routing table and the forwarder satisfies the following two
formulas.

d (n forwarder mobile_sink) < d (Mypyrce» mobile_sink)  (6)

d (nsource’ nforwarder)

(7)
-d

= min 'd (nsource’ nforwarder) optimal

where d(n;, n j) denotes the distance between node i and node

When the mobile sink is in the optimal communication
of sensors, they will transmit data to the mobile sink directly.
After relay node selection, nodes far away from the mobile
sink transmit data to it by several relays and the topology
of the network is generated. The topology of the network is
shown as Figure 5.

4.5. Protection Mechanism for Dying Node. Nodes close to
the sensor field centre take on a heavy burden for data
forwarding; however, nodes close to the edge of the sensor
field only need to send their own data and that cause the hot

spots problem. Figure 6 describes the hot spots phenomenon
after the network running for several rounds.

In order to protect nodes from dying too early, we set
a threshold value for nodes according to average neighbour
energy. When node’s residual energy is less than a threshold
value, it will not take the role of forwarder and only sends its
own generated data. The threshold value is calculated using
formula (8).

2neC;, Eresi
neC; “residual
Ethreshold = N (8)

where C; denotes the set of the neighbours of node i, N is the
number of its neighbours, and E, 4, is the current energy
of node n.

By means of setting threshold value, nodes in the central
area are protected and time of first node die is greatly delayed.
During the initial round, all nodes’ residual energy reach
threshold value and all of them can be chosen as relay node.
With round increasing, nodes close to the central area own
lower residual energy than threshold value; therefore, nodes
close to the edge will gradually become relay nodes and cause
ring routing. The ring routing is illustrated as Figure 7.

4.6. Communication Distance Adjustment for Edge Node.
Nodes in the edge area hardly need to be the forwarder
and it causes the unbalanced energy consumption among
different region. In order to take full advantage of edge
nodes, communication distance adjustment is introduced
to further balance the energy consumption. Namely, the
communication distance of nodes is adjusted according to
the distance to the mobile sink. Nodes far away from the
mobile sink use longer communication distance for fully
energy utilizing and nodes close to the mobile sink use
shorter transmission distance to reduce energy consumption.
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The communication distance of node i can be calculated
according to formula (9):

d d

adjust optimal = %optimal

R 9)
+ <d (nSOurce’ mobile_sink) — E) -0

where R is the radius of the network and « (as is discussed
in next section) is the adjusting parameter. The chain struc-
ture after communication distance adjustment is shown as
Figure 8.

FIGURE 5: Network topology.

4.7 Mobile Sink Moving Schema. In our proposed algorithm,
the mobile sink moves with a predetermined direction and
speed. The mobile sink moves around the centre of the circle
with a constant radius (as is discussed in next section).
Therefore, the mobile sink only needs to broadcast its position
in initial phase. After At time interval, the mobile sink moves
to a new position as is shown in Figure 9.

5. Performance Evaluation

5.1. Simulation Environment. In order to evaluate the perfor-
mance of our proposed EPEGASIS algorithm, we use Matlab
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FIGURE 8: Chain structure after communication distance adjust-
ment.

FIGURE 9: Moving schema of mobile sink.
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FIGURE 10: Network lifetime comparison under different routing
protocols.

simulator to conduct the experiment. We will compare
our proposed algorithm with typical PEGASIS. And the
simulation parameters are listed in Table 2.

5.2. Network Lifetime Analysis. As is mentioned above,
PEGASIS is a classic chain-based routing protocol and we
will compare our algorithm with it. The protocol we proposed
without communication range adaption is called EPEGASISI,
and the protocol with further improvement which introduces
communication distance adjustment is called EPEGASIS2.
The simulation results are shown in Figure 10.
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FIGURE 11: Average energy consumption comparison under different
routing protocols.

TABLE 2: Simulation parameters.

Parameter Name

Parameter Value

Network radius(R) 300m
Mobile sink radius(r) [0,75,150,225,300]m
Mobile sink speed(w) pi/5
Number of nodes (N) 500
Packet length (1) 500 bits
Initial energy (E,) 0.05]
Energy consumption on circuit 50n]/bit
(Eyeo)

Free-space channel parameter (&) 10pJ/bit/m2
Multi-path channel parameter (e,,,,) 0.0013p]/bit/m4
Adjusting parameter (o) [0.1,0.2,0.3,0.4]

Figure 10 describes that the lifetime of the network is
greatly improved in EPEGASIS] compared to PEGASIS. Due
to the heavy burden to transmit the data packages of neigh-
bours, nodes close to the sink begin to die at about 60 rounds.
However, the first dies are at about 90 rounds in EPEGASIS2
because of the communication distance adjustment, nodes
protection, and sink mobility.

5.3. Energy Consumption Analysis. We compare the average
energy consumption per round of different routing protocols,
and the result is shown as Figure 11. We can obviously see that
the average energy consumption per round in EPEGASIS]
reduces about one-third that of PEGASIS due to the using of
optimal communication distance.

Comparison of average hops

20

18 -

Average hops

0 1 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Rounds

* PEGASIS
* EPEGASISI
* EPEGASIS2

FIGURE 12: Average hops under different routing protocols.

5.4. Study on Network Latency. We also study the network
latency between different routing protocols, and the result
is shown as Figure 12. We can clearly see that the network
latency has a great improvement in both EPEGASISI and
EPEGASIS2. In EPEGASIS2, due to the adoption of com-
munication distance adjustment, some nodes extend their
communication distance and some nodes short their com-
munication distance. Therefore, EPEGASIS1 and EPEGASIS2
almost have the same performance in terms of network
latency.

5.5. Study on Communication Range Adaption. As we dis-
cussed above, each sensor node adjusts its communication
distance in accordance with the distance to the mobile
sink, and the adjusting parameter « determines the detailed
changes. From Figure 13 we can obviously see that when
«=0.2, the network has a better performance in terms of
network lifetime.

5.6. Study on Mobile Sink Moving Trajectory. The moving
trajectory of the mobile sink has a significant influence on
the lifetime of the network. In our proposed PEGASIS2,
the mobile sink moves around the centre of the circle, and
we change the radius of the mobile sink to enhance the
performance of the network. Simulation result is shown as
Figure 14, and it demonstrates that when the mobile sink
travels around the sensor filed with 0.25R radius, the network
has a better performance in terms of network lifetime.

6. Conclusions

In this paper, we proposed an Enhanced PEGASIS algorithm
with mobile sink support to improve the performance of
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WSNs. Nodes use optimal communication distance to select
the forwarder and threshold value is set to protect nodes from
dying too early. In order to further improve the performance
of the network, we adjust the communication distance of
nodes based on their distance to the mobile sink. Therefore,
nodes close to the mobile sink will have short communication
distance to decrease its energy consumption and the time of
first node dies prolongs greatly. Extensive simulation results
validate the performance of our proposed algorithms than
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traditional PEGASIS. However, the hot spots problem is
not completely eliminated. Our future work mainly includes
proper design of sink moving trajectory, as well as joint
optimization of both routing algorithm and sink trajectory
design.
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Scalable Video Coding (SVC) streaming multicast is considered as a promising solution to cope with video traffic overload and
multicast channel differences. To solve the challenge of delivering high-definition SVC streaming over burst-loss prone channels,
we propose a social-aware cooperative SVC streaming multicast scheme. The proposed scheme is the first attempt to enable D2D
cooperation for SVC streaming multicast to conquer the burst-loss, and one salient feature of it is that it takes fully into account the
hierarchical encoding structure of SVC in scheduling cooperation. By using our scheme, users form groups to share video packets
among each other to restore incomplete enhancement layers. Specifically, a cooperative group formation method is designed to
stimulate effective cooperation, based on coalitional game theory; and an optimal D2D links scheduling scheme is devised to
maximize the total decoded enhancement layers, based on potential game theory. Extensive simulations using real video traces

corroborate that the proposed scheme leads to a significant gain on the received video quality.

1. Introduction

With the rapid development of mobile intelligent terminals,
we have witnessed the explosive growth of users’ demands
for wireless live video services [1]. Such growth in the
bandwidth demanding will bring unprecedented challenges
to current wireless network in the near future [2, 3]. As
communication technologies designed to cope with video
traffic overload, video multicast can exploit the broadcasting
nature of wireless communication to transmit video to mul-
tiple users simultaneously [4]. Due to its effectiveness, video
multicast has been applied successfully in many scenarios,
e.g., breaking news video, live sport videos, mobile TV
programs, and so on.

In mobile video multicast, how to solve varied fading
channels from the base station (BS) to multicast users is a
key problem. Here, we give an illustrative paragraph. The
video transmission rate of a wireless link is determined
by the channel quality feedback. For a specific link, high
transmission rate with a bad channel quality will render

high bit error rate and degrade the goodput. In a multicast
scenario, BS can only select one transmission rate while the
channel conditions of multicast users vary from each other.
When BS multicast video to users according to the user with
good channel quality, users with worse channel quality may
fail to play back the video smoothly. Typically, BS will choose
transmission rate according to the worst channel, and thus
each multicast user’s received video quality is limited by the
worst one.

Since Scalable Video Coding streaming can be hierarchi-
cally divided into one base layer and multiple enhancement
layers, the SVC based video multicast can flexibly adjust
the quality of live video services according to channel feed-
back [5]. Thus, SVC is a suitable video coding strategy to
adapt to the diversity of multicast channels [6]. One major
challenge of employing SVC in video multicast is how to
cope with the unavoidable packet loss over the burst-loss
prone channels [7], which makes the traditional channel
protection method such as FEC insufficient [8]. And due to
the stringent playback deadline, the retransmission is also
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not preferred especially in multicast scenarios [9]. Although
some related works have studied how to reduce the inter-
ference and errors in SVC streaming [10-12], most of them
need heavy modification for video codec or introduce other
network components to the cellular system, which is actually
impractical.

Since the cooperative local recovery via D2D communi-
cation can make up the packet loss without introducing any
redundancy or asking the base station to retransmit the lost
packets, it is then a good option for SVC streaming multicast
countering the burst-loss. There are some works that studied
how to utilize D2D communication or other network inter-
faces (like Wi-Fi) for video recovery [13]. However, previous
cooperative recovery schemes did not take the hierarchical
encoding structure of SVC into account, which may not lead
to a significant gain to SVC-based video multicast. In other
words, from the perspective of user’s Quality-of-Experience
(QoE) [14], simply boosting the transmission rate does not
necessarily result in improvements in the user perception of
the video quality [15].

SVC streaming has a hierarchical encoding structure,
which means that each enhancement layer can be decoded
only after the correct decoding of lower layers. In such
case, either bit error or packet loss would lead to the
loss of synchronization information and error propagation.
The hierarchical encoding structure indicates that packets
belonging to different enhancement layers should have differ-
ent weight for improving video quality. And the SVC based
video distribution scheme should also be structured and
dealing with missing packets depends on the actual reception.
Existing video distribution schemes often treat all the missing
packets equally; hence those distribution schemes can not
give a good video quality for SVC streaming multicast. In a
word, how to coordinate users’ cooperation according to the
hierarchical encoding structure of SVC is a critical issue for
cooperative SVC streaming multicast.

In this paper, we propose a D2D-based cooperative
SVC streaming multicast scheme to improve the received
video quality, which is based on the consideration of the
hierarchical encoding structure of SVC. More specifically,
users in the same cooperative group share enhancement
layers using D2D communication under the scheduling of the
BS. To stimulate effective cooperation among multicast users,
the cooperative groups are constructed by using a coalitional
game. And to maximize the total decoded enhancement
layers, an optimal D2D links scheduling scheme is devised
based on potential game theory. To the best of our knowledge,
this paper is the first attempt to enable D2D cooperation for
SVC streaming multicast to conquer the burst-loss. The main
contributions of this paper are summarized as follows.

(i) We propose a social-aware cooperative SVC stream-
ing multicast scheme to improve received video qual-
ity by stimulating users to form cooperative groups
and share enhancement layers. In particular, this
scheme takes full account of the hierarchical encoding
structure of SVC to coordinate cooperation.

(ii) To stimulate effective cooperation among users, we
propose a cooperative group formation method based
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on coalitional game theory, in which the logical
relationship among users is developed according to
social attributes, interest similarity, and geographical
location.

(iii) To maximize the total received enhancement layers
of the cooperative group, we devise a D2D links
scheduling scheme for the base station. The optimiza-
tion problem for D2D links scheduling is cast as a
potential game and solved by local search algorithm.
Extensive simulations with real video traces show
that the proposed scheme can achieve up to 65.9%
gain of video PSNR (Peak Signal-to-Noise Ratio)
and valuable video frame ratio over the traditional
scheme.

The rest of this paper is organized as follows. Section 2
gives a review of the related works in the field of wireless
video multicast and cooperative local recovery. The system
model and workflow of the proposed scheme are discussed in
Section 3. In Section 4, we study the problems of cooperative
group formation and the optimal links scheduling in detail.
The extensive numerical results are shown in Section 5 and
conclusions are drawn in Section 6.

2. Related Works

2.1. Wireless Video Multicast. Wireless video multicast has
recently become a hot research topic, which is promising to
help improve spectrum efficiency. R. Chandra et al. proposed
a multicast system DirCast based on Wi-Fi, targeting to
minimize the total transmission delay [16]. In order to
improve the performance of video multicast, a gateway was
introduced between the base station and the cloud servers
to determine the order of frames [17], and S. Aditya et al.
integrated a joint source-channel coding into the MPEG-
4 codec [18]. Deb et al. proposed a greedy algorithm for
resource allocation in SVC streaming multicast scenario
via WiMAX [11]. S. Jakubczak et al. proposed a cross-
layer design for multicasting scalable video, with the goal
of improving robustness to wireless interference and errors
[12].

Some of the above works with nonscalable encoding
suffer from “the limit of the worst one” caused by multicast
channel differences, as mentioned earlier. To counter wireless
interference and errors, the others with scalable encoding
introduce heavy redundancy to video codec or add new
network interface to the system, but present insufficient for
burst-loss. Different from these works, this paper effectively
conquers the burst-loss for SVC streaming multicast via
D2D cooperation and is compatible with existing cellular
networks.

2.2. Cooperative Local Recovery. There have been some works
on the cooperative local recovery, i.e., how to enable users
to share missing packets or act as relay nodes. Reference
[19] proposed a cooperative peer-to-peer recovery scheme
optimally scheduling the priority of packets. Reference [9]
recovered the video frames by constructing D2D assisted
multipath transmission. Reference [20] realized peer-to-peer
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repair by combining batch processing and network coding.
Reference [21] deployed D2D communication inside the mul-
ticast group, and users who successfully decoded the message
retransmit it to those in need. Reference [13] stimulated
users’ cooperation for video multicast by utilizing two types
of social ties, social reciprocity and social trust. The above
video distribution schemes often treat all the missing packets
equally; hence they cannot give a good video quality for
SVC streaming multicast. Different from them, we coordinate
users’ cooperation based on the unique hierarchical encoding
structure of SVC.

3. System Model

3.1 Preliminaries. To facilitate our exposition, it is necessary
to first introduce the scalable video encoding structure and
live video playback mechanism.

The core idea of SVC is to divide the video streaming
into multiple layers according to different requirements. As
illustrated in Figure 1, there are one base layer and multiple
enhancement layers, each of which is transmitted separately.
Devices can reconstruct the basic quality video image as long
as it receives the base layer, but the video reconstructed from
the base layer is of poor quality. The enhancement layers
contain details of the video streaming, which means users
can get a better video quality by receiving more enhancement
layers within the range of the total video bit rate. In addition,
an enhancement layer can be decoded after the correct
decoding of the base layer and lower enhancement layers,
while the base layer can be decoded separately.

In general, SVC streaming is composed of Group-of-
Picture (GoP) sequences, and a GoP consists of a base layer
and one or more enhancement layers with RLC encoding. We
denote these layers by & = {1,2,---,L}, each encoded layer
1 € Zis processed into P' packets, and P' is also the decoding
threshold for layer I. The condition for successfully receiving
the layer [ can be expressed as

R>P, le2 0]

1

However, receiving the full information of the layer I does
not mean that layer [ can be reconstructed; the condition for
successfully decoding the layer [ is given by

R>P, W<llez vl e, )

where Rﬁl denotes the packets which user 7 received for layer
I

Equation (2) means that, to restore video quality to layer
I, not only should the received packets of layer  be more than
its threshold, but also the lower layers are decoded correctly.

The live video playback mechanism is illustrated in
Figure 2. Unlike data transmissions such as browsing a Web
page or downloading a file, live video multicast is a delay
sensitive application with real-time requirements. Generally,
the smooth video playback is tolerable with a maximum delay
according to Persistence of Vision. That is, each GoP has
a fixed transmission deadline. Once a packet in the GoP
misses this deadline, it will be dropped. For SVC streaming,
packets on each layer are transmitted independently. Users
reconstruct each video layer with the received packets and
the layer which does not receive enough packets before the
deadline cannot be reconstructed.

3.2. System Model and Workflow. From the previous dis-
cussion, we can see that affected by hierarchical encoding
structure of SVC and live video delay constraint, users may
not be able to reconstruct a certain layer due to their failure to
receive the lower layer correctly. Referring to SVC streaming,
once a user receives enough packets for the corresponding
layer, it can be reconstructed, regardless of whether the
packets are coming from the base station or other users. Due
to the diversity of multicast channels, when some users lose
a certain layer, other users may receive the layer successfully.
First, we propose to enable users to form “cooperative groups”
taking into account social attributes, preference similarity,
and geographical location, according to the strategy proposed
in Section 4. Then, we develop collaboration among users via
D2D communication inside each group and missing packets
are shared among users under the base station’s scheduling to
rebuild lost layers.

As shown in Figure 3, one base station and N users are
in a cell, and partial users are divided into different multicast
groups receiving different videos via the cellular downlink,
called multicast users. Others who have no intention of
participating in multicast are referred to as ordinary users.
Since the ordinary user is not covered by our discussion, we
may assume that the N users are all multicast users. And all
users are equipped with both D2D and cellular interfaces,
so that they can receive packets by D2D communication if
necessary.

The workflow of our proposed intragroup recovery is
shown in Figure 4; we divide one GoP delivery process
into two parts: multicast round and cooperation round. At
the beginning of one GoP transmission, each user receives
packets from the base station during multicast phase. In
process of following cooperation round, users would report
to the base station which layers are missing. The D2D link
will be established by the unified scheduling of the base
station to realize the complementation of the data received
among users. If the time slots allocated to cooperation
round are sufficient, we can encapsulate the above reporting,
scheduling, and sharing processes into a subround, allowing
users to switch multiple times to obtain their missing layers.
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4. Cooperative Group Formulation and
Optimal Links Scheduling

There are two technical challenges for our proposed scheme:
(1) how to effectively screen users into multicast group to
stimulate cooperation and (2) how to schedule D2D links to
maximize the overall reconstructed SVC layers. Now we will
look at these two subproblems.

4.1. Cooperative Multicast Group Formation. Now we for-
mulate the cooperative multicast group formation for SVC
streaming recovery as a coalitional game.

4.1.1. Utility Function. When a user is ready to invite another
user to join the multicast group, what are the main consider-
ations?

First, consistency of user preferences within group is
a prerequisite for multicast group formation, in order to
improve the efficiency of spectrum resources in cellular
system. We use collaborative filtering method to obtain the
similarity of users’ interest. Assume that the number of
multicast video types available is X,K(i) = {ai,a;, e ,an}
denoting user 7’s interest set, obtained from historical data
analysis, where a; is a binary variable, which is equal to 1 if
user i is interested in video type x; otherwise a’. = 0. The
interest similarity between users i and j can be obtained by
the Jaccard coeflicient [22], expressed by

S(i,j) = |K () nK (j)]

S KGOUKQG)
where 0 < S(i, j) < 1, the larger the value is, the more likely
the users are to choose the same video content.

3)
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Since social attributes represent long-term contact
between users, links maintained with them tend to be stable
[23]. With the help of social-related parameters to filter
users, we can maximize the use of temporary links to achieve
QoE promotion. We use Q(i, j) to denote the social affinity
of users i and j, which can be obtained by analyzing their
interactions with social software. Note that 0 < Q(, j) < 1,
the larger the value, the closer the relationship between users.
Besides, since the next collaboration will take place with D2D
communication, users have to consider location information
when inviting other members, lest they become isolated
nodes. We characterize this property in terms of the ratio
of distance between users to diameter of the cell, expressed
by G(i, j) = d, ;/D, where D denotes the diameter and d; ;
denotes the distance between usersi and j, 0 < G(j, j) < 1.

After the above discussion, we can see that there are three
main factors that affect the preference of user invitation, and
their relationship to utility functions can be expressed as

ou

oS

ou

0Q

ou

oG

And we will use the method of microeconomics to design
utility function to quantify this preference. In microeco-
nomics, utility is the quantitative expression of preference,
and utility is divided into ordinal utility and cardinality utility
[24]. Cardinal utility is measured by absolute value, while
ordinal utility is concerned with the relative relationship of
utility. Here, the users are concerned only with the relative
relationship of the utility brought about by inviting different
users; hence we use ordinal utility to quantify preferences.
Because there is no alternative or complementary relation-
ship between interest similarity, social attributes, and geo-

graphical location, we use Cobb-Douglas preference model
to design our utility function, expressed as

i & i RY:i
vy - 000

where «, 3, and y are the corresponding coefficients to adjust
the priorities and all positive. Note that the value of ordinal

(4)

<0

)

>

utility itself has no physical meaning; we just use it to quantify
preference; the forms of utility function are not unique.
Besides, without considering the preference similarity, the
proposed scheme can also be used for users in the same
MBMS service area [25].

4.1.2. Coalitional Game Formulation. Then, we cast the
multicast group formation as a coalitional game Q
{N, O, W, (>;);en} as follows:

(i) The set of players N is the set of multicast users.

(ii) The set of cooperation strategies is @p = {(f))ien :
f; € N',Vi € N}, which denotes the set of current
investible users for all users.

(iii) The characteristic function is W(A) = {(f;);en € Py :
(fdiea = (Djea and fi. = k,k € N\ A} for each
multicast group A € N. There are only two cases for
the players, and the condition (f;);cp = (/) jea denotes
that user i chooses to invite user j to join a multicast
group A (a coalition). The condition f; = k,k € N\ A
represents that user k out of the coalition A is not in
any group.

(iv) The preference order (>;);cy is defined as (fi)ren>;
(fOken if and only if UG, f;) > UG, f/). In detail,
user i prefers the group formation strategy ( fi)ren to
(f)ken if and only if user i invites assigned user f;
in strategy (fi)ien to have more utility than inviting
assigned user f; in strategy (f,)ien according to
above-mentioned utility function.

Definition 1. The core is the set of (f;");en € W(N) for which
a coalition A does not exist and (f;);ey € W(A) such that
(fien>i(f Dien-

That is, no set of participants will actively take a joint
action that is better for all of them to deviate from current
coalition, which is in the same spirit as Nash equilibrium
in a noncooperative game. By obtaining a core solution of
the coalition game, the formation of multicast groups is
completed.

4.1.3. Coalitional Game Core Solution. Now, we study the
existence of the core solution.

Definition 2. A game U = {Z,®,, W, (>;);cz} is a subgame
of the game Q ifand only if Z < N and Z #+ 0.



Definition 3. A nonempty subset A € Z is a top coali-
tion for a subgame U = {Z,®,, W,(>;);cz} if and only
if, for strategy set (f),. € W(A) and any strategy
(U,),en € W(C)eez» we have U(z, f)) = Ulz,u,) for all
zelZ.

In fact, a subgame is a subset of the players of the original
game. Note that the strategy set to build a top coalition is the
core of the subgame made up of members in the top coalition,
since the group is collectively best for all its members.

Definition 4. The game Q = {N, Dy, W, (>;);cn} owns only
one core solution if and only if all its subgames have a top
coalition and any player in any subgame cannot belong to
more than one top coalition.

That is, the top coalitions set up by adopting the core
strategy are the multicast groups we need.

Definition 5. For a coalitional subgame U = {Z,,,W,
(>;);ez}> we define a user sequence (1,,- - - , 1) as a multicast
friend cycle if and only if U(z,, z., ;) = U(z., z;) Vz; € Z for
allz=1,---,C-1and U(zs, z;) 2 U(ze, 2) Vzi € Z.

Lemma 6. For any subgame O = {Z, D;, W, (>;);cz}, we can
obtain at least one multicast friends cycle. Any multicast friend
cycle is a top coalition of corresponding subgame O.

Proof. At the initial stage of any subgame, we randomly
choose user z; from the players subset @, then we can find
the second user z, who can maximize user z,’s utility. Repeat
the steps above and we can find a multicast friend cycle.
Using proofs by contradiction, if such cycle does not exist, the
above-mentioned user sequence will extend infinitely. Since
any two users are different and the total number of users in
the cell is limited, this assumption is clearly not true. And
according to Definition 5, each user takes the decisions that
are best for themselves; no participant can take a joint action
that is better for all of them to deviate from current coalition.
Any multicast friend cycle generated through the above steps
is a top coalition. O

Theorem 7. For game QO = {N, Dy, W, (>;);en}> the strategy
set for generating multicast friend groups is a core solution, and
the set of coalitions resulting from a decision initiated by any
one of the multicast users is unique if no strategies for one player
can bring about the same utility.

Proof. According to Lemma 6, at the beginning of game Q,
we randomly choose a user to invite other users and obtain a
top coalition C,. By Definition 3, players in this top coalition
have achieved the maximum utility currently available; these
players will not continue to participate in current game. After
removing the players mentioned above, the original game
becomes its corresponding subgame U = {Z, ®,, W, (>));c7}>
where Z = N\C,. With the generation of one multicast friend
cycle after another using Lemma 6, we have Z = N \ C,
for corresponding subgame to each iteration t = 1,- T
According to Definition 4, this completes the proof. For the
second part of the theorem, using proofs by contradiction,
if one player can join two different top coalitions, it must
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have more than one optimal strategy, which contradicts
Definition 5.

Based on Lemma 6 and Theorem 7, we can find the core
solution for cooperative group formation. O

4.2. User Cooperation Scheduling. As we mentioned earlier,
with a view to the hierarchical encoding structure of SVC
streaming, the same layer of a GoP has different values
according to the actual reception. For example, layer 4 enables
better video quality for user who owns layers {1, 2,3}, but
it does not work for user who only has layers {1,2}. The
proposed scheme targets to improve video quality of the
multicast group as much as possible in a subphase, which is
directly related to layers that can be reconstructed. Consid-
ering the upper limit to the perceived video quality of users
and marginal utility on the improvement of QoE [26, 27], the
optimization problem can be formulated as

maz

where w is the marginal utility coefficient and J; is the number
of layers that user i has successfully reconstructed from this
collaboration. Now we analyze this problem with an exact
potential game.

1+ exp (—wl,) (©)

Definition 8. A game I' = {C,(Y");cc, (U));cc} is an exact
potential game, if there exists a function H : Y — R, such
that, Vi € C,Vy"i € Yi,Vx,z € Yi, we have Ui(x,y_i) -
Uiz, y™) = H(x,y™") = H(z, y™). C,H,Y',U;, are, respec-
tively, player set, potential function, player 7’s strategy set, and
utility function.

A potential game must have equilibrium with pure
strategy and a discrete potential game has finite improvement
properties [28]. If the objective function is a potential
function of a game with discrete strategy space, it must have
an optimal solution and can be solved by local search. Now
we formulate a potential game I as follows: the set of players
C is the set of users in a multicast group, player i’s available
strategy Y* is to choose which player in the group to request
video layer, utility function is F; = 1/(1 + exp(-wl;)), and
potential function is H = Zf\:]l 1/(1 + exp(-wl;)) = Zf\:]l F,.

According to [28], we can prove the proposed objective
function is a potential function of game I'. Since the number
of members in multicast group is finite, game Is strategy
space is discrete. The problem (6) can be solved by local
search algorithm such as Tabu Search and Simulated Anneal-
ing.

5. Performance Analysis

In this section, we evaluate the performance of the proposed
cooperative SVC streaming multicast scheme through simu-
lations by using MATLAB.

Without loss of generality, we suppose that the wireless
multicast channel conditions are random but quasi-static and
remain unchanged from one GoP that is sent out until the
deadline to be dropped. Since channel capacity described by
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the Shannon equation does not reflect the wireless channel
conditions preciously, where the wireless channels are burst-
loss prone at upper layer, we use the Gilbert-Elliot channel
model to capture burst-loss features in the proposed system
without handling the details of the datalink layer and physical
layer. Gilbert-Elliot model can be denoted by a two-state
stationary continuous time Markov chain; there are only two
cases per link: Good or Bad. If the state is Bad, one frame will
be lost; otherwise, it can be successfully decoded.

For video streaming, we consider H.264/SVC video codec
with YUV420; i.e., there are 8 layers per GoP and each
layer consists of 16 encoded video frames. We implement the
experiments with the real video traces Foreman, where the
average PSNR (Peak Signal-to-Noise) of the Foreman is 43.32
dB, the resolution of the Foreman is 352x288, and default
video encoding bitrate is 450Kbps.

Besides, in order to measure the performance of the pro-
posed scheme, we consider the following three measurement
metrics:

Peak Signal-to-Noise: PSNR (Peak Signal-to-Noise) is an
objective evaluation of video quality and is a function of the
mean square between the original and the received video
sequences, which can be formulated as

7)

PSNR =20 -log,, < MAX, )

MSE

where MAX | is the maximum value of frame pixel and MSE
is the mean square error between the original and the received
video sequences.

Valuable Video Frame Ratio: the valuable video frame
ratio is defined as the ratio between the number of valuable
video frames received by a user and the number of all
transmitted frames before playback.

Mean Opinion Score: MOS (Mean Opinion Score) is a
subjective measurement of user’s view on the video quality.
When the PSNR range is about >37, 31~37, 25~31, 20~25, <20,
user’s subjective experience quality is “Excellent’, “Good’,
“Fair”, “Poor”, and “Bad”, respectively [13].

The performance of the proposed scheme is compared
with direct multicast in our simulations. According to mul-
ticast channel conditions, users with direct SVC multicast
discard the enhancement layers that could not be decoded
due to burst-loss. N users are scattered into a round cell, and
the interest similarity and social affinity between each other
are also randomly obtained, and coefficients «, f, y, w are
equal to 1. The base station determines the average bit rate
that can transmit all layers of one GoP in multicast round, and
D2D cooperation round is set to transmit an enhancement
layer.

First, we evaluate the performance of our proposed
cooperative group formation scheme; the experiences are
implemented with different number of multicast users in the
cell, N =100, 200, 300, 400, 500, 600, 700, 800. To ensure the
generality of the result, for each given N, we average over 1000
runs. Figure 5 shows the average size of cooperative multicast
groups. We can see the size of groups has not skyrocketed
with the number of users but slows down the growth rate
gradually. This is because users select clusters based on the

Average Size of Multicast Groups

5 1 1 1 1 1 1
100 200 300 400 500 600 700 800
Number of Users

FIGURE 5: Average size of cooperative groups under various number
of users.

coalitional game. A player can only select one player as the
optimal strategy, and each player can only be selected once,
thus limiting the size of cooperative groups.

Next, we employ the above evaluation metrics to compare
the received video quality of the proposed scheme and
traditional direct multicast. The default multicast group size
is set to 10. Figure 6 shows the relationship between the
received video quality in terms of PSNR and the probability
of burst-loss during one GoP transmission. Obviously, the
growing probability of burst-loss signifies worse channel
qualities. With the deterioration of channel quality, the
gain of the proposed scheme over direct multicast shows a
gradual increase and then remains stable. This is because the
restoration of video quality in the proposed scheme is based
on the complementarity among users. With the degradation
of channel conditions, the probability of complementarity
between users increases gradually. But when the channel
quality deteriorates to a certain extent, most users have only
few of enhancement layers, and the possibility of cooperation
is reduced.

In Figure 7, curves of valuable video frame ratios with
the probability of burst-loss during one GoP transmission
are depicted. We can observe that the proposed scheme far
outperforms direct multicast, especially when the channel
quality is quite poor. The valuable video frame ratio of the
proposed scheme is 65.9% higher than direct multicast. This
is because users in the direct SVC streaming multicast system
have to discard the corresponding enhancement layers, and
the system resources are severely wasted.

To better understand the performance of the proposed
scheme, Figure 8 shows the experience qualities in terms
of MOS under various burst-loss probability and the SVC
streaming recovery with the real video traces Foreman is
shown in Figure 9. As we can see, the distortion of the video
sequences with the proposed scheme is slight. According to
Figures 6 and 9, the average PSNR of the proposed scheme
is higher than 35dB and users’ MOS is “Excellent” or “Good”
But the PSNR of direct multicast is between 24dB and 34dB,
which signifies the MOS is “Fair”. So the scheme proposed in
this paper greatly improves the user’s experience.



40

PSNR(dB)
S

25

20 A
0.1 015 02 025 03 035 04 045 05

Burst-loss probability during a GoP transmission

—a— Direct Multicast
—o— The Proposed Scheme

FIGURE 6: Relationship between the video quality and burst-loss
probability.

100

\o
(=}
T

80

70

60

50

40

Valuable Video Frame Ratio(%)

30

20 e
0.1 015 02 025 03 035 04 045 05

Burst-loss probability during a GoP transmission

—a— Direct Multicast
—o— 'The Proposed Scheme

FIGURE 7: Valuable video frame ratio under various burst-loss
probability.

6. Conclusions

This paper studied a cooperative SVC streaming multi-
cast scheme based on D2D communication to improve
the received video quality over burst-loss prone channels.
The proposed scheme motivates multicast users to form
cooperative groups based on coalitional game theory to
share enhancement layers. The proposed optimal D2D links
scheduling based on potential game helps to improve the
received video quality of multicast users, while taking into
account the hierarchical encoding structure of SVC. More-
over, the proposed scheme can make up the burst-loss
without introducing heavy redundancy to video codec or add
new network interface. Extensive numerical analysis studies
with real video traces have corroborated the significant gain
using the proposed scheme.
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FIGURE 8: Mean opinion score under various burst-loss probability.

\\!
%
\\
7
\\

&
.

Burst-Loss PR =0.15

¢

\
7
W
Z
\§

%

Burst-Loss PR = 0.3

el
¢
¢

\{
P
\\
72
\\
Y

Burst-Loss PR = 0.45

¢

v
 d

(@ (b) ()

FIGURE 9: Video recovery performance under various burst-loss
probability: (a) Foreman frame, (b) direct multicast, and (c) the
proposed scheme.

In future, it is of great interest to design a distributed
optimal link scheduling algorithm to reduce the burden of
centralized scheduling on the BS.
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With the wide application of Internet of Things (IoT), a huge number of data are collected from IoT networks and are required
to be processed, such as data mining. Although it is popular to outsource storage and computation to cloud, it may invade
privacy of participants’ information. Cryptography-based privacy-preserving data mining has been proposed to protect the privacy
of participating parties’ data for this process. However, it is still an open problem to handle with multiparticipant’s ciphertext
computation and analysis. And these algorithms rely on the semihonest security model which requires all parties to follow
the protocol rules. In this paper, we address the challenge of outsourcing ID3 decision tree algorithm in the malicious model.
Particularly, to securely store and compute private data, the two-participant symmetric homomorphic encryption supporting
addition and multiplication is proposed. To keep from malicious behaviors of cloud computing server, the secure garbled circuits

are adopted to propose the privacy-preserving weight average protocol. Security and performance are analyzed.

1. Introduction

In the modern Internet of Things (IoT), huge data are
collected from sensor-networks and need to be provided for
analysis by high-effective techniques, such as data mining.
This process requires enormous computation and storage
to support; cloud computing technology can provide the
corresponding support. However, this process may leak the
privacy of participants’ information. The privacy-preserving
data mining (PPDM) based on encryption method has
emerged as a solution to this problem.

Privacy-Preserving Data Mining Framework. Considering
different frameworks and theories, PPDM was originated by
Lindell et al. [1] and Agrawal et al. [2] in 2002, respectively.
Lindell’s framework is essentially a secure cryptography-
based two-participant computation protocol without out-
sourcing. In other words, two parties can interactively com-
pute (x; + x,)In(x; + x,) on their private input x; and
x,. Agrawal’s framework is essentially a single-participant
disturbance-based data storage and computation outsourcing
algorithm. In particular, one party can upload disturbed data

to server for private computation. With the development
of cloud computation and IoT, a multiparty storage and
computation outsourcing framework is preferred.
Cryptography-based privacy-preserving data mining
supporting one-party outsourcing has been studied [3, 4],
with homomorphic encryption. However, multiple-key
homomorphic encryption is an open problem when multiple
parties are involved in the outsourcing framework. For
example, how to execute ciphertext addition and multipli-
cation on ciphertexts encrypted by different public keys?

Security Models. We usually consider two different security
models, including the semihonest and malicious security
model. The definition in the semihonest model requires
that all the users need to follow the rules of protocol.
But we allow the dishonest users to obtain internal states
of the other users. In the malicious model, different from
the first security model, the corrupted users are allowed
to deviate from the specified protocol. The success of the
adversary means that the adversary can get the results of these
protocols.
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Data Distribution. Three types of distributed datasets are
defined in related works, including the horizontally dis-
tributed datasets, vertically distributed datasets, and arbi-
trarily distributed datasets. The users in the horizontally
distributed dataset can keep divided parts for the same
attributes. However, in the vertical datasets, users are allowed
to keep different attributes. In the last one, the datasets can be
arbitrarily divided and stored by the users.

Due to the existence of malicious participants in the
real environment, malicious participants may not follow the
protocol. For example, they can intentionally tamper with the
data, suspend the protocol anytime during the execution of
the protocol, and so on. To solve this problem, this paper
combines the noncontact commitment and confusion circuit
mechanism, studies the average computing protocol based
on confusion circuit, and then proposes the framework of
a secure cryptography-based two-participant protocol with
data storage and computation outsourcing. The framework
consists of two data owners and two cloud servers (cloud stor-
age server (CSS) and cloud computing server (CCS)). Each
data owner has a horizontally distributed private database
that is encrypted before being outsourced to the cloud for
storage and computation.

L1 Our Contribution. We decompose the key function of
distributed ID3 decision tree, Gain(S, A;), into counting,
(x1 + x,)/(a; + a,), sum, multiplication, and comparison.

In counting, we propose the Secure Equivalent Testing
(SET) protocol to calculate the number of items for each
attribute value based on the encrypted data.

To calculate the value of (x; + x,)/(a;, + a,) in malicious
model, we implement the Outsourcing Secure Circuit (OSC)
protocol.

To perform the sum and multiplication operations over
ciphertext, we adopt the Paillier encryption system and
implement the Secure Multiplication (SM) protocol.

To execute comparison over ciphertext, we adopt the
Secure Minimum out of 2 Numbers (SMIN2) protocol.

1.2. Related Work

Distributed PPDM without Outsourcing. Distributed PPDM
without outsourcing is mainly for data stored and calculated
locally by the participant, based on distributed data based on
various data mining methods, which can be decomposed to
different operations, such as average calculation, calculation,
and calculation of logarithmic vector inner product. Then
the cryptography-based technology is used to design various
privacy-preserving computing protocols. In 2002, Lindell and
Pinkas [1] proposed a secure ID3 decision tree algorithm
over horizontally partitioned data. They decompose the
distributed ID3 algorithm to multilogarithmic calculation,
polynomial evaluation calculation, and data comparison,
and then designed the security log protocol, polynomial
evaluation protocol, and secure comparison protocol, so as
to achieve privacy-preserving in distributed ID3 algorithm.
In 2007, Emekci et al. [5] implemented a secure addition com-
putational protocol based on the secret sharing algorithm and
extended the secure logarithmic computing protocol from
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two parties to multiple parties; thus realizing the multiparty
participation of the privacy protection ID3 method. However,
the complexity of the algorithm increases exponentially when
the participant data are more numerous. In 2012, Lory et al.
[6] used Chebyshev polynomial expansion to replace Taylor
expansion in [1], thus further improving the computational
efficiency of secure logarithmic computing protocols. How-
ever, their agreements still have limited efficiency in the
implementation of privacy protection protocols.

Different from above, in 2003, Vaidya et al. [7, 8] designed
a multiparty privacy-preserving ID3 algorithm of vertically
distributed data sets. They vectorized all attribute value infor-
mation by constructing constraint sets and then computed
it by using the method of secure intersection protocol, thus
designing privacy-preserving ID3 for vertically distributed
data sets.

In 2007, Han and Ng [9] proposed a multiparty dis-
tributed privacy-preserving ID3 method based on arbitrary
distributed data sets. Firstly, each participant’s data set is
vectorized, and then the attribute value information is com-
puted by using security intersection protocol and so on.
Then, the entropy value of each attribute is computed by
using security logarithm computation protocol and so on.
Thus, the ID3 decision tree classification method of privacy
protection based on arbitrary distributed data set is obtained.
However, with the increase of the number of participants, the
computing volume of the client increases exponentially.

Liet al. [10] and Gao et al. [11] addressed the Naive Bayes
Learning for aggregated arbitrary distributed databases.

PPDM with Computation Outsourcing. Cryptography-based
privacy-preserving data mining has a lot of encryption and
decryption operations in the computation process. Therefore,
it is difficult for large-scale data processing. As a measure
for solving resource-restricted problems, the outsourcing
technique has been widely used in cloud computing appli-
cations, such as data sharing [12, 13], data storing [14, 15],
data updating [16, 17], and social network analysis [18, 19].
In this context, we need to rely on security outsourcing
technology to outsource computing or storage tasks of all
participants to the cloud to process, thus greatly reducing
the computing/storage load of each participant. In 2014, Liu
et al. [3] adopted a new encryption scheme that supports
both addition and multiplication over cipher texts. In this
scheme, most of the computations are performed on the
cloud, which reduces the computation workload of the data
owner. However, the scheme is limited to a single party’s data
mining operation. Chen et al. [20] designed new algorithms
for secure outsourcing of modular exponentiations. In 2015,
Bost et al. [21] proposed the privacy-preserving hyperplane
decision, Naive Bayesian, and decision tree classification
algorithms, and through the semihonest model, secure two-
party computation model to prove that the above scheme
can satisfy the semantic security (Semantic Security); and
the related protocol makes it possible to design an adaptive
enhancement algorithm (Adaptive Boosting) combine to
further enhance the accuracy of the algorithm; building a
classifier can be used to construct the privacy protection
of the library, the further development of the classification
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algorithms for privacy-preserving technology in the future
lays a solid foundation.

PPDM with Multiparticipant Data Storage and Computation
Outsourcing. In 2013, Peter et al. [22] proposed a new
solution for the outsourcing of multiparty computation.
Such a technique can be used in our setting. But as the
security analysis in the previous works, they can only achieve
security in the semihonest model. In [23], a new protocol
was proposed to achieve data mining for two parties. In
[24], association rule mining was addressed in the malicious
model. In [25], the privacy-preserving KNN classification was
addressed. In [26], the deep learning task was addressed.
Besides the above related work, several fundamental secure
algorithms, such as dynamic homomorphic encryption [27,
28], authentication [29, 30], and light-weight multiparty
computation [31], which have also been considered in the
malicious model, have been proposed. However, to the
best of our knowledge, no existing study has considered
a method for outsourcing computation in the malicious
model.

In this study, the secure outsourcing of ID3 data min-
ing is considered in the malicious model for the cloud
environment. We show how to solve the outsourcing
problem for ID3 protocol over horizontally partitioned
data.

2. Preliminaries

In this section, we present a brief overview of the prelim-
inaries used in this paper, including the ID3 decision tree
algorithm, Paillier’s homomorphic encryption scheme, and
the other related protocols.

2.1. Distribute ID3 Decision Tree Algorithm. The ID3 algo-
rithm description is given as follows. It builds a decision
tree in a top-down manner with the information of samples.
Starting at the root, the best object classification will be
obtained. The best prediction is computed with the informa-
tion gain. The information gain of an attribute A, is defined
as

Gain (S, A,) = Entropy (S)

Assume that there are 2 parties, # = {P, | i = 1,2},
with 2 databases, & = {S; | i = 1,2}. Each party P, has
one database S;. All databases share the same general attribute
(column) set o/ = {A, | t = 1,2, ., p} and each attribute A,
has several general discrete attribute values, denoted by A, =
{atj | j =1,2,...,m,}, and one class attribute C = {cj | j =
1,2,..,m}.

Without considering privacy, each party P; shares his own
|Sa,jcj|i’ |Saﬁ|,~ and |Scj|,~ to all other parties. As a result, any
party can calculate Entropy(S) and Entropy(Sut]_).

3
mo s s,
Entropy (S) = Z - |T]| g2|TJ|
~ @)
B m Z?:l Scj i Z?:l Sc]-l.
=2 e

1

.
I

where S, is the subset of S with tuples that have value ¢ for
class attribute C. |SCJ_ |; equals the set of transactions with class

attribute C set to ¢; in database S;.
Then the value of Entropy(Saj) can be calculated as

Z?:l lsarjfj Z?:l lsarjfj
Sr S, Sr S,

is the subset of S with tuples that have values a;

i

) i 3)

Entropy (Satj) = 2 -

i i

where SaﬁCj
for attribute A, and c; for class attribute C.

Therefore, (3) can be easily computed by party P, and
parties P; (j # i) all of the values |Satj|i and |Sutjcj|i from its
database. Each party P; then sums these together with the
values ISath j and |Sa,jcj| j from its database and completes the
computation.

Then each party can calculate Gain(S, A,) value at its own
side.

2.2. Paillier’s Homomorphic Encryption Scheme. Homomor-
phic encryption is a special type of encryption in which
the result of applying a special algebraic operation to plain
texts can be obtained by applying another algebraic operation
(which may be different or the same) to the corresponding
ciphertexts. Thus, even when the user does not know the
plain texts, he/she can still obtain the results of applying that
algebraic operation to the plain texts.

Let m, and m, be two plain texts with encryptions E(m,)
and E(m,), respectively.

The Paillier encryption scheme [32] is described as
follows:

E(m,)® E (m,) = E (m, +my,) (4)

2.3. Lis Symmetric Homomorphic Encryption Scheme. The
description of symmetric homomorphic encryption scheme
proposed by Li et al. [33] is as follows.

(i) KeyGen():
(5,9, p) < KeyGen (A) (5)
KeyGen() is used to generate key for users as SK =

(s,q). p and q are primes with the condition that p >
q. s is chosen from Zy;.

(ii) Encg():
Ency (m,d) = s* (rq+m) mod p. (6)

d is a small positive integer, which is denoted as
ciphertext degree in this paper.
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1. The computation at Data owner:
Compute T = Enc (1) for the cloud.
2. The computation at cloud:
u, v are chosen such that
u>v
v > max(a, )

(g-1)

—axXu+v>-—-

3. The cloud compute the following value for the data owner:

® = cu + v mod p, and sends O.

4. Data Owner computes the following values:
¢ = Dec, (SK, ®,d) = (m x u +v) modg,
and compares ¢ with (g —1)/2.

If ¢ < (g —1)/2,m > 0. Otherwise, m < 0.

ALGORITHM I: Secure outsourcing comparison (OSCP).

(iii) Decg():

Decy (c,d) = (c x s mod p) modg. (7)

2.3.1. Properties of the Proposed Homomorphic Encryption

Homomorphic Multiplication. Let ¢, ¢, be the ciphertexts of
two plaintexts m;, m,. Then we have ¢, = sh (ryg+m;) mod p

and ¢, = s*(r,q + m,) mod p for some random ingredients
ry and r,. And we can obtain that

(6 x¢) modp

=sh (r,q +m;) mod p x sh (r,qg + m,) mod p

= s ((rir2g + rymy + rymy) g + my x m,) mod p )
= Ency (m; x my,d, +d,).
Homomorphic Addition
(¢, +¢,) modp =% (r,q+m,) modp
+ 5% (r,q +m,) mod p o)

= ((ry +12)q+m; + m,) mod p
= Ency (m; + my, d)

Readers may refer to [18] for details on the scheme.

2.4. Garbling Scheme. A garbling scheme [34] consists of four
algorithms, which is denoted by G = (Gb, En, De, Ev). f can
be transformed by Gb into (F, e, d). Note that F is the garbled
circuit. The encoding and decoding information algorithms
are denoted by e, d. The output of garbled Y can be encrypted
and get the result y = De(d, Y).

2.5. Noninteractive Commitment. A noninteractive commit-
ment scheme [35] is also required in our paper, denoted by

(Com,,,, Chk,,,). The distribution of Com

mined by the value of r as Com,,,(x).

ors(X57) is deter-

2.6. Basic Cryptographic Subprotocols. In this section, we
present a set of cryptographic subprotocols that will be used
as subroutines when constructing the proposed protocol.

2.6.1. Outsourcing Secure Comparison Protocol (OSCP). The
value of m is kept secure from the cloud and users. The value
of ¢ = E(mmod q) is computed. SK is kept by the data owner
(Algorithm 1).

2.6.2. Secure Equivalent Testing Protocol (SET). With two
ciphertexts ¢; = Encgy(m,) and ¢, = Encg(m,), SET is to
compute f and decide if the plaintexts are identical (m; = m,)
(Algorithm 2).

2.6.3. Secure Multiplication Protocol (SMP). The algorithm is
described as in Algorithm 3.

2.6.4. Secure Minimum out of 2 Numbers Protocol (SMIN2).
The algorithm is described as in Algorithm 4.

2.7.Secure Circuit Protocol (SCP). We denote the three parties
of the protocol by CSS,, CSS,, and CCS and their respective
inputs by x;, X,, or x;. Their goal is to securely compute the
functiony = f(x,X,,X3) = X; - X,/x5 [34] (Algorithm 5).
For simplicity, we assume that |x;| = [|y] = m. All
communication between parties is via private point-to-point
channels. Next, we assume that CSS, and CSS, can learn the
same output y, while CCS can get the garbled values for the
portion of the output wires corresponding to its own outputs
only. CCS cannot get the output y with these garbled values.
This protocol uses a garbling scheme, a four-tuple algorithm
80 = (Gb,En, De, Ev), as the underlying algorithm. Gb is a
randomized garbling algorithm that transforms a function of
a triple. En and De are encoding and decoding algorithms,
respectively. Ev is an algorithm that produces a garbled output
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Two ciphertext are computed by the cloud as ¢, = Ency(m,) and ¢, = Ency (m,).

1. The cloud computes ¢,, = Enc,(my,) = ¢, — ¢, and ¢;; = Ency(my,) = ¢, —

2. Check if m, > 0 or m,, > 0 and computes

ifmg, = 0Amy <0, fy=1, f; =0.elseif myy <OAmy >0, f, =0, f, =1.

3. The value of f is computed as follows:
f=reh

If f =0,setm, =m,.

ALGORITHM 2: Secure equivalent testing protocol (SET).

The values are computed E i (x) and E(y); P keeps (pk, sk).
L.C:
(a) Chooser,, 1, € Zy
(b) X' — E i (x)E (o), ¥ «— Ep(0Ey(r,)
(c) computes and sends x', y' to P
2. P computes:
(a) h, «— D (x"), h, «— Dsk(y'), h — hxhy mod N, H «— Epk(h)
(b) The value of ' is sent to C
3. C computes:
(a) s — h'EPk(x)N_ry, s e— sEpk(y)N_r’c
(b) E i (xy) «— s'E (r,r )N

ALGORITHM 3: SM(Epk(x),EPk(y)) — Epk(xy).

1.C:
(a) The function is chosen F
(b)
fori=1to A do
E () — SM(E (1), E (V).
if F:u > v then
W, — Epk(ui)Epk(uivi)Nil’
end
else
W, — Epk(Vi)Epk(”iVi)N_l
end
Gi — Epk(ui 5] Vi)’Hi — H;ilGi;rieR
Zy and Hy = E(0)
D, — Epk(—l)H-,

1
L — Wa:r € Zy
end
(c) Sends L to P
2. P:
(@) M; «<— D(L;),for1 <i< A
(b)
if 3j such that M; =1 then
o «— 1 (which means u > v)
end
else
o «— 0 (which means u < v)
end

ALGORITHM 4: Secure Minimum out of 2 Numbers Protocol (SMIN2).
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Input: CSS, has x,, CSS, has x,
Output: (x, + x,)/(a, + a,)
1. CCs:

selection of b, b, «— {0, 1"
(Cl;»(’u) «— Com,, (e[, b [j] @ 1]).
(C 2 ,j) «— Com,,(e[f, b,[jl @ 1]).

(c) CSS1 and CSS2 send the following information to CCS:
(b [2m +1---4m], F,{C} i)
b, [2m+1---4m],F,{C 2J}]t)

5. CSS, and CSS,:
(a) CSS, sends decommitment

o.ilj[j]@hl[ﬂ, 11£i]+ﬂjhl[2m+11 0.;1[] @b, [ f] and o 1[1!?112[27”*'] to CCS
(b) CSS, sends decommitment 072, l ];Bhl [m“ ! 0;\235!]:1;171 (3m+), 5

6. CCS: (a) For j € [4m], compute X[j] = as(CLj >0

7.CSS, and CSS,: Compute (x, + x,)/(a, + a,) =

(a) Randomly selects crs for commitment, and sends crs to CSS, and CSS,.

(b) Generates the random number A and share it secretlyas A = A, @ A,, sends lambda, to CSS,, and sends lambda, to CSS,.
2.CSS,: Select seed r «— 0, 1¥ for pseudo random function PRF and send r to CSS,.

3. CSS; and CSS,: (a) Generate corresponding circuit Gb(1%, f) —
and generate the following commitments for all j € [4m] and t € {0, 1}:

4. CCS: Abort if CSS, and CSS, report different values for these items.

grelileblmtjl oo g O./\z[J ebB3m+jl o CCs.

Chk,,.(CV, 6%, X'[j] =

Chk returns L, then abort. Similarly, CCS knows the values b, [2m + 1 -

1[1]®h1[ZM+1] C/\z[J ®b1[3m+11 CM[}'IGBbz[ZMHI

can not open the corresponding commitments of A, and A,: C} ;. Lamt Do

(b) Run Y «— Ev(F, X) and Y’ «— Ev(F, X'), then broadcasts Y and Y’ to CSS, and CSS,.
De(d,Y)/De(d,Y").

(F,e,d) based on function f = (x, + x,) * A. (b) Random

Chkm(C‘Z)[]’ i , 0‘2) ), for the appropriate o[ j]. If any call to
-4m] and b, [Zm + 1---4m], and aborts if CSS; or CSS,
nd C/\z[] eb2[3m+]

2,3m+j

ALGORITHM 5: Secure circuit protocol (SCP).

for a garbled input and garbled circuit. Further, Chk is an
algorithm that can verify commitments.

3. Outsourcing Privacy-Preserving ID3
Decision Tree Algorithm in Malicious Model

In this section, we present our secure outsourcing ID3
decision tree in cloud computing using the homomorphic
encryption scheme and subprotocols proposed in Section 2
as building blocks.

3.1. Main Concept. The aim is to privately compute ID3 over
encrypted databases, and the key is to find privately the
attribute A for which Gain is maximum. From the above
description, the key value which needs to be calculated with
other parties is Entropy(S, ).

Since all the data was encrypted and sent to the cloud, the
cloud server can count the number of |S(¢;)l;, [S;; using the
SET protocol described in Section 2. Now, (3) can be executed
as (x; +X,)/(a; +a,)log, (x, +x,)/(a; +a,), and the calculation
of the logarithmic operation can be performed in CSS. The
value to be calculated is the value of ¢; = (x; +X,)/(a; + a,),
which can be easily determined using our SCP protocol as
explained in Section 2. Then, all the parties can calculate the
value of Entropy(S) independently.

3.2. System Model. The system model is shown in Figure 1,
which includes two data owners and cloud servers (cloud
storage server {CSS,, CSS,}, and cloud computing server
CCS). Each data owner owns a private data set that is
encrypted and outsourced to cloud server storage. Data

owners can request cloud server to process ID3 data on
encrypted data. At the same time, CSS and CCS servers
participate in supporting the outsourcing privacy protec-
tion ID3 data mining algorithm steps; after the imple-
mentation of the algorithm, the final results are sent to
the data owner. Assuming that the data owner and the
CSS server are semihonest participants, CCS is a malicious
participant.

3.3. Details of the Proposed Algorithm. Our securely out-
sourcing ID3 decision tree (SOID3) algorithm is detailed as
follows:

(1) P, and P, run KeyGen(A) to generate the secret key
SK;,i = 1,2 and a public parameter p of Li’s homomorphic
encryption scheme. Further, each party shares p with the
other party and the cloud but shares SK; only with itself.

(2) Each party uses its key SK; to encrypt every attribute
value of its database, and then outsources the encrypted
database to the CSS (CSS, and CSS,).

(3) The CSS, and CSS, use the SET protocol to calculate
the value of |Saj|i and |Saj(ck)|i for each attribute with each
party P;.

(4) Each party generates its Paillier public and private keys
(pk;, sk;), i = 1,2, and sends the public keys to the CSS,; and
CSS,.

(5) CCS, CSS;, and CSS, jointly use the SCP protocol to
compute (X, +X,)/(a; +a,). Here, CSS, has (x;,a,), and CSS,
has (x,,a,).

(6) Each party decrypts the received information, cal-
culates it with the logarithmic operation of (x; + x,/a; +
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FIGURE 1: System model under consideration.

a,)log,(x; +X,/a; + a,), and then encrypts it with its public
key. Then, it sends it back to the cloud.

(7) After getting the result, CSS, and CSS, use the SMIN2
protocol to select the ciphertext data with the minimum value
and then further select the attribute label with the maximum
information gain and return it to each participant.

(8) The participants divide the data sets and build tree
nodes. Then, go to Step (3) until termination.

4. Security Analysis

In this section, we prove that the secure outsourcing ID3
decision tree (SOID3) algorithm can offer protection against
the malicious cloud server.

Theorem1. The SOID3 algorithm can achieve privacy for each
party and the semihonest cloud storage server.

Proof. We mainly consider the security model under the
noncollusive semihonest model and the semihonest cloud
server. Suppose there are two parties, P, and P,, and cloud
storage server CSS.

Let P = (P,,P,, CSS) be the participants of all protocols.
Consider three types of attackers ( Ap , Ap , and Acg) that
can invade Py, P,, and CSS. In the real model, P, and P, have
data sets D, and Dy, respectively, and CSS has encrypted data
sets Enc(D, ) and Enc(D ). Make H ¢ P a collection of honest
participants. For all P, eH outp indicates the output of P;. If
P, is invaded, out, represents all views of participant P; in
running protocol IL.

For each P* € P, the attacker A = (Ap,, Ap,, Acgss) view
in the runtime protocol IT can be defined as

REAL] , ;s (D, D,) = outy, : PeHUoutp.  (10)

In the ideal model, there exists an ideal model F for
function f, and all participants can interact with the model
F. That is, Challenger DP, and participant P; can send data x
andy to F. If D, or Dy is L, F returns L. Finally, F can return

f(D,, Dy) to challenger DP,. As mentioned earlier, H C P is
a collection of honest participants. For each participant P;eH
in the collection, return the out, as F output to P;. If P, is
intruded on by a semihonest attacker, outp, is still consistent
with the output of P; in previous realistic models.

For all P* € P, in the ideal model, in the presence of
independent simulators Sim = (Simp , Simp , Simgs), the p*
view is

IDEAL} g, (Dy Dy ) = outy : PeH Uouty.  (11)

Therefore, it is considered that the protocol IT is secure in
the presence of noncolluded semitruthful attackers.

Definition 2. Let f be a deterministic functionality among
parties in P. Let H < P be the subset of honest parties
in P. We say that IT securely realizes f if there exists a set
Sim = {Simp , Sim, , Simg} of PPT transformations (where
Simp_ = Simp (Ap ) and so on) such that for all semihonest
PPT adversaries A = {Ap , Ap , Ag}, for all inputs D,, D, and
auxiliary inputs z, and for all parties P € P the following
holds:

I

REAL?[,A,H,Z (/\’ X, Y)AGN

p*
IDEALE g 11, (A’ % Y) AeN

(12)

where = denotes computational indistinguishability. [

Theorem 2. The SOID3 algorithm is secure with the semi-
honest cloud storage server and the malicious cloud computing
server.

Proof. First consider the case where CSS; or CSS, is cor-
rupted. It is necessary to prove that, in the SCP protocol, the
ideal model and the realistic model are not distinguishable.
That is, in the following interactions, it is impossible to dis-
tinguish between the various types of interaction information
and outputs of the participants in the ideal model and the real
model.



(1) In the real model, assume that there is an emulator that
can simulate various behaviors of a semihonest participant
CSS; (or CSS,), and receive inputs (x;,3,) and (x,,a,) from
the execution environment of the protocol. At the same time,
the simulator can simulate the function F;, which sends all
inputs (x;,a;) and (x,,a,) to the simulated F;. Since the
simulator does not do anything computed by F;, there is no
difference between the real F; and the simulated F; from the
execution environment point of view.

(2) Because in Step 2, CSS, and CSS, uniformly select the
seed r of Pseudo-Random Function (PRF), the PRF security
shows that the real model in Step 2 is indistinguishable from
the ideal model.

(3) In Step 3, we modify the simulator, which knows in
advance what promises will be opened when the simulator
generates commitment C. First, the simulator selects the
random numbers 0, 0, that can be marked which promises
to be opened and calculates the values of b, = 0; ® x; || x,,
b, = 0, ®a; | a,. At this point, the simulator has obtained
the values of x;, x,, and a;, a,. Then, the simulator can submit
the markings that promise not to be opened. In this process,
due to the concealment of commitment, the realistic model
and the ideal model are equally indistinguishable.

(4) In Step 6a, the simulated CSS; and CSS, stop exe-
cuting when De(D,Y) = L. Change the emulator to make
Y # Ev(F, X). By obfuscating the authenticity of the circuit,
CCS has only negligible probability to obtain Y # Ev(F, X) in
De(d,Y) = L. Therefore, in this step, the realistic model and
the ideal model are equally indistinguishable.

(5) In Step 6b, the correctness of the obfuscation circuit
guarantees that both CSS; and CSS, of the analog can be
output. Therefore, if there is no pause in 6a, we can modify
the simulator to an analog obfuscation circuit that generates
(F,X,d). We can simulate the output of CSS, and CSS, by
simulating the instructions of F;. According to the security of
the confusing circuit, the real model is also indistinguishable
from the ideal model in this step.

Therefore, in this protocol, the execution environment
can not distinguish between the realistic model and the ideal
model. And the protocol is secure when CCS is a malicious
participant. O

5. Performance Analysis

In this paper, we consider that CSS has a strong calculation
ability and we ignore its computation time. Each data owner
does not need to store the ciphertext but can just use the
public key to encrypt the message and the private key to
decrypt the ciphertext.

In each iteration, first, each data owner will execute the
SBD protocol and SMIN2 protocol with the cloud. There are
two interactions in the SBD protocol and 2k interactions in
the SMIN2 protocol. Then, CSS;, CSS,, and CCS will execute
6 interactions in the SCP protocol. Finally, each data owner
will execute 1 interaction when it goes to the new iteration.
We assume that t is the iteration time, so the communication
traffic is at most O(k * t).

In this paper, a secure average computing protocol
based on SCP is implemented. The server selected in the
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FIGURE 2: Performance measurements for our SOID3 with 2 partic-
ipants.

experimental environment is CPU: Intel (R) Xeon (R) CPU
E5-2620 v3@2.40GHz+2, memory: 32G, operating system
Ubuntu 16.04.4 LTS version. In the experiment, AES-128
is chosen as the basic encryption method of the confusion
circuit, and the open source code of JustGarble is changed,
and the commitment protocol is implemented based on SHA-
256. Finally, the average values obtained from experiments
are as follows.

In our secure outsourcing ID3 decision tree (SOID3)
algorithm experiment, two participants were tested with
different numbers of records. The experimental results are
shown in Figure 2.

From Figure 2, since the client is only responsible for
encrypting uploaded data, the time consumption is very low.
In the cloud, CCS and CSS servers need to run SCP protocol,
resulting in a lot of time consumption (Table 1). The main
reason is that a large number of bit commitment processing
is needed in the obfuscation circuit, and the performance
improvement will be focused on this issue in the follow-up
work.

6. Conclusion

In this paper, we proposed a secure outsourcing ID3 decision
tree algorithm for two parties of the malicious model. Our
algorithm can preserve the privacy of the users’ data as well
as that of the data mining scheme for the cloud servers. The
parties can get only the result trees and have no knowledge
about the data mining scheme. Moreover, the cloud servers
cannot get any private information about the parties. In
summary, our protocol offers protection against malicious
cloud servers.

In the future, we intend to extend our algorithm to
vertical and arbitrary partitioning in the malicious model.
In addition, we plan to extend our algorithm to a general
multiparty privacy-preserving framework suitable for other
useful schemes, such as random decision tree, Bayes, SVM,
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TaBLE 1: Time cost of the SCP protocol.
Input size Output size CSS, /CSS, CCS
AND XOR OR (bits) (bits) (ms) (ms)
5090 4034 2016 129 65 26 47

and other data mining methods, and can be extended for use
in the wireless sensor-networks [36, 37].
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With the rapid development of the network and the informatization of society, how to improve the accuracy of information is an
urgent problem to be solved. The existing method is to use an intelligent robot to carry sensors to collect data and transmit the data
to the server in real time. Many intelligent robots have emerged in life; the UAV (unmanned aerial vehicle) is one of them. With the
popularization of UAV applications, the security of UAV has also been exposed. In addition to some human factors, there is a major
factor in the UAV’s endurance. UAVs will face a problem of short battery life when performing flying missions. In order to solve
this problem, the existing method is to plan the path of UAV flight. In order to find the optimal path for a UAV flight, we propose
three cost functions: path security cost, length cost, and smoothness cost. The path security cost is used to determine whether the
path is feasible; the length cost and smoothness cost of the path directly affect the cost of the energy consumption of the UAV flight.
We proposed a heuristic evolutionary algorithm that designed several evolutionary operations: substitution operations, crossover
operations, mutation operations, length operations, and smoothness operations. Through these operations to enhance our build

path effect. Under the analysis of experimental results, we proved that our solution is feasible.

1. Introduction

With the rapid development of the network and the informa-
tization of society, how to improve the accuracy of informa-
tion is an urgent problem to be solved. The existing method
is to use an intelligent robot to carry sensors to collect data
and transmit the data to the server in real time [1]. Many
intelligent robots have emerged in life; the UAV (unmanned
aerial vehicle) is one of them. UAV is the unmanned aircraft
operated by radio remote control devices and self-contained
program; it is operated entirely or intermittently by on-
board computers. Compared to the manned aircraft, it has
many advantages, such as small size, low cost, easy to use,
and portable camera or other sensors. UAVs are used in
various tasks in industries such as commerce, agriculture, and
military applications, including environmental monitoring,
target identification, border patrols, and search and rescue
assistance. However, UAVs also exposed a lot of problems,
the most important issue is the endurance of UAVs. Energy
scheduling problem has always been a thorny issue in wireless

network applications [2-4]; UAVs are the same. Due to the
limited payload of UAVs, it is not possible to add more
batteries to the UAVs. Only when the UAVs perform their
tasks, can they fly as effective paths as possible. So path
planning is the primary issue we want to solve when we study
UAVs.

UAV path planning refers to the optimal path planning
problem of UAVs. The main purpose of the optimization
path is to find a safe flight path with minimum energy
consumption on the premise of completing the UAV mission.
That is to say, the essence of path planning is to find one
in the workspace according to one or some optimization
criteria (e.g., minimum working cost, shortest walking path,
and shortest walking time). To find the optimal path for
UAV, recently, a lot of work has been proposed [5, 6].
These proposed algorithms mainly are divided into two
categories in terms of the algorithm form, including opti-
mal algorithm and the heuristic algorithm. The optimal
algorithms mainly include mathematical programming algo-
rithm, parameter optimization algorithm and exhaustion
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method, while the heuristic algorithms include A  algorithm,
ant colony algorithm, genetic algorithm, and simulated
annealing algorithm. There are many differences between
two kinds of algorithms. First, the optimal algorithm will
have high computational complexity when the scale is large,
while the heuristic algorithm will have certain advantages
in efficiency. Second, the heuristic algorithm exists in a
random probability, while the optimal algorithm can solve
this problem. Moreover, algorithms can be divided into cov-
erage paths and optimal path planning algorithms according
to the tasks performed by UAVs. Coverage path planning
is mainly used in environmental monitoring and regional
surveys. The main algorithms designed for environmental
monitoring and regional surveys are raster scanning [7] and
regional segmentation [8-13]. The purpose of the optimal
path planning algorithm is to find the minimum flight
cost path; it means that UAV fly in the effective path
within the effective time. Both of these algorithms is aimed
at minimizing the cost of UAV flight. Although existing
algorithms have made some achievements on the UAV path
planning, these methods only take the UAV’s flight length
or the number of turns of UAV flight paths (the number
of UAV’s corners) into consideration when referring to
the UAV’s flight cost. The classical evolutionary algorithm
extends from one point to the surrounding adjacent points
while traversing the path and cannot skip over the adjacent
points.

In this paper, there are two contributions. (1) The first
one is analysis of UAV flight energy consumption factors and
feasibility of flight paths. We propose three cost functions:
path security cost, path length cost, and path smoothness
cost. The path security cost is used to determine whether
the path is feasible; the length cost and smoothness cost of
the path directly affect the cost of the energy consumption
of the UAV’s flight. (2) A heuristic evolutionary algorithm is
proposed and several evolutionary operations are designed:
substitution operation, cross operation, mutation operation,
length operation, and smoothness operation, through these
operations to enhance our build path effect.

The structure of this paper is as follows. In the sec-
ond section, the current research status of intelligent robot
path planning algorithms is introduced. Section 3 mainly
introduces the construction of cost functions. Section 4
mainly introduces the design of path planning algorithms.
Section 5 mainly introduces the experimental results. It
mainly introduces some conclusions and further discus-
sion.

2. Related Work

The core of path planning is the design of algorithms. Cur-
rently, path planning algorithms have attracted widespread
attention. Whether they are global path planning or local
path planning, the essence of the algorithm is to solve the
travelling salesman problem [15]; the algorithms can be
roughly classified into the following categories: traditional
algorithms, heuristic algorithms, and intelligent bionic algo-
rithms.
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2.1. Traditional Path Planning Algorithms. The traditional
path planning algorithms mainly include the visibility graph,
artificial potential field, simulate anneal arithmetic method,
and fuzzy logic algorithm.

Visibility Graph. The viability graph is to regard the robot
as a point and connect the vertices of the robot, the target
point, and the polygonal obstacle. These lines cannot cross
the obstacle. So a visibility graph is formed [16]. Since the
vertices of any two lines are visible, for the robot, all paths
from the starting point along these lines to the target point are
collision-free paths. Taking advantage of an optimized search
algorithm to search for the visibility graph, a shortest path can
eventually be found. The advantage is that the shortest path
can be found. The disadvantage is the lack of flexibility. Once
the starting point and target change, the visibility graph can
be reconstructed.

Artificial Potential Field. The artificial potential field is a
virtual force method proposed by Khatib [17]. The basic idea
of this method is to consider the movement of robot in the
environment as a movement of the robot in a virtual force
field, where the obstacle generates a repulsive force on the
robot and the target point generates a gravitational force on
the robot. The combined force of gravity and repulsion acts
as the robot control force to control the robot to avoid the
obstacles and reach the target point. The advantage of the
artificial potential field method is that it has good real-time
performance and is convenient for robot bottom control.
Nevertheless, the traditional artificial potential field method
has the following disadvantages: local minimum points and
target inaccessibility [18].

Simulate Anneal Arithmetic. Simulate anneal arithmetic is an
effective approximation algorithm that is suitable for large-
scale combinatorial optimization problems. It imitates the
annealing process of solid materials. By setting the initial
temperature, initial state, and cooling rate, the temperature
is controlled to continuously decrease. Combining the prob-
abilistic jump characteristics, make use of the domain of
solution space for random search to avoid falling into a
local optimum. It has the advantage of simple and efficient
operation, etc. However, there are shortcomings such as slow
convergence and randomness. The setting of its parameters is
a key part to the realization of the algorithm [19].

Fuzzy Logic Algorithm. The fuzzy logic algorithm simulates
the drivers driving experience and combines the physio-
logical perception and action. According to the real-time
sensor information of the system, the data elements are con-
verted into fuzzy sets, and the output results are determined
according to the membership function, and then the table
information is obtained from the table [20]. The advantage
of fuzzy logic algorithm is its robustness, which does not
require the establishment of complex mathematical models,
and avoids the disadvantages of mobile robots in other
algorithms that are strongly dependent on the environment.
The disadvantage is that it is more difficult to establish fuzzy
rules [21].
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2.2. Heuristic Algorithms. The heuristic algorithm has a
strong path search capability and can be used in a discrete
path topology. Common heuristic search algorithms include
the Ax algorithm, the Dijkstra algorithm and the Floyd
algorithm.

(1) Ax Algorithm. By setting appropriate heuristic functions,
the Ax algorithm comprehensively evaluates the value of
each extended node and expands by comparing the nodes of
each extended node to select the lowest cost node until the
target point is found. The advantage of the A algorithm is
that there are few extension nodes and it has good real-time
performance. The disadvantage is that the size of the robot
itself is ignored in the actual motion process.

(2) Dijkstra’s Algorithm. Dijkstras algorithm is a typical
shortest path algorithm. It extends from the starting point to
the center layer until it reaches the end point and then obtains
the shortest path by comparing the nodes’ forward traversal
[22]. The advantage is that the shortest path has a high success
rate and good robustness. The disadvantage is that all nodes
need to be traversed to obtain the shortest path. Compared to
the A= algorithm, the efficiency is poor, and it is less effective
for complex topological networks. In addition, the algorithm
cannot handle the problem with negative edges.

(3) Floyd Algorithm. Floyd algorithm is an algorithm for
finding the shortest path between vertices in a given weighted
path topology network. It first converts the path network
into a weight matrix and then finds the shortest distance
between any two points in the weight matrix [23]. It has
higher efficiency than Dijkstra’s algorithm, but it also has
disadvantages such as high time complexity and unsuitable
for big data calculation.

2.3. Intelligent Bionic Path Planning Algorithms. Intelligent
bionic algorithm is an algorithm discovered by people
through bionics research in a series of natural phenomena,
including ant colony optimization, particle swarm opti-
mization algorithm, genetic algorithm, and neural network
algorithm.

(1) Ant Colony Optimization. The ant colony optimization
is an algorithm inspired by the phenomenon in which ants
search for food. Each ant leaves a certain concentration of
pheromone from the starting point to the foraging road.
The pheromone will slowly evaporate with the passage of
time, and the ants will use the pheromone concentration
as the basis for path selection. The higher the pheromone
concentration, the greater the probability that the path will
be selected. As time goes on, the higher the concentration
of pheromone left by the shorter path due to more ants’
traversing, the higher the probability of ant selection on the
higher concentration path and the more pheromones would
be left. The shortest path will be discovered quickly after
repeated iterations, which achieves the goal of path planning.
Ant colony algorithm is essentially a parallel algorithm that
is easy to implement by computers and has good global
optimization ability. However, as the environment expands,

the computational volume will increase exponentially, and it
is easy to fall into the local optimum [24-26].

(2) Particle Swarm Optimization. Particle Swarm Optimiza-
tion (PSO) is also an iterative algorithm. It simulates bird’s
flight predation behavior and makes use of the sharing of
information among individuals in a group to make the
movement of the entire population produce an evolutionary
process from disorder to order in the problem solving space,
thereby obtaining an optimal solution. The system is initial-
ized as a set of random solutions. The individual updates
the position through the individual historical best solution
and the global history optimal solution makes it follow
the optimal particle and iteratively searches for the optimal
value. Compared with genetic algorithms, PSO does not have
many parameters that need to be adjusted. The algorithm
has the advantages of simplicity, easy implementation, good
robustness, and fast convergence, but it is easy to fall into the
local optimal solution [27].

(3) Genetic Algorithm. Genetic algorithm is a computational
model that simulates the natural selection of Darwin’s bio-
logical evolution theory and the genetic evolution process
of genetic mechanisms. Starting from a population that may
have potential solution set, the population is first coded,
and the adaptive value of each individual is calculated.
According to the principle of survivability of the fittest,
selection, crossover, and mutation are performed, the poorer
individuals are eliminated, and the remaining individuals are
repeatedly iterated again until the best individual is produced.
The greatest advantage of the genetic algorithm is that it is
easy to combine with other algorithms and give full play
to its own iterative advantages. The disadvantage is that
because there is no feedback information, the computational
efficiency will be greatly reduced after the later period [28].

(4) Neural Network Algorithm. Artificial neural network
system appeared after the 1940s. It is made up of a number
of connective weights with adjustable neurons. It has features
such as large-scale parallel processing, distributed informa-
tion storage, and good self-organizing self-learning capa-
bilities [29]. The neural network algorithm is used in path
planning as follows: the neural network is used to describe the
environmental constraints and the collision energy function
is calculated. The sum of the collision energy function and
the distance function is used as the optimization objective
function, and the point set is determined by optimizing the
extreme value of the objective function. The equation of
motion ultimately makes the iterative path point set tend to
be the optimal planning path. Although neural network has
excellent learning ability, its poor generalization ability is its
fatal weakness, but because of its strong learning ability and
good robustness, its combination with other algorithms has
become a research hotspot in the field of path planning [30].

3. The Cost Function

In some classical optimization algorithms, the length of
the path represents the energy consumption of UAV flight.
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TaBLE 1: The meaning of the parameters in this paper.

Parameter

Cost, the security cost of the path

Cost, the length cost of the path

Cost,, the smoothness cost of the path

Cost the effective cost of the path

I; the length of the i th obstacle covering the path

L the total length of the path

m the number of obstacles on the path

n the number of points traversed by the path

(x> ¥,) the coordinate of the nth traversal point

0, the rotation angle of the path at the nth traversal point
% the energy consumption of UAV flying in a straight line
w, the energy consumption of drones flying at corners
W),y two weights

Thinking about the problem of energy consumption and the
feasibility of the path of UAV flight, this paper proposes
three costs. The cost of path security is to determine whether
the path is feasible. The length cost of the path and the
smoothness cost of the path represent the energy cost of the
path flight of the UAV. Table 1 shows the meaning of the
parameters in our paper.

3.1 Path Security. During the flight of a UAV, the most impor-
tant thing is not to collide with obstacles in the environment.
The purpose of the security of the route is to avoid obstacles
on the route. Therefore, the number of obstacles on a path
is the primary determinant of the feasibility of the path. We
define the degree of security of the path to be calculated by
the occupancy of obstacles that have passed through the UAV
flight path. Equation (1) shows the calculation of the path
securityCost,.

Cost, = Zl—’ )
oL

Cost, indicates the security cost above the path, m is the
number of obstacles on the path, and J; is the length of the ith
obstacle covering the path. L is the total length of the path.

We ultimately find that the theoretical number of path
obstructions should be 0. This cost is used as a factor to
determine the feasibility of the path.

3.2. The Length of the Path. The length of the path refers
to the path from the starting point to the end point of the
UAV. The length of the path directly relates to the UAV flight
time, which directly affects the energy consumption of the
UAV. Therefore, the shorter the UAV’s flight path means less
energy consumed by UAV flight. In mathematics, we mainly
calculate the Euclidean metric distance of the flight path of
each UAV. The length cost of the path is shown in

n—1
2 2
COStl = Z\/(xnﬂ - xn) + (yn+1 - yn) 2)
n=1
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Cost; is the length of the path of which UAV go through
the threat area and Cost; represents the length cost of the
path, which is the most important factor affecting the flight
energy consumption of the UAV. We can calculate Cost; by
point coordinates on the UAV’s flight path. n is the number
of points traversed by the flight path and (x,,y,) is the
coordinate of the nth traversal point.

3.3. The Smoothness of the Path. The principle of the corner
of a multirotor UAV is to obtain a body rotation force
by changing the speed of the adjacent motor by a UAV.
Therefore, the angle of rotation is also a factor that determines
energy consumption. Considering this situation, we define a
cost function for path smoothness. Equation (3) shows the
smoothness cost Cost,,.

0, n<2
Cost, = 4n-1 (3)
‘ 29,,, n>2
n=2

Cost , represents the smoothness cost of the UAV’s flight path.
At a fixed angular speed, Cost,, also affects the UAV’s flight
energy consumption, which is the angle number of the UAV’s
path rotation. 6, is the rotation angle of the path at the nth
traversal point, which can be calculated by the law of cosines.

3.4. Effective Cost Function. When searching for the best
flight path of UAV, we must consider the three cost functions
above. Since the three cost function units and the meaning
of inclusion are different, the sum of the three costs cannot
be calculated directly. Therefore, we set the weight based on
the weight of each cost function. Since both the length of the
path and the smoothness of the path can affect the energy
consumption of the UAV flight, we can determine the weight
by the energy loss value of the UAV between the length of the
path and the smoothness. Jalil Modares et al. [31] verified that
the energy consumption of UAV and the path distance and
number of angles are approximately linear. We use them to
establish the energy model to determine the weight values of
the length cost and the angle cost. Energy equation (4) shows
the relationship between UAV energy W; and flight distance:

W, = w,Cost; (4)

Equation (5) shows the relationship between the UAV energy
W, and the angle of rotation:

W, = w,Cost, (5)
The energy cost of the flight path is shown in
Cost = w,Cost; + w,Cost,, (6)

where Cost represents an effective cost that directly affect the
energy consumption of the UAV and is directly used as an
important factor in determining the fitness function of the
path in the algorithm and the value method of w; and w, is
shown in experiment.
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4. Algorithm Design

Similar to evolutionary algorithms, the methods our pro-
posed include initializing the population, calculating the
individual’s cost fitness, evolving operations, and jumping
out of the loop. The optimization mode proposed by this
paper is different from the classical optimization algorithm.
Our method is to minimize the energy consumption of the
path and proposes several evolutionary operations: replac-
ing operation, crossover operation, length operation, and
smoothness operation. Our method retains the infeasible
path, which improves the diversity of paths, so that it is
possible to jump out of the local optimization. The classi-
cal evolutionary algorithm extends from one point to the
surrounding adjacent points while traversing the path and
cannot skip over the adjacent points. When traversing a path,
our method can skip some adjacent traversal points, which
can effectively reduce the length and smoothness of the path.
The algorithm flow is shown in Figure 1.

Algorithm 1 is the pseudocode of this algorithm. Step
1 is initialization population; we randomly generate a set
of solutions. Steps 2-4 are a replacement operation. During
the initialization and evolution of classical optimization
algorithms, the solution generated by our method may be
an infeasible solution. Therefore, we propose a replacement
operation. The replacement operation is mainly to turn the
infeasible solutions into feasible solutions. Steps 6-13 are to
find the optimal solution by the evolutionary operations. The
paper describes in detail the evolutionary operation in the
later. Our termination condition is the number of iterations.

4.1. Replacing Operation. During the initialization and evolu-
tion of classical optimization algorithms, their paths are fea-
sible paths. Such operations easily fall into local optimization.
In our method, the infeasible path is retained, which improves
the diversity of paths, so that it is possible to jump out of
the local optimization. A replacing operation is proposed to
deal with an infeasible path in our method. The replacement
operation is mainly to turn the infeasible path into a feasible
path and determine the feasibility of the path through the
path security cost Cost (see (1)). When the path security cost
is 0, the path is feasible; otherwise the path is not feasible.
When the path is not feasible, finding a new feasible path
replaces the infeasible path. The specific steps are as follows:
First, the collision path segmentation is determined. Then
the distance of the obstacle vertex to the segmented path is
calculated, respectively. The point of the maximum distance
between the two sides of the piecewise path is taken as the
candidate for in terms of passing the obstacle and connecting
the endpoints of the segmentation path and the candidate
points, respectively, to generate two new paths. Calculating
the effective cost Cost (see (5)) of the two paths, the path
with small energy consumption cost is selected to replace the
original collision. As shown in Figure 2, when the segmented
path SE is infeasible, the two points P, Q are found that are
farthest from the obstacle vertex on both sides of the collision
path SE to the segmented path. The infeasible path SE is
replaced by two feasible paths SPE and SQE, and then the
effective costs of SPE and SQE are calculated, respectively.

5
1 Initialization population
2 Calculating the security cost of each individual Cost,
3 If Cost, # 0
4 Replacing operation
5 Updating population, go to step 2
6 If Cost, =0
7 Calculating effective cost of each individual Cost
8 If has not terminated
9 Evolutionary operations
10 Updating population, go to step 2
1 If termination
12 Output optimal path
13 End

ALGORITHM 1

Last, the minimum energy cost path SPE is chosen to take
the replace of the path SE.

4.2. Crossover Operation. The crossover operation is to gen-
erate a new path through cross replacement. When there are
two or more cross points in two paths, two cross points are
randomly selected, and the path between the two selected
cross points is exchanged to generate new paths. The effective
cost of four paths is calculated, and the optimal effective
cost path is chosen. Figure 3 is the result of the crossover
operation. As shown in Figure 3(a), when the initial split
path L1 and L2 have more than two intersections, Figure 3(b)
shows that the crossover produces two new paths L3 and L4.

4.3. Mutation Operation. Mutation refers to replacing certain
gene values in individual code strings with other gene
values based on the probability of mutation to form a new
individual. In this paper, the feasibility of the path will change
whenever the coordinate node of the path mutates. In order
to solve this problem, two different probability mutation
operations are proposed to deal with the feasible path and
the infeasible path respectively. When the path is feasible, the
coordinates of the path node are mutated in a small range
with a small probability, and the variation path is still feasible;
when the path is not feasible, the coordinates of the path node
are mutated in a large range with a large probability. And
ensure better individual costs after the mutation. When the
path is not feasible, we change the path to a feasible path by
replacing the operation.

4.4. Length Operation. The purpose of the path length oper-
ation is to reduce the distance of the drone flight path. When
the path is feasible, some paths usually contain additional
path segments. Considering the length cost of the path and
the feasibility of the path, if the path is still feasible after
randomly deleting one or more path nodes, the path is deleted
from the original path node and a new path is generated.
Figure 4 shows an example of a path length operation. As
shown in Figure 4(a), ABCD is the initial path. As shown in
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FIGURE 2: An example of an infeasible path replacing operation.

Figure 4(b), if the point B is randomly deleted in the path and
the path is still feasible, a new path ACD is generated.

4.5. Smoothness Operation. The purpose of the path smooth-
ness operation is to reduce the number of turns of the UAV
and randomly select two adjacent straight-line paths, which
are used as input. And then the angle between them is
changed. In two adjacent straight paths, the midpoint of a
straight path is randomly selected to replace the intersection
of the two straight paths, and a new path is generated. Figure 5
shows an example of path smoothness operation. ABC is an
adjacent straight-line path, and ADC is a new path through
path smoothing.

5. Experiment

5.1. Experimental Model. In the experiment, according to the
wireless network data acquisition model proposed by Zheng
et al. [32], we built a system platform, as shown in Figure 6.
The system platform includes the UAV, on-board computers
manifold, ground station, and power sensors. Table 2 shows
the specific parameters of the system platform equipment.
The main use of UAV in this system platform is DJI GO M100,
because DJI GO MI100 supports secondary development,
which is conducive to the monitoring of data. The use of on-
board computer in this system platform is DJI GO manifold.
The system of manifold is Linux; the system has Mobile
SDK and on-board SDK development interfaces. The system
platform uses manifold and data acquisition sensors to build

TABLE 2: Specific parameters of the system platform equipment.

Equipment

UAV DJI GO M100

Onboard computer DJI GO Manifold

Ground station Iphone7 plus+ Lenovo ThinkPad x260
Power sensors ADSII5 IC

a detection module. The system platform uses the manifold
to send the detected data to the ground station. Through our
system platform, the UAV’s own data and other inspection
data can be transmitted to the ground station in real time,
and the flight status of the UAV can be effectively observed in
real time.

5.2. Setting of Weights. In this experiment, we analyzed the
relationship between flight path distance and rotation angle
with the energy consumption of UAV based on the energy
model proposed by Jalil Modares et al. [31]. We determine the
value of w; and w, by analyzing their relationship. Note that
the values w; and w, detected by different UAVs are different.
The UAV used in this experiment is the DJI GO M100.

In this experiment, through analyzing the relationship
between path distance and energy consumption, the fly
speed of UAV is set as 10m/s to conduct 20 times flights
in the line distance of 50m, 100m, and 150m, respectively.
To study the relations between rotation angle and energy
consumption, the UAV is allowed to fly 20 times in the
following four situations: (1) straight flight distance 100m,
(2) straight distance 50m, 45 degree angle, and straight flight
50m, (3) straight distance 50m, 90 degree rotation, and 50m
Straight flight, (4) straight distance 50m, degree angle 45, and
straight flight 50m. To analyze the relationship between the
angle number and the energy consumption, the measured
value is subtracted from the average test value of the line
distance. Figure 7 shows the relationship between the drone



Wireless Communications and Mobile Computing

L2

L1

()

()

FIGURE 3: An example of a crossover operation.

(a)

/A\
/// \\\ D
_/4(/\ C
]
(b)

FIGURE 5: An example of a path length calculation.

FIGURE 6: System model.

energy loss and the length of the flight path; Figure 8 shows
the relationship between energy loss and rotational angle of
the UAV. Through the experiment, we get the value of w; and
w,, w; = 0.1072 and w, = 0.0104.

5.3. Experimental Results. This section mainly discusses the
effect of our proposed method. The result of our method
is compared with other algorithms. To assess the feasibility
of our program, we use matlab2014a for simulation exper-
iments. The implementation platform of us is Windows 7
server with Core CPU 2.85GHz.

The method proposed in this paper is based on an
evolutionary algorithm of genetic algorithm, so we choose

Ls Relationship between Energy and Distance

Wi=w; Cost}, w;=0.1072

0.5

Average Energy (KJ)

0 45 90

Distance (m)

135

FIGURE 7: Relationship between energy and distance.

several classical evolutionary algorithms as the compari-
son algorithm. We have done some work comparisons in
our previous works [33]. In this paper, we make different
comparisons between the efficiency of the algorithm and
the results generated by the algorithm. We make different
comparisons between the efficiency of the algorithm and the
results generated by the algorithm. We use the same modeling
environment for comparison experiments. I set the lower left
corner as the starting point and the upper right corner as the
end point to generate an optimal path; the grid ratio is 1:10; the
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TaBLE 3: Comparison of algorithms.

Algorithm Time (s) Path length (10m) Angle (degree) Theoretical Cost (KJ) Actual Cost (KJ)
GA[14] 137.76 13.899 - 14.900 19.910

PSO 201.46 13.899 - 14900 19.816

Our method 181.25 13.291 71.565 14.992 16.071

TABLE 4: The result of using the path length as a cost function.

Algorithm Time (s) Path length (10m) Theoretical Cost (KJ) Actual Cost (KJ)
GA 137.76 13.899 14.900 19.910

Our method 120.25 13.291 14.248 16.071

TABLE 5: The result of using our proposed cost as a cost function.

Algorithm Time (s) Path length (10m) Angle (degree) Theoretical Cost (KJ) Actual Cost (KJ)
GA 210.46 13.899 135 16.304 18.673

Our method 181.25 13.291 71.565 14.992 16.071

Relationship between Energy and Angle

1.5
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FIGURE 8: Relationship between energy and angle.

number of iterations is set to 500 times. Figure 9(a) shows the
path generated by the classical GA [14]. Figure 9(b) shows the
path effect generated by PSO. Figure 9(c) is the result of the
algorithm generation path proposed by this paper.

In Table 3, GA and PSO methods use the path length
as a cost function. Our method uses the path security,
smoothness, and length as cost functions. Time represents
the time of each method run. The path length is the length
of the path generated by each method. The angle is the angle
of the path generated by each method. The theoretical cost
of our method is given by (6). The theoretical costs of GA
and PSO are given by (4). The actual cost is to measure
energy consumption through our system platform of the path
generated by each method. Because GA and PSO methods
use the path length as a cost function, we only discuss their
run time and the length of the path. According to the data in
Table 3, the running time of GA is better than that of PSO.
This conclusion has been verified by Roberge V et al. [34].
In aspect of the running time of the algorithm, because our
method needs to calculate the path smoothness cost, the time

cost of our method is larger. However, the time overhead
of our method is better than PSO in this case. According
to the data in Table 3, our method is superior to PSO in
other aspects. Compared with GA, although our method has
a large time cost, the path length generated by our method is
dominant.

Because the two methods use different cost functions,
we cannot judge whether the two schemes are good or
bad. So we set up two sets of comparative experiments.
One set of experiments used the length of the path as a
cost function, and the other set used our proposed cost
as a cost function. Figure 10 shows the result of using the
path length as a cost function. Figure 10(a) shows the path
generated by the classical GA. Figure 10(b) is the result of the
algorithm generation path proposed by this paper. Table 4
shows the parameters of the results in Figure 10. Figure 11
shows the result of using our proposed cost as a cost function.
Figure 11(a) shows the path generated by the classical GA.
Figure 11(b) is the result of the algorithm generation path
proposed by this paper. Table 5 shows the parameters of the
results in Figure 11.

In Table 4, the theoretical cost is the effective cost (see (4))
of the path generated by each method. According to the data
in Table 4, two methods use the path length as a cost function.
In aspect of the running time of the algorithm, our method is
better than GA. In aspect of path length our method is shorter
than GA. In Table 5, the theoretical cost is the effective cost
(see (6)) of the path generated by each method. According to
the data in Table 5, two methods used our proposed cost as a
cost function. In aspect of the running time of the algorithm,
our method is better than GA. In aspect of path length our
method is shorter than GA. According to the data in Tables 4
and 5, we can know that our method is better than GA in the
case of using the same cost function.

The theoretical cost is the effective cost (see (6)) of
the path generated by each method. We designed a set of
experiments. From the above experiments, we can know that
the path effects generated by our method using different cost
functions are the same in our envisaged environment. Note
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FIGURE 10: The result of using the path length as a cost function.

that the path effects generated by our method using different
cost functions are the different in same environment. The
experimental results of our experiments are the same because
our environment is simple. We use the path generated by our
method to actually fly 20 times. Record the energy consump-
tion of each flight. Figure 12 is the result of our experiment.
In Figure 12, the x-axis is the number of experiments and the
y-axis is the energy consumption of the drone. Each point is
the actual energy consumption of each flight. The red line is
the average of the actual energy consumption. The blue line
is the theoretical value that uses our cost function to calculate
energy consumption. The green line is the theoretical energy
consumption calculated using length as a function of cost.
From the data in Figure 12, we can see that our cost function
is close to the actual value. The reason for the deviation of
our cost function may be that wind and other factors affect
the energy consumption of the drone in the actual flight

environment. In future work, we can continue to study other
factors that affect the energy consumption of drones, we
continue to refine the design of the cost function.

6. Conclusion and Future Work

This paper analyzes the factors affecting the flight path
of UAVs and proposes three cost functions: path security
cost, length cost, and smoothness cost. The path security
cost is used to determine whether the path is feasible;
the length cost and smoothness cost of the path directly
affect the cost of the energy consumption of the UAV’s
flight. Because of the weighting of the two costs, we set
the weights for the two costs through real experimental
data. In order to improve the effect of generating effective
paths, we propose a heuristic evolutionary algorithm that
sets several evolutionary operations: substitution operation,
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The data transmission process in Wireless Sensor Networks (WSNs) often experiences errors and packet losses due to the
environmental interference. In order to address this problem, we propose a Compressive Sensing data gathering algorithm based
on Packet Loss Matching (CS-PLM). It is proven that, under tree routing, the packet loss on communication links would severely
undermine the data reconstruction accuracy in Compressive Sensing (CS) based data gathering process. It is further pointed out
that the packet loss in CS based data gathering exhibits the correlation effect. Meanwhile, we design a sparse observation matrix
based on packet loss matching and verify that the designed matrix satisfies the Restricted Isometry Property (RIP) with a probability
arbitrarily close to 1. Therefore, reliable transmission of the compressed data can be guaranteed by adopting the multipath backup
routing among CS nodes. It is shown in the simulation results that, with a 60% packet loss ratio of the link, the CS-PLM algorithm
can still ensure the effective reconstruction of the data gathered by the CS algorithm and the relative reconstruction error is lower
than 5%. Therefore, it is verified that the proposed algorithm could effectively alleviate the sensitivity to packet losses for the CS

based data gathering algorithm on unreliable links.

1. Introduction

The nodes in the wireless sensor networks (WSNs) are usually
densely deployed and a lot of redundancy exists in the data
gathered, which leads to the waste of the energy of the nodes.
The compressive sensing (CS) algorithm is a new technique
which could largely reduce the sampling frequency and exe-
cute the sampling process in parallel with the compression
process. As a result, this technique has drawn much attention
by researchers.

In order to balance and reduce the energy consumption
of the nodes as well as prolong the network lifetime, re-
searchers have proposed data gathering algorithms based on
compressed sensing. At present, most of these algorithms are
focused on how to effectively reduce network energy con-
sumption and extend the network lifetime [1-3]. For example,
it was proposed in paper [4] to employ sparse measurement
matrices to reduce the communication cost of each measure-
ment. The spatial and temporal correlation of the sensing data

was exploited in [5] to improve the compression ratio and fur-
ther reduce the number of measurements. A multilevel hier-
archical clustering topology was employed in [6] to gather the
data in the network as well as reduce the number of sent and
received packets at each layer of nodes. As a result, the total
number of transmitted packets is reduced in the entire net-
work. It was pointed out in [7] that the block diagonal mea-
surement matrix could guarantee the reconstruction accu-
racy with a smaller number of measurements and a longer
network lifetime. In recent years, with the progress in the
theory of CS, researchers have started to investigate CS based
data gathering algorithms for practical applications. The fact
was considered in [8] that the data sparsity in realistic data
sets would vary with time and space. Therefore, it was pro-
posed to employ the autoregressive AR model to predict data
changes and adaptively adjust the number of measurements
to achieve the optimal reconstruction performance. It was
pointed out in [9] that the environmental noise of the wireless
links imposes prominent influences on the transmission of
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the undersampled CS data in the network. An approximate
gradient descending algorithm was therefore proposed to
reconstruct the compressed data under the influence of noise.
For the TF-packet loss problem of wireless links in practical
application scenarios, there are relatively few works studying
CS based data gathering algorithms. Due to the dynamic and
asymmetry of wireless links, channel interference, improper
antenna direction and height, etc., unreliable links are often
the key issue faced by data gathering algorithms in practical
sensor networks [10].

For the CS based data gathering problem on unreliable
links, we propose a compressive sensing data gathering algo-
rithm based on packet loss matching (CS-PLM). In this
algorithm, the nodes in the network are divided into two
types, ie., the traditional forwarding (TF) nodes and the
compressive sensing (CS) nodes. The packet loss of TF nodes
does not exhibit the correlation while the lost packets of CS
nodes are strongly correlated. In the process of the Com-
pressive Sensing data gathering, a packet loss will lead to the
loss of the data gathered from multiple nodes; the packet loss
correlation effect is caused by the superimposed transmission
of the collected data from each node of the multihop link
in the CS compression sampling process. The closer the
packet loss node Sy is to Sink, the greater the effect of packet
loss is. In particular, if the packet of the next-hop neighbor
node of Sink is lost, the correlation effect will result in the
loss of data collected by some nodes of the whole network.
While TF nodes only relay data in the traditional way of
data gathering, packet loss has no correlation. As a result, we
design a sparse measurement matrix based on the packet loss
matching to recover the gathered data if packet losses occur
at TF nodes. Therefore, the recovery problem for lost packets
is transformed into the sparse matching sampling process in
CS. However, for the lost packets at CS nodes, we design the
multipath backup transmission scheme to guarantee the reli-
able data transmission and avoid the correlation effect for
packet loss. Therefore, the impacts of unreliable links are alle-
viated for the CS based data gathering process and the re-
construction accuracy is guaranteed.

The main contributions of this paper are as follows.

OBy analyzing the routing with tree structure, it is
pointed out that the packet loss would seriously undermine
the reconstruction accuracy of the CS based data gathering
process and the packet loss in the CS based data gathering
process exhibits the correlation effect.

(®We design a SPLM measurement matrix and further
prove that this matrix satisfies the Restricted Isometry Prop-
erty (RIP) with a probability arbitrarily close to 1.

(®We propose a multipath backup routing transmission
scheme based on Hybrid CS to guarantee the reliable han-
dover of the CS projection data.

2. Related Works

Due to its feature of simple encoding and complex decoding,
compressed sensing theory has been widely applied to the
area of data collection in WSNs. At present, the research of CS
based data collection algorithms in wireless sensor networks
mainly focuses on how to use CS technology to reduce the

Wireless Communications and Mobile Computing

network energy consumption of the data gathering process in
WSNs. Most of these works assume that the network link is
an ideal link where the impact of packet loss on the CS based
data gathering process is ignored. The number of transmitted
data packets was presented in paper [I11] under the tree
topology with and without CS based data gathering algo-
rithm. Furthermore, a hybrid CS based data gathering meth-
od was proposed which combines the conventional relay
based data gathering method with the CS based data gather-
ing method. It was shown that the network energy consump-
tion could be further reduced by less transmitted data packets
in the proposed protocol.

The application of CS was investigated in [2, 12] under the
clustering routing structure. Since single-hop transmission is
employed in the clustering topology, the packet loss on the
links does not exhibit the correlation. As a result, the CS based
data gathering algorithm is insensitive to the packet loss on
the links. A CS based data gathering algorithm was proposed
in [13] for unreliable links under the cluster topology where
the column vectors of the measurement matrix are adjusted
according to the packet loss nodes in the cluster. Therefore,
the influence of packet loss on CS based data reconstruction
can be alleviated. The tree-like multihop network routing
topology is often used for large-scale WSNs. The CS based
data gathering algorithm with multihop routing is studied
in paper [14, 15], where the unreliability of the wireless link
was ignored while special attention was paid to the optimal
matching between the measurement matrix in CS and the
structure of the tree-like routing topology. However, the
transmission of CS data packets under the multihop routing
requires the weighted superposition of the data from multiple
nodes. Multiple original data can be lost once one packet
loss occurs. Therefore, the transmission of CS data packets
is highly sensitive to the packet loss under the multiple-hop
routing.

It was shown via simulations in [16-18] that the data re-
construction accuracy under the tree topology can be seri-
ously affected by the packet losses on the link and the
Sparsest Random Scheduling (SRS) was further proposed for
CS based data gathering in lossy WSN. In this protocol, a
sparsest measurement matrix is constructed according to the
reception condition at the Sink end, which is further em-
ployed to reconstruct the original sensing data for all the
nodes in the network and alleviate the influence of packet
losses on CS data reconstruction [19-22]. However, this algo-
rithm is only limited to the application scenarios where the
spatial correlation of the sensing data in the network is
relatively strong.

There are other data gathering methods in conventional
WSNs such as ARQ, multipath transmission, network cod-
ing, etc. However, there are relatively few works studying
the reliable CS based data gathering algorithm in WSN.
Furthermore, the CS based data gathering algorithm is much
more sensitive to packet losses than conventional methods.
Therefore, the study of CS based data gathering algorithm on
unreliable links is quite meaningful to the application of CS
theory in practical scenarios.

In wireless sensor network, serious packet loss will under-
mine the communication performance, service quality, and
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application effect of sensor network. In recent years, the re-
search premise of the CS based data gathering theory is the
ideal link, and, because of the dynamic characteristics of the
wireless link, channel interference and asymmetry of con-
flict, the wrong direction, and height of antenna, the unreli-
able link issues are commonly encountered in practical appli-
cations. There are many methods to ensure the reliable trans-
mission of links in the traditional data gathering methods of
wireless sensor networks, but to the best of our knowledge,
there is little work for reliable sensor network data gathering
method based on compression perception. In addition, the
sensitivity of the CS data gathering method to link packet
loss is much higher than that of traditional data gathering, so
the research on compressed sensing data gathering algorithm
under unreliable link is of great significance to the application
of compressed sensing technology in real sensor network.

3. Network Model and Problem Description

The CS is a new technique which samples the sparse signal
with a frequency below the Nyquist sampling frequency and
achieves the projective transformation of the target signal
from a high-dimension space to a low-dimension one. The
accurate reconstruction of the compressed signal is achieved
via the optimal reconstruction algorithm which is widely
studied and applied in many areas due to its excellent com-
pression performance.

Assume that N nodes are randomly deployed in the WSN
and the gathered data is denoted as d = (d,,d,,...,dy)".
Assuming that d is sparse with respect to base Wy, and the
measurement matrix is ® = (¢),n> The received vector
Yy, can be expressed as Y = (¥,) 5, = @ - ¥ - d. The Sink
node can reconstruct the original data with certain accuracy
by solving the optimization problem in the following:

Y=0-S=0-¥'.d=0-d @)
N
d = argmin ||d|,, (2)

where ® = @ - V7 is the sensing matrix and ||d|| p is the lp

-
norm of the sensing data vector d which is defined as

N PP
(le,l) 0<p<+00
I, = 1\ A

max_ x|

©)

In the data gathering process of WSNs, each round of
CS based data gathering is performed with M times of
independent measurements, which is expressed as follows:

N b1 P o iy d,
§2) G P oy d,

(4)
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Assume that N ordinary sensor nodes and one immobile
Sink node are deployed in the WSN. All the sensor nodes

are uniformly and randomly deployed with fixed locations
in a monitoring area of size axa. The Sink node is at
the center of the monitoring area while the sensor nodes
periodically gather and transmit the sensing data to the Sink
node. Furthermore, the transmission power of the sensor
nodes can be adjusted dynamically and adaptively. The Sink
node is assumed with strong computation capability so that
it can periodically gather and reconstruct the sensing data
and acquire the location information for all the nodes in
the network. The Minimum Spanning Tree (MST) routing
is established by all the nodes in the network to perform
data gathering, i.e., a connected undirected graph G =
(V, E(q)) is constructed where V' = {v,v,,..., vy} is the set
of sensor nodes, E(q) = {e;(g),e,(q),...,ex(q)} is the set
of links in the MST, and e;(g) indicates that the link is
connected with probability g. If we set p=1-g, then p indicates
the packet loss ratio of the link. In addition, the CS technique
is employed for data gathering in the WSN, which exhibits
the following features: @ Discrete Fourier Transform (DFT)
is employed for the sparse transformation base Wy, of
the sensing data vector. The sparse transformation and the
orthogonal sparse base are presented in (5) and (6), respec-
tively. When M measurements are received at the Sink end,
we employ the Orthogonal Matching Pursuit (OMP) algo-
rithm to reconstruct the original sensing data. @ The relative
error 1 is adopted in (7) as the metric to indicate the CS based
reconstruction accuracy and a lower # means more accurate
reconstruction. If the relative error is higher than 5%, the
reconstruction is considered as a failure.

N-1 ) N-1
X (k)= Y x(m)e TN =N mwg (5)
n=0 n=0

L onjt
¥ (t) = \/—Nez SN (6)
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The CS based data gathering process on unreliable links
under the tree-like topology is illustrated in Figure 1.

If packet loss occurs on the link between S and the Sink
end, all the packets corresponding to S; as well as the child
nodes of Sy will be lost, which is shown in the frame in
Figure 1. Therefore, the loss is more serious if the packet loss
occurs on a link closer to the Sink end. Furthermore, since the
weighted superposition data packets are transmitted between
nodes in the CS based data gathering process, the Sink end-
also receives a weighted superposition data after each mea-
surement. As a result, the Sink node cannot acquire the in-
formation on whether packet loss occurs or the number of
lost packets. Assume that the Sink end receives the weighted
superposition data of all the nodes in the network as the
current measurement, based on which the reconstruction is
performed to recover the original sensing data X.

Therefore, the CS based data gathering on unreliable links
exhibits the following features: (O one packet loss on the link
will result in the data loss of multiple nodes; i.e., the packet
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FIGURE 1: CS based data gathering on unreliable links.

loss exhibits the correlation effect. @ The Sink node has no
information on the packet loss situation for the nodes in the
network and regards the measurement data of the nodes in
the network as the data projection to perform reconstruction.
That is, the sensing data for compression does not match the
sampling of the measurement matrix.

4, Algorithm Design and Realization

4.1. Design for SPLM Measurement Matrix. In order to solve
the mismatch problem between the sensing data and the
sampling of the measurement matrix, we design a sparse
measurement matrix based on Packet-loss Matching (SPLM).
In each measurement, the information of the packet loss
node is omitted by the measurement matrix. As a result,
the packet loss problem for CS based data gathering under
tree topology is transformed into the measurement matrix
projection problem based on sparse matching. Hence, the
large-scale measurement and sampling are accomplished for
the data in the network; meanwhile erroneous judgement for
the data gathering situation can be avoided at the Sink end.
The detailed realization of this process is as follows.

Definition I (link state matrix, LSM). The LSM is defined as
the matrix which records the link state information with size
MxN, where M is the number of measurements and N is
the number of nodes in the network. The entries in LSM are
defined as follows:

0, xj¢X

L= (l (i’j))MxN = L xeX (8)
’ j

Definition 2 (dense random projections, DRP). Each row of
the DRP matrix contains O(N) nonzero elements and the
DRP matrix is usually constructed with

q)d = ((/) (x’y))MxN )

The sparse measurement matrix based on packet loss
matching employs the randomness of the packet losses on
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realistic links to construct the random sparse measurement
matrix. The construction process can be achieved by multi-
plying the LSM with the DRP element-wise, as shown in

O, = Lo, (10)

If the packet loss ratio of the unreliable link is p, then each
entry of the SPLM matrix is defined as follows:

1-
+1, with prob. %

¢, (0. ) = -1, with prob. M (1)
2

0,  with prob. p

The design of the measurement matrix should guarantee
that most of the orthogonal base satisfies the RIP constraint.
However, the proof of the RIP condition is a NP-hard
problem. It was pointed in [11] that if the measurement matrix
is full-rank, then, after the projection of this matrix, the data
can be accurately reconstructed with a probability arbitrarily
close to 1. Due to the fact that each element in the SPLM
matrix follows the discrete random distribution in (11), each
row of @, can be regarded as a random sequence generated
by the random variable &, which can further expressed by a
discrete random process {£(n), n=1,2,...,N}.

Theorem 3. Foramatrix®, = (£,,&,,...,&,)" with indepen-
dently and identically distributed (i,i,d) random and discrete
sequences &;, if the random variable &, which constitutes the
sequence follows the distribution in (11), the matrix O will be
full-rank with a probability arbitrarily close to 1.

Proof. Assuming that matrix ®; satisfying the conditions
above is not full-rank, i.e., a set of coefficients exists for the
ith row of the matrix so that

SG=alital+-ta &g+ rayby  (12)

And not all of the coeflicients a,,a,...a,, are zeroes.
Define the random process {X(n), n=0,1,..., N} as the row
vector &;, the mean, and the variance functions are as follows:

EX () = [(+1)(21—p)]+[(—1)(21—p)]+()xp

(13)
=0

DX(n)=E[X(n)-EX(m)]*=E[X(m)]*=1-p (14)
O

Define the random process {Y(n), n = 0,1,...,N} as
a &, + a6, + -+ a8+ + ay&yp then the mean and
the variance functions are

EY () = E Y aEE; (n)

jel1,M),j#i (15)

2, o m
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=0
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DY (n) = E[Y (n) — EY (n))* = E[Y (n)]°
= ) &Dgm= ) ai(1-p) 1o

jelL,M],ji jelLM),j#i

Therefore, X(n) and Y(n) denote different random pro-
cesses, respectively. For the discrete random process X(n),
the possible values of the random variable X(i) are x(i) €
{+1,-1,0}. Then the length of the state space Iy is 3". For
the discrete random process Y(#n), the possible values of the
random variable Y (i) are —-M+1 < y(i) < M-1with y(i) € Z.
Therefore, the length of the state space Iy is (2M-1)".

Define the case that (12) holds as event A, the case that
not all of the coefficients a,,a, ...a,, are zeroes as event B,
and the case that only one of the coefficients a,, a, ...a,, is
nonzero as event C. Then

P(A|B)<P(A|C) 17)

Solving the probability P(A | C) can be transformed into
solving the probability that two i.i.d random processes X, (n)
and X, (n) have the same state simultaneously. According to
the distribution in (11), different states have different proba-
bilities in the state space for the random process X(n). For the
simplicity of analysis and without loss of any generality, we set
the parameter in (11) as p=1/3. Then

1 N
P(A|B)<P(A|C):(§) <107 (18)

Therefore, the probability of event A is extremely small; i.e.,
the original assumption does not hold and the matrix @ is
full-rank with a probability close to 1.

To evaluate the performance of the SPLI matrix, the
classical CS data gathering algorithm, i.e., the CDG algorithm
[18], is selected for comparison. Three different methods were
used for the comparison of packet loss processing, as shown
in Figure 2, where the CDG-DRP means applying the CDG
to an unreliable tree topology with correlation effect of packet
losses. A dense measurement matrix is used to measure the
entire network data; CDG-SPLI indicates that the CDG algo-
rithm is applied to the unreliable tree topology where packet
losses exhibit correlation effects. The sparse measurement
matrix based on packet loss tags is used to measure the data
of the entire network; the CDG-SPLI-NC indicates that the
CDG algorithm employs sparse measurement matrix based
on packet loss tags to measure the network data without
considering the correlation effect of packet losses. It is shown
in Figure 2 that the reconstruction accuracy of the CDG-SPLI
algorithm and the CDG-SPLI-NC algorithm is significantly
higher than that of the CDG-DRP algorithm which utilizes
a dense measurement matrix. This is due to the fact that
the Sink end of the CDG-DRP algorithm suffers from the
incorrect judgment of data packet reception condition. How-
ever, this problem can be avoided by the CDG-SPLI and
CDG-SPLI-NC algorithms which employ the SPLI matrix
for measurement. It can be seen that the misjudgment of
the data packet reception condition at the Sink end can
seriously deteriorate the reconstruction accuracy of the CS
based data gathering algorithm. As for the two algorithms
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FIGURE 2: Performance comparisons for sparse measurement matri-
ces based on packet loss tags.

employing the SPLI measurement matrix, the CDG-SPLI-
NC algorithm does not consider the correlation effect of the
packet losses and the CS based data reconstruction exhibit
a high accuracy. The relative reconstruction error can be as
low as 1.8% when the packet loss ratio is 40%. However, for
the CDG-SPLI algorithm where the correlation effect exists,
the relative reconstruction error exceeds 5% when the packet
loss ratio is beyond 10%; i.e., the reconstruction fails. This is
due to the fact that the correlation effect would cause the loss
of the entire network data when the packet loss ratio is high.
Therefore, the severe lack of CS measurements further dete-
riorates the reconstruction accuracy. Henceforth, in the data
gathering process with correlated packet losses, it is not
sufficient if we simply solve the misjudgment of the packet re-
ception situation at the Sink end.

4.2. CS-PLM Algorithm. For the unreliable link under the
tree topology, the CS based data gathering not only exhibits
the correlation effect for packet losses but also suffers from the
problem of misjudgment on the data packet reception situa-
tion at the Sink end. However, the SPLI matrix can only solve
the misjudgment at the Sink end. Therefore relevant mecha-
nisms still need to be studied to solve the problem of correla-
tion effect in the process of CS based data gathering. Essen-
tially, the correlation effect of the packet loss is caused by
the weighted superposition processing of data packets during
the CS based data gathering process, which is also the advan-
tage of CS based data gathering. Therefore, the most effective
method for solving the correlation effect is to guarantee the
reliability of link transmission and avoid the appearance of
correlated loss.

The cost of the guarantee for the reliable transmission in
the whole network link is huge. To reduce the maintenance
cost of the network, according to the performance analysis of
the SPLM measurement matrix, this paper designs a hybrid



CS method for the data gathering in the network and divides
the nodes of entire network node into traditional forwarding
(TF) nodes and CS node, where the TF node only forwards
data in a traditional data gathering manner, and the packet
loss does not exhibit the correlation effect. The CS node
transmits and receives data in a CS based data gathering
manner and the packet losses are correlated. Therefore, for the
data gathering between TF nodes, simply adopting the SPLM
measurement matrix can overcome the impacts of packet
losses on CS based data reconstruction. However, for CS
nodes, in addition to using the SPLM measurement matrix,
a corresponding mechanism must be designed to ensure the
reliability of data transmission between CS nodes.

This paper designs a transmission mechanism based on
multipath backup routing to ensure the reliability of data
transmission between CS nodes. Under normal conditions,
the CS node uses MST routing to transmit and receive
data packets. If a packet loss occurs on the CS link, the
transmitting node S; of the data packet will choose another
the transmission path and use the backup path to send data
packets to the Sink. The node S; can be seen as the source
while the Sink is the destination node. There are many ways
to construct the route from the source to the destination
node. To reduce the energy consumption of the backup path
transmission, the minimum energy consumption spanning
tree is employed for constructing the routing. The energy
consumption model of the network is as follows:

E(d) =20 + o, d” (19)

where «, is the energy consumption coeflicient of the
circuit and «, is the power amplifying coefficient, d is the
transmission distance, and # is the path loss factor with 2 <
n < 5. The value of n usually takes 2 in the free space. There-
fore, the minimization problem of the energy consumption
for the routing can be modelled as the optimization problem
as in (20), where d,, is the distance from the source node to
the destination node, K is the number of hops, and d; is the
link distance between nodes.

K
min (ZZOLI + oczd;'>
=1

(20)
K
st. yd;=d,
i=1

1/n
dchar = <A> (1)

a,(n-1)

The above optimization problem is solved using the Lag-
rangian multiplier method. The energy consumption of the
network is the minimum if and only if the distance between
the destination node and the source node is the same for
each hop. We further present the value of the characteristic
distance d_,,, as in (21). Finally, the optimal number of hop
K, takes the maximum between d and d_,,,. We propose a
centralized construction method for the backup path, which
can be divided into the following four steps: @O according
to the location information of each node, the Sink node
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calculates the distance d from itself to the nodes; @ the
Sink end compares the distance d to each node with the
characteristic distance d,,,,. If d < d,,,, a single-hop backup
path had constructed. Otherwise, the optimal number of
hops K, is calculated first. Then according to K,,, and the
equal distance principle for each hop on the link from the CS
nodes to the Sink end, the ideal locations of the relay nodes
are further derived. ® According to the ideal locations of the
relay nodes, the Sink end chooses the CS nodes nearest to the
ideal locations as the relay nodes. (® The constructed routing
with the minimal energy consumption is broadcast from the
Sink node to the CS nodes and related relay nodes.

The CS-PLM algorithm first divides the nodes in the
entire network into TF nodes and CS nodes. The MST routing
tree is built for nodes in the entire network where the number
of child nodes for node i in the network is w;. Specifically,
Wginr = N for the Sink end and w;=0 for the nodes at the end
of the links. Define e=M-1 as the threshold for discriminating
the node types and the decision is made by each individual
nodes. If w;>¢, the node i participates in the data gathering
in a CS method and is defined as the CS node. If w; <e, the
node participates in the data gathering in a traditional relay
method and is defined as the TF node. Therefore, in the data
gathering process, the number of transmitted packets PN(i)
for node i is

PN (i) = (22)
M

During the data gathering process of the CS-PLM algo-
rithm, the TF nodes gather data along the MST routing in
the traditional relay method. As shown by the white nodes
in Figure 3, the packet loss does not exhibit the correlation
effect. However, the CS nodes gather data along the MST
routing in the CS method. As shown by the black nodes in
Figure 3, the packet losses are correlated. In the MST routing,
for the CS nodes directly connected to the TF nodes, all the
gathered node data needs to be weighted and superimposed
after completing the data gathering for all child nodes. The
superimposed data is further combined into one data packet
which is suitable for transmission between CS nodes. Related
flag bits are included in the node ID part of the data packets
from the child nodes to identify the data reception status of
each node.

In the case of an unreliable link, no processing will be
performed if packet losses occur in the link between TF
nodes. However, if a packet loss occurs in the link between
CS nodes, the data packet is directly sent to the Sink end
using the minimum energy consumption backup path. After
each round of data gathering, the Sink node builds an SPLM
measurement matrix according to the packet loss during
each measurement process and further employs the SPLM
measurement matrix and the M measurements received at
the sink end to reconstruct the original sensing data.

4.3. Data Gathering and Analyses. The data gathering process
of the CS-PLM algorithm can be divided into three stages.
The first stage is initialization of the sensor network, in
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FIGURE 3: Distributions of different node types in the CS-PLM algo-
rithm.

which the node networking, the accumulation of the a priori
information for the reception state of each link, and the
configuration for the node measurement vector are accom-
plished. At the second stage, the CS based data gathering is
performed on the lossy link and the effective CS based sam-
pling and gathering is achieved for all the nodes in network.
At the third stage, the CS based reconstruction is achieved for
the sampled data and the original data is further acquired for
the nodes in the network. The operation of the algorithm is
detailed as follows:

(1) Initialization of the sensor network: initiated by the
Sink end, the minimum spanning tree (MST) routing is
established to achieve the node networking. Then the Sink
end broadcasts the heartbeat data packet to all the nodes in
the network. At the reception of the heartbeat data packet,
the nodes in the network turn on its own timer. Within the
time period T1, the nodes transmit and relay the data packet
along the routing to the Sink end and the data packet contains
the heartbeat information. In this process, each node tracks
the real-time packet reception state on its own reception
link and stores the result in its memory. This result in the
memory will be further employed as the a priori information
for the packet loss type prediction which is based on the
sliding window scheme. That is, the reception sequence {X;}
for each node is initiated till the end of T1. Then the Sink
end first broadcasts the random seed &. At the reception of
the random seed, node i combines the seed with its own
ID and generates the message (&,IDi). A column of the
measurement (¢;;,@;. - @ing) is further generated for each
node and stored in its own memory.

(2) CS based data gathering: in the CS based data gath-
ering process, each node multiplies the gathered data di with
the corresponding measurement coeflicient ¢;; according to
the routing. Then the messages are added up sequentially
and relayed to the Sink end. When a node recognizes its
packet loss in this process, the probability density functions
f1(z) and f2(z) of the random variable z under two different

packet loss types are determined according to the current
bit error rate Pb of the link and the data packet length
B. According to (15), the decision threshold & for the two
types of packet loss is calculated. In the sliding window, the
value of the random variable z is calculated and we further
compare the value of z with the threshold 7. When z<,
the retransmission scheme is employed for packet recovery.
Assuming that the maximal number of retransmission is
max_num, the sliding window is updated in a real-time
method during the retransmission. If max_num is reached
and the received data of the node still remains unrecovered,
then the value of z will be compared with the threshold &
according to the latest update in the sliding window. The
current packet loss type is further predicted again according
to the comparison result and the corresponding recovery
schemes will be adopted. Specifically, the prediction based
on the correlation of the temporal sequence is adopted
when z># and a k-order temporal correlated sequence Hk
is constructed for the node with lost packets. According to
(17), the prediction value h™T; + 1 is calculated for the lost
packet and further transmitted to the next one-hop node,
assuming that the predicted packet is identical to the lost
packet. Therefore, the CS based measurement and sampling
is finished and the prediction order k is updated.

(3) Data reconstruction: when the Sink end receives M
measurements in one round of data gathering, the measure-
mentvectorY = (¥, ¥, ..., yM)T is constructed and the Sink
end reconstructs the measurement matrix (¢;;) ysn accord-
ing to the random seed & and the IDs in the whole network.
According to the sparse base Wy, the CS reconstruction
algorithm is employed to reconstruct the sparse signal S and
we can recover the original signal vector d by the calcula-
tion of d=¥-S. According to the process stated above, the
prediction of the packet loss type, lost packet retransmission,
and the temporal correlation based prediction can be simply
executed serially and the execution complexity is O(1). As a
result, for performance-limited single nodes, this algorithm
could guarantee the real-time online operation. For the whole
network, at least NxM data packets have to be received or
transmitted for one round of data gathering operation of the
CS-PLM algorithm where N is the number of nodes in the
network while M is the number of measurements. During the
operation of the CS based data gathering algorithm, receiving
or transmitting one data packet involves one multiplica-
tion, some additions, and no complex regressive operations.
Furthermore, according to the CS theory, the number of
measurements M>O (K log N) where K is the sparsity degree
of the original data, which could be regarded as a constant.
By considering the whole network, the complexity of the
CS-PLM algorithm is O(N log N), which indicates that the
CS-PLM algorithm causes no additional computations in
comparison with conventional CS densely projective data
gathering algorithms.

5. Performance Evaluation

In order to evaluate the performance of the CS-PLM algo-
rithm, we employ the tool MatlabR2014a to perform the
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FIGURE 4: Reconstruction error with different packet loss ratio.

simulations. Based on the network model in this paper, we
assume that the network is deployed in a200 x 200 monitor-
ing area and 400 sensor nodes are placed in the network.
The original data sources are assumed to abide by the two-
dimensional Gaussian distribution.

The reconstruction accuracy of the CS-PLM algorithm is
illustrated with different network packet loss ratio in Figure 4.
For comparison, we also investigate the performances of
the Sparsest Random Scheduling (SRS) based CS algorithm
[2] and the CDG-SPLM algorithm. It is shown in Figure 4
that the reconstruction error performances of these three
algorithms increase with the packet loss ratio while the CS-
PLM algorithm outperforms the others. The performance
gap in terms of reconstruction error between the CS-PLM
algorithm and the others also widens with the packet loss
ratio. The reason for the performance gap lies in the fact
that the SRS algorithm employs the sparsest measurement
matrix to reconstruct the original data. On the one hand, the
amount of sampled data is far from enough for the purpose of
measurement. On the other hand, packet loss will reduce the
number of measurements and the reconstruction accuracy is
further undermined due to the lack of sampling. Although
the CDG-SPLM algorithm could overcome the misjudgment
problem for the packet reception state at the Sink end,
the correlation of the packet loss in the CS based data
gathering process would seriously affect the reconstruction
accuracy. However, the proposed CS-PLM algorithm could
accomplish as many measurements as possible and overcome
the misjudgment problem at the Sink end as well as the
packet loss correlation. These improvements could guarantee
the reliability of the CS based data gathering process on
unreliability links and the highly accurate CS based recon-
struction. Furthermore, according to the simulation results,
the CS-PLM algorithm could still guarantee the effective
reconstruction for the gathered data with a 60% packet loss
ratio, which proves the robustness of the proposed algorithm.
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In order to evaluate the performance of the algorithm
under different degree of correlation, we choose two data sets
with different degree of sparsity; i.e., the results are illustrated
in Figure 5 for the reconstruction accuracy of the CS-PLM
algorithm and the SRS algorithm, where the link packet loss
ratio is set to 20%. It is shown in Figure 5 that, for the same
algorithm, a lower sparsity degree would improve the recon-
struction accuracy because the data correlation degree in-
creases with the sparsity degree and, according to the CS
theories, the reconstruction accuracy can be further im-
proved. When the sparsity degree is set to 11, the proposed
algorithm only slightly outperforms the SRS algorithm but
when the sparsity degree is 23, the performance of the CS-
PLM algorithm is far better than that of the SRS algorithm.
This is because when the data is weakly correlated, the SRS
algorithm could not recover the data precisely since it is only
based on a small amount of compressed samples. However,
the CS-PLM algorithm accomplishes as many measurements
as possible and the effective reconstruction can thus be
guaranteed for data sets with common degree of correlation.
Generally, the CS-PLM algorithm could effectively reduce the
strong dependency of the CS based data gathering algorithms
on the correlation of the data set. The reliable CS based data
gathering can be further guaranteed on unreliable links for
data sets with ordinary correlation degree.

The network lifetime performances for different algo-
rithms are compared in Figure 6 where the CDG-Retrans-
mission algorithm further adopts the retransmission scheme
based on the CDG algorithm to tackle the packet loss
on unreliable links. The network lifetime is defined as the
number of rounds from the beginning to the first node failure.
It is shown in Figure 6 that the proposed CS-PLM algorithm
increases the network lifetime by 400% and 140% in compar-
ison with the SRS algorithm and the CDG-Retransmission
scheme. This is due to the energy imbalance of the SRS
algorithm which causes the capability vacancy and the early
failure of the network. The retransmission scheme is adopted
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for the CDG-Retransmission algorithm for packet loss recov-
ery while more packets are transmitted and the network
lifetime is therefore shortened.

According to the theory of CS, the correlation between
the measurement matrix and the sparse base of the data will
affect the reconstruction performance of the algorithm. To
verify the performance of the CS-PLM algorithm under dif-
ferent sparse basis, we choose two sparse bases, i.e., the Dis-
crete Cosine Transform (DCT) and Discrete Fourier Trans-
form (DFT) as a comparison. Related results are shown in
Figure 7. It is shown in Figure 7 that, with different packet
loss ratio, the proposed algorithm performs better in the DCT
base; i.e., the DCT base exhibits weaker correlation with the
SPLM matrix in comparison with the DFT base and we can
obtain a higher reconstruction accuracy by choosing the DCT
base to perceive the changing sparsity degree.

The impacts of packet loss ratio on relative reconstruction
error are illustrated in Figure 8 with different number of mea-
surements. The number of measurements for the CS-PLM
algorithm is set to 60, 80, 120, and 140, respectively. It is
shown in Figure 8 that when the number of measurements
is 60, the relative reconstruction error changes significantly
with the packet loss ratio and the increasing packet loss
ratio would undermine the recovery accuracy. However,
when the number of measurements increases, the impacts of
packet loss ratio on the reconstruction accuracy are further
alleviated. For example, when the number of measurement
is 140, the relative reconstruction errors are almost the
same for the packet loss ratio of 10%, 30%, and 50%. The
reason behind this phenomenon is that the proposed CS-
PLM algorithm adopts the measurement matrix based on
packet loss matching to sample the data in the network. The
increase of the packet loss ratio would lead to a higher sparsity
degree in the measurement matrix. In order to maintain
the reconstruction accuracy, the number of measurements
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FIGURE 7: Relative reconstruction errors under different sparse bases.
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FIGURE 8: Relative reconstruction errors with different number of
measurements.

should be increased to deal with the higher sparsity degree.
Therefore, more measurements can alleviate the impacts of
the packet loss ratio on the reconstruction accuracy to some
extent.

When the decay coeflicient of the event source is n=0.01
and the neighborhood range is r=2, the performance of
the CS-PLM algorithm is shown in Figure 9. When the bit
error rate is relatively low, i.e., Pb=10", the performances
of these three algorithms are almost the same. However,
when the bit error rate is as high as Pb=10"3, the CS-PLM
algorithm outperforms the others. It is shown in Figure 7 that
when Pb=10"3, the SNR for data reconstruction of the CDG
algorithm is 27.33dB and the high bit error rate obviously
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affects the performance of the CDG algorithm. The SNR
for data reconstruction of the SRS-DG algorithm is 29.72dB.
Since the SRS-DG algorithm is designed for recovering block
loss, the data block is abandoned once transmission error
occurs and the error-free nodes are measured with the sparse
measurement matrix. Therefore, the measured information is
reduced every time. The lost data block is then compensated
by increasing the number of measurements through the
next round of data gathering and the reconstruction SNR is
therefore increased. As a result, the SNR is not high for this
round of data reconstruction. The data reconstruction SNR
obtained by the CS-PLM algorithm is 35.91dB. The trans-
mission error is predicted by the spatial correlation of the
data under certain conditions and the amount of abandoned
information is therefore reduced. Henceforth, in the wireless
scenarios with high bit error rate, the CS-PLM algorithm does
not cause additional communication energy consumption
and it can overcome the impacts of erroneous data blocks on
data reconstruction. The efficiency of the CS-PLM algorithm
is therefore verified.

For the CS-PLM algorithm, under the premise of ensur-
ing the constant data compression rate, different network
sizes require different measurement numbers in the data
gathering process, which in turn causes the changing thresh-
old for the judgment of node type. Therefore, different net-
work size leads to different proportions of node types, which
not only affects the total packet throughput of the network,
but also affects the complexity of constructing the backup
paths between CS nodes as well as the reliability of their
transmission. Therefore, the performance of the algorithm is
affected by the network size and related results are illustrated
in Figure 10, where the packet loss ratio on the link is set to
20%. According to the curves in Figure 10, it is shown that as
the number of nodes increases, the proportion of CS nodes
decreases in the network. As for the reason, in large-scale
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WSNs, the branches in tree topologies will be rather large and
there are many smaller branches. However, according to the
node classification rules in hybrid CS schemes, usually only
the nodes in the main branch will be classified as CS nodes.
Therefore, the proportion of CS nodes decreases, so does the
complexity of constructing backup paths between CS nodes.
According to the curves of the relative reconstruction error
in Figure 10, the reconstruction accuracy of the CS-PLM
algorithm improves with the increasing number of nodes in
the network. This is due to the fact that as the proportion of
CS nodes in the network decreases, the packet losses occurr-
ing in the network are uncorrelated with a larger probability.
As aresult, the reconstruction is less affected by the reliability
of the backup paths and higher reconstruction accuracy can
be guaranteed. According to the simulations above, the CS-
PLM algorithm exhibits better performances in large-scale
WSNs. Since the SPLI measurement matrix is designed in
the CS-PLM algorithm, according to the CS theory, the
correlation between the measurement matrix and the sparse
base will affect the reconstruction performance of the algo-
rithm. In order to investigate the performances of the CS-
PLM algorithm under different sparse bases, we adopt the
DCT base and the DFT base for comparison, as shown in
Figure 11. It is shown that, with different number of measure-
ments, the algorithm performs better under the DCT base.
Therefore, it can be concluded that the SPLI matrix exhibits
a lower correlation with the DCT base. That is, a better
reconstruction performance of the algorithm can be ensured
by choosing the DCT base to sense the changing of the data
sparsity.

6. Conclusions

In order to address the CS based data gathering problem
on unreliable links, we have proposed a CS-PLM algorithm.
We designed the SPLM measurement matrix by analyzing
the influence of the packet loss on CS based data gathering



Wireless Communications and Mobile Computing

0.06

0.04 -

0.02

Relative error of reconstruction signal
o

0 T T T T 1
20 40 60 80 100 120

Number of measurements

—o— DFT
g DCT

FIGURE 11: Relative reconstruction error under different sparse bases.

and further verified through simulations that the correlation
of packet losses would undermine the reconstruction per-
formance of the SPLM measurement matrix. Therefore, the
nodes in the network are divided into TF nodes and CS nodes.
Packet losses between TF nodes do not exhibit correlation
and we simply adopt the SPLM measurement matrix to
perform measurement projection. However, besides adopting
the SPLM measurement matrix for measurement projection,
the CS nodes also guarantee the transmission reliability by
the minimum energy consumption backup paths and avoid
the occurrence of correlated lost packets. It was shown in
the simulation results that when the packet loss ratio on the
link is 60%, the CS-PLM algorithm could still guarantee the
effective reconstruction of the compressed data. Compared
with other algorithms, the proposed algorithm showed great
improvements in terms of reconstruction accuracy and the
sparsity degree of the data set. It can accurately reflect the
influences of the network size, sparse base, and the number of
measurements for data gathering on the performance of the
CS-PLM algorithm. Future work may focus on the impacts
of packet loss ratio for mobile nodes on the reconstruction
accuracy when the network flow is sufficiently large or small.
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Polar code has been proven to achieve the symmetric capacity of memoryless channels. However, the successive cancellation
decoding algorithm is inherent serial in nature, which will lead to high latency and low throughput. In order to obtain high
throughput, we design a deeply pipelined polar decoder and optimize the processing elements and storage structure. We also
propose an improved fixed-point nonuniform quantization scheme, and it is close to the floating-point performance. Two-level
control strategy is presented to simplify the controller. In addition, we adopt FIFO structure to implement the «_memory and

B-memory and propose the 348-stage pipeline decoder.

1. Introduction

Wireless communication is changing our life and has been
applied to many scenarios [1-5], and error-correcting codes
are utilized to improve its transmission efficiency and reli-
ability. Polar code is a class of error-correction codes pro-
posed by Arikan [6]. Within the ongoing 5th-generation
wireless systems (5G) standardization, polar codes have been
adopted as channel coding for the enhanced mobile broad-
band (eMBB) communication service for its excellent error-
correction performance. Especially, for the ultra-reliable low-
latency communications (URLLC), it should satisfy the high
throughput of several tens Gbps [7], which bring in a
challenge for polar decoder. In the past, great research efforts
have been made on polar codes in decoding algorithm and
hardware architecture since Arikan presented the successive
cancellation (SC) decoding algorithm. SC has the advantages
of low complexity and simple decoding structure. Although
polar codes can theoretically achieve channel capacity when
code length is infinite, the performance of SC is mediocre
for codes of short and moderate lengths. To address this
issue, successive cancellation list (SCL) decoding algorithm is
proposed in [8]. Different from the SC algorithm, SCL does

not focus on a single candidate codeword; it saves L most
reliable candidate codewords at every step. The decoding
performance of SCL has been significantly improved. K. Chen
and K. Niu proposed CRC-aided SCL (CA-SCL) algorithm
[9] based on that the correct codewords can pass the CRC
check. And they proposed the successive cancellation stack
(SCS) decoding algorithm in [10] and successive cancellation
hybrid (SCH) decoding algorithm in [11]. Unlike the SCL
decoding which preserves the L most reliable paths in each
layer, SCS always extends the most reliable path. Compared
with SCL decoding, the performance of SCS is the same as
SCL, but the time complexity is lower and the space complex-
ity is higher. The actual time complexity of SCS decoding is far
below than that of SCL in the high-SNR regime and is close
to SC decoding. SCH algorithm combines the advantages of
SCL and SCS, and the performance of SCH is close to that of
maximum likelihood (ML) [12]. The researchers of Huawei
proposed the adaptive CA-SCL (aCA-SCL) [13] decoding
algorithm based on CA-SCL algorithm. aCA-SCL improves
the decoding performance by gradually expanding the search
width L. aCA-SCL can reduce the software complexity sig-
nificantly. The above decoding algorithm is proposed for
improving the performance, but their throughput is not
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ideal. Thus A. Alamdar-Yazdi and E R. Kschischang propose
simplified successive cancellation (SSC) decoding algorithm
in [14] based on the location of frozen and information bits.
SSC decoding reduces the computational complexity and
improves the decoding parallelism by combining some leaf
nodes, such as Rate-1 node whose leaf nodes are all unfrozen
bits. Simulation results illustrate that the performance is
similar to that of SC. G. Sarkis and W. J. Gross divide the
leaf nodes into Rate-0, Rate-1, and Rate-R nodes and propose
the maximum likelihood SSC (ML-SSC) decoding algorithm
in [15] which is mainly to improve the performance of
Rate-R nodes decoder in SSC decoding. Compared with the
semiparallel SC decoding in [16], ML-SSC decoding improves
the decoding throughput by 25 times. In order to further
reduce the decoding complexity and improve the throughput,
G. Sarkis proposes the fast simplified successive cancella-
tion (Fast-SSC) decoding algorithm, which mainly improves
the decoding rules of Rate-R nodes and gives the specific
operation for each constituent node [17]. Fast-SSC decoding
divides the Rate-R nodes into repetition (REP), single-parity-
check (SPC), and REP-SPC nodes and improves the through-
put.

In addition, for the decoding hardware architecture of
polar codes, a semi-parallel architecture is proposed in [16].
In order to improve resource utilization, this method reuses
the processing elements (PE) which effectively reduce the
hardware complexity. The overlapped architectures proposed
in [18] have advantages in both latency and throughput,
which uses precalculation function calculate the possible
results firstly and according to the decoded results to choose
the corresponding results. It is proved that the decoding
latency is reduced by 50% when the code length is larger
than 2. Then B. Yuan proposed the SCL decoder with multi-
bit decision which effectively reduces the decoding latency
[19]. And an unrolled hardware polar decoder is proposed in
[20] on the basis of Fast-SSC. This decoder loads one frame
channel decoding data and outputs a frame of codeword each
clock. The PEs are no longer reused and dedicated PEs are as-
signed to each stage. Graphics processor unit (GPU) provides
the flexibility and massive parallel units; the GPU-based polar
decoders obtain high throughput [21-23].

In this paper, we investigate the characters of LLRs for
different stages of Fast-SSC polar decoder and propose an
improved nonuniform fixed-point quantization method. It
adopts (6,5,1) quantization scheme; the decoding perfor-
mance is close to the floating-point decoding performance.
The proposed decoder employs deeply pipelined architecture
and optimizes the REP decoder and G operation. To sim-
plify the deeply pipelined control, the controller is divided
into global controller and local controller. a_memory and
B-memory use FIFO architecture to reduce the control logic.
Finally, a 348-stage pipeline architecture is devised, which is
implemented on Altera Stratix V 5SGXEA7N2F45C2. To test
the decoding performance, we design a platform based on
FPGA.

The remainder of this paper is organized as follows. A
brief review of Fast-SSC decoding algorithm and analysis of
the quantization schemes are shown in Section 2. Section 3
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depicts the deeply pipelined architecture and the PEs. Perfor-
mance is evaluated in Section 4 and conclusions are drawn in
Section 5.

2. Review of Fast-SSC

2.1. Polar Codes. A polar code can be represented by P(N, K),
where N denotes the code length and K/N is the code rate.
Polar code of length N can be constructed by concatenating
two polar codes of length N/2. The construction method can
be denoted by x = uG®", where u = {uguy, ..., un_;} is the
input sequence that to be encoded, and x = {x, x;,...,Xy_1}
denote the codewords. G*" is the n-th Kronecker power of
the generator matrix F = [} 9]. Polar codes select K most
reliable channels to transmit information bits, and the other
N-K channels transmit frozen bits.

2.2. Fast-SSC Decoding Algorithm. The binary decoding tree
of Fast-SSC nodes is divided into four types: Rate-0, Rate-
1, REP, and SPC. Compared with SC decoding tree, Fast-
SSC has less leaf nodes. Since the polar decoder traverses
the entire binary tree during iterations, Fast-SSC decoding
algorithm has low latency. Figure 1 shows SC decoding tree
and corresponding Fast-SSC decoding tree for a (16, 8)
polar code. For instance, the REP node consists of leaf node
{4,5, 6,7} and SPC node includes leaf node {8,9, 10, 11}. The
leaf nodes of Rate-0 node are all frozen bits. Therefore, its
output will be the zero vector. The leaf nodes of Rate-1 node
are all information bits. The decoding result of such nodes is

obtained by
0, «,[i]=0
By lil = { 6

1, otherwise

For the REP node, only the last bit of it is information bit,
and others are frozen bits. The REP node adds all the input «
first and then makes a hard decision as

N,-1
B, - 0, when ( Z a, [i]) >0 @)

i=0
1, otherwise

where N, denotes the code length of the node.

The SPC node, of which only the first leaf node is frozen
bit, performs threshold detection by (3) on the input LLRs
firstly. The parity of all the inputs is calculated by (4). Then the
least reliable bit is founded and flipped if the parity constraint
is not satisfied. The threshold detection can be written via

0, «,[i]=0
B, li] = { 3)

1, otherwise

The parity of the input is calculated as

N,-1
parity = @ B, [i] (4)
i=0
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FIGURE I: Decoding tree for P(16,8).

Finally, the output of the SPC node is

when i = j

B, il ® parity,
B 1,

i = argmin (|, [i]])
j

ﬁv [l] =

otherwise )

In addition to the above four type nodes, the rest colored
in grey is referred to as other node, as shown in Figure 1. The
decoding method of other nodes uses standard SC algorithm
asin Figure 2. When node v is activated, it will receive e, from
its parent node p, and then calculate the soft-valued input to
its left child, oy, which is calculated using the F operation.

ey i) = F (a0 li] et i+ N?D

= sign (e, [i]) sign (ocv [i + %]) (6)
* min<|ocv (], |, [i+ %] )

Once f3; of the left child node is estimated, it is used to
calculate the input to the right child node &, with G operation.

, . . N .
a, [i] = G((XV li], e, [1 + 7”] B [1])
N
% [” TV] +o,[i], when fli]=0 )
a, [i + %] —«a,[i], otherwise
Finally, 3, and f3, are combined to calculate 3, as

Bilile B, [i], wheni< N,
B, lil = N 2 (8)
B, [i - 7” , otherwise

Table 1 lists the number of constituent nodes of the
decoding tree for a (1024, 512) polar code. It can be seen
that the total number of constituent nodes is 104 of the Fast-
SSC decoding, which decreases from 1024 of the SC decoding

TABLE 1: The number of constitute nodes.

Node Types  Rate-0 Rate-1 REP SPC total
Numbers 14 40 24 26 104

FIGURE 2: Local decoder of node v.

tree. The decoder does not need to traverse the entire decod-
ing tree, it just traverses the pruned tree. Thus Fast-SSC algo-
rithm improves the decoding efficiency and throughput and
decreases the latency.

2.3. Quantization Scheme. The quantization scheme is divid-
ed into uniform and nonuniform quantization. The uniform
quantization is simple, but the consumption of resources
is more than that of nonuniform scheme. The nonuniform
quantization employs different quantization bits in different
decoding stages and uses less storage resources, but the
memory structure is not regular [27]. Unlike the conventional
SC decoder which memory is shared for the nodes of different
stages, the PEs of deeply pipelined decoder in each stage are
equipped with a separate memory. In order to reduce the
memory consumption, the nonuniform scheme is adopted to
quantitate channel LLRs and internal LLRs. In [20], it adopts
the all-integer quantization method, where channel LLR is
4 bits and internal LLR is 5 bits. In this paper, an improved
quantization scheme is proposed based on LLR distribution
of different stages. At the beginning, the internal LLRs is
small, and it is quantitated with the same bits as channel
LLRs. To avoid catastrophic overflow, the internal LLRs of
latter stages are quantitated with larger bits. Let (Q;, Q.. Q)
denote the quantization scheme, where Q. presents the
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FIGURE 3: The BLER performance of different decoding schemes.

quantization bits of channel LLRs and that of LLRs for the
former stages of the decoder, Q; denotes the internal LLRs
of other stages, and Q¢ is the fractional bits. Figure 3 shows
the block error rate (BLER) performance of SC, Fast-SSC
algorithm, and different quantization schemes. The floating
decoding performance of Fast-SSC is close to that of SC. In
the quantization schemes of Fast-SSC, it can be seen that the
performance of (6,5,1) quantization is close to the floating-
point performance, but (6,4,1) quantization results in less
than 0.2dB performance loss in high E,/N,. Therefore, this
paper adopts (6,5,1) quantization scheme.

3. Architecture of Fast-SSC Decoder

The decoder is implemented in deeply pipelined architecture
to improve the decoding throughput. This paper optimizes
the PEs, storage, and control modules to lower the latency.

3.1 Architecture. The structure of Fast-SSC decoder is de-
picted in Figure 4, which consists of PE, memory, and con-
troller. The PE is composed of various functions, such as F, G
function, and Kronecker power module. Memory is divided
into a_memory and [_memory, which are utilized to store
the channel and internal LLRs and the hard decision of each
constituent node, respectively. Because the decoding result of
every constituent node needs to multiply G, the Kronecker
power module contains Gy (N = 4, 8, 16, 32, 64) matrix for
the leaf nodes of different length. The entire decoding process
is manipulated by the controller module. When the channel
LLRs signal (en_cha_alpha) is valid, the decoder starts to
load one new frame into the decoder, and it outputs the
codeword estimates. If the results of current stage are not used
immediately by the next stage, it will be stored into a_memory
or B_memory.
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3.2. Deeply Pipelined. The deeply pipelined architecture for
a (1024, 512) polar code is illustrated in Figure 4. The dotted
lined rectangles represent the PEs such as REP128, where REP
denotes the operation type; the subscript 128 represents the
input length of the node. The spotted rectangles represent the
RAMs, which are used to store the internal results to give the
latter pipelined stages when the current results are not used
immediately and the data is larger than 16. The solid lined
rectangles represent registers. When the two-stage operation
using a certain data is closer and the amount of data is small,
the registers are used to store the data temporarily to reduce
the memory control signal. The deeply pipelined architecture
is designed according to the node activation order of the
decoding tree and the operation order of the local decoding
of each node. The software simulation which consists of 368
operations and the hardware implementation is a total of 330
operations. In order to achieve high throughput, this paper
split the stages with larger latency. For example, REP128 can
be split into four stages. The final architecture has 348 stages;
thus the decoding delay is 348 clock cycles. Each stage in the
pipeline contains one PE.

3.3. Memory. For node v in Figure 2, the inputs data «, need
to be used twice during the decoding process. Firstly, it is
used to calculate «; of left child node; then it is utilized to
calculate «,, of right child node. Similarly, the local decoding
result 3, of node v; needs to be input into Kronecker product
module to obtain the final decoded words, and it also needs to
calculate the local decoding results 3, of its brother node v,
to obtain the result 3, of node v by C operation. The internal
a and f3 need to be used twice in different stages, so they need
to be stored. Since the bit widths of « and f3 are different, they
are stored separately. The memory is divided into a_memory
and [S_memory as shown in Figure 4. If a node produces m
internal data at f; clock and uses them at t,, assuming d =
t, — ty, it will require m - (d + 2) memory unit. When the
memory unit is less than 16, it can be stored with registers.
Otherwise, we will use RAMs to store the internal results.
The access timing of RAM is shown in Figure 5, where Adi
denotes the i-th address of RAM. It is clear that the read
sequence is the same as write sequence and they only differ d
in clock cycles. Therefore, we can use FIFO to replace RAM.

3.4. Processing Elements. The main PEs of Fast-SSC decoder
are listed in Table 2. F and F_with_front_complement are used
to calculate the left child inputs of the activated node. G,
G-O0R, G_without_complement, G_without_front_complement,
and G_without_latter_complement can calculate the inputs of
right child nodes. The C operation is used to combine the
local decoding results of the left and right children nodes into
the local decoding of the active node v. RO-RI, REP, SPC, and
RO_SPC are the decoding operation of the corresponding type
of leaf nodes, respectively. In addition to the 330 operations,
there are two else stages operations. One exists in the first
stage and the other one in the last stage. The first stage is
used to cache the channel LLRs and occupies one clock. The
results of the local nodes need to multiply G, matrix to
recover the local codeword. After the last constituent node
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FIGURE 5: Access timing of RAM.

is computed, the converting operation by Gy, for it will take
one separate clock cycle. According to the above analysis, the
deeply pipelined architecture has a total of 332 stages.

To implement the deeply pipelined architecture, we
unfold the overall decoder. The G-0R, R0-RI, and R0O-SPC
operations are introduced to reduce the number of stages.
The decoder can directly active the right child when the left
child is Rate-0 node; thus it can reduce the decoding latency
and the storage capacity. Moreover, in order to balance the
pipeline at all stages and lower wire routing congestion, we
refine the F and G operations into F_with_front_complement,
G_without_complement, G_without_front_complement, and
G_without_latter_complement operations when the inputs are
large.

3.5. F Module. F operation is used to calculate the o of left
child nods. According to (4), the sign bit of «;[i] is obtained
by XOR operation, and the numerical bits are the minimum
of o[i] and ;[ + 1] by compare operation. The structure is
shown in Figure 6.

3.6. G Module. The G operation calculates «, of the right
child based on S of the left child and «,, of the parent node.
According to (5), «[i] adds «[N/2 + i] when 3 = 0, and «f[i]
subtracts «[N/2 + i] when § = 1. The structure is shown in
Figure 7.

When the input size of G is larger than 256, high decoding
latency will be brought. It is clear that when the input length

sign («[i])
sign (a[N/2+i])

lec[]]

concatenation —» o;[i]

la[N/2 + ]|

FIGURE 6: Structure of F module.
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«[N/2 +i] ment |1

FIGURE 7: Structure of G module.

is long, the next stage after G is usually F operation. Since the
complexity of F operation is less than that of G operation, to
balance the frequency of the two operations, the complement
operation of G is moved into the F operation. The optimized
architecture is depicted as Figure 8. The left and right sides
of the dotted line are the PEs of two stages, respectively. The
complement operation of G colored in grey is performed in
the next stage.
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TABLE 2: The number of each operation for one frame.

Types Description numbers

F Calculating oy. (4) 82

F_with_front_complement Calculating «;, input complement. 7

G Calculating «,.. (5) 78

G-0R Calculating «,. where 5, = 0 14

G_without_complement Calculating «,, input and output complement 3

G_without_front_complement Calculating «,, input complement.

G_without_latter_complement Calculating e, output complement. 4

C Calculating f3,.. (6) 85

RO_RI Decoding Rate-1 nodes, where 3, = 0. 3

REP Decoding REP nodes 24

SPC Decoding SPC nodes 23

RO_SPC Decoding SPC nodes, where 3, = 0 3

Total 330
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FIGURE 8: Optimized structure of G,5.

3.7.C Module. The C module combines f3; of left child and 3,
of right child to calculate 3, of parent node. According to (6),
the first half of 3, is obtained by 5; XOR f3,, and the latter half
is equal to f3, directly. The structure of C module is shown in
Figure 9.

3.8. REP Module. The number of input ports in REP module
is 4, 8, 16, 32, and 64. The 4-input module is the basic REP;
other types can be decomposed into 4-input type. The hard-
ware architecture for 8-input REP is presented in Figure 10.
When the input length of REP nodes increases, the decoding
latency also increases. To improve the working frequency,
the 8-input REP is divided into two stages; thus it will use
two clock cycles. The first stage translates the input data to
complement and generates four internal results. The second
stage adds them, and the REP module outputs the result of
all the 8-inputs data. The hardware architecture is shown in
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FIGURE 9: Structure of C module.
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FIGURE 10: Optimized 8-input architecture of REP module.

Figure 10. The dotted line indicates that the original 8-input
REP module is divided into two stages.

Similarly, REP module of other lengths is divided into
different stages. For instance, the 16-, 64-, and 128-input REP
modules are divided into 2, 3, and 4 stages, respectively.

3.9. SPC Module. In order to improve the frequency, the
length of SPC node is constrained to 4 as shown in Figure 11.
|[7]| denotes the absolute value of «[i], and sign(e[i]) is the
sign bit of «[i]. The 4MIN1 module selects the smallest LLRs
through compare operation. min0I_flag denotes the index of
the minimum of «[0] and «[1], and min23_flag denotes the
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FIGURE 12: Architecture of Kronecker power module.

index of the minimum of «[2] and «[3]. If «[0] is less than
a[1] min0I_flag is set to zero; otherwise min0I_flag is one. If
min01l is less than min23, sel is set to zero; otherwise sel is one.
DI~D3is determined by judge module. For instance, if sel and
min01_flag are both zeroes, then DO is set to one and others
are set to zero. If sel is zero and min0I_flag is one, then DI is
set to one and others are set to zero.

3.10. Kronecker Power Module. The decoding result of the
constitute nodes requires the conversion of nth-Kronecker
power to get the final result by (9). The code length of the
architecture of the Kronecker power module is 8 as shown in
Figure 12, where @ denotes XOR operation and « denotes that
the data is connected directly.

FIGURE 13: Two-level controller.

It can be found that if v; is equal to zero, then it can be
obtained as zero directly. As shown in Figure 12, the three
XOR operations colored in red can be removed for v, is zero.

vll\’ = uIIVF®”, where N=2", n>0 9)
3.11. Controller. The controller uses a two-level mode to
generate control signals. As shown in Figure 13, the first level
generates the global control signals, which assigns an enable
signal to each stage to determine whether the corresponding
stage works or not. For instance, if stagel_en is asserted, then
stagel is working; otherwise, stagel is idle. The second level
only generates the local control signals for each stage, such as
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the address bus, data, and control signals of the memory, and
the enable signals of PEs.

As depicted in Figure 14, addr_o_stgae2 denotes the
address bus of the a_memory in stage2. When satge2_en is
asserted, the corresponding address adds one. Namely, an
internal LLR is stored into «_memory_stage2. Compared with
the one-level controller to generate all the control signals, it
can reduce the implementation complexity of the controller.

4. Performance Analysis

4.1 Test Platform. To test the high throughput of Fast-SSC
decoder, we implement a test platform based on FPGA. The
overall platform including generating test data is completed
on the FPGA to reduce the communication cost with the
host computer. As depicted in Figure 15, the platform consists
of random number generator, CRC check, polar encoder,
BPSK AWGN, Fast-SSC decoder, and statistics module. PCle
is responsible for the communication between the host
computer and FPGA platform. Meanwhile, this paper designs
a software platform based on C++ that compares the results
of hardware test and software simulation. At the beginning,

the host computer generates random number seeds, Gaussian
noise seeds, the number of test frames, and start signal and
transmits them to FPGA. When the decoding is completed,
the statistics module uploads the number of error frames;
then the host computer calculates the BLER and displays the
test parameters. For the (1024, 512) polar code, simulations
show that the test platform takes 19.18s at 300MHz to test data
with 1.4x10' bits.

4.2. Resource Consumption. The (1024, 512) polar decoder
is implemented on Altera Stratix V 5SGXEA7N2F45C2 in
Quartus II 15.0. The resources used by the decoder based
on FPGA are shown in Table 3. It can be observed that the
proposed decoder costs more memory compared with other
decoder based on FPGA for that 6 bits is used to quantize the
LLRs partly. However, it costs less registers compared with
[20]. For the decoder in [24], it costs less resource because it
does not adopt deeply pipelined architecture.

4.3. Performance. The latency and throughput are the main
performance parameters of the polar decoder. Let freq_decode
be the frequency of the decoder, and frame_decoder_clocks
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TABLE 3: Statistics of resources.
ALMs/LUTs Register Memory (bits)
Proposed 81498 96762 2367488
[20] 156450 152124 285120
[24] 29828 2332 18356
TaBLE 4: Comparison with other polar decoders.

This work P. Giard [20] Park [25] Dizdar [26] P. Giard [24]
Decoding. Algo. Fast-SSC Fast-SSC BP SC Fast-SSC
1C type FPGA FPGA ASIC ASIC FPGA
Tech(nm) 28 40 65 90 40
f(MHz) 300 231 300 2.5 80.6
Latency(us) 116 2.4 50 0.4 2.1
T/P(Gbps) 307.2 237 4.68 2.56 0.48
denote the number of clocks to decode one frame. Thelatency ~ Data Availability

and throughput are calculated by

1
lat =——
arency freq-decoder (10)
* frame_decoder_clocks
Throughput = N * freq_decoder (11)

In this paper, for the (1024, 512) polar decoder, its working
frequency can achieve 300MHz. The decoder requires 348
clocks to decode one frame. By (10) and (11), the latency is
1.16us, and the throughput is 307.2Gbps. Table 4 compares the
proposed decoder with other polar decoders. In [20], a deeply
pipelined decoder based on FPGA is capable of achieving the
throughput over 237 Gbps for a (1024, 512) polar code. The
latency of the decoder is twice more than this work. And
the throughput of the proposed decoder is 1.3 times greater
than that. It shows that either the latency or the throughput
of this work is better than that in [20, 24, 25]. O. Dizdar and
E. Arikan proposed a deeply pipelined polar decoder based
on SC decoding algorithm. That decoder operates at lower
clock frequency and costs less dynamic power. The proposed
decoder has three times higher latency but is over 119 times
faster than that in [26].

5. Conclusions

In this paper, a decoder in deeply pipelined architecture has
been presented based on Fast-SSC decoding algorithm. The
proposed decoder can output 1024 bits at each clock. To
optimize the critical path, the PEs are decomposed and re-
combined to balance the latency of two adjacent stages. The
fixed-point nonuniform quantization scheme lowers storage
capacity and obtains a good decoding performance. The
two-level mode is proposed to reduce the complexity of the
controller. Moreover, we build a platform based on FPGA to
test its performance. Numerical results show that the decoder
can achieve high throughput.

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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An Adaptive Transmission Range Based Topology Control (ATRTC) scheme is proposed to reduce delay and improve reliability for
data collection in delay and loss sensitive wireless sensor network. The core idea of the ATRTC scheme is to extend the transmission
range to speed up data collection and improve the reliability of data collection. The main innovations of our work are as follows:
(1) an adaptive transmission range adjustment method is proposed to improve data collection reliability and reduce data collection
delay. The expansion of the transmission range will allow the data packet to be received by more receivers, thus improving the
reliability of data transmission. On the other hand, by extending the transmission range, data packets can be transmitted to the sink
with fewer hops. Thereby the delay of data collection is reduced and the reliability of data transmission is improved. Extending the
transmission range will consume more energy. Fortunately, we found the imbalanced energy consumption of the network. There is
a large amount of energy remains when the network died. ATRTC scheme proposed in this paper can make full use of the residual
energy to extend the transmission range of nodes. Because of the expansion of transmission range, nodes in the network form
multiple paths for data collection to the sink node. Therefore, the volume of data received and sent by the near-sink nodes is reduced,
the energy consumption of the near-sink nodes is reduced, and the network lifetime is increased as well. (2) According to the analysis
in this paper, compared with the CTPR scheme, the ATRTC scheme reduces the maximum energy consumption by 9%, increases
the network lifetime by 10%, increases the data collection reliability by 7.3%, and reduces the network data collection time by 23%.

1. Introduction

Topology control technology has been widely applied to
wireless networks such as mobile ad hoc network [1-3],
wireless sensor network, and emerging mobile networks
(EMN) to reduce the communication interference and energy
consumption through altering the underlying network [4-
8]. Topology control technology mainly adjusts the trans-
mission power of communication devices to adjust their
communication radius so as to achieve the goal of improving
network performance. Topology control technology can be
fully applied in wireless sensor networks based on the fact

that the transmission power of a wireless sensor node is
adjustable. The paper [9] pointed out that the sensor nodes
have multiple power levels which can be adjusted. Topology
control technology brings benefits to the network. (1) Reduc-
ing the energy consumption of nodes [10-14]: in wireless
sensor networks, the density of communication devices is
usually large [15]. When communication between devices
to devices (D2D) is required, the transmission power can
be adaptively adjusted according to the distance between
devices (or nodes). Since the energy consumption of nodes is
related to the communication distance to the second power
(even to the fourth power), the adaptive adjustment of the
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transmission power of nodes according to the communica-
tion distance can effectively reduce the energy consumption
of the nodes and extend the network lifetime. (2) Reducing
network communication interference, thereby increasing the
number of simultaneous network communications, improv-
ing network throughput, and at the same time reducing
energy consumption [16-18]: if the nodes density is relatively
high, appropriately reducing the communication radius of
nodes will not only reduce the energy consumption, but also
reduce the wireless communication interference between the
nodes. Therefore, more nodes can communicate at the same
time, thereby increasing the network’s throughput.

Most of the topology control studies are based on the
ideas mentioned above, that is, adaptively adjusting the com-
munication radius of the nodes, and meanwhile satisfying the
communication, the nodes communicate with the smallest
possible communication radius. This can reduce energy con-
sumption and interference. Increase throughput improves
network life. These studies can be found in [10, 19-21].
Although the main idea of topology control has been widely
used in most networks, it leads to good results. However,
we have found that for a type of delay and loss sensitive
data aggregation wireless sensor networks, the idea men-
tioned above cannot lead to good results. In some applica-
tions, wireless sensor networks need to periodically collect
information such as crop temperature and humidity. The
users of these applications need to know the minimum value
or maximum value rather than every detail value. Therefore,
using data aggregation can minimize the volume of data to
transmit. In such data collection, any n data packets will
be aggregated into one data packet. But the wireless chan-
nel is usually lossy due to the complexity of the physical
environment. Less delay time of data collection is important
for these applications. But more delay time will be caused by
the packet loss if the wireless channel is lossy. Therefore, how
to adopt the appropriate topology control technology in such
applications to achieve fast, efficient, and highly reliable data
collection is a challenging issue [22, 23].

Using broadcast method can effectively improve the
reliability of data collection [24]. When the sender node
transmits data by broadcasting, all the nodes which are in the
transmission range of the sender node will receive the data
possibly. Only when all the nodes fail to receive the data, the
data will be lost. Obviously, this approach can significantly
reduce the probability of packet loss but increases energy
consumption. However, compared to retransmission method
in unicast mode, broadcast still has the following advantages:
(a) the sender node only needs to broadcast once and it may
achieve high reliability. But the data loss in unicast mode
requires multiple retransmissions. (b) Broadcast has a great
advantage in data collection speed. In unicast mode, if the
packet is lost, retransmission is required, and the retransmis-
sion time is very long. But broadcast mode usually does not
need retransmission, so it reduces the transmission time.

There are a few studies based on the collection of
broadcast data for delay and loss sensitive wireless sensor
network. But according to our investigation, there is no
topology control method based on broadcast data collection
mode. The previous topology control method is to reduce
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the transmission radius of the nodes as much as possible
to save energy and reduce the interference range. However,
topology control in this article takes the exact opposite
of the previous topology control strategy. In the topology
control of this paper, instead of reducing the transmission
radius of the nodes, the remaining energy in the network
is fully utilized to increase the transmission radius of the
nodes to improve the reliability of data collection and the
data collection performance, while ensuring a high network
lifetime. In summary, the main contributions of this article’s
research work are as follows:

(1) An Adaptive Transmission Range based Topology
Control (ATRTC) scheme is proposed to reduce delay and
improve reliability for data collection in delay and loss
sensitive wireless sensor network. In contrast to the previous
reduction of communication radius to reduce interference
and save energy, the core idea of the ATRTC scheme is to
increase the radius of broadcast to speed up the collection
of data and improve the reliability of data collection. The
reason for increasing the radius of broadcast to optimize
the network performance is as follows: the expansion of
the transmission range will allow the data packet to be
received by more receivers, thus improving the reliability
of data transmission. On the other hand, by extending the
transmission range, data packets can be transmitted to the
sink with fewer hops. Thereby the delay of data collection is
reduced and the reliability of data transmission is improved.
Extending the transmission range will consume more energy.
Fortunately, we found the imbalanced energy consumption
of the network. There is a large amount of energy remains
when the network died. ATRTC scheme proposed in this
paper can make full use of the residual energy to extend
the transmission range of nodes. Because the expansion of
transmission range, nodes in the network form multiple paths
for data collection to the sink node. Therefore, the volume of
data received and sent by the near-sink nodes is reduced, the
energy consumption of the near-sink nodes is reduced, and
the network lifetime is increased as well.

(2) According to the analysis in this paper, compared with
the CTPR scheme, the ATRTC scheme reduces the maximum
energy consumption by 9%, increases the network lifetime
by 10%, increases the data collection reliability by 7.3%, and
reduces the network data collection time by 23%.

The rest of the paper is organized as follows. Section 2
reviews related works comparing with our scheme. Section 3
describes the network model and defines problem statements
of this paper. In Section 4, we give the design ATRTC scheme
for delay and loss sensitive WSNs. In Section 5, we do
performance analysis to ATRTC scheme. We conclude this
paper in Section 6.

2. Related Work

Advances in technology have made sensors smaller, more
accurate, and less expensive. Thanks to this, wireless sensor
networks have been widely used in various fields [25-30].
Because building a sensor network requires a large number of
sensor nodes, sensor nodes are usually cheap. Due to the cost,
the battery, CPU, memory, and communication capabilities of
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sensor nodes are limited. The main goal of the optimization
of the sensor network is to increase the lifetime and reliability
of the sensor network and reduce the sensor delay [25, 31-33].

Topology control technology is an important and com-
monly used optimization technique in networks fields [34-
37]. Topology control technology has considerable studies in
WSNs [38, 39]. At present, studies on topology control in
WSNs can be mainly divided into network coverage issues
and network connectivity issues. And network connectivity
issues include Power Management Mechanisms and Power
Control Mechanisms [9]. This paper focuses on the Power
Control Mechanisms. In general, sensor nodes such as the
MICA2 mote have multiple power levels adjustable. By such
a fact, one natural question is the following: Is it wise to
make radio work with the maximum working power all
the time? Research literature later found that the answer
is negative. The optimal transmission power is normally
between minimum value and the maximum value. The paper
[19] proposed a COMPOW Protocol. It can determine the
minimum common transmitting range needed to ensure
network connectivity. The authors believe that the two nodes
that are closer together do not need the maximum trans-
mission power. Reducing the transmission power to reduce
the transmission range has two advantages. On the one
hand, it can increase the battery lifetime. On the other hand,
reducing the transmission radius can reduce the interference
of neighbor nodes. It can increase the number of nodes that
can transmit at the same time, thereby increasing the network
capacity. But in reality, link is not always reliable, and it is
difficult to guarantee the link quality under the transmission
power of COMPOW. A large number of experimental results
in [40] proved that the transmission power is related to
the link quality. The relationship of transmission power
and received signal strength indicator (RSSI)/link quality
indicator (LQI) are analyzed, and a prediction model is estab-
lished. The authors also proposed the Adaptive Transmission
Power Control (ATPC) algorithm, a feedback-based trans-
mission power control algorithm to dynamically maintain
individual link quality over time. This algorithm achieves
energy efficiency and guarantees the link quality between
neighbors. However, the implementation of this algorithm
also requires additional data exchanges between neighbor
nodes. Therefore, although ATPC has improved in energy
saving, the network delay will be increased.

For the issue of link quality, [41] conducted deep research.
Marco and Bhaskar use mathematical techniques from com-
munication theory to model and analyze low power wireless
links. And they analyzed how multiple factors affect link
quality. The paper [41] measured the link quality using
packet reception rate (PRR) and introduced the relationship
between PRR and distance under certain transmission power
conditions. Based on this, this paper analyzes the relationship
between transmission distance and the power under the con-
dition of guaranteeing link quality. In applications requiring
high reliability, it is not wise to simply increase the link
quality by increasing the transmission power. Because the
relationship between transmit power and PRR is nonlinear,
in the case of relatively high PRR, a huge transmission
power improvement can only be obtained in exchange for a

slight PRR improvement. In the application of high reliability
requirements, the following methods are generally used to
improve the reliability of the transmission:

(1) Broadcast technology: broadcast technology is a
highly reliable data transmission technology. It allows nodes
to transmit data to multiple destination nodes at the same
time. As long as one destination node receives data, it can
continue to transmit. Therefore, even if the quality of links
between nodes is relatively low, the probability of successful
transmission in the case of a large number of destination
nodes can reach a very high level. Of course, broadcast
technologies also have drawbacks. Uncontrolled broadcast
technologies such as flooding can significantly increase the
amount of data, cause a lot of energy waste, and shorten
the network lifetime. This is called broadcast problems [42].
There are many papers on the research of broadcast storm
problems and propose improvement strategies. The paper
[43] introduces a location aided algorithm to compute the
optimal local cover set without delay and without much
communication overhead. The approach in [44] is based
on selecting a small subset of nodes to form a forward
node set to carry out a broadcast process. These methods
in [43, 44] require each node to know its k-hop (k >=2)
neighbor information, which cause a large amount of extra
information exchange, which generates additional energy
consumption, so the improvement of energy efficiency is
not obvious. An important solution to the broadcast storm
problem is to use data aggregation technology. The paper
[45] shows that appropriate use of in-network aggregation
can significantly reduce the amount of traffic generated
over the network. Data aggregation technology is a very
important technology to reduce the data volume in wireless
sensor networks [46, 47]. There are many researches on the
application of data aggregation in wireless sensor networks.
The paper [48] adopted the data aggregation technology in
industrial wireless sensor networks (IWSNs). And it used
cluster heads to reduce the amount of transmissions required
to transmit the same information to the BS and reduces the
latency at the expense of some reduction in performance.
The paper [49] proposed distributing delay efficient data
aggregation scheduling to reduce the delay effectively, in
which data aggregation is an essential operation.

(2) Retransmission mechanism: in order to achieve high
reliability, using the retransmission mechanism is the most
direct choice. In the process of data transmission between
the node and the destination node, if there is a packet
loss, the destination node will send a message to the source
node to inform the packets loss. Then, the source node
will retransmit the lost packets. If the destination node
retransmits successfully, it will return an ACK message.
Otherwise, the source node will continue to retransmit and
stop retransmitting until it succeeds or reaches the upper
limit of the number of retransmissions. Many studies have
achieved robust and reliable wireless transmission by using a
retransmission mechanism. The papers [50, 51] are examples
of using retransmission mechanisms to solve reliability prob-
lems. The paper [50] proposes PSFQ (Pump Slowly, Fetch
Quickly), a reliable transport protocol suitable for a new
class of reliable data applications in wireless sensor networks.



The paper [51] proposes a scalable framework for reliable
downstream data delivery that is specifically designed to both
address and leverage the characteristics of a wireless sensor
network, while achieving the reliability in an efficient manner.

The use of the retransmission mechanism is energy
efficient compared to the broadcast mechanism and the fol-
lowing redundancy mechanism, but there are also problems
with large delays, because the retransmission mechanism
requires multiple transmissions and an acknowledgment
message which lead to additional wait time.

(3) Redundancy scheme is also a way to improve reliabil-
ity [52]. This scheme is usually using Erasure Coding, that is,
when transmitting data, encode M source packets into N+R
(N+R>M) packets for transmission. At the destination node,
it can reconstruct M original messages if the destination
node receives at least N out of N+R encoded data packets
[53]. Theoretical analysis in [53] indicates that when the loss
probability remains low or moderate, redundancy scheme is
more reliable and energy efficient than retransmission. How-
ever, the performance of the redundancy scheme will greatly
decline under the condition that the probability of loss is high.

3. The System Model and Problem Statement

3.1. The Network Model. A wireless sensor network for
periodic data collection is adopted in this paper. This network
is composed of a sink node and n sensor nodes. The
sensor node in the network is responsible for collecting the
physical characteristics of the surrounding environment and
generating data. On the other hand, the sensor node is also
responsible for data transmission and data aggregation. The
sink node in the network is responsible for collecting all
incoming data and processing it for sending to users using
the wireless sensor network. This kind of network has widely
application scenarios, such as predicting the weather by col-
lecting wind information periodically and monitoring forest
fires by collection temperature information periodically. For
the deployment of the network, the coverage of the entire
network is a circle with radius R. The sink node is located in
the center of the network, and 7 sensor nodes are randomly
and uniformly deployed in the entire network range with a
distribution density of p.

3.2. The Wireless Channel Reliability Model. Due to the
complexity of the physical environment, the communication
links between nodes are lossy. This paper uses the packet
receiving rate proposed by [41] to measure the quality of
communication links between nodes. For a data transmission
process, the sender is the node that sends the data, and
receiver is the node that receives the data. The packet
acceptance rate of a node is defined as the ratio of the number
of data received by the receiver to the number of data sent by
the sender node. According to [41], the packet reception rate
(PRR) is calculated as follows:

1 8f
b= (1 - exp <SNR/2)(BN/V5)> )

where f is the frame size of the packet, By is the noise
bandwidth, and V is the sending rate of nodes. In general,
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TABLE 1: Parameters of sensor node.

Symbol Description Value
Vi, Sending rate 19.2kbps
V. Receiving rate 19.2kbps
E, . The initial energy of node 2]

d, The reference distance 5m

P, The noise floor -115 dBm
n The path loss exponent 4

f The frame size of a data packet 50B
By The noise bandwidth 30HZ

the values of f, By, and V; are fixed in the same network, and
their specific values are summarized in Table 1. Substituting
specific values of f, By, and V; into (1), the equation of p with
respect to y(d) can be expressed as

L g@mapen\ @)
p=(1- Eexp

Assuming a given transmit power P, the signal-to-noise
ratio y at the distance d can be expressed as

y(d) = P, - PL(d) - P, 3)

where Bottom noise P, is —115 dBm and PL(d) is the loss
value during transmission.

The value of PL(d) can be derived from the following
equation:

d
PL(d) = PL(d,) + 10nlog,, <d_> + X (4)
0
where d, is a reference distance, n is the path loss
exponent, and Xy is a zero-mean Gaussian distribution of the
random variable.

3.3. The Data Collection Model. Wireless communication
technology is adopted during the data transmission between
nodes in the network. The routing algorithm used for the
network is the shortest path algorithm. If the sink node is
within the transmission range of the node, the data can be
directly transmitted to the sink node. For a node that is far
away from the sink node, the data need to be transmitted to
a node that is closer to the sink node and forwarded by this
node to a node closer to the sink node until it reaches the sink.
This type of transmission is called multihop transmission. In
the process of data transmission to the sink node, the number
of transmissions is called the number of hops. For nodes with
the same number of hops, their distribution positions appear
as a ring, which we call a tier.

If all the nodes in the network have the same transmission
range, the network can be divided into several tiers with the
same width. If the ring width is d(0 < d < r), the network can
be divided into [R/d] tiers. From the center to number each
tier in ascending order, 1, 2, 3, - -, [R/d], and T; denoted the
nodes in tier i.

The data collection in the network refers to the process of
collecting and processing the data packets generated by all the



Wireless Communications and Mobile Computing

Sink Node

//@\\ Receive Successful

//@\\ Receive Failed

FIGURE 1: Broadcast mechanism.

sensor nodes in the network and collected in the sink node.
The entire data collection process begins with the node in the
outermost tier, from the outside to the inside, and the data are
collected tier by tier according to a certain collection method
until all the data reach the sink node.

The broadcast mechanism is adopted for data transmis-
sion in order to improve the reliability. By using the broadcast
mechanism, sender node can send data to multiple receiver
nodes simultaneously. As long as any node in the receiver
nodes receives the data sent by the sender, it can ensure that
the data continue to be transmitted without loss. As can be
seen from Figure 1, there are two sender nodes sending data.
But the data sent by them are not received by all receiver
nodes. Although the data sent by the sender on the left is only
received by one receiver node, the data can still be transmitted
to the sink node. Therefore, using broadcasting can greatly
improve the reliability of transmission. In general, the sink
node has multiple antennas; therefore, its children can be seen
as having multiple parent nodes.

Using broadcast mechanism improves the reliability of
data transmission, but it dramatically increases the amount of
data transmission as well. As can be seen from Figure 1, after a
data packet B sent by a sender node is received by two receiver
nodes, both receiver nodes will send B to their parent node
(the sink node); i.e., their parent node receives duplicate data
causing energy waste. It is obviously not feasible to simply
use the broadcast mechanism. Therefore, data aggregation
technology is adopted in the process of network transmission.
In the process of data collection, the node can use the data
aggregation technology to process the received data, and the
data size after processing will be greatly reduced.

Data aggregation technology is a technology used in data
transmission to reduce the amount of data transmitted. As
shown in Figure 2, the data aggregation technology uses
a specific aggregate function to process the m input data
packets and outputs an aggregated data packet. The size of
the output data packet is significantly reduced compared to

="123..m

Aggregate
Function

Output
Packet

Input
Packets

FIGURE 2: Data aggregation mechanism.

the total size of the input data packet. In this paper, a widely
used aggregation model called increasing aggregation model
is adopted, same as [54]. When m raw packets are aggregated,
the size of the aggregated packet can be calculated according
to the following equation:

|9/ = 193] + & (19] + |95+ +19,.]) 5)

where |9'| denotes the size of output packet after aggre-
gation and |9, |, [9,],- - -, [9,,| denote the size of m raw input
packets, respectively.

3.4. Problem Statement. For wireless sensor networks, how to
achieve better network performance under limited resources
is of great importance. For periodic data collection WSN,
improving the reliability of data collection, how to reduce the
length of data collection, and how to improve the network life
are the main aspects of our efforts to improve.

(1) Data collection time (9): data collection time is the
time length for a data collection cycle. It is the time length
from which the outermost node starts to transmit data to all
nodes in the network to complete the data transmission. The
longer the data collection time is, the longer it takes the user
to get the latest data. Obviously, the shorter the data collection
time, the better. Let Z; denote the transmission time of all
the nodes in tier i, and the data collection time (J) can be
expressed as the sum transmission time of nodes in all tiers:

k
min (9°) = min (Zi‘,) (6)

i=0

(2) Data collection reliability (@): the data collection
reliability refers to the probability that all the data transmitted
from nodes in all tiers reach the sink node without loss after
a data collection cycle is completed. In the application of
periodic data collection WSNs, no data loss will affect the
result. However, using data aggregation increases the amount



of useful data contained in a packet. Therefore, the probability
of packet loss affecting the final result increases. Obviously,
improving the reliability of data collection is very important.
The greater reliability (@) of data collection, the better:

max (@) = max {P (all data transmit to sink node)} (7)

(3) Network lifetime (Z): the lifetime of the network
refers to the time when all nodes in the network normally
perform the function. Since the WSN is an ad hoc network,
the death of any node in the network will affect the per-
formance of the network. Therefore, the network lifetime is
generally defined as the lifetime of the first dead node in the
network. Since a periodic data collection network is adopted
in this paper, the network lifetime can be represented by the
data collection cycles of the network until the first node dies.
Obviously, the longer the life of the network, the better. Let E,
denote the energy consumption of a node that consumes the
highest energy in the network during a data collection cycle,
and E;,;, denote the initial energy of the node. The network
lifetime can be expressed as follows:

max (&) = max(%) (8)

c

To sum up, the goal we want to achieve can be expressed
by the following expressions:

k
min (J) = min <Z{i>
i=0

max (@)

= max {P (all data transmit to sink node)}  (9)

max (&)= max(ﬁ)
E

c

s.t. @ > @Std, T < 951’0[

In (9), @y T 44 represent the minimum standard
required by the user. The goal of (9) is to improve the per-
formance as much as possible, while ensuring that  and @
reach the minimum standard, while maximizing the network
lifetime as much as possible.

4. The Design of ATRTC Scheme

4.1. Research Motivation. There are two main aspects of moti-
vation for this paper: On the one hand, if the transmission
power of node can be increased, the transmission range of the
node will extend and the PRR does not decrease. On the other
hand, in the wireless sensor network under the traditional
scheme, the energy consumption of a small part of the nodes
near the sink node (near-sink nodes) is much greater than
that of the most of the nodes far from the sink node. This
leads to the energy remaining of most nodes after the death
of the network.

If transmission power of a node can be increased, then
the transmission range of node can be extended and PRR
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will not decrease at the same time. If the transmission range
of the node can be extended to a certain level, the number
of hops that node transmit data to sink can be reduced.
That means the data reaching sink node need less forwarding
times than before which can reduce the transmission time.
Since the wireless channel between nodes is lossy, there is a
possibility of packet loss during data transmission. During
the transmission of a data packet from a node to the sink
node, the probability of packet loss increases with each hop.
Since extending the transmission range of node will reduce
the number of hops, the possibility of packet loss will be
reduced during the transmission to the sink node. From the
perspective of the entire network, extending the transmission
range improves the data collection reliability. Unfortunately,
increasing the transmission power will increase energy con-
sumption and shorten the lifetime of the node. It is unwise to
increase the transmission power blindly.

In general, there are different power levels that can be
adjusted in a wireless sensor node; for example, MICA2 has
26 transmit power levels (-20dBm to 5dBm). According to
the reliability model in Section 3.2, the relationship between
transmission range and transmission power under different
PRR can be obtained. In Figure 3, the higher the transmission
power, the large the transmission range, under the situation
of the same PRR. And at the same transmission power, the
higher the PRR, the smaller the transmission range. Assume
that the network used in this paper requires the PRR to be
0.868. The maximum transmission range that can be achieved
under different power levels is summarized in Table 2.

As shown in Table 2, when the transmission power is -
20dBm, the transmission range is 28 m. Because -20dBm is
the minimum transmission power of the node, 28 m is the
minimum transmission range that guarantees PRR = 0.868.
When the transmission power is -8 dBm, the transmission
range of the node can reach 55.9m, which is about twice the
minimum transmission range. And when the transmission
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TABLE 2: The transmission range under PRR=0.868.

Transmission power Range
-20 dBm (0.0100 mW ) 28.0m
-19 dBm (0.0126 mW) 297 m
-18 dBm (0.0158 mW) 3l4m
-17 dBm (0.0200 mW) 333m
-16 dBm (0.0251 mW) 353m
-15 dBm (0.0316 mW) 374m
-14 dBm (0.0398 mW) 39.6m
-13 dBm (0.0501 mW) 419m
-12 dBm (0.0631 mW) 444 m
-11 dBm (0.0794 mW) 47 m

-10 dBm (0.1000 mW) 49.8 m
-9 dBm (0.1259 mW) 528 m
-8 dBm (0.1585 mW) 55.9m
-7 dBm (0.1995 mW) 59.2m
-6 dBm (0.2512 mW) 62.7m
-5dBm (0.3162 mW) 66.4m
-4 dBm (0.3981 mW) 70.3m
-3 dBm (0.5012 mW) 745m
-2 dBm (0.6310 mW) 789 m
-1dBm(0.7943 mW) 83.6m
0 dBm (1.0000 mW) 88.6m
1dBm (1.2589 mW) 93.8m
2 dBm (1.5849 mW) 99.4m
3 dBm (1.9953 mW) 1052 m
4 dBm (2.5119 mW) 1L.5m
5 dBm (3.1623 mW) 118.1m

power is 5dBm, the range can reach 118.1m, which can reach
more than 4 times the minimum range.

(2) Under the traditional Constant Transmission Power
and Range (CTPR) scheme, there is a big difference in energy
consumption of nodes in different locations in the network.
Because the nodes close to sink node need to bear forwarding
a large amount of data sent from far-sink nodes, the energy
consumption of near-sink node is much great than that of far-
sink node. Because of the death of one node in the wireless
sensor network, it will have a great impact on the network, so
that the entire network cannot complete the predetermined
function. So, once a node dies, it is regarded that the entire
network is dead. At this time, far-sink nodes still have a lot
of energy left. In other words, there is still a large amount of
energy in the network that can be used after the network died.

We analyzed a network consisting of 500 wireless sensor
nodes and a sink node using traditional Constant Trans-
mission Power and Range (CTPR) scheme. Some specific
parameters of this network are summarized in Table 3.

We have calculated the energy consumption of each node
of the network in one data collection cycle and the remaining
energy of each node after the network died. As shown in
Figure 4, the energy consumption decreases from the near-
sink node to the far-sink node under the CTPR scheme. The
trend of energy consumption for receiving and transmitting is

7
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=
£
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—a— Energy consumption for receiving
—e— Energy consumption for transmitting
—a— Total energy consumption
FIGURE 4: Energy consumption in one cycle.
TABLE 3: Parameters of network.
Symbol Description Value
N total number of node in network 500
R radius of network 126 m
d width of tier 2lm
€ aggregation ratio 0.3
r initial transmission range of node 28 m
pend initial transmission power of node -20 dBm
preeeve receiving power of node -20 dBm

similar to the trend of total energy consumption. The energy
consumption of the node in tier 1 is the largest. The total
energy consumption and energy consumption for receiving
of nodes in tier 1 are greater than twice that of nodes in tier 2.
Since nodes in tier 6 are located at the outermost tier of the
network, there is no child node and no energy consumption
for receiving data, and their total energy consumption and
energy consumption of the transmitting are also minimum.
The total energy consumption of the first-level nodes is as
high as 219 times the energy consumption of nodes in tier 6.
We can see the huge difference between them.

Figure 5 shows the lifetime and the residual energy of
nodes at each tier after the network died under the CTPR
scheme. The black line in the figure shows the lifetime of the
node, and the cyan line shows the residual energy after the
network died. First, from the black line, it can be seen that
the lifetime of the nodes from the first layer to the sixth layer
is longer and longer. Since the lifetime of the network is equal
to the lifetime of the first dead node, under the CTPR scheme,
the lifetime of the network is equal to the lifetime of the node
in tier 1. Second, from the cyan line, it can be seen that the
residual energy of the node in tier 1 is close to 0, while the
residual energy of nodes in other tiers reaches 60% of the total
energy.

From the analysis in Figures 4 and 5, we can see that
the energy utilization rate of the traditional network using
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FIGURE 6: ATRTC scheme versus CTPR scheme.

CTPR scheme is very low, and the energy consumption of the
network is uneven. After the network died, most of the nodes
in the network have a large amount of residual energy. In one
word, the CTPR scheme needs to be improved.

Based on the above two points, there is a scheme that
can utilize the remaining energy of the far-sink nodes to
increase the transmission power of the nodes and improve the
network performance. By analyzing the network energy con-
sumption and performance, we propose an Adaptive Trans-
mission Range Based Topology Control (ATRTC) scheme. It
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can improve the reliability of data collection and reduce the
delay of data collection without affecting the network lifetime.

4.2. The ATRTC Scheme. The main idea of the ATRTC
scheme is to extend the transmission range of the nodes
which have remaining energy by increasing the transmission
power of the nodes, so that it can reduce the network
collection time and improve the reliability of the network
collection. As shown in Figure 6, when the network uses the
CTPR scheme, the transmission range r of the node is in the
range of d < r < 2d. This transmission range can make sure
that the node can transmit data to the parent node in the next
tier. While the ATRTC scheme increases the transmission
distance of the node by increasing the transmission power
of the node to a range of 2d < r < 3d, so that the node
in tier i can transmit the data to node both the tier i-1 and
tier i-2 nodes. By modifying the transmission protocol, nodes
in tier i can transmit data only to the nodes in tier i-2.
We call this type of transmission a cross-tier transmission.
The ATRTC scheme adaptively extends the transmission
range and makes sure PRR reach a level that user required
according to the condition of the energy remaining of nodes
in different tiers. Through the cross-tier transmission, the
number of hops transmitted from the node to the sink node
is reduced. In this way, the reliability of the network data
collection can be improved and the network data collection
delay can be reduced, so that the network performance can be
improved.

According to the main idea of the ATRTC scheme, we
have designed the ATRTC scheme algorithm (see Algo-
rithm 1).

4.3. The Calculation of Energy Consumption. Calculating
energy consumption in the network is very important for the
ATRTC scheme. ATRTC scheme needs to adjust the trans-
mission power of node in each tier according to the energy
consumption in the network, since the biggest part of the
energy consumption of the nodes is the data transmission and
the energy consumed by other aspects is negligible. Therefore,
the energy consumption of a node is approximately equal
to the energy consumption of a node for data transmission.
The energy consumption of a node needs to be calculated
based on the amount of data transmitted by the node
data.

The data transmission of a node includes two parts:
receiving data from the child nodes and sending data to the
parent nodes. Since broadcast mechanism is adopted in the
network, a node can have more than one parent node at
the same time. That means the data sent by a node can be
received by multiple parent nodes simultaneously. And that
also means different parent nodes may have the same child
node. It is more complicated than the unicast mechanism
where just one node sends data to another node. In the
same tier of the network, if the position of nodes is different,
the number of their parent nodes is also different. In order
to simplify the calculation, we have studied the positions
of the most and the least number of parent nodes in a
tier and given the calculation methods respectively shown
below.
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1: for i = 1 to tiers:

2:  calculate the parent nodes number of tier i
3: calculate the child nodes number of tier i
4: calculate the PRR of tier i

5: calculate the retransmission time of tier i

6:  calculate the one hop reliability of tier i

7: End for

8: for i = tiers-1to 1:

9: calculate the data volume to receive of tier i
10:  calculate the data volume to send of tier i

14: End for
15: for i = 1 to tiers:

18: End for

11:  calculate the energy consumption for receiving data of tier i
12:  calculate the energy consumption for sending data of tier i
13:  calculate the total energy consumption of tier i

16:  calculate the new transmission power of tier i
17:  calculate the new transmission range of tier i

ALGORITHM 1: ATRTC Scheme Algorithm.

Theorem 1. The node v in the outermost of the tier i covers the
minimum area of tier where the parent nodes are located. The
area is

S, =1, - (arccos/ACB — sin/ ACB - cos/ACB)

(10)
+ r22 - (arccos/CAB — sin/CAB - cos/CAB)
where
12 22
cos/CAB=—"2 "
2:1r,+1,
2, 2 2 (1)
2
cos/ACB = h*t-n

2.1 -1

Proof. As shown in Figure 7, the position indicated by point
C is the position of the sink node. Point A is the position
of the node v which has the least number of parent nodes.
All the parent nodes of node v are located in the shadow
area. The shadow area can be seen as the area intersected by
the circle that center is C and radius is r; and the circle that
center is A and radius is r,. Obviously, the longer the distance
between two centers, the smaller the area of intersection. And
the position of point A leads to the longest distance of two
centers, so node v has the least number of parent nodes.

The three sides ry, r,, and [ of triangle ABC are known,
and the cosine value of /CAB and /ACB can be calculated
by cosine theorem. And the area of sector DAB and sector
CAB can be calculated by using sector area formula. And
the area of isosceles triangle DAB and isosceles triangle CAB
can also calculated by using r,, r, and cosine value of ZCAB
and /ACB. FinaHY’ Sshadow area — (Ssector DAB — Striangle DAB)5

(Ssector CAB — Striangle CAB)'

Theorem 2. The node v in the innermost of the tier i covers the
maximum area of tier where the parent nodes are located. The
area is

Spax =S1 =5, (12)

\

\ ~\

[ SIS |
By -7 |

[ \ i

| | I |
C
Tier i-2 \ Tieri-1 \Tieri

e Node v in outermost position of tier i
® Sink Node

FIGURE 7: Min area that node covered the parent tier.

Proof. As shown in Figure 8, S is the shadow area and S, is
the sum of the areas of S and S,. Because the shape of S is
irregular, it cannot be obtained directly. Fortunately, the area
of §; can be seen as node v in the outermost of tier i-1 and its
parent nodes in tier i-2. Then the area of S; can be calculated
by Theorem 1. And the area of S, can be seen as node v in the
outermost of tier i-1 and its parent nodes in tier i-3, so the area
of S, can also be calculated by Theorem 1. O

Figures 9 and 10 illustrate the minimum area and max-
imum area of each tier under different transmission range,
respectively, in the network (the parameters of network are
listed in Table 3). For the same transmission range, the larger
the tier number of nodes, the larger the area covered. And it
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can be seen that the increase of the coverage area decreases as
the tier number increases. For different transmission ranges,
the greater the transmission range at the same tier number,
the greater the area covered.

RZ

Proof. Because N nodes are uniformly deployed in the
network, the density of nodes in different area of the network
is the same. N and R are given, and the density of node can
be calculated: p = N /(7 - R%). And the area S is given, so the
number of nodes in the areaisn = (S - N)/(7 - R?). O

The minimum number of parent nodes of nodes in tier
i can be calculated by using Theorems 1 and 3, and the
maximum number of parent nodes can be calculated by using
Theorems 2 and 3.

In order to calculate the receiving data volume of a node,
the number of child nodes and the sending data volume of
its child nodes need to be calculated at first. The methods to
calculate the number of child nodes are given below.

Theorem 4. Assume that node v in tier i has child nodes in
tier j (i < j). If the number of parent nodes of a node in tier j
(nf“rem) and the total number of nodes in tier j and tier i (n;
and n;) are known, the average number of child nodes of node
v can be calculated by the following equation:

‘ nl?arent ‘1.
nfhlld __J T (14)
n;
Proof. Ifanodein tier jhas only one parent node in tier i, each
node in tier i receives data from average n;/n; child nodes in
tier j. If broadcasting is used, i.e., a node in tier j has multiple
parent nodes in tier i, and each node in tier i receives data
from average n’; et n ;/n; child nodes in tier j. O
The number of child nodes can be obtained by using
Theorem 4, and we also need to obtain the sending data
volume of child nodes for calculating the receiving data
volume of parent node. And the sending data volume of child
node needs to be obtained by receiving data volume of child
node. The sending and receiving data volume of nodes in the
outermost tier is known. So, the receiving and sending data
volume can be calculated from the outer tier to the inner tier.
Theorem 5 gives the calculation method of the receiving data
volume of the node. Theorem 6 gives the calculation method
of sending data volume of the node.

Theorem 5. Assume that node v in tier i has child nodes in tier
j (i < j). In a data collection cycle, the sending data volume of
child nodes in tier j (Cj.e"d) and the number of child nodes of

<hild) are known. If the PRR of data transmission

node in tier i (n;
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Theorem 3. In the circle network that the radius is, N nodes
are uniformly deployed. If area S in the network is given, the
number of node n in the area is

where N is the total number of nodes in the network, R is the radius of the network (13)

from child node to node v is p, and the retransmission time is
0, then the receiving data volume of node v is

C:eceive _ ;hild . C;end

== (15)

Proof. If the PRR is p and retransmission times is 6, the
possibility of a successful data transmission is 1 — (1 — p)'*°.
If the wireless channel is lossless, the receiving data volume

of node v is n{

the receiving data volume of node v can be calculated; that is,
; d
. CT - (- p)'). O

; send 3
hild C, .%o, under the lossy wireless channel,

1

Theorem 6. In a data collection cycle, if the retransmission
times 8, the receiving data volume C**""°, and the aggregate
function f(data) are known, the sending data volume of node
vin tieriis

C = (0 +1) - f(Cr™ +1) (16)
Proof. The sending data of node v are generated by aggregate
function. And the input data of aggregate function are
comprised of the data generated by self (size of 1 data packet)
and the data received from its child nodes. The data volume
of input data is C;*“"" + 1. If the aggregate function f(data)
is known, the output data volume is f (Cl.me"” +1). If node v

retransmits data § times, the sending data volume is (6 + 1) -
f(Cl(ecewe + 1) D

The sending and receiving data volume of nodes in each
tier can be calculated by using Theorems 5 and 6. They are
the essential values to calculate the energy consumption of
nodes in each tier. And the calculation methods of energy
consumption according to data volume are shown in theorem
below.

Theorem 7. Assume the following values are known: sending
data volume C*™ and receiving data volume CI*“" of a
node in tier i, the power for sending data P and receiving
data IDireCEi"e, the sending rate V,,,;, and receiving rate \/irecei"e.

The energy consumption of a node for sending data in a data
collection cycle is

C;end . Pisend

E (17)

send — Vv

send
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The energy consumption of a node for receiving data in a data
collection cycle is

receive receive
G B

E (18)

receive —
Vreceive
The total energy consumption of a node in a data collection
cycle is
E 1= Esend + Ereceive (19)

tota

Proof. If a power P and time ¢ are known the energy con-
sumption E can be calculated as E = P - t. If the data volume
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FIGURE 10: Max covered area with ranges.

C and transmission rate V are known, the time t can be
calculated as t = C/V. So, E = C - P/V. To calculate the
energy consumption for sending data, just substitute C",
P, and the V,,, into the equation E = C - P/V, that
is, Eqpg = C3 . P4V And the energy consumption
for receiving data can be calculated by using the method;
that is, E,eceive = C°" + PI“M [V, ive- Since the energy
of a node is mostly used by sending data and receiving data.
Therefore, the total energy consumption of the node is E, ,,; =
Esend + Ereceive‘

4.4. The Calculation of Transmission Range. The key point
of the ATRTC scheme is to extend the transmission range
properly, and the PRR should not be decreased at same time.
To achieve this goal, the transmission power needs to be
increased.

Theorem 8. Assume the following values are known: the
energy consumption of node v in tier i for receiving data E}*""
the sending data volume of node v C:™, the sending rate V4,
the maximum energy consumption in the network (usually the
node in tier 1) E, .., and the max transmission power that
the node can adjust determined by hardware Py,,;,. Under the
ATRTC scheme, the transmission power of a node can adjust is

>

(Emax - Eireceive) “Viend
send (20)
Ci

Pz'sendl = min {Plimit’
Proof. Under the ATRTC scheme, some nodes can increase
the transmission power by using the residual energy. The
energy which can be used for sending data is E,,, — E/*“"
According to the equation E = C - P/V in proof of
Theorem 7, the power can be calculated as P = E - V/C.
Since the energy can use E_ . — E;““", and the sending
rate V,,; and the sending data volume are known, the new
transmission power of node under ATRTC scheme can be
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calculated: (E,, — EF“™) - Vg /C™. And the hardware
limit of the transmission power needs to be considered;
if the results calculated by the equation are beyond the
E}imir> the transmission power should be Ej;,;,. So, the new
transmission power under ATRTC scheme can be expressed
as min{Elimit’ Pisend . (Emax _ E:eceive)/Efend}' m
Theorem 9. If the transmission power P, and the PRR stan-
dard p are known, the max transmission range can be cal-
culated by the following equation:

IO[PL(r)—PL(rO)]/lon
Ty = ( ) (21)

max
Ty

where
PL(r) =P, +128Wn[2(1-p"*)]-P,  (22)

Proof. According to the reliability model in Section 3.2, the
relationship of PRR, transmission power, and transmission
range can be known by (2), (3), and (4). And according to
(2), the relationship between signal noise ratio y and PRR p
can be known: y = -1.281n[2(1 - pl/sf)](Z)’. According to
(3), the relationship of PL(r) and y can be known: PL(r) =
P, —y—P, (3). And according to (4), the relationship between
r and PL(r) can be known: r = (1O[PL(”*PL(T‘))]/IO”)/rO(4)’.
Substituting (2)’ to (3), and then substituting (3)’ to (4), we
can get the relationship between the transmission range r, the
transmission power P,, and the PRR p. O

The max transmission range of node under a certain
transmission power and a certain PRR can be calculated by
using Theorem 9. But this is not a proper transmission range,
because the excessive transmission range will lead to the data
redundancy and energy waste. And the data collection time
will be increased accordingly. Therefore, after calculating the
max transmission range, the new transmission range needs to
be adjusted based on the max transmission range. In ATRTC
scheme, we suggest that the proper transmission range should
satisfy the condition of not more than 3d in length and the
minimum number of parent nodes is 2.

Under the ATRTC scheme, a node has residual energy
that can achieve cross-tier transmission. In order to figure
out which tier the node can reach, we show the method in
Theorem 10.

Theorem 10. If the transmission range r of node v in tier i and
the width of tier d are known, the tier number of the tier that
node v can reach is

"
tier =i — l—J 23
p (23)
Proof. If the transmission range r and the width of tier d are
known, the number of tiers that node v can completely span
can be calculated, that is, |r/d]. Because the order of tier
number from the outermost tier to the sink is descending,

and the tier number of node v is also known, the tier number
of node vcanbei— |r/d] ]
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FIGURE 11: One-hop reliability with transmission times.

4.5. The Calculation of Data Collection Reliability. Due to the
data aggregation technology used in the network, the amount
of information in a single packet increases, the final result
generated after data collection is more vulnerable and affected
by packet loss. Therefore, improving the reliability of data
collection helps to ensure the accuracy of data collection.
Theorem 11 gives the calculation method of the reliability of
the node to transmit data to the parent node. Theorem 12
gives the calculation method for the reliability of the data sent
by node reach to the sink node successfully. And Theorem 13
gives the calculation method of network data collection
reliability.

Theorem 11. The one-hop reliability of node in tier i is defined
as the possibility of data sent by node in tier i reach to the par-
ent nodes successfully by using broadcast and retransmission
mechanism. If the minimum numbers of parent nodes x, the
PRR p, and the retransmission time & are known, the one-hop
reliability of node in tier i is

pi=1-(1-p) ™ @4)

Proof. If the PRR of the data transmission is p, the possibility
of packet loss is (1 — p). If the node transmits the same data
packet m times, the possibility of packet loss is (1 — p)™.
The § times retransmission can be seen as §+1 times data
transmission, the possibility of packet loss is (1 — p)1+5. And
transmitting data to x parent nodes simultaneously can be
seen as x times data transmission, the possibility of packet
loss is (1 — p)*. If node transmits data packet to parent
nodes by using broadcast and retransmission mechanism,
the possibility of packet loss is (1 — p)***?. Therefore, the
possibility of successful data transmission, i.e., the one-hop
reliability, is1 — (1 — p)* ). O

According to the proof of Theorem 11, the data trans-
mission by broadcast retransmission mechanism can be seen
as multiple transmissions of the same data packet. Figure 11
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shows the relationship between one-hop reliability and PRR
under different transmission times. As shown in Figure 11,
first, the greater the one-hop reliability the greater the PRR
under the same transmission times. Second, the more trans-
mission times, the greater one-hop reliability under the same
PRR. When the transmission times=1, the one-hop reliability
of node is equal to the PRR. When transmission time =2, the
one-hop reliability of node is greatly improved compared to
that when transmission time =1. Even when the PRR=0.8, the
one-hop reliability can reach 0.96 under transmission time
=2. It can be seen that when the PRR is relatively low, using
broadcast and retransmission mechanism can significantly
improve the one-hop reliability.

Theorem 12. Assume that a data packet from a node reaches
sink node successfully needs multiple hop transmission. If the
one-hop reliability of each hop is @, @5, - -¢,,,, the reliability of
a data transmission from the node in tier i to the sink node is

?, =[[ox (25)

Proof. The data sent by the node in tier i needs to forward
by the parent node closer to the sink node. The reliability
of successful transmission to the sink node is based on the
reliability of each one-hop reliability of node to forward the
data. Therefore, the reliability of data transmission from the
node in tier i to the sink node can be expressed as ®@; =

Hzl:l‘Pk- O

Theorem 13. If the reliabilities of data transmission from node
in each tire to the sink node ©,,®,,- - -, ®,, are known, the
reliability of network data collection @ is

@ = min {®, D, -, P, } (26)

Proof. The distances between the nodes in difference posi-
tions and the sinks are different, the reliability of the trans-
mission to the sink is also different. The minimum reliability
is used to measure the reliability of network data collection.
It can make sure the reliability of the transmission of data
sent from any node reach to the sink node is not less than
the minimum reliability @. O

4.6. The Calculation of Data Collection Time. The data collec-
tion time in this paper is the time length from the beginning
to the finish of data collection in the network. According to
the data collection model in Section 3.3, the parent nodes
need to wait until the child nodes finish the data transmission.
Under the ATRTC scheme, the transmission ranges of nodes
in each tier are different. The node that has residual energy
can achieve cross-tier transmission. For example, the nodes
in tier 8 can transmit data to the nodes in tier 6 rather than
tier 7. And the nodes in tier 7 can transmit data to the nodes
in tier 5. So that the nodes in tier 7 need not to wait the nodes
in tier 8. The nodes in tier 7 and tier 8 can transmit data to
their parent nodes at the same time as long as their parent
nodes are not in the same tier. So, under the ATRTC scheme,
there are two paths that can transmit data to the sink node

13

if some conditions are satisfied. The sink node usually has
a stable power supply, and the data transmission function is
more powerful than the sensor node. It is assumed that the
sink node can receive data transmitted from nodes of two
tiers at the same time.

Theorem 14. Assume the node v in tier i has child nodes in
tier j. If the number of child nodes of node v n", the average

sending data volume of each child node C**" and the sending

rate V. ceive 0f nodes are known, and the time of data transmis-
sion from child nodes to node v is

n

child Csend
t=— "

1 (27)
v,

receive

Proof. Assume the sensor node usually has multiple data
channels, and nodes in the same tier can transmit data
simultaneously if their parent nodes are not the same. The
parent nodes can receive data from only one child node at
one time. If a parent node has multiple child nodes, the
child nodes need to transmit data in order. The sending rate
and receiving rate are the same value in this paper. If the
wireless channel is lossless, the transmission time from nodes
in tier j to their parent nodes in tier i can be calculated
by the receiving data volume of parent nodes. But, if the
wireless channel is lossy, using the total sending data volume
of child nods is more accurate. Therefore, the time of data
transmission from child nodes to node v can be expressed as
nfhild ’ C;end/ Vieceive: O
Theorem 15. Assume that there are two paths for the data
collection, and each path is comprised of nodes in m different
tiers. The two paths can transmit data simultaneously. The data
transmission times on the first path are ¢y, <15, - - 1,,,- The
data transmission times on the second path are ¢, ¢,,, - - -,
24, The data collection time of the network can be calculated
by the following equation:

m m
J = max {Ztli, qu} (28)
i=1 i=1

Proof. Since the parent node needs to wait for all child nodes
to complete the transmission to start data transmission, the
transmission time on each path is )", Z;. For the two paths
that can be transmitted simultaneously, the data collection
time is determined by the transmission time of the last
completed path. Therefore, the data collection time of the
network can be expressed as max{} " Z,;, >, Z ;). O

The data collection time of the network under ATRTC
scheme can be calculated by using Theorems 14 and 15. For
that under CTPR scheme, every transmission time from child
tier to parent tier need to be calculated by using Theorem 14
and the data collection time of the network under CTPR
scheme can be calculated by accumulating them.
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4.7 The Calculation of Network Lifetime

Theorem 16. If the initial energy of node E,,;, and the total
energy consumption E, in a data collection cycle are known,

the lifetime of a node is
E. .
l = \‘ zmtJ (29)

E

c

Proof. The lifetime of a node is defined as the number of data
collection cycle from the full state to the empty state of the
battery of a node. Therefore, the number of data collection
cycle can be easily calculated by the known initial energy of
node E;,; and energy consumption E. in a data collection
cycle: | E;,,; /E. | O

Theorem 17. Assume the network has m tiers, and the lifetime
of nodes in each tier is €y, €,, - -, £,,,. The lifetime of the network
can be expressed as follows:

% = min {EI,EZ,- . -,Zm} (30)

Proof. According to the definition of the network lifetime
in Section 3.4, the lifetime of the network is determined by
the lifetime of the node first died. That means the lifetime
of the network is the minimum lifetime of nodes in all
tiers. Therefore, the lifetime of network can be expressed as
min{f;,&,, -+, €,,}. O

In a data collection cycle, the data volume received and
sent by nodes in different tiers is different. The data trans-
mission time of nodes in different tiers is also different.
Therefore, the lifetime expressed by using the data collection
cycle is more convenient than using the transmission time.
The lifetime of the network can be easily calculated by using
Theorems 16 and 17.

5. Analysis and Comparison

In this section, the wireless sensor network under Adap-
tive Transmission Range Based Topology Control (ATRTC)
scheme will be compared with the wireless sensor network
under Constant Transmission Power and Range (CTPR)
scheme. The network structure, the data collection reliability
of the network, the data collection time, and so on will be
compared and analyzed in the following contents.

5.1 Network Structure. Under the ATRTC scheme, the trans-
mission power and the transmission range of nodes in each
tier are different compared with these under CTPR scheme.

The transmission power of nodes under ATRTC scheme
and under CTPR scheme is compared in Figure 12. As can be
seen from Figure 12, the transmission power of nodes in most
tiers under ATRTC scheme is increased compared with that
under CTPR scheme. The transmission power of node in all
tiers is the same value under CTPR scheme. And the more the
residual energy of the nodes, the higher the transmit power
under the ATRTC scheme.

Under the ATRTC scheme, increasing the transmission
power of a node can extend the transmission range and
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FIGURE 13: Comparison of transmission range.

improve the transmission reliability of the node. The trans-
mission range of the nodes under CTPR Scheme and ATRTC
Scheme is compared in Figure 13. It can be seen from
Figure 13 that the transmission range of nodes in all tiers is
the same under the CTPR scheme. The transmission range of
node is all increased in tier 2-6 under ATRTC scheme. The
transmission range of node in tier 2 is 42m; it can just reach
the sink node. The transmission range of node from tier 3
to tier 6 is slightly reduced, because the total area of tier is
increased from tier 3 to tier 6.

Figure 14 shows which tier the child node can reach. The
number on the vertical axis represents the serial number of
tier, and 0 represents the serial number of sink node tier.
Under the CTPR scheme, the serial number of the parent tier
is always one less than the serial number of the child tier. The
transmission range under CTPR scheme is all the same. But
under the ATRTC scheme, most serial number of parent tier
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is two less than the serial number of the child tier, and nodes
in tier 1 and tier 2 have the same serial number of parent tier.
Nodes in tier 2 have residual energy and the transmission
range of them is extended.

Figure 15 shows the minimum number of parent nodes
in each tier under ATRTC scheme and CTPR scheme.
Under CTPR scheme, the minimum number of in tier 2
and tier 3 is 1. If a child node only has only one parent
node, broadcast mechanism will not improve the reliability
of data transmission from a child node to parent node.
Therefore, nodes in tier 2 and tier 3 transmit data using
retransmission mechanism to improve the reliability under
the CTPR scheme. And under ATRTC scheme, the minimum
number of parent nodes in each tier is always 2 due to the
increase of transmission range.

Figure 16 shows the path of data collection under ATRTC
scheme and CTPR scheme. Under CTPR scheme, a path of
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data is collected from outer to inner tier by tier. And under
the ATRTC scheme, there are two paths of data collection.
Nodes in tier 6 transmit data to parent nodes in tier 4 and
nodes in tier 5 transmit data to parent nodes in tier 3. Nodes
in tier 6 and tier 5 can transmit data simultaneously. As can
be seen in the Figure 16, nodes in tier 6 can transmit data to
the sink node just through 3 hops under ATRTC and 5 hops
under CTPR scheme.

The average number of parent and average number of
children under the CTPR Scheme and ATRTC Scheme are
compared in Figures 17 and 18, respectively. It can be seen
from Figure 17 that the average number of parent nodes
of nodes in tier 4-6 under the ATRTC scheme is increased
compared to the CTPR scheme due to the increase of the
transmission range. As can be seen from Figure 18, under the
ATRTC scheme, the average number of child node in tier 1-4
is more than that under the CTPR scheme. The total number
of nodes in a tier is increased with the serial number of tier
increase according to Figure 19. And the most serial number
of child tier under ATRTC scheme is more than that under
CTPR scheme with the same parent tier serial number.

5.2. Data Collection Reliability. In Figure 20, the PRR of node
in every tier is 0.868 due to the same transmission range
and power under CTPR scheme. And under ATRTC scheme,
there is a significantly improvement of the PRR in tiers 4, 5,
and 6 compared with CTPR scheme. Because the nodes in
tiers 4, 5, and 6 have lots of residual energy, they can use a
high transmission power under ATRTC. This led to a high
PRR. The PRR of nodes in tier 2 and 3 under ATRTC scheme
is roughly equal to that under CTPR scheme. The residual
energy of nodes in tiers 2 and 3 is not as much as that in tiers
4, 5, and 6. The residual energy is used to extend the trans-
mission range at first. The one-hop reliability of nodes under
ATRTC scheme and CTPR scheme is compared in Figure 21.
Under the ATRTC scheme, the one-hop reliability of nodes
in tiers 4, 5, and 6 has a significant improvement compared
with CTPR scheme. And the one-hop reliability of nodes in
tiers 1, 2, and 3 under ATRTC scheme is roughly equal to the
CTPR scheme. But the one-hop reliability of nodes can reach
0.98 at least both under ATRTC and CTPR scheme.

The reliability of data reaching sink node (RDS) from
nodes in each tier under ATRTC scheme and CTPR scheme
is compared in Figure 22. Under the CTPR scheme, the RRS
is decreased with the increase of tier serial number. The
reliability of tier 6 is the lowest, that is, 0.9002. This is because
every hop of data transmission has a possibility of data loss,
and the further away from the sink node, the more hops
required. Under the ATRTC scheme, the RDS from nodes
in all tiers except tier 1 is higher than that under CTPR
scheme. Transmitting data to the sink node under ATRTC
scheme needs less hops than CTPR scheme. And the one-
hop reliability of nodes in most tiers under ATRTC scheme
is higher than CTPR scheme. The RDS from node in tier 5 is
the lowest under ATRTC scheme, and it still reaches 0.9659.
According to Theorem 13, the reliability of data collection
under ATRTC scheme is 0.9659 and under CTPR scheme is
0.9002. The ATRTC scheme increased by 7.3% over the CTPR
scheme on the reliability of data collection.
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5.3. Data Collection Time. The sending data volume and
receiving data volume of nodes in each tier under ATRTC
scheme and CTPR scheme are shown in Figures 23 and 24,
respectively. In Figure 23, the sending data volume of nodes
increases as the serial number of tiers decreases. The parent
nodes in the inner tier need to forward the data of the child
nodes in outer tier and the number of parent nodes is less
than the number of child nodes. But under ATRTC scheme
the sending data volume is less than CTPR scheme.
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As can be seen from Figure 24, under the ATRTC scheme,
the receiving data volume of nodes in most tiers is less than
the CTPR scheme. But the receiving data volume of nodes
in tier 2 is more than the CTPR scheme. And the number
of child nodes under ATRTC scheme is more than CTPR
scheme and the sending data volume of child nodes is roughly
the same according to Figures 18 and 23.

Tables 4 and 5 show the paths of one-hop and the time
spent on them under CTPR scheme and ATRTC scheme. As
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TABLE 4: Data collection time in CTPR scheme.

Serial number Path of one hop Time(s)
1 6->5 0.152083
2 5->4 0.329560
3 4->3 0.695604
4 3->2 1.226709
5 2->1 3.766472
6 1->0 12.112338
Data collection time 18.282766

B CTPR Scheme
HHH ATRTC Scheme

FIGURE 21: Comparison of one-hop reliability.

can be seen from Figures 4 and 5, the closer to the sink node,
the more time which is spent on the path of one-hop. The
closer to the sink node, the more time which is spent on the
one-hop path. Under the same serial number, the time spent
on the path of one-hop under ATRTC scheme is mostly more



18

200 4
180 B

7
%
0a% %%

X

._.
N
S

1

S0

KX

KL

Z3S
5o
o

%%
X

>
%
%l

140

%

X
O
%
%o %%
X

X
v

ZS
S
ol

v
2
WV
<
)
<
)
N
= oSes
S 120 4 088 B
Z 3K
5 100 - KL E
RS
Q PR
S RS
5 80 KX 7
RS
= RS
2 XX
60 - R B
S PR
= BRRR
S 40 {2 -
_Q RS
52
20 1 KRR b
XX
PR
0 R XXX]
T T T T T
1 2 3 4 5 6

Tier

B CTPR Scheme
EEH ATRTC Scheme

FIGURE 24: Comparison of data volume of node to receive.

TABLE 5: Data collection time in ATRTC scheme.

Serial number Path of one hop Time(s)
1 6->4 0.245833
2 5->3 0.264583
3 4->2 1.532247
4 3->1 2.966007
5 2->0 12.278143
6 1->0 7.459946
Data collection time 14.056223

than CTPR scheme. For example, when serial number is 1,
under CTPR scheme the time spent on one-hop is 0.152083s
and 0.245833s under ATRTC scheme. But under ATRTC
scheme, data from the nodes in tier 6 can directly reach
the nodes in tier 4 in 0.245833s and 0.481643s under CTPR
scheme. This is because of the cross-tier transmission and two
paths of data collection under ATRTC scheme. Therefore, the
data collection time of the network under the ATRTC scheme
was reduced by 23% compared to the CTPR scheme.

5.4. Energy Consumption and Network Lifetime. The energy
consumption of nodes in each tier and network lifetime
under CTPR scheme and ATRTC scheme is compared in
this section. The energy consumption for sending data, the
energy consumption for receiving data, and the total energy
consumption of nodes in each tier in a data collection cycle
are shown in Figures 25, 26, and 27, respectively. As shown
in Figure 25, the energy consumption of nodes in tier 1 under
ATRTC scheme is lower than CTPR scheme, and the energy
consumption of nodes in tiers 2-6 under ATRTC scheme
is higher than CTPR scheme. Because the nodes in tiers
2-6 have residual energy, the transmission power of them
is increased under ATRTC scheme. The trend of Figure 26
is similar to Figure 24, because the receiving power is not
changed under ATRTC scheme. As shown in Figure 27, the
closer to the sink node, the greater the energy consumption
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TABLE 6: Lifetime under ATRTC scheme and CTPR scheme.

Lifetime under Lifetime under

Tier CTPR Scheme ATRTC Scheme
1 43799 64274

2 113417 66790

3 221450 131059

4 531251 49859

5 1120706 120856

6 9600000 48113
Network Lifetime 43799 48113

of nodes under the CTPR scheme. The maximum and
minimum ratio of energy consumption is 219.2 under CTPR
scheme and 2.7 under ATRTC scheme. And the maximum
energy consumption under ATRTC scheme is 9% less than
CTPR scheme.



Wireless Communications and Mobile Computing

0.00005 - B

TR
QR
SR
R
%

Q2
b

0.00004 -

%

o
K

v
3
Pa%a!

3
s
b0

X

7%

9
3K
o9

%

S
%

0.0,
R

e

K

b
T
e
e

0.00003 -

S0
X
9

7%
KR

QD

R
X2
XX

e

XX
XX
Sodede:

e

0.00002 -

e

%

%

s
o
KR

%
Q2

o

%

%
%
KR

%
e

e

%

3%
%
"o

Total Energy Consumption
3%

X

0.00001 -

3%
%
oS

o
R

X

%

zs
XX
3

XX

3%
o
R

e

oS

0.00000 f

R CTPR Scheme
EHR ATRTC Scheme

FIGURE 27: Comparison of total energy consumption.

Table 6 shows the lifetime of nodes in each tier under
ATRTC scheme and CTPR scheme. According to the def-
inition of the network lifetime, it is the minimum lifetime
of node. The network lifetime under CTPR scheme is 43799
cycles and 48113 cycles under ATRTC scheme. The network
lifetime under ATRTC scheme is about 10% higher than
CTPR scheme.

6. Conclusion

In the wireless sensor network, the resources of a node are
quite limited, and the wireless channel is lossy. Therefore,
how to achieve high stability, low power consumption, and
low latency network performance is very challenging under
limited energy conditions.

This paper focuses on optimizing the lifetime, data
collection time, and data collection reliability of periodic data
collection wireless sensor networks by controlling the trans-
mission range of the nodes. After careful analysis, we found
that the traditional Constant Transmission Power and Range
(CTPR) scheme has a shortage that energy consumption
near-sink node is much higher than far-sink node. Therefore,
the Adaptive Transmission Range Based Topology Control
(ATRTC) scheme is proposed in this paper. If a node has
residual energy, the transmission power will be increased, the
transmission range will be extended, and the transmission
quality will be improved under ATRTC scheme. Increasing
the transmission range can reduce the number of hops that
data reaches the sink node and improve the reliability of
data collection. And the increase of paths of data collection
leads to reducing of data collection time. According to the
analysis in this paper, compared with the CTPR scheme, the
ATRTC scheme reduces the maximum energy consumption
by 9%, increases the network lifetime by 10%, increases the
data collection reliability by 7.3%, and reduces the network
data collection time by 23%.

The ATRTC scheme also has some limitations. If the
energy consumption difference between the nodes is not
very large, the nodes do not have enough residual energy to
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substantially extend the transmission range to achieve cross-
tier transmission. In this case, the ATRTC scheme will not
have a significant performance increase. How to improve the
performance in that case can be solved in future work. In
addition, ATRTC scheme improves the transmission range
of sensor nodes. And larger transmission range will be inter-
fered by more nodes. How to reduce the interference between
nodes is also a problem that needs to be solved in the future.
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In cognitive radio sensor networks (CRSNs), the sensor devices which are enabled to perform dynamic spectrum access have to
frequently sense the licensed channel to find idle channels. The behavior of spectrum sensing will consume a lot of battery power of
sensor devices and reduce the network lifetime. In this paper, we aim to answer the question of how many spectrum sensing nodes
(SSNs) are required. In order to achieve this, SSN ratio effects on the accuracy of spectrum sensing from the perspective of network
energy efficiency are analyzed first. Based on these analyses, the optimal SSN ratio is derived for maximizing the network lifetime
by optimizing the cooperative detection probability (CDP). Simulation results show that the optimal SSN ratio can guarantee the

spectrum sensing performance in terms of detection and false alarm probabilities and effectively extend the network lifetime.

1. Introduction

Traditional wireless sensor networks (WSNs) have been an
attractive area of research since last decade and usually
operate on the license-free industrial, scientific, and medical
(ISM) band. However, as the number of wireless devices and
applications has seen explosive growth over the past few
decades, there has been increasing pressure on the limited
spectrum resources [1, 2]. Moreover, the improvement in
throughput of wireless networks largely depends on the
utilization of channels [3]. In this situation, the concept of
cognitive radio (CR) has emerged to alleviate the scarcity
of limited radio spectrum resources by improving the uti-
lization of spectrum resources [4]. The CR is a dynamically
programmable and configurable radio that opportunistically
uses an idle licensed channel in its vicinity to address the
problem of unlicensed spectrum resources shortage and the
underutilization of the licensed spectrum resources [5, 6].
Such a radio can be applied in the existing network tech-
nologies, like wireless sensor networks, machine to machine

networks, wireless body area networks, etc., enabling the
PHY (PHYsic) and MAC (Media Access) layers of the devices
to automatically and dynamically detect available channels
and then accordingly change their transmission or reception
parameters to allow more concurrent wireless communica-
tions in a given spectrum band. As a specific application of
the CR technology, cognitive radio sensor network (CRSN)
is recently regarded as one of the most attractive topics in [oT
paradigms [7].

Not the same as the traditional WSNs [8-12], CRSNs
operate on licensed bands, periodically sense the spectrums,
and determine vacant channels. In order to achieve this,
CRSDs (cognitive radio-enabled sensor devices) in CRSNs
have to frequently sense the licensed channels to identify an
idle one and detect the active state of primary users (PUs)
signal with strictly limited interference to PUs [13]. On the
other hand, different from CR networks [14, 15], CRSNs
inherit the basic limitations of traditional WSNs of which
the lifetime is strictly constraint due to energy limitations. In
addition, spectrum sensing (SS) [16, 17] is a crucial element
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in the implementation of a CRSN, and energy consumption
is also a major consideration in spectrum sensing. The more
SUs that participate in spectrum sensing will result in higher
energy consumption of the network and shorter network
lifetime. For this reason, our goal is to improve the network
energy efficiency by optimizing the number of spectrum
sensing nodes (SSNs) that participate in spectrum sensing
while still guaranteeing the spectrum sensing accuracy.

Moreover, it has been shown that cooperative spectrum
sensing (CSS) can not only deal with multipath fading and
shadow effects but also improve the accuracy of spectrum
sensing [18-21]. The idea of CSS scheme is to use multiple
SUs and combine their sensing results at a fusion center
(FC). There are two possible CSS strategies: the first one
is that all nodes perform CSS, and the second one is that
some nodes sense spectrums. But if their performance is
similar, the second one is obviously more suitable. To this end,
there are some existing node selection methods in various
works [3, 22-27]. Specifically, an optimal hard fusion strategy
was proposed to maximize the energy efficiency in [22]. In
[23], an optimal number of multihop-based SUs was derived.
To minimize the total energy consumption, a closed-form
equation and optimal conditions due to KKT were proposed
in [24] to determine the SUs which sense the spectrum. An
energy-efficient CSS was also proposed in [25] to solve the
problem of sensing node selection. Taking into consideration
the scenario when only partial information of SUs and PUs is
available in [26], an energy-efficient SUs selection algorithm
has been proposed to save energy and improve the detection
performance. In [3], a correlation-aware node selection
scheme was proposed to adaptively select uncorrelated nodes
for CSS, because of the openness, dynamics, and uncertainty
of wireless environment. Moreover, in [27], general criteria
for decision-approach selection were analyzed and derived
when there are actual channel propagation effects.

However, when the environment of network changes
dynamically, fewer nodes cannot guarantee the accuracy
of spectrum sensing, and more nodes involving spectrum
sensing will increase the energy consumption of the network.
Therefore, all of the above existing work cannot ensure the
accuracy of spectrum sensing and less energy consumption
at the same time. In addition, there is no efficient mathe-
matical model which quantitatively describes the relationship
between the number of SSNs and spectrum sensing perfor-
mance.

In this paper, we analyze the optimal SSN selection
strategy from the following three aspects. The first is to
explore the relationship between the SSN ratio and the
received signal power of PU, i.e., signal-to-noise ratio (SNR),
in randomly deployed networks (which means that both of
CRSDs and PUs are randomly deployed) for analyzing the
number of SSNs impacts on the performance of individual
spectrum sensing. Secondly, a mathematical formula which
describes the relationship between the ratio of SSN and
cooperative detection probability (CDP) is explored to ensure
the accuracy of cooperative spectrum sensing. Finally, an
optimization function is proposed to derive the optimal SSN
ratio which can prolong the network lifetime and guarantee
the accuracy of cooperative spectrum sensing.
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The remainder of the paper is organized as follows.
Section 2 gives the system model and problem definition.
Analysis of optimal SSN ratio is formulated in Section 3. Sim-
ulation results are discussed in Section 4. Finally, Section 5
concludes the paper and discusses the future work.

2. System Model and Problem Definition

This section first describes the network model for CRSN and
then presents the spectrum sensing. Afterwards, this section
gives the definition of the problem for the optimal SSN ratio
selection.

2.1. Network Model

2.1.1. The Channel Model. The network environment of a
CRSN under consideration, where a set of CRSDs, N, are
distributed to monitor the area of interest, includes a PU and
a FC, as shown in Figure 1. The CRSDs can be regarded as
the secondary users (SUs) in traditional CR networks that
can access idle channels opportunistically. According to the
practical requirements, CRSDs periodically sense the envi-
ronment with different sampling rates and then report their
sensed data to the FC [28]. In general, the available licensed
spectrum consists of multiple primary channels whose active
state follows different traffic patterns. For simplicity, in this
paper, a single primary channel is assumed, and the PU traffic
pattern follows a stationary exponential ON/OFF random
process [29].

The ON state denotes that the PU is occupying the
channel and the OFF state indicates that the channel is idle.
Let H, and H, denote the hypotheses of the absence and
present of the PU, respectively. In addition, let V and L
denote the exponential random variables, which describe the
idle and occupancy state with means v and [, respectively.
Therefore, for a channel, the probability of the channel having
occupancy P, and the probability of the channel idle P, are
given by

v
Foi = oy o

] )

=—  H,.
T (y+1) !

2.1.2. The Signal Propagation Model. To address the optimal
number of SSNs selection problem conveniently, the signal
propagation model is modeled firstly. According to [30], the
relationship between the received power of the CRSDs and
the transmission power of the PU can be denoted as follows:

Pj (d) = ﬁd]_“xppu» ()

where P;(d) is the received power of the j-th CRSD, Ppy is the
signal power of the PU, B is a scalar, d ; is the distance between
the j-th CRSD and the PU, and « is the path loss factor. The
signal-to-noise ratio (SNR) of the PU received at each CRSD
is computed by

P, (d)

>
0-2

y; = 101og j=12,...,N, 3)
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where ¢° is the noise power and N is the total number of
CRSDs in the network.

2.2. Spectrum Sensing

2.2.1. Spectrum Sensing Hypothesis. In a CRSN, the received
signal sample of the CRSDs can be formulated as a binary
hypothesis testing; the hypothesis H,, represents that no PU
exists in the spectrum, and hypothesis H, represents that the
PU exists in the spectrum; that is [31],

y(m)={

where y(m) is the received signal at a CRSD, s() is the signal
of the PU and is assumed to be an iid random process with
zero mean and variance, 052. The noise, n(m), is assumed to
be Gaussian iid random process with zero mean and variance,
oﬁ, and s(m) and n(m) are independent.

In the channel sensing, the probability of detection,
P;, and the probability of false alarm, Py, are significant
indicators for measuring the spectrum sensing accuracy. P,
and Py are defined as the probabilities of detecting the PU
under hypotheses H, and H,;, respectively.

n(m), H,

(4)

s(m)+n(m), H,,

2.2.2. PU Detection. The energy detection [32] method can
be utilized by the CRSDs as their channel sensing method.
The test statistics for energy detector is given by

1 M 2
T(y) =3 2 @l (5)
m=1

where T'(y) is the sample of received signal at CRSDsand M =
2TW where TW represents the product of detection time, T,
and signal bandwidth, W. When M is relatively large (e.g.,
M > 200), T(y) can be approximated as a Gaussian random
variable under both hypotheses H, and H,, with means 4, 4,
and variances a7, 07 respectively, which can be given by [33]

to =M

/AI:M(yj+1)

3
B @
Q
CRSD @
B B
03 =2M
o7 =2M (2, +1),
(6)

where y; is SNR of the PU signal at the j-th CRSD.
For a given threshold, €, the probability of false alarm and
detection probability of the j-th CRSD are given by

Pf,,»:Pr(Tm>e|Ho)=Q((§-1)m), -
Py =Pr(T(y)>el| H))
€ M 8®)
=Q<<0_ﬁ_ j_l)\j2y+1>’

where Q(-) denotes the Gaussian Q-function. Without loss of
generality, we set the detection threshold of all the CRSDs
to be the same; hence, the false alarm probability of all the
CRSDs becomes fixed and is denoted byP_f. Therefore, (7) and
(8) can be represented by (9) and the probability was denoted
by [34]

P;;=Pr (T(y)>elH,)

Q" () - VMy, ©)

\/2)/1. +1

2.2.3. Cooperative Spectrum Sensing. In a densely deployed
network, we consider that the sensing results of neighboring
CRSDs are similar. And the network can be divided into
multiple clusters based on the method proposed in Section 3.
Therefore, the sensing results in a cluster can be represented
by one node which is called SSN in this paper. To reduce
the communication overhead, each SSN sends the final 1-bit
decision to the FC which is an energy-unconstrained center
for data aggregation and decision making and can decode
and combine all the decoded information from all SSNs using
the logic-OR-rule to make a final decision [35]; that is to say,
the PU is considered to be occupying the channel if at least



one sensor node claims the presence of the PU. Then, all the
SSNs in different clusters are selected to cooperatively sense
the channel; the cooperative detection probability F,; and the
cooperative false alarm probability F for the channel are as
follows:

Fp=1-T](1-P). (10)

102, a

where Ngqy is the number of selected SSNs cooperating.
The cooperative misdetection probability F,, is defined as
the probability of not detecting the presence of the PU; i.e.,
Fm = 1 - Fd'

2.3. Problem Definition. This paper focuses on providing the
optimal number of SSNs for CSS in the random deployed
CRSNs. The selection of optimal SSNs, under the premise that
the probability of interfering with the PU should be below
a predefined threshold F, must guarantee that all SSNs can
accurately detect the available licensed channel information
and send their sensed information to the FC for further
processing. In other words, there is a constraint on Nggy such
that

£

SN
P, %F,=P,x [[(1-P;;)<F. (12)
j=1

The ratio of SSN is p, and 0 < p < =1. When p =1, it
means that all CRSDs are involved in spectrum sensing, and
0< p < 1 denotes that some nodes are selected from CRSDs
for spectrum sensing. The objective is to select optimal SSN
ratio p under the consideration of cooperation detection
probability F; and the constraint of (12) among the whole
nodes. Hence, our optimization function is

[nin F;(p)

(13)
st. P,*F, <F

where the objective function F,(p) is result of a comprehen-
sive consideration of the effect of the SSNs ratio p on the
cooperation detection probability F;, and the relationship
between cooperation detection probability F; and SSNs ratio
p will be discussed in Section 3.2.

3. Analysis of the Optimal SSN Ratio

In this section, we first study the impact of the SSN ratio on
the PU detection, and the relationship between the SSN ratio
and the received signal power of PU is derived. Then a math-
ematical formula which describes the relationship between
the SSN ratio and cooperative detection probability (CDP)
is explored to ensure the accuracy of cooperative spectrum
sensing. Finally, a cluster method based on spectrum sensing
nodes is proposed.
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TABLE 1: Table of notations.

Notation Parameters
N The total number of nodes
Ngon The number of SSNs
p SSNs ratio defined as p = Ngo /N
Assn The density of SSNs defined as
Assny = Np/A = Ngsy/A = Ap
X The density of all nodes defined as A" = A(1 - p)
R Transmission radius of the network
r Transmission radius of SSNs

3.1. The Impact of the SSN Ratio on the PU Detection. In
this paper, a densely deployed network is assumed where
the connectivity of CRSDs can be guaranteed and each
CRSD receives signals from the primary user with different
SNRs. Figure 2 shows a specific example where Nggy=2 SSNs
randomly deployed in the network, i.e., SSNI and SSN2. For
CRSD1, CRSD2, and CRSD3, because they are close to SSNI,
they will join SSN1 by utilizing a clustering method. The other
CRSD4, CRSD5, and CRSD6 form another cluster 2 with
SSN2 (if Nggn = N, it means all of nodes will perform the
spectrum sensing; N-Nggy CRSDs will join the nearest SSN
as its cluster members). In this way, the SSNs can form a
number of clusters and can periodically transmit their sensed
data to the FC for further process via data channels. The data
channel may not be perfect, but this is beyond the scope of
our discussion in this paper.

After the clustering, for example, when primary user
appears in cluster 1, SSN is responsible for sensing the
spectrum instead of all to perform spectrum sensing and
decide the active state of the PU; finally, it shares its spectrum
sensing results with the rest of the CRSDs. Therefore, the rest
of the CRSDs belonging to cluster 1 do not need to sense the
licensed channel to make a decision before transmitting their
sensing data. Consequently, the overall spectrum sensing
energy in the CRSN can be saved and the lifetime of the
network can be prolonged.

Specifically, we assume that all nodes are deployed in a
network area A using Poisson point process (PPP) [36] with
intensity A. And then Nggy SSNs are deployed in the network
randomly. After clustering process, the network is divided by
Nggn Voronoi cells [37, 38]. In order to analyze the signal
propagation characteristic in a Voronoi cell, i.e., a cluster, the
following parameters are defined in Table 1.

Firstly, the average radius of a cluster is derived. Foss and
Zuyew [38] analyzed the geometrical properties of Voronoi
cells in a polar coordinate and assumed that a SSN is in 0
point. One of the significant conclusions they got was the
expected number of nodes in a Voronoi cell, which can be
given as follows (the complete proof of (14) can be seen at
(38]).

k A’
E(Nio) = /\’271[ el = (14)
0 Assn
where k — +00, [ and E(N,,,) represent the radius of a
cluster and the total number of nodes in a cluster, respectively.
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Secondly, the one-hop link lengths between SSN and its
cluster member are derived. Since the shape and radius of a
cluster are all random, the expected average radius value of
a cluster is also random which can be defined as E[I], and
the resulting from [38] can be utilized, which showed that
the total direct link length of a cluster is E[L,,,] = A'/ Z)LZ/SZN.
Finally, E[I] can be calculated as follows:

E [Ltot] 1 \/ A
E[l] = - - , (15)
. E [N,y V4dgsn 4Np

where p represents the ratio of the SSNs to the nodes.
During signal propagation, signal power decreases with

distance increase. This phenomenon is statistically modeled

using the signal propagation model P;(d) defined in Sec-

tion 2.1.2. Let P(d) denote the average path loss in a cluster,

ie,y =10 log(P(d)/oz). Based on the result y and (14), the
average SNR in a cluster can be derived as follows:

1L P@ P(VATND) 6
y:1010g7:1010gT, (16)
where P;(d) = ﬁd;“PPU, o” is the noise power, and «

and f are determined by the type of approximation and
modulation, respectively.

Therefore, y can be determined based on the SSNs ratio
p and the stationary network parameters, i.e., network area A
and the signal power of PU, Pp;.

3.2. Optimal SSN Ratio for Maximizing the CDP. The goal
of the paper is to improve energy efficiency of the network

Q"' (P;) - 10VM log (Ppy+/ANp/A[5?)

by selecting the optimal ratio of SSNs, ie., p, involved
in spectrum sensing while still guaranteeing the spectrum
sensing accuracy without interfering with the active state
of the PU. Based on the above analysis, analyzing (9) the
detection probability is determined by the SNR y which is
also determined by the SSNs ratio p. Hence, the formula of
the average detection probability P(d) and the SSNs ratio p
can derived as follows:

Py
Q' (P;) - 10vVMlog (P (\/AJ4aNp) /o*) \ (17)

\/ZOlog (P(VATANp) Jo?) + 1

where P(\/A/4Np) = P+/AJ4Np ‘Pp,. Without loss of

generality, let « = 1 and 8 = 1, which are valid to compare
the impact of p on P;; it can yield the following equation:

Py

Q' (P;) - 10VMlog (Pp, ANp/A/o®) |  (18)
\[201og (Pyy VANpTA/0?) + 1 '

Since the logic-OR-rule is adopted at the FC, according
to (11), (18) can be described as the relationship between the
cooperative detection probability F; and the SSNs ratio p,
and this is formulated by the following optimization function

E;(p):

(19)

Np
F; (p) = argmax 1—1—[ 1-Q
pe(0,1] j=1

\/20 log (Ppy VANp/A/0?) + 1
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FIGURE 3: [llustration of SSNs selection and cluster formation process.

The objective function in (19) is the final result of the
relationship between p and F;. Therefore, p is obtained which
maximizes the cooperation detection probability with the
constraint in (12), and the optimization function in (13) can
be rewritten as follows:

argmin F; (p)
pe(0,1] (20)
st. P,*F,<F,

on

Figure 5 shows the results of (20), which indicates that
the optimal SSNs ratio p values are 0.3, 0.15, and 0.1 for
nodes densities of 300, 400, and 500, respectively, and the
performance of the cooperative detection probability (CDP)
is guaranteed.

3.3. The Process of Clustering Based on Spectrum Sensing
Node. After the process of the optimal SSN ratio analysis,
the optimal p values are obtained at different node densities.
In order to guarantee the balance of the network load, we
randomly select nodes in the network as SSN nodes to
participate in spectrum sensing based on p values. When the
SSNs are randomly deployed in the network, a SSN will send
a message which contains a counter (initially set to 0) and its
ID to neighbor nodes. If the counter is less than a constant
C, the ID and counter will be recorded in the neighbor node’s
memory. Then the neighbor will forward it after increasing
the counter by 1 and set a timer. If the timer is out, the node
(e.g., CRSD) will join the SSN that has the lowest counter.
If there are similar messages, it will select SSN that sent
the first message. We illustrate the main idea of addressing
the SSNs selection and cluster formation process in Figure 3
and summarize the detailed procedures of our solution in
Algorithm 1.

4. Simulation Results

The performance of the proposed schemes is evaluated
by extensive simulations on MATLAB. The radius of the
simulation area is 100m #* 100m, the FC is located in the
center, the PU station is assumed to be the DTV station which
can cover the area, and the number of randomly deployed
CRSDs is 300, 400, and 500. The SSNs are also randomly
selected, each node selects the closest SSN to join based on
cluster formation algorithm, and then the SSN in a cluster
senses the spectrum and transmits its sensing result to the FC
for decision making.

TABLE 2
Parameters Values
Network size 100m x 100m
FC station (50, 50)
Detection time T 0.001
Signal bandwidth W 3MHz
Sampling frequency 6MHz
Path loss factor o 1
Scalar 8 1
Occurrence probability of H; P,, 0.5
Occurrence probability of H P, 0.5
Initial energy of each node 0.5]
Data packet 4000 bits
Power amplification factor (multipath) 0.0013p]/bit/m*
Power amplification factor (free) 10pJ/bit/m*
Energy consumption per 1-bit data 50n]/bit

The specific parameters are shown in Table 2.

In Figure 4, we consider that the number of nodes is 300,
they are evenly distributed in the network, and the area of
interest is covered by the PU signal, and the position of the
FC is in the center of the area. The circle represents the nodes
and the red five-pointed star represents the FC.

For the CRSN, the most important issue in spectrum
sensing is to ensure a high detection probability. In addition,
we know that cooperative detection probability is more accu-
rate than single detection probability. Thus the cooperative
detection probability and SSN ratio are investigated with our
proposed scheme. The relationship between the SSN ratio
and the CDP is shown in Figure 5. From the figure, it can
be seen that the optimal SSN ratio for the three densities is
0.3, 0.15, and 0.1, respectively. As the number of the nodes
increases, the nodes in the network have better connectivity.
Therefore, the proportion of the SSNs needed for CSS is
reduced. In addition, it also can be found from the figure that
the more the number of SSNs that are selected to participate
in cooperative spectrum sensing, the closer the cooperative
detection probability to 1.

After the calculation and analysis of optimal number
of SSN nodes, Figure 6 shows the distribution of spectrum
sensing nodes, on all the subfigures, at different nodes
densities.

According to the proposed cluster formation Algorithm 1,
Figure 7 shows the relationship between the number of
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Input: Optimal SSNs ratio p based on the Eq. (20);
All number of nodes in the network N;

initialization: counter ¢ = 0; constant C;
Ny < Np, M* «—N - Np
forie {1...N"}do

end of for
repeat until timer stops
forie {1...Ngy}do
Timer i is on;
c—ct+l
ifc<=C

end of for
end of repeat
for je{l...M"}do
fori e {1... Ny} do

then node j join the SSN i
end of for
end of for
forje{l...M"}do

end of for

Output: clustersi, ..., Ngg\

The rest number of nodes in the network M ™.

randomly selected SSN i sends a message containing a counter ¢ and its ID to neighbor node

then The neighbor node of SSN i forward its ID and count ¢;

if node j has the lowest count c among every SSN in {1 ... Nggy}

if node j has similar messages among every node in {1... M"}
then node j select the SSN i who sent the first message

ALGORITHM I: Cluster formation algorithm based on optimal SSN selection.
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FIGURE 4: Nodes of CRSN deployment diagram (N = 300).

iterations and the number of SSN nodes when the number
of network nodes is 300, 400, and 500, respectively.

Figure 7 reveals that, on all the subfigures, the greater the
node density, the lower the number of nodes that need to be
used as SSNs which also represent the number of clusters and
the longer the network lifetime, which confirms that cluster
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FIGURE 5: The impact of SSNs ratio p on the cooperative detection
probability (CDP).

formation algorithm can effectively and reasonably partition
the network to prolong the lifetime of the network.

In Figure 8, we show the receiver operating characteristic
(ROC) curves of two different methods for CSS. The first
indicates the simulated and theoretical values when all nodes
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FIGURE 6: The distribution of spectrum sensing nodes at different node densities.

perform spectrum sensing, while the second represents the
simulated and theoretical values only when the selected
SSNs participate in spectrum sensing. It can be seen that
the simulated values and the theoretical values of these two
methods are close to each other, which indicates that the
derivation of (10) and (11) is correct. At the same time, it
is proved that only a part of nodes is selected to perform
spectrum sensing; the detection probability of the network
does not decrease, which also indicates that our scheme is
effective.

To evaluate the impact of the optimal SSN ratio selection
strategy on the energy efficiency of the network, the simula-
tion is performed for 5000 rounds, and Figure 9 shows that
the proposed optimization strategy can greatly improve the
energy efficiency of the network and thus prolong the lifetime
of the network.

Finally, it can be clearly seen that the proposed optimal
SSN ratio selection strategy not only can optimize the
number of nodes that participate in spectrum sensing while
still guaranteeing the spectrum sensing accuracy without
interfering in the active state of the primary user, but also
can prolong the lifetime of the network due to the reduced
number of nodes for SS.

5. Conclusions

In this paper, an optimal SSN ratio selection scheme is
proposed to improve the network energy efficiency by opti-
mizing the number of nodes that participate in spectrum
sensing while still guaranteeing the spectrum sensing accu-
racy without interfering in the active state of the primary
user. Firstly, the mathematical analysis of the relationship
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between SNR and the SSN ratio is carried out, and then an
optimization problem is given to choose the optimal SSN
ratio for cooperative spectrum sensing to maximize the coop-
erative detection probability. Finally, the simulation results
demonstrate that this scheme not only can choose optimal
SSN ratio to maximize the cooperative detection probability
but also can effectively reduce the energy consumption to
prolong the network lifetime. To the best of our knowledge,
this is the first time to associate the SSN ratio with cooperative
detection probability for CSS. Our future work is to explore

the relationship between the selection of optimal SSNs and
more decision-making schemes.
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The coverage quality and network lifetime are two key parameters in the research of sensor networks. The coverage quality shows
direct influences on the network lifetime. Meanwhile, it is influenced by many other factors such as physical parameters and
environmental parameters. To reveal the connection between the coverage quality and the parameters of target node concerned,
a fusion coverage algorithm with controllable effective threshold is proposed based on the sensing probability model. We give
the model for the membership function of coverage intensity as well as the prediction model for the fusion operator. The range
for the effective threshold is presented according to the membership function model. Meanwhile, the maximum of the effective
coverage intensity for the target nodes within the monitoring area is derived. The derivation of the maximal fusion coverage
intensity is elaborated utilizing a processing function on the distances from the target node to the ones in the sensor node
set. Furthermore, we investigate different network properties within the monitoring area such as network coverage quality, the
dynamic change of parameters, and the network lifetime, based on the probability theory and the geometric theory. Finally, we
present numerical simulations to verify the performances of our algorithm. It is shown under different settings that, compared
with the demand coverage quality, the proposed algorithm could improve the network coverage quality by 15.66% on average. The
simulation experiment results show that our proposed algorithm has an average improvement by 10.12% and 13.23% in terms of
the performances on network coverage quality and network lifetime, respectively. The research results are enlightening to the edge

coverage and nonlinear coverage problems within the monitoring area.

1. Introduction

The wireless sensor networks (WSNs) are constructed by
thousands of sensor nodes in a self-organized and multihop
way. The WSN accomplishes data collection, data calcu-
lation, and data communication as well as data storage
and achieves an organic unification between information
of the physical surroundings [1]. The development of the
information technology has enabled the appliance of WSNs to
various areas like national defense, environment monitoring,
rescuing, smart home, e-health, agricultural production, and
transportation [2].

Network energy consumption and the coverage quality
are two crucial problems for the research of WSNs [3].
The coverage quality determines the monitoring effectiveness
for the mobile target. The behavioral characteristic of the
coverage quality mainly manifests in the node deployment.

The key to the network energy consumption problem is
to effectively control the rapid energy exhaustion, extend
the entire network lifetime, and enhance the quality of
service (QoS). The network energy efficiency and coverage
quality are mainly determined by the reasonability of the
deployment of the sensor nodes [4]. Normally, restrained
by environmental factors such as the landscape, the sensor
nodes are deployed in a random way. No a priori information
on the geological information of nodes is available because
of the randomness. Meanwhile, multiple sensor nodes may
exist within a certain monitoring area or monitoring spot;
that is, k-coverage comes into existence. In another case,
the randomness of deployment may also lead to uncovered
monitoring areas or monitoring spots, that is, coverage dead
zones which can only be eliminated by introducing more
deployed sensor nodes. Coverage is guaranteed for both cases
described above. However, some disadvantages inevitably
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exist. Firstly, the high-density clustering of a massive number
of sensor nodes would cause a large amount of redundant
information and the congestion of the communication link,
which restrains the scalability of the network, undermines
the network QoS, and shortens the network lifetime. Sec-
ondly, real-time monitoring and coverage for the target node
concerned cannot be guaranteed when it is located in the
coverage dead zone. As a result, the sensor nodes fail to
transmit accurate data information to aggregation nodes,
which further leads to bias and uncertainty in the collected
data information of the aggregation node. Furthermore, the
sensor nodes exhibit heterogeneity after several operation
cycles, which cause the changes of the node coverage area.
Once the target node concerned is no longer covered, the
data information collected for the target node will become
meaningless. Finally, the nature of coverage is the effective
coverage for the target node concerned, instead of all the
target nodes. The coverage effectiveness is elaborated as
follows. As the target node concerned moves through the
area, head nodes accomplish the coverage while its joint
nodes are awakened to achieve joint coverage and transmit
the collected date information on the mobile target node
to the aggregation node. For a deeper understanding of the
problem described above, a fusion coverage algorithm based
on effective threshold is proposed which could maximize the
coverage area with the least sensor nodes and ensure the real-
time coverage for the target node concerned.

Based on the discussion above, we perform investigations
on the two key problems of the sensor network, that is,
the coverage problem and the network lifetime. However,
there are still some deviations between the theoretical results
and the realistic engineering results for the coverage quality
and the network lifetime. Therefore, accurately locating the
target nodes, enhancing the coverage intensity for a certain
target node, and improving the coverage quality for the target
node concerned utilizing fusion coverage are still three open
problems which remain to be solved.

To solve these problems, we employ the membership
function of coverage intensity and the prediction model
for the fusion operator. In order to have a more accurate
estimation for the network coverage quality and extend the
system lifetime, the analyses are then performed on the range
for the effective threshold of the membership function and
the maximization problem for the effective coverage intensity
as well as the tunable range for the dynamic parameters.
Meanwhile, the derivation of the maximal fusion coverage
intensity is elaborated utilizing a processing function on the
distances from the target node to the ones in the sensor
node set. Generally speaking, the proposed algorithm is
enlightening for improving energy efficiency for sensor nodes
and extending the network lifetime.

2. Related Works

The coverage for the target node is accomplished by the
cooperation of many sensor nodes. Many experiments have
proven that as the target node enters the monitoring area,
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sensor nodes could sense the target node and then accom-
plish the full coverage for the target node. However, effective
coverage, instead of full coverage, is sufficient for practical
applications. The reason is that full coverage is accomplished
at the cost of too much network energy consumption which
accelerates the network collapse. Recently, the coverage
problem of the sensor network has inspired much interest.
An ID authentication based optimized coverage protocol was
proposed in [5] where the coverage over multiple target nodes
is accomplished by different IDs. Meanwhile, the derivation
for the coverage quality was presented when multiple target
nodes are covered. The different coverage angles of the sensor
nodes were exploited by [6] to derive the required area
for the coverage sector. Then the coverage quality for the
target node from a certain angle can be obtained. A coverage
algorithm for multiple targets was presented in [7] based
on linear programming and the clustering structure. The
optimized coverage over multiple targets is achieved via the
calculations of the network coverage probability and the
remaining energy for the nodes. The artificial intelligence
algorithm was employed in [8] during the coverage process
of the sensor nodes, that is, the swarm intelligence algorithm.
The complete deployment of the sensor nodes in the entire
network monitoring area is accomplished. For the optimiza-
tion period of the coverage probability, these two intelligent
algorithms are employed iteratively for the optimization
of the network coverage probability refinement function.
Finally, the complete coverage over the monitoring area is
achieved. A coverage control algorithm was proposed based
on node scheduling strategies [9]. The network coverage
quality to demand coverage quality ratio is taken as the
indicator of the network performance. Exploiting this rela-
tionship, a scheduling strategy was established for the sensor
nodes. As a result, the connectivity and coverage over the
entire network can be guaranteed with the minimal number
of nodes. An enhanced coverage control algorithm (ECCA)
was proposed in [10]. The derivation for the expectation
of the coverage quality was elaborated when the coverage
over the monitoring area was guaranteed. The functional
relationships among different parameters were also verified
when the random variables were mutually independent.
It was also proven that the coverage over the monitoring
area can be achieved effectively by adjusting the tunable
parameters. The mobility characteristic of the sensor nodes
was utilized by [11] to achieve the coverage over the target
node, assuming that the network connectivity is guaranteed.
Two heuristic algorithms were proposed in [11] where the
Voronoi diagram was adopted as the model for the active
area of the target nodes. The energy consumption for the
sensor nodes is then reduced to accomplish the network
energy balance and further improve the network coverage
probability. A fence coverage algorithm was proposed in [12]
to maximize the network lifetime. This algorithm starts once
the moving target node crosses the monitoring area. The
correlation between the neighbors and the sensor node is
employed to achieve the consistent coverage on the mobile
target node. Finally, the complete coverage over the target
is achieved. A distributed connectivity and coverage main-
tenance algorithm was proposed in [13]. In this algorithm,
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the redundant nodes are awakened by the working nodes
and the network connectivity is therefore guaranteed. The
effective coverage over the target node is maintained with
only a small number of mobile sensor nodes. Therefore, the
energy consumption caused by the long-distance monitoring
can be controlled and the network lifetime can be prolonged.
An energy-efficient target coverage algorithm was proposed
in [14], which constructs the network clusters based on non-
linear programming. The energy evaluation is performed for
each cluster node. The sensor nodes satisfying the coverage
condition are chosen as elements of the optimal coverage set.
Therefore, the coverage effect is optimized and the network
lifetime is prolonged. A probability-driven mechanism based
coverage algorithm was proposed in [15]. This algorithm first
establishes the coverage model for the sensor nodes and the
target nodes. Then the coverage ratio between the sensor
nodes and the target nodes is calculated based on probability
theory. Finally, the state transitioning process for the nodes
is accomplished according to the node scheduling algorithm.
As a result, the network lifetime is prolonged.

All the algorithms stated above could accomplish the
effective coverage over the monitoring area under some par-
ticular conditions. However, they exhibit some disadvantages.
For example, the algorithms in [5-7] are high in terms of
computational complexity. The maximization of the network
lifetime was not considered in [8-10]. The refinement func-
tions in [11-13] vary significantly, which leads to inaccurate
calculation results, while the models in [14, 15] are too ideal
for practical engineering applications. Therefore, we employ
the sensing probability model and propose a fusion coverage
algorithm based on controllable effective threshold. This
algorithm achieves the network fusion coverage by adjusting
the tunable threshold parameter and efficiently prolongs the
system lifetime.

The structure of this paper is described as follows.
Section 3 performs a theoretical analysis on the network
model and presents related definitions and the energy decay
function for the sensor nodes. The CETFC algorithm is
elaborated [16]. Furthermore, the membership function is
employed to indicate the coverage intensity. For a further
improvement on the coverage quality for the target node
concerned, the coverage over the monitoring area is achieved
by adjusting the effective threshold. The functional rela-
tionship for the distances between the nodes in the sensor
node set and the target node is employed to derive the
maximum of the fusion coverage intensity. We then display
numerical simulation results in Section 4. Compared with
other algorithms, the proposed CETFC algorithm exhibits
prominent effectiveness and feasibility. Finally, we conclude
this paper in Section 5.

3. Methodology

3.1. Basic Definitions. For a better study on the coverage
problem, we make simplifications by introducing the five
following assumptions [10].

Assumption 1. At the initial phase, the sensing ranges and
communication ranges for all the nodes are in the shape of

a circle while the communication radius is twice the value of
the sensing radius.

Assumption 2. The sensor node set lies within the monitoring
area. All the nodes are synchronized during the working
phase. The boundary effect can be neglected.

Assumption 3. The location information for each node can
be obtained via the positioning algorithms while no extra
positioning device is needed.

Assumption 4. At the initial phase, all sensor nodes possess
the same sensing coverage intensity membership function.

Assumption 5. The sensing area of the sensor nodes is far
smaller than the monitoring area.

Definition 6 (coverage intensity). Assuming that the location
of an arbitrary sensor node s; is (x,, y,) while that of the target
node t; is (x,,y,), then the coverage intensity from s; to t; is
defined as

0 d(Si,ti)2T+1’m

I(spt;) = eeldst)-rf d(s.t)<r+r, (1)

1 d(spt;) <r,

where o and f8 are physical parameters with « € (0, +00) and
B € (0,1], r is the sensing radius for the sensor node after
decay, r,, is the decay distance for the sensor nodes, r + r,, is
the sensing radius of the sensor nodes, and d(s;, ¢;) indicates
the Euclidean distance from the target node to the sensor
node.

Definition 7 (effective coverage intensity). Assuming that the
effective threshold is e, with ey, € [0, 1], when the coverage
intensity exceeds ey,, that is, I(s;,t;) > ey, the coverage
intensity I(s;, t;) is defined as effective coverage intensity and
denoted as I,(s;,t;). Note that the effective threshold ey, =

exp(—ocr)ﬁ ifand only if d(s;, t;) = 0.

Definition 8 (membership function). The function employed
to indicate the effective coverage intensity is defined as
the effective coverage membership function and denoted
as u(x, y). The range of the membership function is [0, 1].
The physical meaning of the membership function is the
membership degree of the target node with respect to the cov-
erage from the sensor node. A larger membership function
indicates a higher membership degree, and vice versa.

Definition 9 ((M, Cg,) fusion coverage). The fusion coverage
intensity from the nodes in the sensor node set M to an
arbitrary target node within the monitoring area is denoted
as I);. Assuming that the effective coverage threshold is Cy,
with Cy, € (ey,, 1] and I; > Cy,, then the sensor node set M
fusion covers the target node, which is denoted as (M, Cy,).
Note that the sensor node set M is composed of m sensor
nodes.



The signal is transmitted over the air and received at the
sensor nodes [17, 18] within the monitoring area. During
the transmission, the signal is attenuated by environmental
factors such as physical obstacles, which would lead to
uncertainty for the received signal at the sensor nodes [19-
21]. Furthermore, this will cause errors in the calculation
results. Affected by the factors above, the sensing radius of the
sensing node mainly depends on the environmental factors
in the monitoring area [22, 23]. During the coverage process
from the sensor node to the target node, the loss of energy
due to distance is expressed in the exponential form.

Py (d) = P, (do) + 10”1°g10<di> + N, 2
0
where d indicates the Euclidean distance between the sensor
node and the target node, d,, is the reference range physical
parameter, n stands for the energy decay parameter due to the
link distance between the sensor node and the target node,
N, is a random variable with mean 0 and variance ¢, and
P, (d,) is the function for the average decay loss with reference
point d,;, while P; (d,) is the average decay loss function with
reference point d.
The received signal at the sensor node can be modelled as
follows:

P,:Pt—PL(dO)—10n10g10(di>—N0, )
0

where P, is the power of the received signal and P, is the
transmission power. Due to the impacts of the environmental
factors, the power of received signals from different receiving
angles is different, even for the sensor nodes at the same
location.

3.2. Fusion Coverage with Restricted Threshold. The sensor
node set composed of m sensor nodes is denoted as M; that is,
M = {sy,s,,5;5...,5,,}. For an arbitrary target node t within
the monitoring area, the coverage intensity for the target node
t is I(s;,t). According to Definition 9, the fusion coverage
intensity of the set M at node t is I ;. Define the fusion opera-
tor as F : [0, 1] — [0, 1]. Then the effective fusion coverage
intensity is

Ly=F[I(s1,0) .1 (508) eI (5,01)]

=min(l,%(ﬁ[1+/\1(5i,t)]—1>>, W

i=1

in which A is a ratio with range A € [-1,0). When the
fusion coverage intensity from the set M to the target node
is no smaller than Cy,, the target node is (M, Cy,) covered.
When the coverage intensity diminishes, the value of A can
be adjusted to improve the coverage intensity and achieve the
effective coverage over the target node [3].

According to (4), k nodes within the set M could be
found out to achieve the maximal fusion coverage intensity

as follows:
I, (M,t) = max
i ) {s1,5,sp}eM

F[I(s;,0),I(sp8)--- I (ss1)]. (5
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According to (5), during the coverage from the set M to
the target node set T, the minimal fusion coverage intensity
is

Ik,T (M, T)

(6)
H F l ,t ’l ,t ...1 S ’t .
= rtmn {{sl,srﬁ'?g [ (51 ) (52 ) ( k )]}

Theorem 10. When m equidistant sensor nodes perform the
fusion coverage for the target node, the distance d from the
sensor node to the target node should satisfy d < r + (-1/
An(Cy,//m)) /P, where q is the fusion factor with q > 2.

Proof. When m equidistant sensor nodes perform the fusion

coverage for the target node, the effective fusion coverage
intensity should satisfy

Ly = F(I(s1,£), 1 (s3,1) I (s3,8) -+ I (5,051)) 2 Cypo (7)

According to (4),

m 1/q
I, = min [1, ZI (si,t)q] > Cy,. (8)
i=1

Since the m sensor nodes are equidistant, that is,
I(s,t),I(sy0t), I (s558) = I (Spot) = L, 9)

substituting (9) into (8), we have

Cth
<IL,. 10
7 < (10)

According to Definition 6, whenr < d < r +r,,, the value
of I, is

L, =exp{-Ald(s,t) - r]*}. 1)

Substituting (11) into (10), we have

I, =exp{-Ald(s,t) - r]’} > 3% (12)
We further simplify (12):
d<r+(_—l>1/ﬁ (13)
- Mn (Cy,//m) '
Therefore, the proof is completed. O

Corollary 11. When m equidistant sensor nodes perform the
effective coverage for the target node, the critical distance for
the effective coverage intensity is

. 11
_ _ 14
4 ”(Mn(%/%)) | o

Proof. According to Theorem 10, the coverage from the
equidistant sensor nodes is equivalent. The same is true for
the effective coverage intensity. In other words, I(s;,t) =
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TABLE 1: Parameters for simulation.

Parameter Value
Areal 100 = 100
Areall 200 = 200
Area III 300 = 300
r 5m
Time 100s
R 10m
ER-elec 50 ]/b
ET—elec 50 ]/b
& 10 (J/b)/m?
Energy 2]
I(sy,t) = -+ = I(s,,,t) = I,. For the set composed of m
sensor nodes, the equivalent distance is
RN
d=r+| ———— ] . (15)
(A In (Cyp/ /m) )
This is exactly the critical distance for an arbitrary sensor
node. Therefore, the proof is completed. O
4. Experimental Result

The energy loss at the transmitting end is modeled as follows:
Ery (I, d) = Ep gec + Eqp (I, d)

1ET—elec + lefsdza d< do (16)

IE ;e + legod®, d > d,.

amp

The energy loss model for the receiving end is
ERx (l) = ER—elec (l) = lEelec’ (17)

in which E; .. and Ep . are the energy consumption
for transmitting and receiving 1-bit data, respectively, d,
is the Euclidean distance threshold from the node to its
communication neighbors, &,,,, stands for the energy con-
sumption parameter for multipath loss, and & is the energy
consumption for the node in the free space. When the node
performs transmission, the path loss indices are 2 and 4,

respectively. Related simulation parameters are elaborated in
Table 1.

We make some comparisons, under different algorithm
operating time, between the demand coverage probability
and the calculated coverage probability. The impact of the
dynamic parameter A is also investigated while the simulation
area has the size 100 * 100 m* and the results are obtained
by averaging 300 repeated simulations. The simulations are
depicted in Figures 1 and 2.

Figures 2 and 3 show the relationship between the
demand coverage probability and the network coverage
probability for different A and different time. Observe from
Figures 2 and 3 that the network coverage probability gets
improved with the increasing A. The reason is that when
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FIGURE I: The demand coverage probability versus the calculated
results when t =100s.
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FIGURE 2: The demand coverage probability versus the calculated
coverage probability when t = 200s.

A increases, the effective fusion coverage intensity gets
strengthened. When A = 0, the effective fusion coverage
intensity is 1 which is the maximal value. The network cov-
erage probability increases with time in Figures 2 and 3. The
reason is that there are more nodes in the sensor in the set M;
that is, the effective fusion coverage intensity is increased for
the target nodes in the monitoring area.

Then, we compare the CETFC algorithm with the ECTA
algorithm [13] on network lifetime and operating time.

Figures 3 and 4 show the comparison between our
proposed algorithm and the ECTA algorithm on network
lifetime and operating time. It can be observed from Figure 3
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FIGURE 4: Comparison of operation time.

that, at the initial phase, these two algorithms exhibit similar
network lifetime which can be further extended for both
algorithms with a larger number of sensor nodes. However,
since the ECTA algorithm achieves monitoring over the
target nodes in a nonlinear and consistent way, more energy
consumption is required by the ECTA algorithm. When there
are more than 180 sensor nodes, the network lifetime of these
two algorithms tends to be stabilized. The average system
lifetime of the CETFC algorithm is higher than that of the
ECTA algorithm by 12.78%. The algorithm operating time is
presented in Figure 4 as a function of sensor node number.
The ECTA algorithm employs a link structure for the storage
of node energy. The node energy is ranked by an ergodic
algorithm and the node with more energy is given higher
priority to achieve the coverage over the target node. As a
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FIGURE 6: Comparison of network coverage probability for the three
algorithms in simulation area 200 * 200 m”.

result, the ECTA algorithm possesses lower complexity and
requires less operating time in comparison with our proposed
algorithm.

We compare our proposed algorithm with the algorithms
in [2, 9] in terms of network coverage probability and network
lifetime. The simulation areas are 200 * 200 m* and 300 *
300 m?, respectively, and the operating time is t = 200s. The
results are obtained by averaging 300 simulations. Simulation
results are illustrated in Figures 5-7.

It is clearly evident from Figures 5 and 6 that the coverage
probability gets improved for all of the three algorithms
when there are more sensor nodes. However, our proposed
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FIGURE 7: Comparison of network lifetime for the three algorithms
in simulation area 200 * 200 m’.

algorithm shows a higher improvement speed than the
others. This is due to the fact that the CETFC algorithm
adopts the concept of fusion coverage intensity where the
coverage intensity of all the nodes in the set M is taken
into consideration. As a result, the effective fusion coverage
intensity from the entire set M to the target node gets further
improved. When there are equal numbers of sensor nodes,
the proposed algorithm shows higher network coverage
probability than any of the other algorithms while the average
improvement rate is 10.12%. Observe from Figure 7 that, with
the same number of sensor nodes, the proposed algorithm
shows longer network lifetime than the other two algorithms
and the average improvement rate is 13.68%. The reason
behind the improvement on the network lifetime is the
same as that for the improvement on the network coverage
probability.

5. Conclusions

For a better investigation on the coverage problem in WSNs,
we employed the probability theory to investigate the network
coverage quality and the network lifetime. We revealed
the proportional relationship between the fusion coverage
intensity and the membership function during the coverage
over the target node. We also investigated the range of
the dynamic parameter A and the fusion coverage process
over the target node set. Finally, we obtained the following
conclusions.

(1) The energy of the sensor node decays exponentially
and exhibits a reverse proportional relationship with the
Euclidean distance.

(2) The restricted threshold is employed to indicate the
fusion coverage intensity and provide an accurate calculation
for the range of the fusion coverage intensity. As a result, the
effective coverage process from the sensor nodes to the target
node can be reflected effectively.

(3) By setting the effective threshold, the coverage inten-
sity can by adjusted to optimize the network resource alloca-
tion, reduce the network cost, improve the network energy
efficiency, and prolong the network lifetime.

(4) By adjusting the tunable parameters, the fusion
coverage intensity can be increased effectively to improve the
coverage quality over the monitoring area.

We focused on the probability model and proposed a con-
trollable effective threshold based fusion coverage algorithm.
The node energy decay model was further simplified for
computational considerations. The CETFC algorithm shows
certain reference value to subsequent study on the network
coverage quality. Since the study has been performed theo-
retically so far, it requires future work to put this algorithm
into practice and improve the network coverage quality in
engineering applications.
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