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Aiming at the serious colloquialism of social network texts and the sparse semantic features, this article proposes a CNN-BiGRU-
based sentiment analysis method for social network texts in the big data environment. First, the dependency syntax tree is
introduced to represent the dependency relationship between words to construct the word vector to represent the text. Ten,
sentiment features with diferent granularity are extracted by multiple convolution kernels of diferent sizes in a convolution
neural network (CNN).Tese sentiment features are input into bidirectional gated recurrent unit (BiGRU) network for analysis to
obtain deeper sentiment features. Finally, a certain number of neurons are discarded by the Dropout method, and sentiment types
are classifed by the Sigmoid activation function. Te Weibo_senti_100k Weibo data set is used to demonstrate the proposed
method. Te results show that if the Dropout value is set to 0.25 and the Adam optimizer is selected, the analysis performance is
the best. Te accuracy, precision, recall, and AUC are about 94.09%, 95.13%, 92.87%, and 0.953, respectively, which has certain
application value.

1. Introduction

With the rapid development of information technology and
the Internet, people’s daily life is also changing. Internet
users can more freely publish information and express
opinions on social networking platforms, which also pro-
vides convenience for the dissemination of public opinion
[1]. Weibo and other mainstream social network media
platforms are playing an increasingly important role in
public opinion communication. In recent years, the related
research on text information from social networks has
attracted more and more attention, especially the sentiment
analysis of the text. It is of great value to grasp the attitudes
and views of netizens on the topic [2].

Te hot topics on the Internet are closely related to the
public sentiment in the real society.Te topics pushed by the
Internet in real time and the infnity of Internet users’
comments and forwarding make the speed of public opinion
propagation very fast. Terefore, for a topic, Internet users
are easy to generate polarization of groups and even lead to

group events on the Internet or in real life [3, 4]. Te
comment sentiment expressed by Internet users will not
only afect the spread of public opinion on the whole topic
but the users’ sentiments will be afected by other users.
Negative public opinion will drive the negative sentiments of
users and promote the development of public opinion in a
negative direction. Terefore, it is necessary to analyze the
sentiment of social network text, that is, extract efective
information from the massive social network data, and
analyze the sentiment tendency of the public. Te sentiment
analysis results of netizens can guide and control the topic in
a targeted way to curb the continuous fermentation of
negative events [5]. How to mine meaningful information
from the massive social network data, analyze the comment
content, and mine the sentiment tendency of the comment
text, have become the current research hotspots.

Te analysis of sentiment tendency in the text can also be
called opinion mining. It can be continuously trained
through a large number of real comment data through
machine learning or deep learning methods.Te fnal model
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can automatically and accurately judge the sentiment po-
larity expressed by the text [6]. At present, the deep learning
method is excellent in sentiment classifcation. In essence,
the deep neural network can efectively capture the high-
level expression of data, and its expression ability is expo-
nentially stronger than that of the shallow model. It can be
used for sentiment analysis to more scientifcally refect the
real semantics contained in the text, more carefully refect
each evaluation index of the topic, and more comprehen-
sively help users and platforms make accurate and efcient
judgments [7, 8].

However, the social network text has serious problems
such as colloquialism, sparse semantic features, and too
simple and refned, the analysis method based on deep
learning still has some shortcomings. Terefore, a CNN-
BiGRU-based social network text semantic analysis method
in the big data environment is proposed. Te innovations of
the proposed method are summarized as follows:

(1) In view of the problems that recurrent neural net-
works are prone to disappear gradients and cannot
grasp the nonlinear relationship over a long-time
span, which leads to long-term dependence, the
proposed method uses the bidirectional gated re-
current unit (BiGRU) network to obtain the hidden
vector representation of text and the dependency
between words with large time steps.

(2) In order to improve the accuracy of sentiment
analysis, the proposed method combines the ad-
vantages of convolutional neural network (CNN)
and BiGRU. CNN can extract local features and
semantic information of text, and BiGRU can handle
dependency information between words with large
distance. Terefore, the CNN-BiGRU model is
proposed, which has strong application ability.

Te remaining chapters of this article are arranged as
follows: the second chapter introduces the related research
on emotion analysis; the third chapter introduces the
emotion analysis model based on CNN-BiGRU; the fourth
chapter is the experimental part, which designs a contrast
experiment to verify the performance of the proposed
model; and the ffth chapter is the conclusion.

2. Related Works

Sentiment analysis is mainly to identify a kind of positive or
negative sentiment of the target object, and the goal of text
sentiment analysis is to clarify the attitude of the reviewer
towards the commented object [9]. Text sentiment analysis
technology is to divide unstructured subjective sentences
according to their diferent sentiment tendencies. At present,
there are three kinds of methods for text sentiment analysis:
Based on a sentiment dictionary, based onmachine learning,
and based on the neural network [10, 11]. Te analysis
method based on the sentiment dictionary constructs the
sentiment dictionary according to the diferent contexts of
the text and makes rules to judge the sentiment tendency.
For example, Reference [12] proposed a hybrid method
based on dictionary technology and fuzzy classifcation

technology to analyze the sentiment of the Twitter text.
Using the UCINET tool for social network analysis, and
combining artifcial neural network to rank users, the
sentiment of tweet content is divided into seven categories,
which efectively realizes text sentiment analysis. In order to
overcome the challenges brought by nonstandard languages,
Reference [13] proposed two unsupervised dictionary-based
sentiment classifcation methods. By using a large amount of
encoded information in expressions, combined with a
classifer based on weakly supervised neural networks, un-
known words are recognized through word embedding in
specifc felds, and sentiment analysis is realized on the basis
of sentiment classifcation. However, the non-high-fre-
quency unit classifes the sentiment of the pseudo context
through network expansion, which leads to the poor gen-
eralization ability of the dictionary-based analysis method
and the difculty in constructing the sentiment dictionary.

Te method based on machine learning is to train a large
number of labeled text data to obtain a pretraining model, so
as to predict unknown text for sentiment classifcation. For
example, Reference [14] proposed a hierarchical fusion
cross-modal complementary network for multi-modal
sentiment network analysis. Te feature extraction module
from text and image was used to learn the attention features
of text and image generated by the image-text generator to
form a hierarchical fusion framework, which could fully
integrate diferent modal features and accurately analyze the
sentiment of text and image. Reference [15] proposed a
method to extract relevant sentiment information from
location-based social networks and used a new scale to
classify the information to achieve sentiment analysis of
Twitter text data. However, the traditional machine learning
methods have some problems such as high dimension and
sparse features.

Compared with traditional machine learning methods,
the neural network performs better in natural language
processing. It maps features to low dimensional word
vectors with context information and solves the problems of
high dimension, sparse, and no consideration of the cor-
relation between features in traditional text representation
models. Reference [16] proposed a hybrid deep learning
model for fne-grained sentiment prediction in multimodal
data. By combining the advantages of a deep learning
network and machine learning, the two specifc symbol
systems, text and visual image, were used in multimodal
fusion to realize context sentiment analysis. Reference [17]
proposed a new text semantic recognition method based on
a hybrid neural network model structure for the polysemy
phenomenon and topic confusion of Weibo text. It used the
latent semantic relations in diferent language contexts and
the cooccurrence statistical features between words in
Weibo, and feed the output of CNN to the LSTM flter to
achieve accurate Weibo sentiment analysis. Reference [18]
proposed a sentiment analysis method using CNN and a
bidirectional encoder to analyze the relevant corpus col-
lected from Twitter using a three-layer convolution
framework. It conducted experiments on the corpus of
17000 tweets. Te results demonstrate that it has a high
accuracy.
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However, due to the increasing trafc of social networks,
the text information has serious problems such as collo-
quialism, sparse semantic features, and being too simple and
refned. Te ability of sentiment analysis methods based on
deep learning alone to deal with such problems needs to be
improved. Terefore, a CNN-BiGRU-based social network
text sentiment analysis method in a big data environment is
proposed.

3. Aspect Based Sentiment Analysis Model
Using CNN-BiGRU

3.1. Model Framework. Gated recurrent unit (GRU) solves
the problem of gradient disappearance in recurrent neural
network and has the ability to learn long-term dependence.
BiGRU is an improvement on GRU. It is mainly composed
of two GRUs in opposite directions. In this way, not only the
previous information can be obtained, but also the infuence
of the following information on the current world can be
considered [19]. CNN can extract text features and semantic
information by convolution operation a using convolution
kernel. Te efect of a single CNN or BiGRU model in
dealing with text sentiment analysis is not very ideal.
Considering the advantages of CNN and BiGRU network
models in sentiment analysis tasks, the CNN-BiGRU model
is constructed by combining the two neural networks to
solve the problems in text sentiment analysis of social
networks. Te model structure is shown in Figure 1.

3.2. Word Vector Represents Text. Te word vector em-
bedding layer includes sentence embedding and aspect word
embedding. First, given a sentence
s � [w1, w2, · · · , wi, · · · , wn], where n is the length of the
words in the text, and q � [wi, wi+1, · · · , wi+m−1] is the aspect
word, where m is the length of the aspect word. Te un-
structured text is mapped into continuous word vector
representation by the Glove model, and then sentence
embedding [u1; u2; · · · ; un] ∈ Rn×d and aspect word em-
bedding [ui; ui+1; · · · ; ui+m−1] ∈ Rm×d are obtained by look-
ing up the embedding matrix Mu×d, where the size of the
vocabulary is represented by u, and the embedding di-
mension is represented by d.

When an aspect word appears in a sentence, the word
closer to the aspect word will have a greater impact on the
sentiment polarity of the aspect word [20]. Te proposed
method introduces a dependency syntax tree to represent the
dependency between words. For example, in the sentence
“Tis food tastes good but the price is a bit expensive,” the
target word is price, and the open source library spacey is
used to build the dependency syntax tree. Each word is taken
as a node, and Floyd is used to calculate the shortest distance
from each node to the frst target node, which is taken as the
position index. Te shortest distance index sequence is
expressed as P � [4, 3, 2, 3, 3, 0, 1, 4, 3, 2], and its corre-
sponding position embedding is obtained by searching the
position embedding matrix D ∈ Rd×n, which is randomly
initialized and updated during the training process.

3.3. CNN Layer. CNN layer mainly includes the convolu-
tion layer and pooling layer.

3.3.1. Convolution Layer. Convolution layer is mainly used
to extract the features of the text and obtain the local se-
mantic information of the sentence. Te r × k flter used in
the convolution layer performs convolution on the sentence
matrix to extract local features fi, and the calculation is as
follows:

fi � δ κ · xi:i+c−1 + b( 􏼁, (1)

where xi:i+r−1 is the vector with total c lines from i to i + r − 1
in the sentence matrix, κ is the convolution kernel, b is the
ofset, and δ is the rectifed linear unit (ReLU).

Each convolution kernel will extract a part of the fea-
tures, and the flter will slide from top to bottom in the whole
sentence matrix according to the set step size to obtain the
local feature set F. Te calculation of F is as follows:

F � f1, f2, · · · , fn−c+1􏼈 􏼉. (2)

3.3.2. Pooling Layer. Te pooling layer performs feature
dimension reduction [21]. Te proposed method uses the
max-pooling method to extract the largest feature from the
local feature set obtained by the convolution layer to replace
the entire local feature 􏽢fi, and the calculation is as follows:

…
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Figure 1: Te structure of the CNN-BiGRU model.
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􏽢fi � max f1, f2, · · · , fn−c+1􏼈 􏼉. (3)

3.4. BiGRU Layer. Te text vector is composed of a word
vector and a position embedding vector. BiGRU is used to
obtain aspect words and context information, so as to obtain
a hidden layer vector representation [22]. GRU performance
is similar to long and short-term memory networks, but it
has fewer parameters and lower computational complexity.
Te GRU network has two gate structures of update gate zt

and reset gate rt. zt is used to indicate that the cell unit
receives information in the previous time step.Te larger the
value, the more information in the previous time step is
memorized. rt is used to indicate the degree of ignoring the
information in the previous time step. Te more the value,
the more the information is forgotten. At a certain time, the
hidden state of GRU is calculated as follows:

rt � σ ωtxt + ϖtht−1( 􏼁,

zt � σ ωzxt + ϖzht−1( 􏼁,

ht � tanh ωxt + ϖ rt ⊙ ht−1( 􏼁( 􏼁,

ht � 1 − zt( 􏼁⊙ ht−1 + zt ⊙ ht,

(4)

where ht−1 represents the hidden state at a previous time, xt

represents input sequence information, ω and ϖ are weight
matrices, and σ is the sigmoid function.

Te output h � [ h
→

, h
⃖
] of the BiGRU encoder combines

the forward hidden layer h
→

� [ h
→

1, h
→

2, · · · , h
→

n] and the

backward hidden layer h
⃖

� [h
⃖
1, h
⃖
2, · · · , h

⃖
n], where n is the

length of the sentence.

3.5. Dropout Layer. CNN-BiGRU model has too many
parameters and insufcient training samples, which is prone
to overftting. Terefore, the Dropout method is adopted to
randomly discard a certain number of neurons with a certain
probability in the training process. Only a part of neurons
are allowed to participate in the training and parameter
learning of the model, so as to ensure that the model cannot
rely on some local features excessively in the process of
training and learning parameters. It can improve the
training efciency and generalization ability of the model
[23, 24]. Te neural network model using the Dropout
method is shown in Figure 2.

Te specifc workfow of the Dropout method is as
follows:

(1) Temporarily delete hidden layer neurons with a
certain probability from the network.

(2) Te input is propagated forward in the network and
then back through the same network. After each
batch size is executed, the corresponding weights and
ofsets are updated according to the stochastic gra-
dient descent algorithm.

(3) Recovery of discarded neurons; at this time, the
discarded neuron parameters remain the same, and
the neuron parameters that have not been discarded
have been updated.

(4) Repeat steps (1), (2), and (3) continuously.

Te h obtained from the BiGRU layer is processed by
Dropout to obtain 􏽥h, and the mathematical expression is as
follows:

􏽥h � Dropout(h). (5)

3.6. Sentiment Classifcation Layer. After the Dropout layer,
the output representation is forwarded to the fully connected
layer through the activation function. Tis layer maps the
output of the previous layer to the required output size. Tis
layer also learns to retain the relevant information required
for the sentiment prediction of the target and forgets the
irrelevant data. If the polarity probability of an aspect ex-
ceeds a threshold, the aspect is assigned to the corresponding
sentiment class [25, 26]. Te last task of fne-grained sen-
timent analysis is to classify the sentiment polarity. Te
model accepts yi as input features. Te fnal predicted
sentiment polarity of the aspect target is the label with the
highest probability.

For sentiment classifcation, the proposed method uses a
sigmoid activation function, which can output values be-
tween 0 and 1. Te calculation is as follows:

φ � −
1
N

􏽘

N

i�1
yi · log p yi( 􏼁( 􏼁 + 1 − yi( 􏼁 · log 1 − p yi( 􏼁( 􏼁. (6)

At the same time, the proposed model is trained with L2
regularization to minimize the cross-entropy loss.

4. Experiments and Analysis

Te experiments are conducted based on the deep learning
framework TensorFlow. Te specifc experimental envi-
ronment is shown in Table 1.

In addition, the model parameter settings in the ex-
periment are shown in Table 2.

4.1. Data Set. In order to verify the efectiveness of the
proposed model, the Weibo_senti_100k Weibo data set of
the open-source Chinese natural language processing data
set on the ChineseNLPCorpus project on GitHub was se-
lected for the experiment.Weibo_senti_100k belongs to Sina
Weibo comment text with sentiment annotation, with about
50000 positive and negative comments, respectively.

Weibo_senti_100k Weibo data set is preprocessed to
remove various punctuation marks, HTML tags, “#” tags,
“@” in user names, and so on. Ten, use the Jieba word
segmentation tool to segment words, and remove the stop
words according to the stop words list of the Harbin Institute
of Technology. Finally, in order to train and test the text
sentiment analysis model, the preprocessed data set is di-
vided into 80000 and 20000 items, respectively according to
the ratio of the test set and a training set of 1 : 4. Te sen-
timent categories are divided into positive and negative
categories.

4 Mobile Information Systems



4.2. Evaluation Index. In the experiment, the accuracy, the
area under ROC (receiver operating characteristic) curve
(AUC), the precision, the recall, and F1 score are used as the
evaluation indexes of the proposed model. Let TP be the true
positive case, TN be the true negative case, FP be the false
positive case, and FN be the false negative case.

(1) Accuracy: accuracy is an index used to evaluate the
classifcation model. Generally speaking, the accu-
racy refers to the proportion of correct results pre-
dicted by the proposed model, which is calculated as
follows:

Accuracy �
TP + TN

TP + TN + FP + FN
. (7)

(2) AUC (area under curve): the area enclosed by the
coordinate axis under the ROC curve. Te ROC
curve shall be calculated before calculating AUC.Te
ROC curve is to draw the corresponding true pos-
itive rate (TPR) and false positive rate (FPR) results
of the vertical axis with diferent cut-of points in the
two-dimensional coordinate system. Te obtained
curve is the ROC curve. TPR and FPR are calculated
as follows:

TPR �
TP

TP + FN
,

FPR �
FP

TN + FP
.

(8)

(3) Precision: the precision index is the proportion of
samples identifed as positive categories that are
indeed positive categories. Precision is defned as
follows:

Precision �
TP

TP + FP
. (9)

(4) Recall: recall refers to the proportion of all positive
category samples correctly identifed as a positive
category. Te defnition of recall is as follows:

Recall �
TP

TP + FN
. (10)

(5) F1 score: in order to give consideration to the pre-
cision and the recall, neither the precision nor the
recall is preferred, so the derivative F1 score of the
harmonic average of the two can be used. An im-
portant characteristic of the harmonic mean: only
when both are large or small, the harmonic mean will
be large or small, and as long as one is small, the
result will be greatly lowered. F1 score is defned as
follows:

F1 �
2 · Precision · Recall
Precision + Recall

. (11)

4.3. Selection of Dropout Value. Tere are too many pa-
rameters in CNN-BiGRU model, and it is easy to produce an
overftting phenomenon in the training process. In order to
solve this problem, the Dropout method is used to randomly
discard the number of neurons with specifc probability
values in the training process. Only the remaining neurons
are allowed to participate in the training and parameter
learning of the model. During the training process, the model

Figure 2: Neural network model using dropout.

Table 1: Experimental operation environment.

Experimental environment Environment confguration
Operating system Ubuntu 18.04
Memory size 32G
Deep learning framework TensorFlow 1.12.0
Programming language Python 3.7

Table 2: Parameter setting of the model.

Parameter Value
Word vector dimension 768
BiGRU neuron 256
Learning rate 0.001
Batch size 96
Number of iterations 100
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cannot rely excessively on some local feature information, so
as to improve the training efciency and generalization ability
of the model. In the experiment, the Dropout values are set to
0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, and 0.5 for analysis and
verifcation. It explores the impact of diferent Dropout values
on the sentiment analysis results. Te specifc experimental
results are shown in Table 3.

According to the experimental results in Table 3, when
the Dropout value is 0.1, the overall performance of the
model is relatively poor, and the accuracy is 89.24%. Tis
may be because the Dropout value is too small, the number
of randomly discarded neurons is small, and there are too
many parameters in the model. When the Dropout value is
increased to 0.25, the model performance reaches the best
from the three evaluation indexes of accuracy, precision, and
F1, which are 89.95%, 90.07%, and 90.54%, respectively.
After the overall performance of the model reaches the
optimum, continue to increase the Dropout value. Almost all
the evaluation indexes begin to show a downward trend, and
the performance of the model begins to decline gradually.
Tis may be because the number of discarded neurons is too
large, resulting in too few parameters. It is difcult for the
model to analyze the data well, resulting in the overall
performance degradation. Terefore, in general, the Drop-
out value is set to 0.25.

4.4. Selection of Optimizer. Te essence of the model
training process is to minimize the loss function. After
determining the loss function, the optimizer needs to be
used for gradient optimization. Te optimization target is
the parameters in the model. Te parameters in the training
CNN-BiGRU model include all the parameters in CNN and
BiGRU. In the experiment, fve commonly used optimizers
including SGD (stochastic gradient descent), AdaGrad,
Adadelta, RMSProp (root mean square prop), and Adam are
selected to optimize the model. Explore the impact of dif-
ferent optimizers on the model performance. Te specifc
experimental results are shown in Table 4.

According to the experimental results in Table 4, the
Adam optimizer has the best efect, with accuracy, precision,
and F1 values of 88.98%, 88.86%, and 90.27%, respectively.
Tis is mainly because Adam can adaptively adjust the
learning rate parameters, and combines the advantages of
Adadelta, RMSProp, and Momentum, and Adam is quite
robust to the selection of super parameters. Terefore, the
optimizer selects Adam.

4.5. Comparison with Other Methods. According to the
model trained on the training set, the test set is analyzed. In
order to demonstrate the analytical performance of the
proposed method on the test set, it is compared with the
methods in References [12, 17]. Te results are shown in
Figure 3.

It can be seen from Figure 3 that the proposed method
performs well in any evaluation index compared with the
other two methods, and its accuracy, precision, recall, and
AUC are about 94.09%, 95.13%, 92.87%, and 0.953, re-
spectively. Since the BiGRU model adopted in the proposed

method can better learn the context information in the social
network text and is more conducive to learning the text
sentiment, its accuracy, precision, and AUC are improved by
about 2.16%, 2.65%, and 0.081 compared with the LSTM
model in Reference [17]. In addition, the combination of
CNN and LSTM models in Reference [17] can better obtain
the text sentiment types. Compared with the use of artifcial
neural networks only in Reference [12], its performance has
been signifcantly improved, and the AUC has increased by
about 0.157. Overall, the proposed method has the best
performance in text sentiment analysis, which also verifes
the efectiveness of the CNN-BiGRU model.

5. Conclusion

In the face of the explosive growth of text resources in social
networks, how to efectively use text data and mine potential

Table 4: Experimental results of diferent optimizers.

Optimizers Accuracy (%) Precision (%) Recall (%) F1 (%)
SGD 84.56 81.43 89.75 85.39
AdaGrad 87.93 84.74 89.07 87.86
Adadelta 88.17 86.85 89.81 88.30
RMSProp 88.55 85.22 92. 4 88.49
Adam 88.98 88.86 91.72 9 .27
Bold marks the highest value.

Table 3: Experimental results of diferent dropout values.

Dropout Accuracy (%) Precision (%) Recall (%) F1 (%)
0.10 89.24 87.53 90.77 89.12
0.15 89.56 87.12 91.04 89.04
0.20 89.74 89.71 90.87 90.29
0.25 89.95 9 . 7 91.01 9 .54
0.30 89.52 87.65 90.53 89.07
0.35 89.05 88.06 91.88 89.93
0.40 88.78 86.92 92.39 89.57
0.45 88.59 89.88 88.20 89.03
0.50 88.33 87.75 89.89 88.81
Bold marks the highest value.
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Figure 3: Text sentiment analysis results of diferent methods.
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value is of great signifcance. Terefore, a CNN-BiGRU-
based social network text sentiment analysis method in a big
data environment is proposed to accurately obtain the
sentiment polarity. Te dependency syntax tree is used to
represent the dependency relationship between words, and it
is input into the CNN-BiGRU model to learn and obtain
various sentiment features. At the same time, a certain
number of neurons are discarded by the Dropout method to
improve the analysis efciency. Finally, the sigmoid acti-
vation function is used to complete the classifcation of
sentiment types. Experiments based on Weibo_senti_100k
Weibo data set shows as follows:

(1) Te proposed method adopts the Dropout method
and Adam optimizer to improve its analysis per-
formance. At the same time, the Dropout value is set
to 0.25, and its F1 score reaches 90.54%. Te opti-
mization efect is remarkable.

(2) Te proposed CNN-BiGRU model has good senti-
ment analysis performance. Its accuracy, precision,
recall, and AUC are about 94.09%, 95.13%, 92.87%,
and 0.953, respectively, which is superior to other
comparative methods.

Te text information is diversity, but the proposed
method only classifes the polarity of text sentiment into
positive and negative, without more fne-grained identif-
cation and deep mining of text sentiment, such as dividing
into three categories (positive, neutral, and negative) or
more categories such as “pleasure, anger, sorrow, and joy.”
Terefore, more detailed research will be conducted in the
next work.
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