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It is crucial to generate random graphs with specific structural properties from real graphs, which could anonymize graphs or
generate targeted graph data sets.)e state-of-the-art method called spectral graph forge (SGF) was proposed at INFOCOM 2018.
)is method uses a low-rank approximation of the matrix by throwing away some spectrums, which provides privacy protection
after distributing graphs while ensuring data availability to a certain extent. As shown in SGF, it needs to discard at least 20%
spectrum to defend against deanonymous attacks. However, the data availability will be significantly decreased after more
spectrum discarding. )us, is there a way to generate a graph that guarantees maximum spectrum and anonymity at the same
time? To solve this problem, this paper proposes graph nonlinear scaling (GNS). We firmly prove that GNS can preserve all
eigenvectors meanwhile providing high anonymity for the forged graph. Precisely, the GNS scales the eigenvalues of the original
spectrum and constructs the forged graph with scaled eigenvalues and original eigenvectors. )is approach maximizes the
preservation of spectrum information to guarantee data availability. Meanwhile, it provides high robustness towards dean-
onymous attacks.)e experimental results show that when SGF discards only 10% of the spectrum, the forged graph has high data
availability. At this time, if the distance vector deanonymity algorithm is used to attack the forged graph, almost 100% of the nodes
can be identified, while when achieving the same availability, only about 20% of the nodes in the forged graph obtained from GNS
can be identified. Moreover, our method is better than SGF in capturing the real graph’s structure in terms of modularity, the
number of partitions, and average clustering.

1. Introduction

In recent years, the security and privacy of data have received
extensive attention. How to protect data privacy while
maintaining data availability is a hot research topic. Xiong
et al. [1] propose a privacy and availability data-clustering
scheme based on the k-means algorithm and differential
privacy. Aldossary and Allen [2] discuss the privacy and
availability of data in cloud storage and analyzes the current
risks and feasible solutions. However, these methods have
only been studied for data in Euclidean space. For non-
Euclidean data, such as graph data, Day et al. [3] proposed a
graph differential privacy method that some nodes or edges
can be removed to provide the security of the query.
According to [4], the deletion of a node may cause the
cascading failure of multiple nodes, thus affecting the

structural characteristics of the network. Pu et al. [5] also
mentioned that the deletion of edges would weaken the
effectiveness of the graph data for downstream tasks.
)erefore, some scholars have proposed that forge random
graphs with specific properties to protect the privacy of
graph data. )is provides structural features of graph data
while protecting its privacy. )is method is widely used in
the following ways: privacy-preserving social network
publishing, generating specific data sets for model training,
and relationship anonymity. )e realization of these pur-
poses requires that the generated graph have certain ano-
nymity while meeting some structural metrics, maintaining
the structural features.

)ere are many previous works done in this area, Milo
et al. [6] generated a graph that only satisfies a given degree
sequence. Calvert et al. [7] proposed two methods to
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generate networks with targeted topology.)eymainly focus
on the aspect of hierarchy and locality present in the net-
work. In [8], an algorithm that generates the synthetic graph
with a target joint degree matrix is proposed. In INFOCOM
2018, Baldesi et al. [9] propose an algorithm called spectral
graph forge (SGF) for generating random graphs that pre-
serves the community structure from a real network of
interest. It uses a low-rank approximation of the modularity
matrix to generate forged graphs that match the target
modularity within the user-selectable degree of accuracy.
)e modularity is also known as an essential metric of
community structure, used for community detection and
network analysis. As compared with two excellent previous
works [10, 11], the SGF shows better performance in many
metrics: modularity, partition number, degree sequence, and
average clustering.

However, the low-rank approximation module in the
SGF algorithm focuses more on the principal components.
Its parameter α selected by the user determine howmuch the
spectrum will be used. )e closer α is to 1; the less spectrum
will be used. )is kind of method improves the algorithm’s
efficiency while keeping the general features of the original
graph. Nevertheless, according to reference [12], even when
a suitable local scaling affinity matrix is given, clustering
cannot be obtained by the first kth eigenvectors of the
matrix. Moreover, for a sparse graph, eigenvectors are more
important when clustering [13]. It also can be seen from the
experimental results in SGF that the clustering of the real
graph can be well preserved only when α is above 0.9, that is,
using more than 90% spectrum. )erefore, we can naturally
find that more spectrum is needed to meet high data
availability.

Meanwhile, the anonymity of the SGF algorithm de-
creases with the increase of α. As we analyzed, every
component of the spectrum is useful. Reducing the α will
inevitably lead to the loss of information. In other words, the
SGF algorithm needs to make a trade-off between perfor-
mance and anonymity. )erefore, is there an algorithm to
maintain the original spectrum as much as possible while
also providing high anonymity? Solving this problem has
become the motivation of this paper.

)erefore, we propose graph nonlinear scaling (GNS).
GNS scales eigenvalues of the original spectrum and le-
verages the scaled eigenvalue and original eigenvectors to
generate a forged graph. Considering both data availability
and anonymity, we list four heuristic rules to guarantee that
the new spectrum has similar structural properties to the real
one while has high anonymity. In summary, this nonlinear
scaling method preserves all information carried by the
eigenvectors without leaking the privacy of the original
graph.

In the experimental part, the effectiveness of the GNS
algorithm is evaluated from three aspects. )e first one is the
correctness of the scaling rules. And the effectiveness of
different functions is compared through three metrics on a
real-world data set. Results show that our scaling rules can
preserve the properties of the original graph completely. )e
second one is the applicability of the GNS. We calculated
three typical metrics on different kinds of data set, which are

modularity, number of partitions, and average clustering.
Compared with the SGF, our method has better perfor-
mance in clustering coefficient and modularity due to all
eigenvectors are used. )e last one is the anonymity ability.
Publishing the graph generated by a real one usually tends to
disclose the privacy information in the real graph. Attackers
often use a deanonymity attack to explore the relationship
between two graphs and identify the nodes. )erefore, we
use the ability to resist the deanonymity attack to evaluate
the algorithm’s anonymity. Experimental results show that
the GNSmaintains the original spectrum structure and has a
strong resistance to a deanonymous attack.

2. Preliminaries

In this section, we present some background knowledge on
random graph generation and introduce the role of each
component in the spectrum.

2.1. Notation

Graph. A graph is a pair G� (V, E), where V is a set whose
elements are called vertex (singular: vertex) and E is a set of
paired vertices, whose elements are called edges.

Adjacency matrix. An adjacency matrix is a square matrix
used to represent a finite graph. )e elements of the matrix
indicate whether pairs of vertices are adjacent or not in the
graph. In the special case of a finite simple graph, the ad-
jacency matrix is a (0,1) matrix with zeros on its diagonal. If
the graph is undirected (i.e., all of its edges are bidirectional),
the adjacency matrix is symmetric.

Spectrum. )e spectrum of a matrix is the set of its eigen-
values. More generally, if T: V⟶ V is a linear operator
over any finite-dimensional vector space, its spectrum is the
set of scalars λ such that T − λI is not invertible. )e whole
spectrum provides valuable information about a matrix.

Principal component. It is the dominant eigenvalue, which is
the largest in absolute value. It is used in many applications,
such as PageRank and PCA.

Deanonymous attack. Deanonymization attacks attempt to
identify the nodes in a graph, exploiting similarities between
the two graphs and potentially auxiliary information.

Algebraic growth. Algebraic growth is a change that has a
constant rate.

Exponential growth. Exponential growth is a specific way
that a quantity may increase over time. It occurs when the
instantaneous rate of change (i.e., the derivative) of a
quantity with respect to time is proportional to the quantity
itself.

2.2. Role of Spectrum. When analyzing the utility of a graph
for networks, the metrics usually used are degree [14], ei-
genvectors [15], eigenvalues [16], clustering coefficient
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[17, 18], spectral radius [19], etc. )e spectrum is closely
related to these graph utility metrics. In this paper, we focus
on the spectrum of networks. It mainly includes the ei-
genvalues of the adjacency matrix and Laplace matrix of the
network.

)ere are two important eigenvalues for the analysis of
spectrum, which are the largest eigenvalue λ1 of adjacency
matrix A and the second-largest eigenvalue v2 of Laplace
matrix L. )e eigenvalues ofA encode information about the
cycles of a network as well as its diameter [16]; the largest
eigenvalue λ1 is related to some metrics such as the maxi-
mum degree and the number of communities. In [20], the
authors study how the virus propagates in real networks. In
this paper, the general epidemic threshold for an arbitrary
graph is proposed. It is proved that under a reasonable
approximation, the epidemic threshold for a network is
closely related to λ1. )e eigenvalues of the Laplace matrix
encode tree structural information about the original net-
work. )e second-largest eigenvalue v2 is closely related to
the community partition of the original network. In [21],
1 − v2 is the lower bound of the normal cut of graphs. For the
corresponding eigenvectors, it also can help acquire clusters
or communities in the network. When the eigenvectors are
combined with other available network statistics (e.g., node
degree), they can be used to describe various network
properties.

Many studies have shown that smaller eigenvalues in the
spectrum are also critical. In [22], the eigenvectors associ-
ated with small eigenvalues carry smoothly varying signals,
encouraging neighbour nodes to share similar values, so that
small eigenvectors are referred to as low-frequency com-
ponents in graphs. As pointed out by [23], the low-frequency
components in graphs help preserve intracluster informa-
tion in the network and reflect the local characteristics of the
graph. Similarly, reference [21] proposed that for a network
structure, the importance of a node group is entirely de-
termined by the smallest eigenvalue of its Laplacian primary
submatrix, which can be used to identify nodes (groups) that
have a systemic effect on the whole situation and control
such nodes (groups) to achieve the best overall effect at the
lowest cost.

Spectrum plays a pivotal role in some popular re-
searches at present. )e PCA method is a typical method
of operating on eigenvalues, which is widely used in image
processing [24] and pattern recognition [25].
Karhunen–Loève transform is a method for eigenvalues in
image processing, which is equivalent to the PCA method
when the matrix of the K–L transform is a covariance
matrix. In the field of quantum mechanics, especially in
atomic physics and molecular physics, the atomic orbitals
and molecular orbits in the Hartree–Fock equation can be
defined as the eigenvectors of the Fock operator [26, 27].
)e corresponding eigenvalues can be explained by the
Koopmans theorem as the ionization potential. In the field
of social networks, the computation of eigenvalues and
eigenvectors is very extensive. Researchers not only can
study the network properties based on the spectrum but
also reconstruct the network based on the spectrum of the
published networks [9].

3. Our Method

In this section, we will elaborate on our nonlinear scaling
method and prove that the scaling spectrum can provide
both data availability and anonymity.

3.1. How to Preserve Eigenvectors

Problem. ∗ : For a real symmetric matrix A, we have
A · X � X · Λ, where Λ is the diagonal matrix composed of
eigenvalues, X � (α1, . . . , αn), and αi is the corresponding
eigenvector of eigenvalue λi, i � 1, . . . , n. )e goal is to
generate a matrix B, which has the same eigenvectors as
those of A.

Matrix A is diagonalizable because it is a real symmetry
matrix. )en, we have

X
− 1

AX �

λ1 0 0

0 ⋱ 0

0 0 λn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ � Λ. (1)

Lemma 1 (see [28]). Let λ be the eigenvalue of matrix A, and
X is the corresponding eigenvector of λ. λm are the eigenvalues
of Am, and X is the corresponding eigenvector of λm.
Amx � λmx, where m ϵN.

Proof (Mathematical induction). If λ is the eigenvalue of a
matrix, X is the corresponding eigenvectors of λ. )e fol-
lowing formula can be obtained. Whenm � 1, Amx � λmx

established.

Ax � λx. (2)

Let Anx � λnx, when m � n, then there is the following
formula:

A
n+1

x � A A
n

( x

� A λn
( x

� λn
(Ax)

� λn
(λx)

� λn+1
x.

(3)

From the above, it can be concluded that, for m ∈ N, the
proposition is established; λm is the eigenvalue of matrix Am,
and X is the eigenvector corresponding to λm. )ere is

A
m

X � Λm
X. (4)

□

Theorem 1 (eigenvectors’ preserving). For a real symmetric
matrix A of order n, if B is a polynomial matrix of it, matrices
A and B have the same eigenvectors.

Proof. B � f(A); when B is the polynomial matrix of A,
f(x) is the Lagrange polynomial as follows:

f(x) � ax
m

+ bx
m− 1

+ · · · + c. (5)
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)e lemma shows that AmX � ΛmX; there is the fol-
lowing formula:

aA
m

+ bA
m− 1

+ · · · + c X

� aA
m

X + bA
m− 1

X + · · · + cX

� aΛm
X + bΛm− 1

X + · · · + cX

� f(Λ)X.

(6)

From formulas (7) and (8) is established. When B is a
polynomial matrix of matrix A, it has the same eigenvectors
as matrix A.

aA
m

+ bA
m− 1

+ · · · + c � f(A) � B, (7)

B · X � f(Λ) · X. (8)

To sum up, the problem∗ can be solved as follows:
firstly, the spectral decomposition of matrix A is performed,
A � X · Λ · X− 1. )en the Lagrange polynomial f(x) is used
to scale Λ to f(Λ), noted as Λ′. Finally, a new matrix B is
constructed by the following formula. In this case, the ei-
genvectors of matrices B and A are the same.

B � X
− 1Λ′X. (9)

□

3.2. How to Scale. In the last section, the correctness of the
nonlinear scaling method is proved; a polynomial scaling
will preserve all eigenvectors of matrix A. However, the
eigenvector preserving theorem does not tell us what kind of
polynomial should be used. )e scaling rules will be given
with specific analysis in this section to guarantee data
availability and anonymity.

For a matrix A, its spectrum is a space in which the
eigenvectors are the basis vectors, and the eigenvalues refer
to the stretch lengths in each direction. )erefore, the
Lagrange polynomials used for scale should not change the
original spectrum’s structural features, such as the corre-
sponding relationship between eigenvectors and eigen-
values. Only in this case can the algorithm guarantee the data
availability of the forged graph. Correspondingly, consid-
ering the privacy protection of graph data, the deanonymity
attack should not be neglected. When the forgery graph is
attacked, the number of identified nodes can reflect the
anonymity ability of the algorithm. All of these puts forward
higher requirements for the selection of polynomials in the
scaling process.

Let us take a toy for example to explain in detail: Suppose
the original spectrum with three base vectors α1 � [1, 2, 3],
α2 � [4, −2, −0.5], and α3 � [3, 5, 4], each vector corre-
sponding to the stretch length of λ1 � 18, λ2 � 7, and
λ3 � 0.6. Our scaling goal is to ensure data availability while
also maintaining high privacy.

3.2.1. Principal Keeping. For data availability, ensuring the
original spectrum’s feature is the first priority. More pre-
cisely, the importance of components before and after
mapping should be consistent. It can be seen from Figure 1,

the graph on the left is the original spectrum with three base
vectors α1, α2, and α3.)e corresponding stretch length is 18,
7, and 0.6, respectively; α1 is the principal component; and
α3 is the smallest component. In the right graph, the base
vectors remain unchanged; with stretch lengths scaled by
f(x) � cos(x), they become 0.66, 0.75, and 0.82; α3 becomes
the main component while α1 is the smallest one. It is clear
that the features of the spectrums have been significantly
changed.)erefore, the first rule to choose a scaling function
is that the importance of each component must be guar-
anteed to remain unchanged.

3.2.2. Algebraic Growth. Figure 2 shows the results after
mapping by three functions with different properties, all of
which conform to the above order-keeping rules. Compared
with f(x) � ex and f(x) � log(x), the spectrum scaled by
f(x) � 0.1x2 + x is the closest to the original spectrum. )e
reason is that both f(x) � ex and f(x) � log(x) scale the
eigenvalues in an exponential way, while Lagrange poly-
nomial guarantees the algebraic growth of the eigenvalues so
that the spectrums’ features are not greatly changed. In
particular, we can see that the exponential growth of f(x) �

ex makes the principal component α1 grow rapidly, leading
to the neglect of other components in the whole space.

3.2.3. Nonlinear Scaling. For a deanonymity attack, the far
the distance between matrices A and B, the less node will be
identified. In this perspective, although the first-order
polynomial is the best form to keep the algebraic growth, it
only enlarges the values in equal proportion and does not
change any structure features. At this point, if the adversary
uses a strong deanonymity attack, most of the nodes will be
identified. )erefore, the scaling function should be non-
linear. )at is, the Lagrange polynomials cannot just be
linear first-order functions.

3.2.4. Distribution Dependency. Adaptive parameters are
necessary. )e range of eigenvalues of different spectrums is
very different. For the sake of getting better performance,
adaptive parameters are needed to adjust the changing trend
of function.

To sum up, we give four heuristic rules to select the
optimal scaling function. For the toy example, we give a
concrete function and analyze it. First of all, to not change
the order of the original eigenvalues and make sure it scales
at the algebraic level, we use f (x)� ax2 + bx, which is a
monotone increasing within the range of λi. Secondly, we
can adjust a and b to make the trend of function more
suitable for the current eigenvalue distribution to maintain
the proportion of each component that does not change in
essence. )erefore, we give the following scaling function: f
(x)� 0.05x2 + x for this toy example. Figure 3 shows that the
characteristics of the original space are well preserved after
being scaled.

Figure 4 describes in detail how to apply the above rules
to design the scaling function.
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3.3. Efficiency of the Scaling Rules. In the last section, we
intuitively show the impact of different scaling functions
through a toy example’s spectrum image. )is section will
explain the effect of different functions through three
metrics on a real-world data set. )e first metric is modu-
larity, which can well reflect the conservation level of the
community structure. )e second is the clustering coeffi-
cient, which shows the change degree of local features. At
last, we measured the degree series correlation. It is a vital
perspective to reflect the network topology. )e scaling
function for this data set designed by Algorithm 1 is
f(x) � 0.01(x + 30)2 + 0.2x. It perfectly keeps the impor-
tance order of each component in this spectrum while the
scaling presents an algebraic growth.

For these three important indexes, we take the ratio
before and after scaling as the evaluation standard. As shown
in Figure 5, the best performance occurs when the scaling
function is f (x). Modularity ratio and average clustering
ratio are away from 1 with the function’s order increase. In
Algorithm 1, the distribution parameters are added to adjust
the change trend of the function, which makes f (x) the most
suitable for the spectrum. A series of rules in Algorithm 1
ensure that the spectrum before and after scaling will not
change essentially.

3.4. GraphNonlinear Scaling Algorithm (GNS). Based on the
analysis above, we summarize the method in this paper as
follows. As shown in Figure 6, the algorithm takes matrixM

as the input. First, spectrum decomposition on matrix M is
performed, where V is the eigenvectors and Λ represents the
eigenvalues. )e second step is selecting the scaling function
f (x), which is the key to this algorithm. As shown in the
figure, the scaled Λ is expressed as Λ′. And the new matrix
M′ is constructed by V and Λ′. )is method is conducive to
preserving the structural features of the real spectrum.

Next, we will further demonstrate the GNS algorithm in
the form of pseudocode in Figure 7. Algorithm 2 is the
overall process for obtaining the target matrix, where Al-
gorithm 1 is used to design the scaling function.

4. Experiments

In this section, we evaluate the performance of GNS on three
representative data sets. We start by describing the data sets
used in this experiment, followed by the results on three
metrics. And we compared the results with state-of-the-art
method SGF. It shows that our method is better than SGF in
those metrics with a high correlation with eigenvectors. For
those metrics that have a loose connection with eigenvectors,
our results are almost the same as those of the SGF method.
Finally, we apply the state-of-the-art deanonymization at-
tack: the Distance Vector attack [29], to assess the anony-
mousness of GNS.

4.1. Evaluation Setup. )ree data sets will be used in this
experiment. )e first one is the karate club data set, which is
the classic network in the field of social networks. Second

Algorithm 1: Design the scaling function 

Input: The diagonal matrix Λ composed of eigenvalues of matrix M
Output: The suitable scaling function f for the Λ.

1. Calculate the distribution φ of Λ

2. if φ > 0 then

3. do choose a nonlinear and monotonic increasing functionin this distribution

4. else if φ є R then 

5. do choose a nonlinear function which decrease in the range less
than 0 and increase in the range bigger than 0.

6. while the scaled result of f(x) is not similar with the original
spectrum then

7. do adjust the parameters λ for f
8. Return f

Figure 4: Algorithm 1 (design the scaling function).

Input: )e diagonal matrix Λ composed of eigenvalues of matrix M
Output: )e suitable scaling function f for the Λ

(1) Calculate the distribution φ of Λ
(2) if φ> 0 then
(3) do choose a nonlinear and monotonic increasing function in this distribution
(4) else if φ ϵR then
(5) do choose a nonlinear function that decreases in the range less than 0 and increases in the range bigger than 0
(6) while the scaled result of f (x) is not similar to the original spectrum then
(7) do adjust the parameters λ for f

(8) Return f

ALGORITHM 1: Design the scaling function
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and third data sets are the Facebook and Twitter ego net-
works, all from McAuley and Leskovec [30]. )e karate data
set can reflect the effect of our algorithm on the classic social
network. )e Facebook data set is used to be a powerful way
to show that our algorithm does surpass SGF. )e third data
set proves the general validity of our method in a large-scale
social network.

In this experiment, for a more convincing demonstra-
tion that our approach is indeed superior to the SGF al-
gorithm, we only modify the low-rank approximation

module of SGF according to the idea of the control variable
method, and the other modules are consistent. To be more
specific, we also take the modularity matrix as the input of
GNS and process Bernoulli samples on the output matrix to
obtain the final graph.

4.1.1. Karate Club Network. )is network is a social network
constructed by Zachary, a sociologist, by observing an
American University karate club. )e network consists of 34
nodes and 78 sides. )e individual node represents a club
member, while the side represents the friendship between
the members. )e karate club network has become a classic
data set in the detection of the complex network community
structure.

4.1.2. Facebook Ego Network. )is data set is the user data of
Facebook collected from the App side, including its attri-
butes, social circles, and ego network. )ere are 4,039 users
and 88,234 connections. It consists of a group of ego net-
works derived from the Facebook social network, including
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f(Λ)
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Figure 6: )e pipeline of GNS.

Algorithm 2: Graph non-linearly scaling 

Input: The adjacency matrix of matrix M
Output: Theadjacency matrix of matrix with the same eigenvectors of M.

1. V, Λ= similar diagonalization (M) 
2. f(x)= Design the scaling function (Λ)
3. Λ′=f(Λ)
4. M′=V·Λ∙V–1

5. Return M′

Figure 7: Algorithm 2 (graph nonlinearly scaling).
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10 different networks, ranging from 52 to 1,034 nodes. In
this experiment, we took the edges from all ego nets
combined as a whole graph.

4.1.3. Twitter Ego Network. )e Twitter data set was crawled
from public sources, which includes node features (profiles),
circles, and ego networks. )ere are 81,306 users and
1,768,149 connections. Twitter data set includes 973 ego
networks. Edges from the top 100 ego networks were
combined as a directed graph in this experiment.

4.2. Results on Global and Local Metrics. To verify the ef-
fectiveness of GNS, we calculated three metrics on three
kinds of data sets. At the same time, the performance of the
SGF algorithm is compared. )e second data set was the
same one used in the SGF paper. Experimental results show
that our algorithm has better performance in clustering and
modularity due to all eigenvectors are preserved.

4.2.1. Modularity. As the definition in [31], modularity is the
fraction of the edges that fall within the given group minus
the expected fraction if the edges were distributed at ran-
dom. We evaluated it on three data sets. )e calculation of
modularity uses the famous algorithm proposed by Lefebvre
et al. [32]. Consider m0 for the modularity of the input graph
and m1 for the forged graph. m0/m1 is used to judge the
difference of modularity before and after processing; the
more it closes to 1, the graph’s global features are captured
better.

As shown in Figure 8, the GNS algorithm’s effect is
almost the same as that of SGF using 90% spectrum; the
modularity ratios on these three data sets are about 1. When
SGF uses only a 40% spectrum, the forged graph does not
precisely keep the real graph’s structural features. Its
modularity ratio is relatively far away from 1 compared with
the GNS.

Meanwhile, it is worth noting that SGF (α � 0.9) keeps
90% original spectrum leading to an inevitable problem: the
distinguishability between forged and original graphs is too
small. In contrast, the GNS algorithm uses Lagrange poly-
nomials to scale the eigenvalues in the original spectrum.
)at ensures the GNS does not directly use the original
spectrum to create a new graph, guaranteeing its anonymity.
)is is also reflected in the subsequent deanonymous attack
experiments.

4.2.2. Number of Partitions. As we targeted global features
in this experiment, the number of partitions is also a nec-
essary global metric to measure. It shows how many com-
munities in the real graph are preserved. In Figure 9, the
partition ratio is calculated by n0/n1, where n0 represents the
partition number detected in the original graph and n1 is that
in the forged graph. Ideally, the value is 1. )e result is
similar to that of the modularity ratio. )e performance of
GNS on the three data sets is close to that of SGF (α � 0.9),
and both of them surpass SGF (α � 0.4) due to more
spectrum information is used.

4.2.3. Average Clustering. As a local property of networks,
average clustering represents the extent of triadic closure.
)e average clustering ratio between the input graph and
output was examined. )e target value is 1. As shown in
Figure 10, the experimental results are in line with our
reasoning. )e GNS algorithm using more spectrum in-
formation performs way better than SGF (α � 0.4), And it is
slightly better than SGF (α � 0.9).

4.3.DeanonymityExperiment. According to the analysis, the
forged graph’s eigenvectors are consistent with those of the
real graph, and the eigenvalues are scaled by a Lagrange
polynomial. Let the real eigenvalues as the plaintext and the
scaled eigenvalues as the ciphertext.)e application scenario
of publishing the forged graph is considered here. In this
scenario, the adversary can only obtain the forged graph.
)erefore, the real eigenvalue cannot be deduced.

However, the nodes may be transparent for the attacker
if they use a strong deanonymity attack. As introduced, a
deanonymization attack will exploit the similarities between
two graphs to identify nodes with only a few seeds. In our
evaluation, the state-of-the-art deanonymization attack: )e
distance vector (DV) attack is used. About 5% of nodes are
set as the ground truth seed to feed in the DV attack. At each
time, we record the percentage of the identified node to
verify the privacy protection ability. )e experiment results
on Facebook data set are shown in Figure 11.

As shown in Figure 11, we compared the ability to resist
the deanonymous attack of GNS and SGF algorithms under
the same modularity ratio.|MR − 1| is the absolute value
between the modularity ratio and 1 where the modularity
ratio is noted asMR. Based on this, we divide the values into
four boxes, as shown in Figure 11, each box represents a level
of data availability. For SGF, it can be seen that as the value is

Input: )e adjacency matrix of matrix M
Output: )e adjacency matrix of the matrix with the same eigenvectors of M

(1) V, Λ� similar diagonalization (M)
(2) f(x) �Design the scaling function (Λ)
(3) Λ′ � f(Λ)
(4) M′ � V · Λ · V− 1

(5) Return M′

ALGORITHM 2: Graph nonlinearly scaling
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closer to 0, the more global features being captured, the
number of identified nodes is also increasing rapidly. Es-
pecially when the value is between 0.00 and 0.04, the per-
centage points are close to 100%. Only when the SGF
algorithm makes a compromise by discarding part of the
spectrum, the percentage of identified nodes will be below
40%, whereas its modularity is far lower than expected. )e
trend line of SGF presents a nearly exponential growth. On
the contrary, GNS has only about 40% nodes, which are
recognized when the distance is between 0.00 and 0.04. )e
growth trend is nearly an algebraic growth. From this, we

can conclude that compared to SGF, the GNS algorithm has
a stronger ability to resist deanonymity attacks. Further-
more, high data availability can still be guaranteed. In other
words, when we release the GNS-processed graph, the
spectrum of the forged graph is similar to the original one.
More importantly, it is difficult for the adversary to reveal
too much information from the forged image, which ensures
the privacy of the original graph.

Table 1 shows the performance of different methods on
Facebook data set, comparing the data availability and
anonymity. As shown in the table, when the modularity ratio
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approaches 1, for the GNS algorithm, only 20.6% of the
nodes in the forged graph are identified and provide data
availability and anonymity at the same time. When α equals
0.4, the SGF algorithm can achieve a similar degree of an-
onymity as GNS, while its modularity ratio is 1.151 at this
time, which means the algorithm does not capture the global
structure characteristics very well, the data availability is
relatively low when it has high anonymity.

5. Conclusion

)is paper presents a GNS algorithm for graph generation
and graph anonymization. )e forged graph has a similar
spectrum to the original one, like a perfect stand-in of the
real graph. More precisely, the new spectrum is constructed
by the scaled eigenvalues and original eigenvectors.
)erefore, the formed graph maintains the structure of the
original graph very well. Moreover, the scaling function
designed by rules guarantees that the new graph does not
disclose the private information of the real one. GNS is
suitable for any situation where eigenvectors are needed.
)is paper mainly studies the applications in the graph area.
Compared with the state-of-the-art algorithm spectral graph
forge (SGF), our results not only retain the data availability
but also outperform the SGF algorithm in anonymity.
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(e emergence of edge computing has improved the real time and efficiency of the Industrial Internet of (ings. In order to
achieve safe and efficient data collection and application in the Industrial Internet of (ings, a lot of computing and bandwidth
resources are usually sacrificed. From the perspective of low computing and communication overhead, this paper proposes an
efficient privacy protection layered data aggregation scheme for edge computing assisted IIoT by combining the Chinese Re-
mainder (eorem (CRT), improved Paillier homomorphic algorithm, and hash chain technology (edge computing assisted an
efficient privacy protection layered data aggregation scheme for IIoT, EE-PPDA). In EE-PPDA, first, a layered aggregation
architecture based on edge computing is designed. Edge nodes and cloud are responsible for local aggregation and global
aggregation, respectively, which effectively reduces the amount of data transmission. At the same time, EE-PPDA achieves data
confidentiality through improved Paillier encryption, ensuring that neither attackers nor semitrusted nodes (e.g., edge nodes and
clouds) can know the private data of a single device, and it can resist by simply using hash chains to resist tampering and pollution
attacks ensure data integrity. Second, according to the CRT, the cloud can obtain the fine-grained aggregation results of
subregions from the global aggregation results, thereby providing fine-grained data services. In addition, the EE-PPDA scheme
also supports fault tolerance. Even if some IIoT devices or communication links fail, the cloud can still decrypt incomplete
aggregated ciphertexts and obtain the expected aggregation results. Finally, the performance evaluation shows that the proposed
EE-PPDA scheme has less calculation and communication costs.

1. Introduction

With the increasing popularity of IoT in the industrial field,
IIoT, as an important application of the Internet of(ings in
the industry, has received more and more attention from
researchers. IIoT is dedicated to interconnecting things in
industrial scenarios, such as machines, sensors, and actua-
tors [1], as well as sampling, processing, and applying real-
time data in industrial environments, which promotes the
conversion of traditional industries to smart industries.
Since devices and sensors are usually resource-constrained,
the traditional IIoT architecture integrates cloud computing
models, sending all data collected by local devices to the
cloud for processing and storage to reduce the computing
and storage costs of local devices [2]. However, with the
rapid deployment of IIoT devices, more and more data are

frequently sent to remote clouds, which not only causes huge
communication costs but also brings huge processing and
storage pressure to the cloud. (erefore, it is not practical to
rely solely on the cloud computing model for delay-sensitive
IIoT applications. In this case, the edge computing model is
introduced as a supplement to cloud computing [3] to
achieve efficient local data processing in IIoT; that is, user
terminals can migrate their computing and storage tasks to
the local edge of the network edge node [4], thereby reducing
the processing pressure on the cloud, realizing low-latency
data processing, and significantly reducing communication
overhead.

In IIoT, large amounts of perception data collected by
industrial equipment and regularly transmitted to the cloud
usually contain sensitive information [5, 6]. (erefore, in
recent years, reducing the amount of transmitted data and

Hindawi
Security and Communication Networks
Volume 2021, Article ID 7776193, 10 pages
https://doi.org/10.1155/2021/7776193

mailto:fengt@lut.cn
https://orcid.org/0000-0003-2977-1530
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/7776193


protecting the privacy and security of the data have attracted
a lot of attention. Data aggregation is seen as an effective
method to reduce communication overhead and protect
data privacy. For example, edge nodes can perform aggre-
gation operations on the received data and then deliver a
single aggregation result to the cloud, thereby significantly
reducing the amount of data transmission, and the data
privacy of a single device is leaked [7]. Although data ag-
gregation can achieve a great performance improvement, the
aggregation operation is usually performed by an untrusted
third party, so privacy and security (confidentiality and
integrity) are still threatened. For example, curious entities
(such as edge nodes and clouds) can observe private content
in received data packets.

In order to provide fine-grained data services on the
cloud while protecting data privacy, confidentiality, and
integrity, this paper proposes an efficient privacy protection
layered data aggregation scheme for edge computing assisted
IIoT. (e main contributions are summarized in the fol-
lowing points:

(1) (e first major contribution is the design of a layered
aggregation architecture based on edge computing,
which enables data aggregation to be implemented
on the local edge nodes and the cloud separately,
which significantly reduces the amount of data
transferred from the edge nodes to the cloud.

(2) (e second contribution is that edge nodes use a
simple hash chain mechanism to resist tampering
and pollution attacks, while also preventing the
leakage of individual device privacy information at
semitrusted nodes and resisting eavesdropping at-
tacks on all communication links in the IIoT.

(3) (e third contribution is that the cloud can recover
the aggregate results of all subregions and the entire
region from a single global aggregated ciphertext to
support fine-grained data services. At the same time,
when the IIoT device or transmission channel fails,
the cloud can still decrypt the aggregated ciphertext
smoothly; that is, the proposed scheme supports fault
tolerance.

(is remainder of the article is organized as follows:
Section 2 covers the work of the edge computing and data
aggregation scheme for IIoT. (e system model and ad-
versary model of the proposed privacy protection data ag-
gregation scheme are described in Section 3. In Section 4, we
describe the efficient privacy protection layered data ag-
gregation scheme. Section 5 analyzes the proposed program
in terms of safety and performance, respectively. Section 6
summarizes the full text.

2. Related Work

Recently, many methods to protect cloud/edge system data
security have been proposed, such as certificateless signature
[8] and blockchain [9].(ere are also many schemes that use
homomorphic encryption to achieve secure data aggregation
[10]. For example, Lu et al. [11] designed an efficient and

privacy-protected aggregation scheme in the smart grid. (e
scheme uses a super-increasing sequence to integrate
multidimensional data into a one-dimensional form and
then uses the Paillier algorithm to aggregate the encrypted
data. (is reduction significantly improves communication
efficiency and better meets the real-time requirements of
communication. Chen et al. [12] introduced a novel mul-
tifunctional data aggregation scheme that allows the gateway
to perform multifunctional aggregation, and the control
center can calculate various statistical information (variance,
one-way analysis of variance, etc.) in a privacy-protected
manner and be flexible and provide diversified services
locally. At the same time, by increasing the acceptable noise
to resist the differential attack [13], Li et al. [14] constructed
an effective privacy protection demand response scheme. By
combining homomorphic encryption and key update
technology, the solution can provide privacy protection,
confidentiality, and key update functions. In addition, Li
et al. [15] proposed a privacy protection dual-function ag-
gregation scheme based on lattice encryption technology.
(e data control center in the smart grid can calculate the
mean and variance of all users’ power consumption and
protect user privacy to prevent eavesdropping. Wang et al.
[16] designed an anonymous aggregation scheme for edge-
assisted cloud computing systems. (is scheme reduces
bandwidth consumption by using intermediate fog nodes to
perform homomorphic aggregation and protects identity
privacy through anonymity mechanisms. However, the
above solutions can only achieve privacy protection against
external attackers and cannot prevent privacy leakage caused
by internal threats. For example, a semitrusted or com-
promised cloud control center can obtain individual device
data.

In order to overcome the above shortcomings, in lit-
erature [17], the authors designed a privacy-protected data
aggregation scheme based on untrusted aggregators, which
enables each user to encrypt data with different keys to
prevent the aggregator from infringing on data privacy. In
addition, the scheme also uses differential privacy tech-
nology to resist differential attacks. Ni et al. [18] proposed a
security-enhanced data aggregation scheme based on Paillier
encryption, in which a trapdoor hash function is used to
implement data authentication to protect the confidentiality
and integrity of data and prevent malicious aggregation. In
addition, Chen et al. [19] designed a fault-tolerant data
aggregation scheme using homomorphic Paillier encryption.
(is solution can protect personal user data from attacks
from gateways, control centers, and powerful attackers that
can destroy the control center, while supporting fault tol-
erance. Kamil et al. [20] designed a privacy aggregation
scheme suitable for smart grids based on the elliptic curve
encryption algorithm, which can not only safely resist in-
ternal attacks but also solve a series of security challenges.
Zhang et al. [21] proposed a novel space-time aggregation
scheme, in which the time dimension aggregation is per-
formed on the user side, and the gateway is responsible for
the spatial aggregation of the entire community.(is scheme
realizes privacy protection by resisting internal and external
collusion attacks. However, the above solutions can only
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provide a global aggregation result for the control center and
cannot meet the more fine-grained requirements of the
cloud. For example, the cloud needs to know the aggregation
results of multiple specific subregions.

In order to solve the above problems, Lu et al. [22]
proposed a novel privacy protection subset aggregation
scheme to meet the needs of the control center to obtain
more fine-grained aggregation results. (is scheme divides
the entire user residence into two subsets according to the set
threshold and then obtains the total energy consumption
and the number of users in each subset by using the
composite order group. At the same time, the data privacy of
individual users is protected at the curious gateway and
control center. Lu et al. extended the work in [22] to support
data integrity authentication and proposed a subset aggre-
gation scheme based on data integrity [23]. (is scheme is
based on a novel hash chain construction mechanism to
complete the verification of the integrity of the aggregated
data. Literature [24] proposed a privacy-protected multi-
subset data aggregation scheme, which can protect the
privacy of users while calculating the number of users and
summarizing the total power consumption of each subset.
However, this scheme lacks a verification mechanism to
ensure the integrity of the received data and does not
support fault tolerance. In addition, Knirsch et al. [25]
proposed a fault-tolerant and efficient scheme to aggregate
data on different groups. (e solution is based on CRT,
Shamir’s secret sharing, and Paillier algorithm to formulate a
novel aggregation protocol to support efficient and fault-
tolerant group aggregation with privacy protection, as well
as the dynamic joining and leaving of households. However,
this solution is not fault-tolerant. When any smart meter
fails, it will not be able to recover the global aggregation
result. At the same time, both literatures [25] lack a data
integrity authentication scheme.

(e above schemes can all produce certain privacy
protection data aggregation effects, but there still remain the
following unresolved problems: (1) Data aggregation op-
erations are usually performed by untrusted third parties, so
there are privacy and security risks. While resisting external
attackers, we also need to guard against internal attackers.
(2) (e cloud can recover the aggregate results of all sub-
regions and the entire region from a single global aggregated
ciphertext to support fine-grained data services. (3) When
the IIoT device or transmission channel fails, the cloud can
still decrypt the aggregated ciphertext smoothly; that is, the
proposed scheme supports fault tolerance.

3. Problem Description

3.1. System Model. In the IIoT network scenario based on
edge computing, a layered data aggregation system model is
constructed. (e model includes three layers, sensing layer,
edge layer, and cloud layer, and mainly includes five entities:
IIoT device, edge node (EN), Industrial Cloud (IC), Trusted
Management Authority (TMA), and user. (e detailed re-
lationship between these entities is shown in Figure 1.

In the sensing layer, IIoT devices are divided into
multiple subareas based on geographical distribution. Each

IIoT device has sensing, processing, and communication
functions and is regarded as a data source. (eir main re-
sponsibility is to collect sensing data in designated areas in
real time and periodically forward their encrypted data to the
industrial cloud through edge nodes. (e purpose is to
monitor specific areas and protect the privacy of sensitive
data at the same time.

In edge layer, each subarea is managed by an adjacent
edge node, and the edge node is an intermediate device
between the IIoT device and the cloud. (e edge node is
mainly responsible for two tasks. (e first task is data
authentication: when the edge node receives sensing data
from the IIoT device, in order to ensure the authenticity
and integrity of the data, the edge node will perform
authentication operations on the received data. If the
received data has not been tampered with or is not
contaminated data injected by an active attacker, the edge
node will accept the data; otherwise, it will be deleted. (e
second task is data aggregation: after the edge node
authenticates all the received data, it aggregates all the
valid encrypted data into a number and generates a local
report to send to the industrial cloud, which greatly
reduces the amount of communication between edge
nodes and the cloud while reducing the processing
burden on the cloud.

(e cloud layer contains an IC as the data management
center of the system. IC is responsible for collecting data of
all IIoT devices forwarded through edge nodes and per-
forming global aggregation operations on the received local
aggregated data to track aggregate statistics at any time. At
the same time, IC can provide fine-grained services, that is,
provide users with statistical information of designated
subregions or global regions when they receive their
requests.

As regards the user, for legitimate users, if they need to
know the statistics of a specific subregion or global region,
they can send a request to the cloud. Subsequently,
according to the requirements in the user’s request, the
cloud returns the corresponding statistical information to
the user.

Regarding TMA, in EE-PPDA, it is assumed that a fully
trusted TMA only participates in the system initialization
phase, and its responsibility is to initialize system parameters
and keys and publish public parameters and key distribution
to IIoT devices, edge nodes, and ICs.

3.2. Adversary Model. (is article is mainly concerned with
the security, integrity, and privacy protection in the process
of data generation and transmission. Assuming that the
industrial cloud and edge nodes in the network model are
both “honest and curious” entities, this means that they
honestly implement security protocols but at the same time
remain curious about the device’s sensing data.

In our adversary model, we consider a strong attacker A
whose goal is to perceive as much of the user’s personal
privacy data as possible. “Strong” means that attacker A not
only can listen to all the communication data in our system
model but also can initiate the following attacks:
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A may tamper with the transmitted data for malicious
purposes or directly inject contaminated data. (erefore, the
intermediate edge node should have the ability to detect and
delete erroneous data locally.

A can eavesdrop on all communication channels to steal
the transmitted perception data, which will lead to the
leakage of private information.

In addition, a practical application scenario is also
considered; that is, there is an IIoT device or a communi-
cation channel failure, which may cause the cloud to fail to
decrypt the received aggregated ciphertext.

4. Efficient Privacy Protection Layered Data
Aggregation Scheme

(is section proposes an efficient privacy protection layered
data aggregation scheme for IIoT.(is scheme integrates the
concept of layered aggregation, improved Paillier encryp-
tion, the Chinese remainder theorem, and hash chain
technology to achieve efficient and fine-grained aggregation
statistics decryption without exposing personal privacy and
low-cost integrity authentication. (e scheme mainly in-
cludes four parts: system initialization, data collection and
encryption, local data processing, and global data aggre-
gation and decryption. (e details are as follows.

4.1. System Initialization. First, set two security parameters
(μ, l) in the IIoTsystem, and then TMA randomly selects two
large prime numbers Q1 and Q2; |Q1| � |Q2| � μ. At the
same time, calculate the public and private keys of

homomorphic Paillier encryption (N � Q1Q2, g � 1 + N),
and define a function as L(x) � x − 1/N. Assuming that
there are k subregions in the sensing layer and n sensing
devices in each subregion, TMA selects k relatively prime
positive integersp1, p2, . . . , pk, |pi| � l to calculate coefficient
ai of each subregion. (e process is as follows:

P � 

k

i�1
pi,

Pi �
P

pi

,

Ti ≡ P
−1
i modpi,

ai � Ti · Pi.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Subsequently, TMA uses a pseudorandom number
generator to generate kn uncorrelated random numbers
s11, . . . s1n, . . . , sk1, . . . , skn , which are assigned to corre-
sponding sensing devices as private keys. At the same time,
the private key s0 of the industrial cloud (IC) is calculated
according to the following equation and sent to the IC:

s0 + 
k

i�1


n

j�1
sij ≡ 0modλ. (2)

In addition, generate a set of pseudorandom numbers
I11, . . . , I1n, . . . , Ik1, . . . , Ikn  to construct a set of hash
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request

User request
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Figure 1: System model.
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chain heads H11,0, . . . , H1n,0, . . . , Hk1,0, . . . , Hkn,0 , and
each hash head is attached with a TMA signature σ.(en it is
sent to the corresponding IIoT sensing devices and edge
nodes. In addition, TMA selects a cyclic group G and two
secure encryption hash functions: h: 0, 1{ }∗ ⟶ Z∗N and
H: 0, 1{ }∗ ⟶ G. Finally, TMA chooses a random number
ki as the shared key between the edge node edgei and IC and
publishes the system public parameters
G, L(x), N, ai, pi: i � 1, 2, . . . k, h, H .

4.2. Data Collection and Encryption.

(1) Collection of industrial data: Each IIoT sensing
device continuously collects real-time sensing data
and periodically sends the collected data to the IC
through the edge node. Suppose that there are k

subregions Ai in the sensing layer, satisfying the
condition Ai ∩Aj � ∅, i � 1, 2, . . . k, i≠ j. Each
subarea Ai is governed by an adjacent edge node

edgei and contains n IIoT sensing devices
IIDij, j � 1, 2, . . . n. At the same time, we assume
that the reporting period of the IIoT sensing device
isΓ � t1, t1, . . . tMAX , and the raw perception data
collected by IIDij at time tτ ∈ Γ is denoted as
mij,τ ∈ ZN.

(2) Sensing data encryption: Because the data collected
by each IIoTsensing device always contains sensitive
and private information, and there are active at-
tackers and eavesdroppers in the communication
channel between the sensing device and edge nodes,
in order to prevent the privacy data of individual
sensing devices from being contaminated or eaves-
dropped by attackers, each sensing device IIDij

needs to perform the following encryption opera-
tions to obtain its ciphertext cij,τ before forwarding
its data mij,τ to the upper edge node:

h tτ( 
Sij ∈ Z

∗
N,

mij,τ′ � mij,τ · ai,

cij,τ � g
mij,τ′

· r
NmodN

2
� (1 + N)

mij,τ′
· h tτ( 

sij ·NmodN
2 ⟶

(1 + N)
m

� 1 + 
m

i�1

m

i
 N

i

� 1 + N · mij,τ′(  · h tτ( 
sij ·NmodN

2
.

(3)

In addition, in order to provide evidence of the integrity
of the received data at the edge node to ensure that the data
has not been tampered with or contaminated by an attacker,
a hash chain with one-way characteristics is used to calculate
the current hash chain value Hij,τ of the ciphertext cij,τ :

Hij,τ � H cij,τ ⊕Hij,τ−1. (4)

Finally, the encrypted sensing report (cij,τ , Hij,τ) is sent
to the upper edge node edgei, waiting for further aggregation
processing.

4.3. Local Data Processing.

(1) When the edge node edgei receives the encrypted
sensing report (cij,τ , Hij,τ) sent by all the sensing
devices in the subarea under its jurisdiction in the
time slot tτ , it first passes the hash chain value Hij,τ in
the inspection report. (e correctness of hash chain
value verifies the integrity of all received data in turn.
(e specific process is as follows: edgei calculates the
hash chain value Hij,τ′ � H(cij,τ)⊕Hij,τ−1 for verifi-
cation based on the ciphertext cij,τ and checks
whether the equation Hij,τ′ � Hij,τ holds. If it is true,
the verification is passed, and edgei receives cij,τ and
stores Hij,τ for the next integrity verification.

(2) When all verified ciphertexts cij,τ , j � 1, 2, . . . n,
are obtained, edgei uses the additive homomorphism
of Paillier encrypted ciphertexts to aggregate all ci-
phertexts without decryption. Get the aggregation
result Ci,τ of subregion Ai under jurisdiction:

Ci,τ � 
n

j�1
cij,τ � 1 + N · 

n

j�1
mij,τ′⎛⎝ ⎞⎠ · h tτ( 

N·
n

j�1sijmodN
2
.

(5)

(3) In order to ensure the integrity of the aggregated
ciphertext Ci,τ of the subarea, edgei calculates the
verification code Hi,τ � H(Ci,τ

����ki) through the
shared secret key ki with the IC and provides veri-
fication evidence for the IC. Finally, edgei sends its
local report (Ci,τ , Hi,τ) to the IC.

4.4. Global Data Aggregation and Decryption.

(1) After the cloud center receives the local reports
(Ci,τ , Hi,τ), 1≤ i≤ k, of k edge nodes, it first verifies
the integrity of the aggregated ciphertext Ci,τ of all
subregions in turn. (e specific process is as follows:
IC based on the previous one Hash chain value Hi,τ−1
calculates Hi,τ′ � H(Ci,τ)⊕Hi,τ−1 to verify whether
the equation Hi,τ′ � Hi,τ is correct. If the equation is
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correct, the verification is passed and the IC accepts
Ci,τ .

(2) In order to simplify the key management of the IC
while enhancing the privacy protection of the in-
dividual perception device data, the system only
allocates a unique key s0 to the IC, so that the IC
cannot directly decrypt the aggregated ciphertext of
each subarea. In order to restore the aggregated
statistical values of the desired subregion, IC must
first aggregate all subregions aggregated ciphertext
through the following calculation to obtain a global
aggregation result Cτ :

Cτ � 
k

i�1
ci,τ � 1 + N · 

k

i�1


n

j�1
mij,τ′⎛⎝ ⎞⎠ · h tτ( 

N· 
k

i�1
n

j�1sij modN
2
.

(6)

Next, IC can decrypt and obtain the statistical value of
each subarea and the global statistical value (e.g., the sum
and the average value) by performing the following steps.

Step 1: IC uses its key s0 to eliminate the term con-
taining h(tτ) in the expression of Cτ and obtain value B

after simplification:

B � Cτ · h tτ( 
s0 ,

� (1 + N)



k

i�1


n

j�1
mij,τ′

· h tτ( 

N· 

k

i�1


n

j�1
sij + s0

⎛⎝ ⎞⎠

modN
2

⟶
s0 + 

k

i�1


n

j�1
sij ≡ 0modλ⇒s0 + 

k

i�1


n

j�1
sij � ϕλ, whereϕεZ∗N

� (1 + N)



k

i�1


n

j�1
mij,τ′

· h tτ( 
N·ϕλmodN

2

� (1 + N)



k

i�1


n

j�1
mij,τ′

modN
2

� 1 + N · 
k

i�1


n

j�1
mij,τ′⎛⎝ ⎞⎠modN

2

(7)

Step 2: According to value B, IC can decrypt to obtain a
pseudoglobal aggregate value W:

W �
(A − 1)

NmodN
2,

� 
k

i�1


n

j�1
mij,τ′

� 
k

i�1
ai 

n

j�1

mij,τ (8)

Step 3: In order to obtain the total aggregation result of
the global area, IC first needs to calculate the aggre-
gation statistics of each subarea. Based on the known
system parameters pi, i � 1, 2, . . . , k, IC can obtain
the statistics and Di,τ of each subarea through the
Chinese remainder theorem:

Dτ′ � WmodP,

Di,τ � 

n

j�1
mij,τ � Dτ′modpi.

(9)

At the same time, the corresponding mean value Ei,τ of
each subregion can also be obtained:

Ei,τ �
Di,τ

n
. (10)

Finally, the global statistics sum Dτ and the corre-
sponding mean value Eτ of k subregions can be obtained:

Dτ � 
k

i�1
Di,τ ,

Eτ �
Dτ

kn
.

(11)
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4.5. Fault Tolerance. Consider a practical scenario. Some
devices in a subarea fail at a certain point in time, and the
edge node cannot receive its report, causing the edge node
and the cloud to receive incomplete aggregation results.
Since the cloud only has one key s0, obtaining incomplete
aggregated ciphertext will cause the above-mentioned de-
cryption process to fail to be successfully performed, and the
cloud will not be able to correctly decrypt the aggregated
ciphertext.

Since each edge node holds n hash chains, these hash
chains are used to verify the sensing reports of n different
devices at different points in time, so edge nodes can find
damage by inspecting unverified hash chain devices. Let
Ai
′ ⊂ Ai denote the collection of faulty equipment, and let Cτ′

denote the incomplete aggregation result received by edgei at
time tτ . In order to obtain information h′(tτ) related to the
devices in the fault set At

′, edgei sends a loss report (At
′, tτ) to

the TMA. Since the TMAmanages the keys of all devices, the
report is received (At

′, tτ), and TMA can use the private key
of the device involved in At

′ to calculate h′(tτ):

h′ tτ(  � h tτ( 
IIDij ∈Ai

′sij
. (12)

(e missing information is returned h′(tτ) to edgei.
After receiving h′(tτ), edgei combines it with Cτ′ to obtain
the decryptable ciphertext Cτ through the following
calculation:

Cτ � Cτ′ · h′ tτ(  � 1 + N · 

IIDij∈Ai/Ai
′

mij,τ′
⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠modN

2
. (13)

(en, according to equations (8)–(12), the cloud can still
decrypt the incomplete aggregate ciphertext and obtain the
expected aggregate statistical value.

5. Security and Performance Evaluation

5.1. Security Analysis. According to the attacker model
defined in the problem description, this section will evaluate
the privacy, confidentiality, and integrity of the device-
sensing data.

5.1.1. Confidentiality and Privacy. For confidentiality, the
ciphertext form of the sensing data mij,τ of each device IIDij

is cij,τ � (1 + N · mij,τ′ ) · h(tτ)
sij ·NmodN2. If h(tτ)

sij is
regarded as a random number, the converted ciphertext
form cij,τ can regard cij,τ � (1 + N · mij,τ′ ) · rN

ijmodN2 as the
encryption result of the Paillier algorithm. Similarly, the
aggregation result of subarea Ai and global area A is also a
valid Paillier encryption result. Since the Paillier encryption
algorithm is semantically safe against selective plaintext
attacks [26], EE-PPDA can resist eavesdropping attacks and
ensure the confidentiality of the original sensing data and
aggregated results. At the same time, except that the au-
thorized IC can successfully decrypt the aggregation results
of each subarea and the entire area, other unauthorized
entities (such as edge nodes) cannot obtain the plaintext of
the aggregation results.

For privacy, neither semitrusted aggregators (edge nodes
and cloud) nor eavesdroppers can obtain the perception data
of a single device. When a semitrusted edge node receives all
perception reports from its subarea, it will not be possible for
the edge node to recover any perception data of any IIoT
device because it cannot obtain the decryption private key.
After all the ciphertexts are aggregated, because the aggre-
gated result is semantically secure, the edge node still cannot
infer any real information from the encrypted aggregated
result. For a semitrusted IC, although it can use its private
key s0 to decrypt and read the aggregated plaintext of each
subarea, it cannot observe the sensing data of a single device
from the aggregated plaintext. In addition, based on the
above confidentiality analysis, even if an eavesdropper can
obtain the ciphertext transmitted on all communication
links, it still cannot infer the original sensing data of a single
IIoTdevice. Summarizing the above analysis results, it can be
concluded that the proposed EE-PPDA scheme protects the
privacy of the original data of a single IIoT device.

5.1.2. Integrity. In the transmission link between the IIoT
device and the edge node, an attacker may tamper with the
transmitted data or directly inject polluted data. In order to
ensure the validity of the data received in the edge node, the
hash chain technology is used on the edge node to achieve
integrity authentication. At each transmission time point,
the sensing report (cij,τ , Hij,τ) of each IIoTdevice contains a
new hash chain value, which can be calculated, where it is the
previous hash chain value. Based on the one-way charac-
teristic of the hash chain, it is not feasible for an attacker to
obtain from it, so it is difficult for an attacker to launch a
successful tampering attack. When the edge node receives
the sensing report, if it is verified in the previous time period,
it can effectively verify the integrity of the data through
calculation. If it is equal, it means that it has not been
tampered with or is not the tainted data injected during the
communication.(erefore, EE-PPDA can effectively protect
data integrity to resist malicious attacks by attackers.

5.2. Performance Evaluation. (is section will evaluate the
proposed EE-PPDA scheme from two aspects: the com-
puting overhead of IIoTdevices, edge nodes, and ICs and the
amount of data transmission. IT is compared with three
other schemes: the SEDA scheme proposed in [18], the
LPDA-EC scheme in [27], and the APPA scheme in [28].
(ese three schemes all use the standard Paillier algorithm,
and the ciphertext form is c � gm · rNmodN2. (e simu-
lation experiment runs on a computer configured with Intel
Core i5-8250U@1.60 GHZ CPU, 8 G RAM.

5.2.1. Computational Overhead. Let the symbols CE, CM,
CH, CXOR, Ce, CP, and Cm denote an exponential operation
on Z∗

N2 , a Z∗
N2 multiplication operation, a hash operation, an

XOR operation, and an exponential operation on the cyclic
group G bilinear pairing and multiplication on G, respec-
tively. As compared with the time-consuming bilinear
pairing CP operation, the calculation time of CM, CH, and
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CXOR and the operation time after decryption are negligible,
so the computational overhead caused by these operations
can be ignored. Based on the MIRACL and PBC libraries, an
experiment was carried out to estimate the time cost of each
operation, in which parameters μ and G were set to 512 bits
and 160 bits, respectively. From the perspective of compu-
tational complexity, bilinear pairing operations have the
highest computational complexity among these operations,
followed by exponentiation and multiplication. Our ex-
perimental results also confirm this conclusion. (e final
experimental results show that the calculation time of CP is
close to 18.0ms, Ce and CE are about 1.70ms and 1.60ms,
respectively, and smallest Cm is close to 0.07ms.

In Table 1, the computational overheads of the four
schemes at IIoT devices, edge nodes, and IC are listed in
detail. In EE-PPDA, the calculation required for an IIoT
device IIDij to generate a perception report (cij,τ , Hij,τ) is
CE + CM + CH + CXOR, and CE occupies the largest com-
putational cost. (erefore, compared to the amount of
calculation required by the other three schemes, 2CE + 3Ce,
2CE + 3Cm, and 2CE + CM + CH, EE-PPDA reduces the
computational overhead by nearly half on the device side.

At edge nodes, if low-calculation operations (such as
authentication of a single ciphertext) are ignored, the EE-
PPDA, SEDA, and LDPA-EC schemes only need to perform
(n − 1)CM operations with a small amount of calculation. It
can aggregate n ciphertexts, and the APPA scheme requires
(n + 1) times. Due to the low time-consuming operation of
CM, it can be said that the computational costs of these four
schemes at edge nodes are almost the same. At the IC, the

EE-PPDA scheme only needs CH + CE operations to verify
the received reports and decrypt the aggregation results,
which is slightly less than the CE + CM + CH operations
required in the APPA scheme. However, the SEDA and
LDPA-EC schemes require 2CP + 2CE + (n + 2)Ce and
2CP + 2CE operations, respectively, both of which include
time-consuming CP operations. As we all know, the com-
putational cost of CP is significantly higher than operating
CE. (erefore, the EE-PPDA scheme greatly reduces the
computational cost of the IC. Combining the above analysis
results, it can be concluded that the proposed EE-PPDA
scheme achieves lightweight security and privacy protection.

In order to compare the calculation cost more intuitively,
the execution time of the abovemechanism is calculated, and
the curve of the total calculation time as the number of IIoT
devices increases is depicted in Figure 2. Obviously, com-
pared with the other three schemes, the proposed EE-PPDA
scheme significantly reduces the calculation time. Especially
when more IIoTdevices are added, more calculations will be
saved by the EE-PPDA scheme.

5.2.2. Data Transfer Volume. In the EE-PPDA scheme, data
transmission includes two parts: device-to-edge communi-
cation (device-to-EN) and edge-to-IC (EN-to-IC) com-
munication. In the device-to-EN phase, the IIoT device
sends its sensing report (cij,τ , Hij,τ) to the upper edge node
edgei, and the size of the report is Sij � 2048 + 160bits.
(erefore, the total amount of data transmission during
device-to-edge communication is SDF � n · Sij bits. Next, in

Table 1: Computational complexity comparison.

EE-PPDA SEDA [18] LPDA-EC [27] APPA [28]
IIoT device CE + CM + CH + CXOR 2CE + 3Ce 2CE + 3Cm 2CE + CM + CH

EN (n − 1)CM + nCXOR + (n + 1)CH (n − 1)CM + (n + 1)Cm (n − 1)CM + 4Ce (n + 2)(CM + CH)

IC CH + CE 2CP + 2CE + (n + 2)Ce 2CP + 2CE CE + CM + CH
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the local data processing stage, since each edge node ag-
gregates n ciphertexts into one and generates an aggregate
report (Ci,τ , Hi,τ) and sends it to the IC, the amount of data
transmission from edge node to IC is significantly reduced.
Specifically, the amount of data transfer in the EN-to-IC
phase is reduced from (2048 + 160) · nbits to
SFC � 2048 + 160bits. Figure 3(a) shows the comparison
results of the data transmission volume of the four schemes
in the device-to-edge phase. It is obvious that the proposed
EE-PPDA scheme achieves the slowest growth rate, and
among the four schemes keep the data transfer volume to a
minimum. (is shows that the EE-PPDA scheme effectively
reduces the amount of data communication in the device-to-
edge process. From Figure 3(b), it can be found that the
increase in the number of IIoT devices will not lead to an
increase in the data transmission volume in the EN-to-IC
phase, which is attributed to the aggregation operation of the
edge nodes. At the same time, the EE-PPDA scheme still
achieves the least amount of data transfer among the four
schemes in the EN-to-IC phase. Combining Figures 3(a) and
3(b), it can be seen that EE-PPDA can significantly reduce
communication overhead and bandwidth consumption.

From the above security and performance analysis re-
sults, it can be seen that the proposed EE-PPDA scheme is an
efficient and secure data aggregation scheme. (ese security
and performance advantages are very suitable for actual IIoT
scenarios.

6. Conclusions

(is paper proposes a hierarchical data aggregation
scheme with efficient privacy protection in edge com-
puting assisted IIoT, referred to as EE-PPDA. By
adopting an improved homomorphic Paillier algorithm
and a simple hash chain mechanism, EE-PPDA can
provide effective protection for data privacy,

confidentiality, and integrity at the same time. In par-
ticular, the data privacy of a single device is also protected
in semitrusted edge nodes and the cloud. At the same
time, the CRT-based hierarchical aggregation design
enables the cloud to provide fine-grained data services by
obtaining aggregation results in smaller subregions. Fi-
nally, the experimental results further prove the advan-
tages of the scheme in terms of calculation and
communication costs. In future work, consider inte-
grating data space-time compression, network resource
optimization theory, and machine learning methods into
the solution in this paper to build a more efficient and
smarter data aggregation solution. At the same time, the
hierarchical aggregation scheme proposed in this paper
provides a fault-tolerant mechanism for data loss to
ensure the normal operation of the system. However, data
loss will affect the final data analysis results. How to
reconstruct the lost data can be considered as a future
research direction.
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In mobile crowd sensing (MCS), the cloud as a single sensing platform undertakes a large number of communication tasks,
leading to the reduction of sensing task execution efficiency and the risk of loss and leakage of users’ private data. In this paper, we
propose a spatial ciphertext aggregation scheme with collaborative verification of fog nodes. Firstly, the cloud and fog col-
laboration architecture is constructed. Fog nodes are introduced for data validation and slices transmission, reducing computing
cost on the sensing platform. Secondly, a multipath transmission method of slice data is proposed, in which the user identity and
data are transmitted anonymously by the secret sharing method, and the data integrity is guaranteed by hash chain authentication.
Finally, a spatial data aggregation method based on privacy protection is presented. -e ciphertext aggregation calculation of the
sensing platform is realized through Paillier homomorphic encryption, and the problem of insufficient data coverage in the
sensing region is solved by the position-based weight interpolation method. -e security analysis demonstrates that the scheme
can achieve the expected security goal. -e simulation results show the feasibility and effectiveness of the proposed scheme.

1. Introduction

With the rapid development of mobile communication
technology and the popularity of various wearable mobile
devices, mobile users can collect various data anytime and
anywhere. Mobile crowd sensing (MCS) is an emerging
perception model. Mobile users collect sensing data for
specific tasks through sensors (e.g., cameras and temperature
sensors) that are embedded in the phone or wearable device.
-en, the data is uploaded to sensing platforms by wireless
sensing technologies (e.g., wireless networks and Bluetooth).
After the task is completed, mobile users get paid from the
platform [1, 2]. While receiving the sensing data, the sensing
platform is responsible for evaluating and aggregating

sensing data. Data aggregation often mines the raw data for
more useful information. For example, the average air
quality index obtained by aggregation can reflect the local air
quality condition more intuitively; the average travel speed
of public transportation on a road can reflect the congestion
of that road. After processing the uploaded data, the plat-
form transmits the uploaded data to the task initiator and
completes the sensing task. With low deployment cost and
large coverage area, MCS can be applied in areas such as
traffic congestion prediction [3, 4], industrial IoT [5–7],
traffic detection [8, 9], smart medical [10, 11], environmental
detection [12], and social networking [13, 14].

However, MCS faces some serious problems in privacy,
security, and communication in the above applications.

Hindawi
Security and Communication Networks
Volume 2021, Article ID 7354316, 12 pages
https://doi.org/10.1155/2021/7354316

mailto:17780734752@163.com
https://orcid.org/0000-0002-8804-0693
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/7354316


Firstly, the sensing data collected by MCS often involves the
user’s location data that contains abundant personal in-
formation. If an attacker obtains the user’s geographic lo-
cation from the perceived data, the user’s activity range can
be inferred [15, 16]. To protect sensitive information of
mobile users, most studies encrypt or add noise to the
sensing data, such as local differential privacy [17, 18].
However, the sensing platform cannot aggregate the
encrypted data, which reduces the usability of the sensing
data. Secondly, when transmitting sensing data through
wireless networks, the sensing data is easily exposed to
channel monitors, making it more easily attacked, stolen,
and tampered with. Existing studies mostly carry out
tamper-proof authentication of perceived data by generating
hash abstract or hash chain [19, 20] or provide an identity
authentication system [21] to prevent attackers from mali-
cious submission of false data. However, there is still a risk
that the generated hash value will be intercepted by the
attacker. In addition, when the number of sensing terminals
is too large, the frequent data verification by the sensing
platform will bring huge communication and computing
costs and reduce the efficiency of the sensing platform.
Finally, mobile users are randomly distributed in various
locations in the city, and the sensing data collected and
uploaded are discrete.-ese discrete distributions of sensing
data are not conducive to the overall evaluation of the
sensing area, so to obtain the sample values of unknown
locations, they are generally obtained by interpolation al-
gorithms related to the location of the sensing data, but they
often reveal the specific location of the mobile users and leak
user privacy.

Targeting at the above problems, this paper proposes a
spatial ciphertext aggregation scheme with collaborative
verification of fog nodes. Inspired by the significant ad-
vantages of fog nodes [22, 23], we use fog nodes for data
validation and slice transmission to alleviate the commu-
nication and computation costs of the sensing platform.
Shamir secret sharing is used to transmit the sensing data
and user identity information to the fog nodes in the form
of slices, which ensures the integrity of the sensing data and
the privacy security of the user identity and then combines
the one-way hash function to complete data authentication,
and finally, the sensing platform recovers the encrypted
data and user identity information to complete other op-
erations. -e scheme also ensures the aggregated com-
putation of the sensed data in encrypted form, while the
prediction of the sample values of unknown locations is
realized in combination with the geographic interpolation
algorithm, which enables the overall data evaluation of the
sensing area. -e main contributions of this paper are as
follows:

(1) A novel cloud and fog collaboration architecture is
constructed. Fog nodes are introduced to assist the
sensing platform considering its characteristics of
low delay, multiple distribution, and certain com-
puting capacity, realizing data verification and slice
reception, and reducing the communication and
computing costs of the sensing platform.

(2) A multipath transmission method of slice data is put
forward. Sensing data and user identity information
are sliced and transmitted through Shamir secret
sharing. -en, a reasonable secret threshold t is set
according to the number of fog nodes to realize
anonymous transmission of user identity, and hash
chain authentication is adopted to achieve a trade-off
between privacy protection and data integrity.

(3) A spatial data aggregation method based on privacy
protection is advanced. -e ciphertext aggregation
calculation of the sensing platform is realized
through Paillier homomorphic encryption, and the
problem of insufficient data coverage in the sensing
region is solved by the position-based weight in-
terpolation method.

-e remainder of this paper is organized as follows. -e
related works are introduced in Section 2. Section 3 describes
the preliminary knowledge of Paillier encryption protocol,
secret sharing, and inverse distance weighted. -e system
model is introduced in Section 4. -en, Section 5 introduces
the spatial secret aggregation scheme with collaborative
verification of fog nodes. And, the security analysis and
simulation results are described in detail in Section 6. Fi-
nally, Section 7 summarizes the paper.

2. Related Work

-e privacy protection issues in the MCS system mainly
focus on privacy task allocation, data collection, and data
aggregation. Relevant researchers have published the fol-
lowing research results on these issues.

Based on fog-assisted computing, a Privacy-Aware Task
Allocation and Data Aggregation (PTAA) scheme was
proposed by using bilinear pairing and homomorphic en-
cryption technology in literature [24]. -e scheme took
advantage of the fog nodes to assist the sensing platform to
assign tasks and used the transport independent protocol
and the secure two-party aggregation protocol to realize the
privacy task assignment and data aggregation, reducing the
burden of the sensing platform. Ni et al. [25] proposed a
Fog-Assisted Secure Data Deduplication (Fo-SDD) scheme.
By designing a BLS-oblivious pseudorandom function, it
enabled fog nodes to delete deduplicated data, while pro-
tecting privacy, ensuring data confidentiality, and improving
communication efficiency. -e scheme also achieved ano-
nymization of user identity during data collection by further
extending Fo-SDD. Basudan et al. [26] proposed a Certifi-
cateless Aggregate Signcryption (CLASC) scheme to en-
hance security in data transmission of vehicular crowd
sensing based on the road surface condition monitoring
system with fog computing, which ensured data privacy
security using lower computation cost. However, the above
scheme does not consider the risk of interception of sensing
data during transmission, and a malicious attacker may
intercept the transmission data in the open transmission
network, resulting in the loss of sensing data and affecting
the sensing task to be performed.
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Concerning data collection and aggregation, Chen et al.
[27] put forward a data privacy protection method for
untrusted servers. -e collected data was divided into
multiple slices based on the number of adjacent participants,
and then, the data slices were forwarded to the adjacent
participants. When the number of slices reached a threshold,
all slice carriers sent data slices directly to the server.
However, this method simply distributed the data slices
randomly to the neighboring nodes. When data slices were
transmitted, attackers can easily collect data slices, leading to
an increased probability of data leakage. In literature [28], a
privacy-preserving data aggregation scheme was designed
using data slicing and blending techniques, which supports
additive aggregation. Data slices were distributed to
neighboring participants; thus, the participants’ sensing data
was hidden. Li and Cao [29] presented a new mobile sensing
protocol to obtain the sum of time-series data, which uses
homomorphic encryption and a novel key management
scheme based on efficient HMAC to achieve additive ci-
phertext aggregation of sensed data. However, the protocol
required additional communication to handle dynamic user
access. But the above literature did not consider the case
where the participants collude with the server to leak pri-
vacy. Fan et al. [30] came up with a novel privacy-aware and
trustworthy sum aggregation protocol for mobile sensing,
which protected the data privacy of benign users even when
multiple users conspire against each other, but there was still
a risk of losing the submitted data.

In other studies in the area ofMCS security, Agir et al. [31]
proposed a user-adaptive location privacy protection scheme,
which generated multiple noises by setting a personal privacy
threshold and a user-defined privacy protection level. -en,
the user’s privacy security was guaranteed combined with the
spatial steganography unit. However, this solution was
computationally expensive and lacked effective privacy level
criteria. Gisdakis et al. [32] used Security Assertion Markup
Language (SAML) and Transport Layer Security (TLS) pro-
tocols to establish trust between entities, and then, Private
Information Retrieval (PIR) techniques were adopted to
ensure privacy in communication. Based on the Merkle tree,
the privacy protection mechanism in literature [33] was
presented, which can authenticate participants anonymously
without the trusted third party. However, the above schemes
did not consider the case that malicious attackers submit false
data, which may interfere with the final results.

3. Preliminaries

3.1.PaillierEncryptionProtocol. -ePaillier Cryptosystem is
a modular, public-key encryption scheme, created by Pascal
Paillier [34]. -e security of this homomorphic encryption
scheme is based on determining the nth-order residue class
problem. In the following, we will review the specific process
of the program:

3.1.1. Key Generation. To construct the key, one must
choose two large primes p and q, and then, compute n � pq,
λ � lcm[(p − 1)(q − 1)], where lcm (p, q) is calculated as the

least common multiple of p and q. -en, select a semi-
random, nonzero value g ∈ Z∗

n2 such that k � L(gλ mod n2),
where L(u) � u − 1/n. It is said that g is semi-random since k
generated by g needs to satisfy gcd(k, n) � 1, and then,
calculate μ � k01 mod n.

-e public key Pk is (n, g), and the private key Sk is
(λ, μ).

3.1.2. Encryption. For the plaintext m, select the random
parameter r ∈ Z∗n . -en, the ciphertext

c � E(m)

� g
m

· r
nmodn

2
.

(1)

3.1.3. Decryption. -e Paillier decryption function:

m � L c
λmodn

2
  · μmodn. (2)

3.1.4. Homomorphic Properties. An encryption function
with the homomorphic property is an encryption function
where two plaintexts m1 and m2 satisfy C(E(m1),

E(m2)) � E(m1⊕m2), where C is an operation on the ci-
phertext domain. When ⊕ represents addition, the en-
cryption is said to be additive homomorphic encryption;
when ⊕ represents multiplication, the encryption is said to
be multiplicative homomorphic encryption. Homomorphic
properties of the Paillier encryption algorithm:

D E m1(  · E m2( modn
2

  ≡ m1 + m2modn. (3)

3.2. Shamir Secret Sharing Algorithm. -e secret sharing
algorithm was proposed by Shamir in 1979 based on
Lagrange interpolation, which allows n participants to share
a secret value s, but the secret value s can be recovered by any
t participants, and less than t participants cannot get any
information about s. -e above t is called the threshold, and
a secret sharing with n participants and a threshold of t is
denoted as (t, n)-secret sharing. -e formal definition of
Shamir secret sharing is as follows.

3.2.1. Related Parameters. -e finite domain Fq is chosen,
the secret value s ∈ Fq, t is the threshold, the set of par-
ticipants is U � u1, u2, . . . , un , the identity of each par-
ticipant is ui, and ui ∈ Fq is not equal to zero.

3.2.2. Slicing and Distribution. Randomly choose a t-1 de-
gree polynomial f(x) on Fq; f(x) is shown below:

f(x) � s + a1x
1

+ a2x
2

+ · · · + at−1x
t− 1modq, (4)

where a1, a2, . . . , at−1 ∈ Fq in f(x). -en, all secret slices are
calculated based on participant identity:

yi � f ui( . (5)
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Finally, the computed slices are secretly distributed to
the corresponding participant ui.

3.2.3. Secret Recovery. When there are no less than t par-
ticipants providing secret slices, one can use ui and yi to
recover f(x), and hence the t − 1 degree polynomial f(x)

can be easily obtained by using the equation as follows::

f(x) � 
t

i�1
yi 

t

j�1,j≠ i

x − uj

ui − uj

modq. (6)

After that, the secret value s is recovered by substituting
x � 0 into f(x).

3.3. Inverse Distance Weighted. Inverse distance weighted
(IDW) is a weighted average interpolation method that can
be interpolated in an exact or smooth manner. It uses the
distance between the interpolation point and the sample
point as the weight for the weighted average, and the closer
the sample point is to the interpolation point, the greater the
weight given to it. Suppose that the predicted location is
(x0, y0), the predicted value is z, the perceived user location
is (xi, yi), the perceived data is mi, and the number of
participating users is n. Calculate z according to the fol-
lowing steps:

(1) Calculate the Euclidean distance for each point:

xi − x0( 
2

+ yi − y0( 
2

� di. (7)

(2) Calculate the distance weights for each point:

wi �
d

−1
i


n
i�1 d

−1
i

. (8)

(3) Calculate the value of the unknown point:

z � 
n

i�1
wimi

�
d

−1
1 m1 + d

−1
2 m2 + · · · + d

−1
n mn


n
i�1 d

−1
i

.

(9)

4. System Model

4.1. System Model. As shown in Figure 1, the spatial ci-
phertext aggregation system with collaborative verification
of fog nodes consist of sensing platform, task initiator, fog
nodes, mobile users, and authority center.

4.1.1. Task Initiator. Task initiators are users of the MCS
services.-e task initiator is responsible for issuing a specific
task, and each task has the clear data type requirement. A
task initiator could be an individual or organization that
lacks an ability to perform a certain computing or data
collection task.

4.1.2. Sensing Platform. -e sensing platform could be
played by an organization or a corporation that provides a
platform for crowdsourcing. It accepts service requests from
task initiator, deals with the requests, selects proper mobile
users, and assigns relevant tasks to them.

4.1.3. Fog Nodes. -e fog nodes act as a relay between the
sensing platform and the mobile user, undertaking data
verification and the reception and distribution of data slices.

4.1.4. Mobile Users. Referring to mobile users with sensing
devices, mobile users collect data and calculate spatially
relevant statistical information as required by the task. After
encrypting the data, the sensing data and identity data are
sliced according to the number of fog nodes deployed. Fi-
nally, the slices are sent to the fog nodes along with the
authenticated hash digest value.

4.1.5. Authority Center. It is responsible for generating and
distributing key materials to data requestors and MCS
servers. In this system, the authority center distributes the
generated public key and the parameters required for data
slicing to mobile users for data encryption and slicing and
distributes the private key to task initiator so that they can
download the aggregated encrypted data from the sensing
platform and get the specified task data.

4.2. Security Model. In the architecture of this paper, we
assume that the authority center is fully trusted and that
the authority center cannot be attacked by any attackers
and that it manages the distribution of keys and other
parameters. Task initiator, sensing platform, fog nodes,
and mobile users are all honest but curious, and each part
will follow the rules to perform its own task, but will also
infer information about others based on the data it holds.
And, external security threats come from malicious at-
tackers; in general, attackers may listen to communication
channels and intercept encrypted sensing data, spatial
data, etc.

4.3.DesignObjective. Based on the above security model and
system architecture, we propose the following design goals:

4.3.1. Privacy. During the task execution, the specific lo-
cation and sensing data of themobile user are encrypted, and
the fog nodes and sensing platform do not know the specific
location and sensing data of the mobile user. In the data
aggregation phase, the aggregated data is still stored in the
encrypted form in the sensing platform, and only the task
initiator can access it through the private key.

4.3.2. Security. -e encrypted sensing data and user identity
information are distributed to the fog nodes in a slicing
manner so that an attacker cannot obtain the specific sensing
data and user identity information even if he intercepts part
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of the data slices. And, the data slices come with a hash
digest, so an attacker cannot interfere with sensing data
recovery by tampering with some of the data slices. For the
internal perception system, the fog nodes only undertake the
function of receiving and forwarding in pieces, and the user
identity information can only be obtained after secret re-
covery by the sensing platform, which ensures the privacy
and security of the user identity.

4.3.3. Efficiency. Fog nodes take on the verification of
sensing data, reducing the communication and computation
cost of the sensing platform.

5. Spatial Ciphertext Aggregation Scheme with
Collaborative Verification of Fog Nodes

In this section, we propose a spatial secret aggregation
scheme with collaborative verification of fog nodes, which
consists of five phases: system initialization, mobile user data
report generation, data validation and slices reception, secret
recovery and data aggregation, and data decryption and
result acquisition.

5.1. Overview. Task initiator initiates spatially relevant task
requests to obtain overall sensing data for a region. After
receiving the task request, the sensing platform assigns the
task to the mobile users. -en, the authority center con-
figures the system parameters, distributing the public key
and fog nodes identity to the mobile users and the private
key to the task initiator. Mobile users collect data according
to the requirements of task. Because the specific locations of
mobile users within the sensing area are discrete, the
uploaded sensing data has limited coverage. And, mobile
users need to calculate spatially relevant statistical infor-
mation to get sample values of some unknown locations in
combination with geographic interpolation that make the
uploaded data in the area more holistic.

-is paper focuses on describing the computation of
sample values for unknown locations by data aggregation
using homomorphic encryption and geographic interpola-
tion. In this process, in order to hide the mobile users’
location data and identity information and to protect the
privacy of the sensing data, mobile users encrypt data with
public keys, slice the data and identity information based on
the number of fog nodes, and then use one-way hash
functions to generate hash chain for data authentication.

Public key

Private
key

Spatial
tasks

Task
Initiators

Aggregation
result

Authority
Center

Sensing
Platform

Data slices Data slices

Fog Node Fog Node

Data reports
Data reports

Region A Region B Region C

Figure 1: System architecture.
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Mobile users distribute data, identity information slices, and
authentication information to the corresponding fog nodes.
Afterward, the fog nodes verify its data integrity and
transmit the data and identity information slices to the
sensing platform after the verification is completed. -e
sensing platform receives the data slices and performs secret
recovery to get the mobile users’ encrypted sensing data and
the users’ original identity information. -e sensing plat-
form completes the incentive or other operations based on
the identity information and then performs ciphertext data
aggregation. After aggregation is completed, the task initi-
ator downloads the aggregated data via the private key to
obtain the aggregated results.

5.2. System Initialization. In our system model, consider
mobile users as P � p1, p2, p3, . . . , pn , mobile user location
as xi, yi , sensing data as mi, identity information as pi,
spatially relevant statistical information as Di, unknown
locations as (xo, yo), fog nodes as U � u1, u2, u3, . . . , uk ,
each fog node identity as uj, and hash function as h. At the
beginning of the sensing task, the authority center randomly
selects two large prime numbers p and q, calculates n � pq

according to the predefined calculation principle, and sat-
isfies gcd[L(gλmodn2), n] � 1. -e public key (n, g) is
transmitted to the mobile users, and the secret sharing-re-
lated parameters and the fog node identity uj are also sent to
the mobile users together. -en, the authority center
computes λ � lcm[(p − 1), (q − 1)] and μ � L(gλmodn2)01

modn and transfers the private key (μ, λ) to the task initiator.

5.3. Location-Aware Inverse Distance Weighted Ciphertext
Aggregation Protocol. As shown in Figure 2, mi represents
the sensing data collected by mobile user pi at its location,
and di represents the Euclidean distance between the mobile
user and the unknown location. At the beginning of the
sensing task, the sensing platform broadcasts the coordinates
of the unknown location and the mobile user computes the
Euclidean distance di between itself and the unknown lo-
cation. -en, the mobile user encrypts d−1

i mi and d−1
i to get

Ci1 andCi2. -e sensing platform receives encrypted data
from n mobile users and uses homomorphic encryption
properties to obtain sensing data aggregation results with the
ciphertext form. -en, the task initiator uses the private key
transmitted by AC to decrypt and finally gets the aggregated
result with plaintext form d−1

1 m1 + d−1
2 m2 + d−1

3 m3 + · · ·

+ d−1
n mn and d−1

1 + d−1
2 + d−1

3 + · · · d−1
n . Based on the

knowledge in the Preliminaries section, the sample value z
for the unknown location can be calculated.

5.4. Mobile User Data Report Generation. -is phase is di-
vided into three main steps: sensing data acquisition and
spatial data calculation, data encryption, and data
transmission.

Step 1. Sensing data acquisition and spatial data cal-
culation: each mobile user pi collects sensing data mi as
required by the task and calculates spatial data based on
its own location:

1
xi − x0( 

2
+ yi − y0( 

2 � di. (10)

Due to the properties of Paillier homomorphic en-
cryption, data transformation of di is required to obtain
spatially relevant statistical information for encryption:

Di � di · 10k
 . (11)

where k varies with the sensing area range to ensure
that Di is an integer and [] is the rounding symbol.
Step 2. Data encryption: for each mobile user pi, after
sensing data collection and computing spatially rele-
vant statistical information are performed, data en-
cryption is performed using the received public key
(n, g):

ci1 � E Dimi( 

� g
Dimi · r

nmodn
2
,

ci2 � E Di( 

� g
Di · r

nmodn
2
.

(12)

where ci1 and ci2 denote the ciphertext information
obtained by the user after encrypting Dimi and Di.
Step 3. Data transmission: before performing data
forwarding, authority center (AC) counts the number
of working fog nodes in the current sensing area, sets a
maximum number of slices Mmax, and queries the
historical data forwarding success rate of fog nodes in
the area. After that, AC makes a trade-off between
privacy of the transmitted data and efficiency of the
sensing task completion. If this sensing task requires
higher privacy of the transmitted data, AC selects the
threshold t based on the maximum number of slices
Mmax. On the contrary, if the sensing task needs to be
completed efficiently and the privacy requirement of
the transmitted data is lower, AC prioritizes the fog
nodes with a high success rate of historical forwarded
data and generates a threshold t based on the number of
these fog nodes. After that, the AC sends the fog node
identity, threshold t, and other data slicing related
parameters to themobile user and the sensing platform.
Mobile user pi splits two copies of data ci1 and ci2 and
own identity information pi into k slices according to
the number of fog nodes, while setting a suitable
threshold value t.Mobile user pi slices data and identity
information according to the fog nodes’ identity U �

u1, u2, u3, . . . , uk  distributed by the authority center:

f
i
1(x) � ci1 + a1x

1
+ a2x

2
+ · · · + at−1x

t− 1modq,

f
i
2(x) � xi2 + a1x

1
+ a2x

2
+ · · · + at−1x

t− 1modq,

f
i
3(x) � pi + a1x

1
+ a2x

2
+ · · · + at−1x

t− 1modq.

(13)

-e mobile user pi gets the data and identity infor-
mation slices generated by the identity identifiers of the
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k fog nodes, respectively. fi(uj) denotes the slice ob-
tained by the mobile user pi through the fog node
identity uj, and n and k are the number of mobile users
and fog nodes, respectively, and the following are the
slices generated by the data ci1 and ci2 and identity
information pi of user pi, respectively:

f
i
1 u1( , f

i
1 u2( , f

i
1 u3( , . . . , f

i
1 uk( ,

f
i
2 u1( , f

i
2 u2( , f

i
2 u3( , . . . , f

i
2 uk( ,

f
i
3 u1( f

i
3 u2( , f

i
3 u3( , . . . , f

i
3 uk( .

(14)

As shown in Figure 3, the mobile user pi generates data
slices, connects the data slice fi(uj) with the hash
digest value hi

j01 generated by the previous data slice
fi(uj01) to generate a new hash digest value hi

j, and
points to the next data slice fi(uj+1) until the final
generation of the end of the hash chain hi

k.

Finally, the mobile user pi sends the k data slices fi
1(uj)

and fi
2(uj)(1≤ j≤ k) generated from data ci1 and ci2 along

with the corresponding hash digest values and k identity
information slices fi

3(uj)(1≤ j≤ k) to the k corresponding
fog nodes.

5.5. Data Validation and Slices’ Reception. In this phase,
mobile users send their encrypted data slices with au-
thentication information and identity information slices
to the fog nodes. -en, fog nodes will first verify the
integrity of the encrypted data. As shown in Figure 4, after
receiving the data slice fi(uj) corresponding to mobile
user pi, fog node uj uses the hash digest hi′

j−1 sent by the
previous fog node uj01, connects to generate hi′

j , and
transmits it to the next fog node uj+1. Finally, the last fog
node uk compares the two generated hash chain tails
hi′

k1 and hi′
k2 with the received hi

k1 and hi
k2, and if the results

are consistent, the verification is successful. In the above
process, there is a certain probability that the data slices
are stolen by the attacker, and the fog nodes whose data

slices are intercepted by the attacker cannot compute the
hash digest to complete collaborative authentication. At
this time, if the number of remaining adjacent fog nodes
are greater than t, the data slicing can still be collabo-
ratively verified to ensure the integrity and authenticity of
the transmitted data. If collaborative verification fails, fog
node uj compares the hash digest hj received by itself with
the computed hj

′ to locate the location of the fog node with
the wrong data slice. As for the users’ identity information
slicing, the fog nodes undertake the function of relaying
and forwarding to ensure the anonymous transmission of
users identity information. -e k identity information
slices fi

3(uj)(1≤ j≤ k) of user pi are stored on the cor-
responding k fog nodes and transmitted to the sensing
platform together after the encrypted data slices are
successfully verified.

5.6. Secret Recovery and Data Aggregation. -e fog nodes
send the received users’ identity information slices and the
verified data slices to the sensing platform, which first
performs secret recovery:

Mobile Users

Unknown location

Unknown Location

m7
m6

m5

m1

m2

m3 m4

d2

d1

d7
d6

d3 d4

d5

Figure 2: Location-aware inverse distance weighted ciphertext aggregation protocol.
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Figure 3: Hash chain.
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Figure 4: Fog nodes’ collaborative data validation.
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f
i
c(x) � 

t

j�1
f

i
c uj  

t

L�1,L≠ j

x − uL

uj − uL

modq(c � 1, 2, 3). (15)

Substituting x � 0 into the above equation, we get

f
i
1(0) � ci1

� E Dimi( ,

f
i
2(0) � ci2

� E Di( ,

f
i
3(0) � pi.

(16)

-e sensing platform recovers the encrypted data ci1 and
ci2 of the user pi and the identity information pi. -en, the
sensing platform uses the received identity information to
achieve the incentive mechanism or performs other nec-
essary system operations. Afterward, using the homomor-
phic encryption property of Paillier, the sensing platform
starts ciphertext aggregation of the received encrypted data
from all users:

D1m1 + D2m2 + · · · + Dnmn←F1 � E D1m1( E D2m2(  · · · E Dnmn( modn
2
,

D1 + D2 + · · · + Dn←F2 � E D1( E D2(  · · · E Dn( modn
2
.

(17)

5.7. Data Decryption and Result Acquisition. -e task ini-
tiator decrypts the aggregation result using the received
private key (μ, λ) and then computes z � Z1/Z2 to obtain the
sample value z of the unknown location:

D1m1 + D2m2 + · · · + Dnmn � L F
λ
1modn

2
  · μmodn � Z1,

D1 + D2 + · · · + Dn � L F
λ
2modn

2
  · μmodn � Z2.

(18)

6. Performance Evaluation

In this section, we first analyze how the spatial ciphertext
aggregation scheme with collaborative verification of fog
nodes achieves the given design goals and then experi-
mentally demonstrate the performance of this scheme in
terms of communication efficiency and computation cost.

6.1. Security Analysis

6.1.1. Data Privacy and Security. In the data collection
phase, the mobile user encrypts the sensing data and
spatial data using the public key sent by the authority
center, and the encrypted data is transmitted to the fog
nodes in the form of data slices. Data verification phase,
fog nodes, or other malicious attackers who intercept the
data are unable to infer the plaintext message mi from the
ciphertext Ci. In the data aggregation phase, the data slices
received by the sensing platform are recovered in ci-
phertext, and the sensing platform performs data aggre-
gation on the received ciphertext data. After data
aggregation, the aggregated results are still stored in the
sensing platform in ciphertext, which only the task ini-
tiator can get by decrypting with private key. And, the
sensing platform cannot get the plaintext data in the
aggregation process. In general, only the task initiator can
get the final result in plaintext during the above process,

while the fog nodes or the sensing platform can only
process the ciphertext. -e security of Paillier homo-
morphic encryption technology ensures that the sensing
data can withstand internal and external privacy threats of
the MCS system.

6.1.2. Data Integrity and Identity Privacy Security. For
mobile users, the identity information and encrypted
sensing data are divided into k slices based on the number
of fog nodes. Each slice is generated based on the corre-
sponding fog node identity, and a suitable recovery
threshold t is set. When the data slice is sent to the cor-
responding fog node, the mobile user generates the cor-
responding hash chain according to the method in Section
5 and sends it to the corresponding fog node together with
the data slices. -erefore, even if a malicious attacker in-
tercepts a part of the data slices, according to the secret
sharing feature in Section 3, as long as the number of
remaining slices is greater than t, the sensing platform is
still able to recover the encrypted data. Although some
malicious attackers intercept the data slices and re-send
forged messages pretending to be legitimate participants,
all fog nodes will collaboratively authenticate based on the
received hash chain, which guarantees the accuracy of the
data source. -e users’ identity information are also stored
in the form of slices on the fog nodes, and a single fog node
cannot know the real identity of the user, less than t fog
nodes also cannot collude to launch the real identity of the
user, and only the sensing platform can recover to get the
users’ identity, to achieve the user identity anonymous
transmission. After the sensing platform recovers the
identity information, it completes the incentive or other
system operations according to the user’s identity. In this
scheme, Shamir secret sharing guarantees the anonymous
transmission of user identity, and combining with hash
chain message authentication guarantees the integrity of
data.
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6.2. Experiment. We performed the simulation in Python
3.8, and the scenarios and related configuration parameters
involved are as follows.

In the simulations, we consider a scenario in which the
task initiator requests the overall air index in a region.We set
the number of mobile users to 10 ∼ 100 with a growth step of
10 and the number of tasks participated by each mobile user
to 10 ∼ 50 with a growth step of 10. Mobile user pi randomly
generates sensing data distributed in [100, 1000], and the
coordinates of the location of each mobile user are set to
[(xi, yi)

����0≤xi ≤ 100, 0≤yi ≤ 100]. -e number of fog nodes
is set to 10 ∼ 100, and the growth step is 30. For Paillier
homomorphic encryption, we set the number of key bits to
32 ∼ 256 bits to meet the security requirements of different
data lengths, respectively, but it will bring some computation
cost accordingly. All system simulations are simulated on a
PC (CPU: Core i5-9400F @ 2.90GHz and RAM: 8GB).

-e performance metrics include the computation cost
of data encryption, data slicing, data recovery and aggre-
gation, and data decryption. -en, we evaluate the impact of
the number of mobile users, the number of fog nodes, the
secret threshold t, the number of tasks per user, and the key
length on the above parts.

6.2.1. Costs of Data Encryption. -e computation cost per
mobile user in the encryption phase as the number of tasks
grows is given in Figure 5 to demonstrate the efficiency of
data submission by mobile users. Since mobile users are
located in a lightweight computing scenario, the key length
of 32 ∼ 256 bits can fully fulfill the data encryption re-
quirements in this scenario, and this scheme can fulfill the
privacy protection requirements of mobile users with a small
increase in computing cost.

To simulate the encryption environment with different
data lengths, we also give the computation cost with different
key lengths. From the figure, we can see that the compu-
tation cost increases as the number of tasks per mobile user
grows, which is because mobile users cannot process mul-
tiple tasks in parallel, and when the number of tasks is too
large, mobile users consume a lot of computation time. At
the same time, with the same number of tasks, the en-
cryption cost varies greatly with different key lengths, so it is
necessary to choose the appropriate number of key bits
according to different encryption environments to fulfill the
security requirements in different scenarios.

6.2.2. Cost of Validation and Aggregation. -e computation
cost of the fog nodes and the sensing platform is demon-
strated in Figure 6. From the figure, it can be seen that the fog
nodes undertake part of the computation tasks of the sensing
platform and reduce the computation cost of the sensing
platform, which is consistent with the design goal of this
scheme.

In Figure 6, the fog nodes take on the task of data
verification, and since each fog node receives data slices
generated by each mobile user based on the identity of
that fog node, the number of slices processed by each fog
node increases as the number of mobile users grows, and

the computation cost increases. And, the growth of the
number of fog nodes will lead to a longer hash chain,
increasing the time for collaborative verification. But the
corresponding secret sharing threshold can also be in-
creased, which can improve the security of sensing data
transmission. We assume that the data is divided into n
slices and the threshold is t≤ n, which means that the
attacker can recover the sensing data by stealing t data
slices, and if n is increased and t is increased accordingly,
the data slices that the attacker needs to steal will increase
accordingly, and the difficulty of stealing will also in-
crease, reducing the risk of sensing data being stolen.
Since the sensing platform takes on the task of data slicing
recovery and ciphertext aggregation, the computation
cost will be higher than fog nodes that only perform
authentication. While increasing the secret recovery
threshold t affects the data recovery time, the number of
mobile users affects the ciphertext aggregation time, and
from the four subplots in Figure 6, we can find that the
computation cost of the sensing platform increases with
the number of mobile users and the threshold.

6.2.3. Data Accuracy. Since this paper combines homo-
morphic encryption with IDW, the additive homomorphic
property is used to compute the sample value of the un-
known location. -e inverse of the distance between each
mobile user and the unknown location is rounded, which
leads to a difference between the calculated results and those
calculated using IDW. -is is the main reason for the error.
So, we use the relative error to express the difference between
the sample values of unknown locations obtained using this
scheme and the real sample values of unknown locations.
-e relative error can well reflect the degree of data reli-
ability, where Zt denotes the sample value of the unknown
location obtained after the tth encryption and aggregation
using this scheme, while Zt′ denotes the sample value of the
unknown location obtained by the tth direct aggregation
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without encryption, δ denotes the relative error, Δ denotes
the accuracy, and the scheme will be run 1000 times to get
the average relative error. -e error in this scheme comes
from the data error caused by rounding the data due to
encryption when the mobile user calculates the spatially
relevant statistical information Di related to its location:

δ �
1
n



n

t�1

Zt − Zt
′

Zt
′




,

Δ � (10δ) × 100%.

(19)

We represent in Figure 7 the accuracy of the data
obtained when different numbers of mobile users are
involved in the task. -e figure shows that the results
obtained using our scheme are in general agreement with
the real values and that our scheme is able to trade-off

privacy security in data transmission and encrypted data
aggregation with a fairly small loss of accuracy.

6.2.4. Cost of Data Decryption. Figure 8 shows the com-
putation cost of the task initiator to obtain the sensed data.
Since the task initiator decrypts the data directly at the
sensing platform using the private key, the key length is the
main factor affecting the decryption time.

Overall, the computation cost paid by mobile users and
task initiators in this scheme is much lower than that of fog
nodes and sensing platform, and mobile users only need to
pay a small computation cost to fulfill their own require-
ments for privacy protection. -erefore, this scheme can
fulfill the requirements of mobile users and task requestors
with limited computation power and achieve lightweight
task participation.
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7. Conclusion

In this paper, we propose a spatial ciphertext aggregation
scheme with collaborative verification of fog nodes. Firstly, a
cloud and fog collaboration architecture is constructed, where
fog nodes are introduced to undertake the functions of data
verification and slice reception, which reduces the computa-
tional cost of the sensing platform. Secondly, a multipath
transmission method of slice data is advanced to realize the
anonymous transmission of user identities. -en, combined
with hash chain authentication, the integrity and authenticity
of the sensing data are ensured. Finally, a privacy-protected
spatial data aggregationmethod is presented.-e interpolation
method is adopted to predict the sample values of unknown
locations in the sensing area, and the Paillier homomorphic
encryption is used to ensure the privacy of the perceived data in
this process. Security analysis and simulation results show that
the solution can protect user privacy and security and reduce
the computational cost of the sensing platform.
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)e methodology, formulating a reasonable task assignment to find the most suitable workers for a task and achieving the desired
objectives, is the most fundamental challenge in spatial crowdsourcing. Many task assignment approaches have been proposed to
improve the quality of crowdsourcing results and the number of task assignment and to limit the budget and the travel cost.
However, these approaches have two shortcomings: (1) these approaches are commonly based on the attributes influencing the
result of task assignment. However, different tasks may have different preferences for individual attributes; (2) the performance
and efficiency of these approaches are expected to be improved further. To address the above issues, we proposed a task assignment
approach in spatial crowdsourcing based on multiattribute decision-making (TASC-MADM), with the dual objectives of im-
proving the performance as well as the efficiency. Specifically, the proposed approach jointly considers the attributes on the quality
of the worker and the distance between the worker and the task, as well as the influence differences caused by the task’s attribute
preference. Furthermore, it can be extended flexibly to scenarios with more attributes. We tested the proposed approach in a real-
world dataset and a synthetic dataset. )e proposed TASC-MADM approach was compared with the RB-TPSC and the Budget-
TASC algorithm using the real dataset and the synthetic dataset; the TASC-MADM approach yields better performance than the
other two algorithms in the task assignment rate and the CPU cost.

1. Introduction

Spatial crowdsourcing, first introduced by Kazemi and
Shahabiin [1], refers to an economic and efficient solution to
participation in completing tasks, such as sensing tasks
[2, 3]. )e popularity of mobile devices and advanced In-
ternet technologies have made it a popular trend in per-
forming spatial tasks [4, 5]. Unlike conventional
crowdsourcing, spatial crowdsourcing requires a worker to
travel to a given location to perform a given task [6]. Ex-
amples of spatial crowdsourcing, such as environmental
conditions and monitoring traffic flow at selected locations
[7, 8], crowdsourcing news reporting tasks [9], and natural
disaster response [10], are likely to have spatial requirements
that cannot be fulfilled remotely and require physical arrival
at the task’s location. Spatial crowdsourcing is becoming a

compelling paradigm for recruiting workers to perform the
tasks. However, due to the openness of crowdsourcing, there
are some core issues: (1) how to guarantee the quality of
crowdsourcing results and the number of tasks completed;
(2) how to control the cost, such as the budget used and the
travel cost; and (3) how to ensure the efficiency of task
completed. All three core issues in spatial crowdsourcing are
involved in task assignment. )us, the task assignment is
considered as the most fundamental challenge in spatial
crowdsourcing [11].

)e task assignment approach is mainly based on some
attributes affecting the performance of task assignments
[12], such as the distances between workers and tasks, and
the qualities of workers. On one hand, previous research has
shown that a task’s distance from a worker affects the
crowdsourcing outcomes [13, 14]. Tasks that are further
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away from workers are less likely to be completed because
workers tend to complete the nearby tasks. Some task as-
signment algorithms consider the locations of the tasks and
workers to maximize the total number of assigned tasks
[1, 14, 15]. On the other hand, the quality of a worker is
considered to positively affect the crowdsourcing result’s
quality [16]. Some works evaluate a worker’s quality by using
distance and reputation and then propose a task allocation
approach that balances the result’s quality and the budget
utilization rate [16, 17].)e existing task assignment method
is based on the attributes that influence the results but ig-
nores the different preferences of a task for different attri-
butes. For example, monitoring traffic flow has strict
requirements on the location of a worker, monitoring cli-
mate may accept workers working in a slightly larger area
such as a city, and reporting news has limitations on both the
location and quality of workers. )erefore, different tasks
may have different attribute preferences.

Studies on spatial task assignment aim to allocate the task
to suitable workers for different objectives, such as maximizing
the total amount of assigned tasks [1, 18], minimizing the total
travel cost of the allocated workers [16], and maximizing the
overall quality of crowdsourcing results under the budget
constraint [19]. Unfortunately, these objectives conflict with
each other; optimizing multiple goals simultaneously is es-
pecially difficult. Consider the following examples: (a) in-
creasing the total amount of tasks assigned is potentially
achieved by relaxing the constraints on workers, such as in-
creasing the accepted task region in which the task is allowed to
be performed and lowering the threshold of workers’ credi-
bility. However, these methods may lead to increased travel
costs or decreased quality of results. (b) One way to reduce the
uncertainty of crowdsourced data is to ask multiple workers to
complete the same task and then aggregate the responses of
those workers to get the result of the task. However, asking
multiple workers to complete the same task will increase the
payment and the latency. )us, a task assignment solution
must involve a trade-off among various objectives.

In short, (1) the existing task assignment approach does
not fully consider the task’s attribute preference; (2) a
specific task assignment approach usually achieves a certain
objective, but fails to achieve several conflicting goals. To
address the two problems, we propose a flexible and efficient
task assignment approach in spatial crowdsourcing based on
multiattribute decision-making (TASC-MADM), which
takes into account the distance attribute and the reputation
attribute simultaneously, as well as tasks’ different prefer-
ences of attributes. Our goal is to trade off the quality of the
result and the task allocation rate under the budget con-
straint of the task.

In this paper, we advance the key contributions of our
research as follows:

(i) Unlike existing work that simply focuses on some
critical attributes while ignoring the preferences of
different tasks, in this paper, we collectively consider
the impact of distance attribute and worker quality
attribute on the crowdsourcing result, as well as
tasks’ different preferences for attributes.

(ii) We formulate the problem of task assignment in
spatial crowdsourcing as a multiattribute decision-
making (TASC-MADM) problem and propose a
novel algorithm solving this problem. )e linear
weighted-evaluation method is used to rating the
candidate workers comprehensively, which enables
a task to select the appropriate worker according to
its preference for attributes. Besides, the proposed
approach allows achieving the objectives of maxi-
mizing the total amount of assigned tasks or the
quality of outcome by setting attribute weights.

(iii) Although our algorithm is simple, it performs well.
Besides, it can be flexibly extended to the situation
where any number of attributes affects the crowd-
sourcing result.

)e rest of the paper is organized as follows. Section 2
presents related works on task assignment of spatial
crowdsourcing. Section 3 formally defines problems in-
volved in TASC-MADM. Section 4 describes the proposed
TASC-MADM approach. )e performance evaluation and
discussion of the TASC-MADM approach are conducted in
Section 5. Finally, Section 6 concludes the work and suggests
some directions for future studies.

2. Related Work

Task assignment, i.e., the intelligent matching of tasks with
the most appropriate workers, is a fundamental challenge of
crowdsourcing [20–22]. Although there have been several
studies on conventional crowdsourcing task allocation, they
cannot be directly applied to spatial crowdsourcing, because
the location of the spatial task and that of the workers are
vital for the result of the spatial task assignment.

Research on spatial crowdsourcing task allocation is still
in the early stage. In the spatial task assignment area, existing
studies have mainly concentrated on exploiting the attri-
butes of the tasks and workers. )ese attributes usually
indicate the distance between the location of the workers and
tasks, the capacity (i.e., the maximum number of tasks that a
worker is willing/able to complete), and the quality of the
workers [21, 23], etc. Kazemi and Shahabi [1] utilized the
spatial region R (i.e., a rectangle region in which the worker
accepts tasks) and the capacity of the workers maxT to assign
each worker to his nearby tasks. )e greedy (GR) algorithm
is presented to maximize the task assignment at each time
instance. However, the greedy strategy cannot solve the
global optimization problem. To solve this problem, heu-
ristics are used to maximize the overall assignments. Hence,
they proposed the second strategy: the least location entropy
priority (LLEP) strategy. A location located in an area with
few workers has low entropy. Conversely, a location located
in a worker-density area has high entropy. Obviously, tasks
with smaller location entropy are less likely to be completed
by workers. In the heuristic, a higher priority is given to tasks
located in areas with smaller location entropy. Furthermore,
travel cost is a critical issue for spatial crowdsourcing. High
travel costs may prevent workers from participating in the
task and result in high costs for task requesters. Hence, they
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proposed the third strategy: the nearest neighbor priority
(NNP) strategy. Workers are assigned to tasks closer to them
in preference, which aims at maximizing the overall finished
tasks while reducing the workers’ travel cost whenever
possible.)e research of [1] aims to maximize the number of
task assignments while keeping the travel cost minimized,
but they assume that the worker does not reject tasks
assigned to them and trusts the workers to be reliable.
Hassan and Curry [24] consider the situation where the
worker can reject a task, propose a contextual bandit al-
gorithm learning the possibility of task accepted by a worker,
to assign a worker with high possibility based on the spatial
locations of workers and tasks, and aim tomaximize the total
amount of successful assignments.

In addition to the locations of the tasks and workers and
the capacity of workers, the quality of workers is another
important attribute affecting the result of task allocation.
Some works incorporate the quality of workers in the as-
signment process with the aim of controlling the quality [25]
and cost for all completed tasks [16, 19, 26]. In traditional
crowdsourcing, worker quality can be modeled by the
worker’s reputation [26–28], which may be a rating of the
worker’s past works, or an evaluation of the worker’s
knowledge, ability, confidence in completing tasks suc-
cessfully, etc. A worker with a higher reputation is generally
perceived to be better at his work. Cheng et al. [29] con-
sidered workers’ confidence in completing tasks successfully
and proposed the reliable-diversity-based spatial crowd-
sourcing approach. )e approach Budget-TASC [16] con-
siders the number of workers in the task assignment and
thinks that the distance of a worker from the task negatively
influences the quality of the crowdsourcing result [17, 18];
the reliability of the workers is given by a reputation function
discounted by the distance. )en, the task is assigned to the
worker with the highest reliability, to maximize the desired
quality of results obtained, while the total budget is limited.
However, the task assignment rate of spatial crowdsourcing
tasks is not considered. RB-TPSC [17] presents a task
package assignment algorithm with aim of maximizing the
desired quality of the results from selected workers under a
limited budget, improving the number over all spatial
crowdsourcing tasks. Besides, Zhao et al. [30] thought that
the quality of task accomplishment is mostly related to the
worker’s preference for the task category.

In this paper, to improve the performance of task as-
signment, we present a novel, efficient, and flexible approach
by jointly considering multiattributes and preferences.

3. Problem Definition

In this section, we introduce some basic concepts of spatial
crowdsourcing task assignment and then give the formal
definitions. For the convenience of the following descrip-
tion, we firstly list the symbols used in this paper, see Table 1.

We consider there are a set of workers
W � w1, w2, wi, . . . , wm  and a set of tasks
T � t1, t2, tj, . . . , tn . Subscripts i and j are the worker ID
and task ID, respectively. A worker wi is represented as a
tuple of the form 〈li, ri, qi〉, where li � 〈loni, lati〉 is the

location of the work i, loni and lati are the longitude and
latitude of the worker i, respectively, and ri represents the
reputation of the worker i and qi is the task quota of the
worker i. A spatial crowdsourcing task tj is represented as a
tuple of the form, i.e. tj � 〈lj, Rj, Bj〉, where lj � 〈lonj, latj〉
is the location of the task j, which is represented by a
longitude-latitude coordinate, lonj and latj are the longitude
and latitude of the task j, respectively, and Bj ∈ R+ is the
limited budget of the task j.

Definition 1 (decision matrix for a task). Given a set of tasks
Tand a set of workers W. Let Wj be the set of workers within
the region of the radius R of the task tjϵT and f be the
number of attributes that are considered when assigning
tasks. To facilitate the description of algorithms subse-
quently, the task and the worker are attached to the matrix
columns.)en, the decision matrix of the task tj is shaped as
DM

j

n×(f+2), where n � |Wj|.
For example, the worker wi ∈Wj; the attributes involved

are the distance and workers’ reputation; then, the item sj �

〈j, i, dji, ri〉 is included in DMj and dji represents the
distance between tj and wi.

Setting the radius value of a task is one of the central
aspects of task assignment. A very low radius value would
result in a low task completion rate because of the lack of
enough workers. In contrast, a very high radius value would
have no practical significance because of the unavailability of
workers willing to travel a long distance to perform a task.
Previous studies suggest that the most acceptable distance
for the workers is 0–2 km [1, 7, 13]. In practice, some
workers may be tempted by the larger budget to perform
remote tasks. In this paper, we assume (1) a task with a
higher budget can select workers from a wider region and (2)
some workers are willing to travel further for the higher
rewards. So, the radius Rj is positively affected by the budget
Bj and negatively affected by the extra allowance per kilo-
meter β. Let a worker’s accepted baseline distance be c in the
condition of a baseline payment P for a task. When a task’s
budget is less than the baseline payment P, the task is not
likely to be accepted by any worker; at this situation, the
radius is represented by a negative number, because no
workers locate within a region of a task’s negative radius.
)en, the method in [16] is slightly changed to compute Rj:

R
j

�

c +
B

j
− P

β
, B

j ≥P,

−1, B
j <P.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

Identifying the value of the parameter P is not our
emphasis. We focus on proposing a flexible spatial task
assignment method that considers multiple attributes af-
fecting the result in the task assignment and different re-
quirement preferences for each attribute. Hence, we set P as
the lowest budget among the budgets of all tasks.

Our goal is to select the worker with the highest rating of
combined distance and reputation for a task. However, if the
above decision matrix is directly used to determine the task
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assignment, there are two problems. Firstly, the orders of
magnitude of attributes are usually different, owing to the
different natures of attributes. If the original value is directly
used for rating the items, the role of the attribute with the
higher value in the comprehensive rating will be highlighted,
and the role of the attribute with the lower value will be
relatively weakened. Secondly, the distance is a cost-type
attribute and the reputation is a benefit-type attribute, which
means the distance and the reputation have different in-
fluence trend on ratings. )erefore, in order to ensure the
reliability of the rating results, it is necessary to normalize
the original data. We adopt the linear proportional trans-
formation method to normalize the distance and reputation,
as shown in the following equations:

dji �

maxi∈Wj dji − dji

maxi∈Wj dji − mini∈Wj dji

, max
i∈Wj

dji ≠ min
i∈Wj

dji,

1, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

r
i

�

r
i
− mini∈Wj r

i

maxi∈Wj r
i
− mini∈Wj r

i
, max

i∈Wj
r

i ≠ min
i∈Wj

r
i
,

1, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

Definition 2 (reward for a task). When a task is completed,
the requester must offer rewards to the corresponding
worker. Let Ej represent the extra allowance for the task j

when it is completed by a worker without c. )en, the re-
ward of the task j is expressed in the following equation:

p
j

� P + E
j
, (4)

where Ej is related to the parameter β, dji, c. )e farther a
worker travels, the more extra allowance he should get. If the
worker wi completes the task tj within the accepted baseline
distance c, then Ej equals to 0; otherwise, Ej is proportional
to the extra distance and the extra allowance, so Ej is
computed in the following equation [16]:

E
j

�
β dji − c , dji > c,

0, dji ≤ c.

⎧⎨

⎩ (5)

)e parameter dji mentioned above involves the location
of the task and the worker. We computed dji from the task tj

to the worker wi by the Haversine formula [31]:

dji � R × 2 × arcsin sin2
latj − lati

2
  + cos latj  × cos lati  × sin2

lonj − loni

2
  

1/2
⎛⎝ ⎞⎠, (6)

where R refers to the earth’s radius [12].

Definition 3 (TASC-MADM problem). Given a set of tasks
T and a set of workers W, we assume that each task is

assigned to the optimal worker. Let S � s1, s2, . . . , sj, . . . , sn 

represent the selected workers for all tasks, sj � 〈j, i, dji, ri〉,
sj ∈ DMj, and TASC-MADM is to find sj such that the
following linear combination is optimized:

Table 1: List of symbols.

Symbol Meaning
W )e set of workers, W � w1, w2, . . . wi, . . . , wm 

T The set of tasks, T � t1, t2, . . . tj, . . . , tn 

i Aworker’s number, i ∈ 1, 2, . . . , m{ }

j A spatial task’s number, j ∈ 1, 2, . . . , n{ }

li The location of the worker, i

lj The location of the task, j

Bj The budget of the task, j

Rj The radius of the task, j

ri The reputation of theworker, i

dji The distance from the task j to theworker, i

β The extra allowance per kilometer
c Worker’s accepted baseline distance
P The baseline payment of a task
DMj The decisionmatrix of the task, j

Ej The extra allowance for the task, j

pj The reward for the task, j

ai The amount of task assigned to theworker, i

qi The task quota of theworker, i

S The result of task assignment
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max
i∈Wj

scoreji  � max
i∈Wj

w0 × dji + w1 × r
i

 , (7)

where j and i are the matching task-worker pair; and
wv ∈ [0, 1] is the attribute importance parameter,
v∈ 0,1{ }wv � 1.

)e weights are usually determined objectively or sub-
jectively.)e entropy method is generally used to objectively
get weighting of every attribute [32]. However, we hope that
the task assignment operation can set the attribute weight to
achieve different optimization goals. So, the weight values
are set according to the requirement preference of the task
for attributes. If a task has more requirement preference for
distance more than that for reputation, it can set w0 > 0.5.
Otherwise, w0 < 0.5. )e setting, w0 � 0.5, implies the fol-
lowing situation: among the workers with the same repu-
tation, the worker with a shorter distance has the priority to
be selected. Similarly, among the workers with the same
distance, the worker with a higher reputation has the priority
to be selected.

3.1. Complexity Analysis. One task assignment of a single
task is to find the best worker among m workers; it needs to
repeat the assignment n × m times to complete all task as-
signments, so the problem is solvable in polynomial time.

4. Assignment Protocol

We assume that the workers querying the tasks are willing to
accept the tasks. )us, assigning a task to a worker means
selecting the best worker with the highest comprehensive
rating of distance and reputation. In this section, we will
elaborate on our spatial task assignment algorithm.

4.1. PreparingDecisionMatrix. Preparing the task’s decision
matrix involves two steps. Firstly, we obtain the decision
matrix DMj for the task j. Each item of the decision matrix
represents a candidate worker. In this paper, the attributes,
affecting the result of a task assignment, include the repu-
tation of a worker and the distance from a task to a worker.
)e workers within the radius of the task j are a part of the
task’s candidates, excluding the workers who are assigned
tasks more than their quota (Line 2–4). Secondly, normalize
the decision matrix DMj by equations (2) and (3) (Line 5).
)e pseudocode, obtaining and normalizing the decision
matrix DMj for the task j, is given by Algorithm 1.

)e computational complexity of Algorithm 1 depends
on the loop operation and the normalization operation. )e
complexities of these two operations are O(m) and O(|Wj|),
respectively. Since |Wj| is usually much less than |m|, the
total computational complexity is O(m).

4.2. TASC-MADM Approach. As mentioned in Section 3, a
spatial task should be assigned to the worker with the highest
rating, which optimizes the linear combination of the dis-
tance and the reputation.

Algorithm 2 is the pseudocode of the allocation method,
namely, TASC-MADM algorithm, which inputs a set of
workers W, a set of tasks T, and the parameters P, β, c and
returns the best assignment result S, containing task-and-
worker assignment with the highest rating.

Initially, S is set to empty (Line 1), ai|i� 1,2,...,m{ } � 0 (i.e.,
each worker has been assigned zero times) (Line 2). Next,
for each task tj, calculate the radius and the distance to the
workers and obtain and normalize the decision matrix
DMj by calling Algorithm 1 (Line 6). Next, if the decision
matrix has more than zero items, compute the scores of
items (Line 9) and, simultaneously, compute the reward pj

paid by the task tj to the worker wi (Line 10). For sub-
sequent easy operation, the item’s score and the reward are
associated with other information including the task
number, the worker number, the distance, and the repu-
tation (Line 11). Next, we sort the items descending by
scores (Line 12). Intuitively, the item with a higher rank
indicates a better assignment than other assignments. Fi-
nally, the task tj is assigned to the topmost worker (Line
13–17).

)e assignment iterates for n rounds (Line 3) and finally
returns the assignment result of all tasks (Line 18). In each
iteration, the computational complexity is O(m), so the total
computational complexity is O(n × m).

5. Experiment Evaluation

In this section, we tested the performance of our approach
on both real and synthetic data.

5.1. Metrics. In the experiments, we measured the perfor-
mance of each approach according to the following metrics
[23]:

(1) Average task radius (δ): this metric measures the
average spatial region size of the tasks, which is
computed as the average radius of all tasks.

β �
1

|T|


j

R
j
. (8)

(2) Task assignment rate (η): this metric measures the
algorithm’s effectiveness in assigning several tasks
successfully. )e task assignment rate η is the per-
centage of assigned tasks among the total amounts of
crowded spatial tasks.

η �
|S|

|T|
. (9)

(3) Average reputation of workers assigned tasks (ψ): the
quality of crowdsourcing result is determined by the
worker’s quality, which is modeled by the worker’s
reputation. So, this metric evaluates the quality of
tasks completed. It is computed as the total repu-
tation of selected workers divided by the number of
selected workers.
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ψ �
1

|S|

i∈S

r
i
. (10)

(4) Average distance traveled (ς): this metric measures
the travel cost for workers when they complete the
assigned tasks; it is computed as the average distance
traveled by all the selected workers.

ς �
1

|S|


〈j,i〉∈S
dji. (11)

(5) Average budget utilization rate (ϕ): this metric is the
average of the budget utilization for all assigned
tasks. )e budget utilization rate of each assigned
task is the ratio of the actual reward paid for the task
to the budget of that task.

ϕ �
1

|S|

j∈S

p
j

B
j
. (12)

(6) Average reward (ω): this is the ratio of the total
reward for all the assigned tasks to the number of
assigned tasks.

ω �
1

|S|

j∈S

p
j
. (13)

)e parameter δ is used to demonstrate the changing of
other metrics along with the average radius. )e workers’
perspective would prefer to keep ς as low as possible. )e
task requesters’ perspective would prefer higher values of η
and ψ, but lower values of ϕ and ω.

5.2. Experimental Setting

5.2.1. Datasets

(i) Real Dataset. We used a real dataset [33] from a
crowdsourcing event by taking photos with the lo-
cation information for 1877 workers and 835 tasks.
)ese tasks and workers were mainly obtained from
four cities in China: Foshan, Guangzhou, Shenzhen,
and Dongguan.

(ii) Synthetic Dataset. )e synthetic data were obtained
from a single day dataset from Gowalla in 2010,
which included 10956 tasks and 5087 workers

Input: a set W, the task j

Output: the normalized decision matrix DMj for the task j

(1) DMj �

(2) For each wi ∈W:
(3) If dji ≤Rj and ai < qi:
(4) s

j
i � 〈j, i, dji, ri〉, DMj←DMj ∪ s

j
i 

(5) Normalize DMj by equations (2) and (3)
(6) Return DMj

ALGORITHM 1: Obtain the decision matrix for a task.

Input: a set of workers W, a set of tasks T, parameters P, β, c

Output: S, which is the result of task assignment
(1) S �

(2) ai � 0, i ∈ 1, 2, . . . , m{ }

(3) For each tj ∈ T:
(4) Calculate the radius Rj

(5) Calculate dji from the task j to each worker i

(6) Obtain and normalize the decision matrix DMj by calling Algorithm 1
(7) If |DMj|> 0:
(8) For i′ in range (|DMj|):
(9) Compute the scoreji using equation (7)//i � DMj[i′].i, it is the number of the i′ th worker for the task tj.
(10) Compute the reward pj using equation (4).
(11) s

j
i � s

j
i .append(〈pj, scoreji〉)(i.e. s

j
i � 〈j, i, dji, ri, pj, scoreji〉)

(12) Sorted DMj descending by scores
(13) For each item in DMj:
(14) If j in item:
(15) sj � item, ai+ � 1
(16) S←S∪ sj 

(17) Break
(18) Return S

ALGORITHM 2: TASC-MADM algorithm.
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located in America. )is dataset contains four at-
tributes as follows: task ID, task’s location, worker
ID, and worker’s location. Reputations are generated
following the uniform distribution of 0 ∼ 20000.
Budgets are generated following the uniform dis-
tribution of 65 ∼ 85. )e task quotas of workers are
generated following the uniform distribution of
5 ∼ 10.

5.2.2. Compared Algorithms. )e RB-TPSC and Budget-
TASC algorithms were selected as the baseline algorithms
because they are most closely related to TASC-MADM.

(i) RB-TPSC is a task package assignment method,
which aims at maximizing the number of tasks
assigned within budget constraints. Quality of results
and travel costs are also being considered.

(ii) Budget-TASC is a budget-aware spatial crowd-
sourcing task assignment method, which aims in
maximizing the total quality of tasks completed
within budget constraints.

We compared our TASC-MADM with RB-TPSC and
Budget-TASC on both real and synthetic datasets.

5.3. Results on Real Dataset. )e first three experiments
compared TASC-MADM and RB-TPSC under different
settings of parameters: β, c, and Bj. )e results are shown in
Figures 1–3. For each parameter, the experiment evaluated
the average metrics of the two algorithms under 21 different
settings. We set the lowest budget of all tasks as P � 65.
Moreover, for the fairness in considering the effect of dis-
tance and reputation, the weight w0 � 0.5.

First, we compared TASC-MADM and RB-TPSC under
different β values. )e results are shown in Figure 1, where
the extra allowance per kilometer β varies from 0 ∼ 20
monetary units in 1-unit increments, c � 0.5, and Bj is
obtained from the dataset. )e horizontal axis represents the
different settings of β, while the vertical axis represents the
different values of the first six metrics. As can be seen, the
average task radius δ is affected by the extra allowance per
kilometer β (Figure 1(a)). δ is maximized when β� 1, in-
creases with β if β< 1, and decreases with β if β> 1. )e
change in the trend of other metrics is consistent with the
average task radius.)is is because, in a region with a smaller
radius, it is usually impossible to find enough workers with
high reputations. )us, other metrics decrease with the
average radius. Compared with RB-TPSC, TASC-MADM
ensures a high average task assignment rate (Figure 1(b)),
but reduces the average travel cost of workers (Figure 1(d))
and saves the budget (Figures 1(e) and 1(f )). Besides, our
result shows that the average reputation of workers decreases
with the average radius (Figure 1(c)), which is more realistic
because there are fewer workers to choose from.

Secondly, we compared TASC-MADM and RB-TPSC
under different c values. Figure 2 depicts the trend in which
the above six metrics change when c, the accepted distances
without extra remote allowance, varies from 0 ∼ 2 km, where

β � 2, and Bj is obtained from the real dataset. If c> 0.5, the
average radius increases with c and positively affects the
abovementioned metrics, except for ϕ and ω. Our proposed
method achieves a task assignment rate value of 98.56
(Figure 2(b)), but the maximum of the average distance
traveled the average reward, and the average budget utili-
zation rates are ς� 1.03 km, ω� 65.33, and ϕ� 94.93, re-
spectively (Figures 2(d)–2(f)). Compared to the RB-TPSC
method, our method greatly decreases the average distance
traveled by the workers and the average reward offered by
the tasks’ requester, while maintaining an equally high or a
greater average task assignment rate. Moreover, it signifi-
cantly improves the quality of crowdsourcing results because
of the average reputation value of the selected workers in-
creasing by about 250% (Figure 2(c)).

)e third experiment compared TASC-MADM and RB-
TPSC under different budgets (B). Figure 3 depicts how the
first six metrics change while the tasks’ budget (B) varies
from 90% to 110% in 1% increments, where β � 2, c � 0.5.
Since the task with a greater budget should have more
workers to choose from, the average radius of the tasks is
positively affected by the tasks’ budget (Figure 3(a)). As the
task radius increases further, the task assignment rate in-
creases to 99.5% (Figure 3(b)). Compared to the RB-TPSC
method, our method decreases the average distance traveled
from a range of 1.4∼2.5 km to a range of 0.8∼1.5 km
(Figure 3(d)), but increases the average reputation by about
147% (Figure 3(c)), and greatly decreases the average budget
utilization rate (Figure 3(e)) and the average reward
((Figure 3(f))). More importantly, with our method, the
greater the number of candidate workers, the lower the
average reward offered by the requester, and the higher is the
quality of the crowdsourcing result. In contrast, RB-TPSC
increases the average reward continuously and decreases the
average reputation to a stable value of around 500.

)e fourth experiment compared TASC-MADM with
RB-TPSC and Budget-TASC when radiuses were changed.
For TASC-MADM and RB-TPSC, we selected the average
metrics of different c values. In the above experiment, the
computed radius belongs to the interval [0, 12], when c

varied from 0 ∼ 2 km and other parameters were fixed. We
have experimented with Budget-TASC in different radiuses
varying from 0 ∼ 12 km and then get the average of each
metric. For the Budget-TASC, the other parameters were set
as follows: DC is set as the earth’s radius [10], PL � 0, PH is
set as the budget of the task, and PM is set as the half of the
budget of the task. Because we scaled the worker’s reputation
to the interval [0, 1], ThHM � 0.75, ThML � 0.5.

)e results are shown in Table 2. TASC-MADM out-
performs the baseline algorithms in all metrics, except the
average reputation. For Budget-TASC, PH is set as the task’s
total budget, which limits the task to high-quality workers,
but also increases the average budget utilized.

5.4. Results on Synthetic Dataset. We repeated the first three
experiments in Section 5.3 on the synthetic dataset.
Figures 4–6 illustrate the results of TASC-MADM and RB-
TPSC. Compared with RB-TPSC, our algorithm greatly
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Figure 1: Performance with an extra allowance per kilometer (β) (monetary unit), real dataset.
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Figure 2: Continued.
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improves the task assignment rate (Figures 4(b), 5(b), and
6(b)) and the result’s quality (Figures 4(c), 5(c), and 6(c)).
However, for the synthetic dataset, the task locates in a

slightly sparse scenario with few workers. )en, the higher
task assignment rate implies the higher travel cost
(Figures 4(d), 5(d), and 6(d)). Correspondingly, the budget
used is increased (Figures 4(e), 4(f), 5(e), 5(f), 6(e), and
6(f )).

Next, based on the synthetic dataset, we compared
TASC-MADM with RB-TPSC and Budget-TASC when
radiuses were changed. For TASC-MADM and RB-TPSC,
we selected the average metrics of different c values; the
computed radius approximately belongs to the interval [6, 9]
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Figure 2: Performance with different accepted distances without extra remote allowance (c) (km), real dataset.
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Figure 3: Performance with an amplitude of variation in budget (B), real dataset.

Table 2: Results under different approaches, real dataset.

Algorithms η (%) ψ ζ ϕ ω
Budget-TASC 85.67 1390.63 1.4 1 77.61
RB-TPSC 93.95 523.39 1.59 0.9645 66.72
TASC-MADM 94.18 987.46 0.78 0.9509 65.98
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Figure 4: Performance with an extra allowance per kilometer (β) (monetary unit), synthetic dataset.
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Figure 5: Performance with different accepted distances without extra remote allowance (c) (km), synthetic dataset.
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(Figure 5(a)). So, for Budget-TASC, the radius varied from
6 ∼ 9 km; other parameters were set as in the fourth
experiment.

)e experimental results (Table 3) show that TPSC-
ADM obtains the highest task assignment rate, but Budget-
ASC achieves the highest quality and RB-TPSC spends the
lowest budget.

5.5. Effect of Task’s Attribute Preference. Our approach,
TASC-MADM, enables the task to be assigned to satisfy
demands for different goals. If the result’s quality is the
primary goal, the task should select workers with a high
reputation. However, if saving cost is the most concerned
objective, the worker closer to the task should be chosen
first. Figure 7 shows the influence of tasks’ attributes
preferences on the proposed approach’s performance.
w0 � 0.5, all targets are considered fairly. w0 < 0.5, the task
prefers the worker’s reputation to the distance; the re-
sult’s quality is significantly improved. However, the
travel cost and budget utilized are increased. When
w0 > 0.5, the travel cost and the budget utilized are saved,
whereas the result’s quality is decreased. Our approach
can maximize task assignment rate by setting w0 � 1, or
maximize the quality of workers selected by setting
w0 � 0.

5.6. Efficiency of Algorithms. )e efficiency of the algorithms
is measured in CPU cost. )e Budget-TASC algorithm’s
computational complexity is O(n × m2), and that of RB-
TPSC and TASC-MADM is O(n × m). we compare TASC-
MADMwith RB-TPSC and Budget-TASC in CPU cost. Each
of the programs runs 3 × 21 rounds. )e average time per
round is used to measure the algorithm’s efficiency. As
shown in Figure 8, our approach significantly improves the
efficiency of spatial task assignment.

5.7. Summary of Experiment Results. We summarized the
major finding as follows:

(i) If the task is located in a worker-density area, the
proposed TASC-MADM approach exhibits better
results than RB-TPSC. It also performs better than
Budget-TASC on the metrics, except for the quality
of workers.

(ii) If the task is located in a worker-sparsity area, the
proposed TASC-MADM approach performs better
than RB-TPSC in terms of the average assignment
rate and quality of workers. But it leads to more
travel cost and budget utilized. Budget-TASC ob-
tains the best quality because it considers the quality
first.
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Figure 6: Performance with an amplitude of variation in budget (B), synthetic dataset.
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Table 3: Results under different approaches, synthetic dataset.

Algorithms η ψ ζ ϕ ω
Budget-TASC 0.72743975 13672.17 1.417697 1 77.58585
RB-TPSC 0.72253468 10278.82 1.408169 0.851329 66.86784
TPSC-ADM 0.74825306 12194.53 1.926809 0.873916 67.68671
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Figure 7: Effect of tasks’ attributes preferences on the TASC-MADM approach. Performance with an extra allowance per kilometer (β)

(monetary unit), synthetic dataset.
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(iii) In the terms of CPU cost, the proposed TASC-
MADM approach is superior to the baseline
algorithms.

5.8. Discussion. )is section discusses the advantages and
limitations of the TASC-MADM approach. )e advantages
are listed as follows:

(1) Effective. )e TASC-MADM approach improves the
task assignment rate. By setting different attribute
weights, it can maximize the task assignment rate or
the quality of crowdsourcing results.

(2) Efficient. )e TASC-MADM approach enhances
efficiency because of computing simply.

(3) Extensible. )eoretically, our method can be ex-
tended to solving decision problems involving any
number of attributes.

)ere still exist the following limitations in the TASC-
MADM approach.

(1) Quality Quantification of Workers. In this paper, the
worker quality is modeled as a reputation value, to
reflect the quality of crowdsourced results. In
practice, the same worker’s quality may differ in
specific tasks. How to quantify the quality of workers
is not covered in this paper.

(2) Efficiency of Indexing Records. )e TASC-MADM
approach exhaustively searches all the records to
identify the candidate of a task, which makes it less
efficient to get the decision matrix on large datasets.

6. Conclusion

)is paper focuses on designing an efficient task assignment
approach, which can deal with the situation where tasks have
different require preferences for different task attributes, to
achieve different goals. Our task assignment approach can be
extended to scenarios containing any number of attributes.
In addition to the distance and reputation, other criteria
such as the workers’ skills can be considered.

As for future work, more factors, such as workers’
willingness to accept tasks and their quality differences in
different professional fields, are included in task assign-
ments. In addition, improving the efficiency of indexing
records to make the allocation scheme suitable for large
datasets is a valuable research topic.

Data Availability

)e data of allocated sharing tasks are available from China
Society for Industrial and Applied Mathematics, 2017, re-
trieved on September 2, 2020, from http://www.mcm.edu.
cn/html_cn/node/460baf68ab0ed0e1e557a0c79b1c4648.
html.

Conflicts of Interest

)e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

)e authors thank researchers working at Guangxi Key
Laboratory of Trusted Software, especially Xuguang Bao and
Manli Zhu, for their suggestion during the research and
preparation of the manuscript. )is work was funded by
Guangxi Key Laboratory of Trusted Software (No.
kx201727), Project to Improve the Scientific Research Basic
Ability of Middle-Aged and Young Teachers (No.
2019KY0226), Natural Science Foundation of China (Nos.
61966009, U1811264, and U1711263), and Natural Science
Foundation of Guangxi Province (Nos.
2019GXNSFBA245049, 2019GXNSFBA245059, and
2018GXNSFDA281045).

References

[1] L. Kazemi and C. Shahabi, “GeoCrowd: enabling query an-
swering with spatial crowdsourcing. GIS,” in Proceedings of
the ACM International Symposium on Advances in Geographic
Information Systems, pp. 189–198, CA, USA, November 2012.

[2] J. Xiong, M. Zhao, M. Z. A. Bhuiyan, L. Chen, and Y. Tian,
“An AI-enabled three-party game framework for guaranteed
data privacy in mobile edge crowdsensing of IoT,” IEEE
Transactions on Industrial Informatics, vol. 17, no. 2,
pp. 922–933, 2021.

[3] J. Xiong, R. Ma, L. Chen et al., “A personalized privacy
protection framework for mobile crowdsensing in IIoT,” IEEE
Transactions on Industrial Informatics, vol. 16, no. 6,
pp. 4231–4241, 2020.

[4] DiDi, Didi Chuxing Corporate Citizenship Report, https://
www.didiglobal.com/aboutdidi/responsibility, 2017.

[5] J. Xiong, J. Ren, L. Chen et al., “Enhancing privacy and
availability for data clustering in intelligent electrical service
of IoT,” IEEE Internet of Bings Journal, vol. 6, no. 2,
pp. 1530–1540, 2019.

[6] C. Zhao, P. Cheng, L. Chen, X. Lin, and C. Shahabi, “Fair task
assignment in spatial crowdsourcing,” Proceedings of the
VLDB Endowment, vol. 13, no. 12, pp. 2479–2492, 2020.

[7] M. Venanzi, A. Rogers, and N. R. Jennings, “Crowdsourcing
spatial phenomena using trust-based heteroskedastic
Gaussian processes,” in Proceedings of the First Conference on
Human Computation and Crowdsourcing (HCOMP),
pp. 182–189, Palm Springs, CA, USA, November 2013.

[8] J. Xiong, R. Bi, M. Zhao, J. Guo, and Q. Yang, “Edge-assisted
privacy-preserving raw data sharing framework for connected
autonomous vehicles,” IEEE Wireless Communications,
vol. 27, no. 3, pp. 24–30, 2020.

[9] B. Van, B. V. D. Haak, M. Parks, and M. Castells, “)e future
of journalism: networked journalism rethinking journalism in
the networked digital age,” International Journal of Com-
munication, vol. 6, pp. 2923–2938, 2012.

[10] M. Zook, M. Graham, S. Taylor, and S. Gorman, “Volunteered
geographic information and crowdsourcing disaster relief: a
case study of the Haitian earthquake,”World Medical ¨Health
Policy, vol. 2, no. 2, pp. 7–33, 2010.

[11] Y. Tong, L. Chen, and C. Shahabi, “Spatial crowdsourcing:
challenges, techniques, and applications,” Proceedings of the
VLDB Endowment, vol. 10, pp. 1988–1991, 2017.

[12] J. Xiong, X. Chen, Q. Yang, L. Chen, and Z. Yao, “A task-
oriented user selection incentive mechanism in edge-aided
mobile crowdsensing,” IEEE Transactions on Network Science
and Engineering, vol. 7, no. 4, pp. 2347–2360, 2020.

Security and Communication Networks 13

http://www.mcm.edu.cn/html_cn/node/460baf68ab0ed0e1e557a0c79b1c4648.html
http://www.mcm.edu.cn/html_cn/node/460baf68ab0ed0e1e557a0c79b1c4648.html
http://www.mcm.edu.cn/html_cn/node/460baf68ab0ed0e1e557a0c79b1c4648.html
https://www.didiglobal.com/aboutdidi/responsibility
https://www.didiglobal.com/aboutdidi/responsibility


[13] F. Alt, A. Shirazi, A. Schmidt, U. Kramer, and Z. Nawaz,
“Location-based crowdsourcing: extending crowdsourcing to
the real world,” in Proceedings of the 6th Nordic Conference on
Human-Computer Interaction, pp. 13–22, Reykjavik, Iceland,
October 2010.

[14] L. Kazemi, C. Shahabi, and L. Chen, “GeoTruCrowd: trust-
worthy query answering with spatial crowdsourcing,” in
Proceedings of the ACM International Symposium on Ad-
vances in Geographic Information Systems, pp. 314–323,
Orlando, Florida USA, November 2013.

[15] U. ul Hassan and E. Curry, “Efficient task assignment for
spatial crowdsourcing: a combinatorial fractional optimiza-
tion approach with semi-bandit learning,” Expert Systems
with Applications, vol. 58, pp. 36–56, 2016.

[16] C. Miao, H. Yu, Z. Shen, and C. Leung, “Balancing quality and
budget considerations in mobile crowdsourcing,” Decision
Support Systems, vol. 90, pp. 56–64, 2016.

[17] P. Wu, E. W. T. Ngai, Y. Wu, and Y. Wu, “Toward a real-time
and budget-aware task package allocation in spatial crowd-
sourcing,” Decision Support Systems, vol. 110, pp. 107–117,
2018.

[18] H. To, C. Shahabi, and L. Kazemi, “A server-assigned spatial
crowdsourcing framework,” ACM Transactions on Spatial
Algorithms and Systems, vol. 1, no. 1, pp. 1–28, 2015.

[19] L. T. )anh, T. D. Huynh, A. Rosenfeld, S. Ramchun, and
N. R. Jennings, “BudgetFIx: budget limited crowdsourcing for
interdependent task allocation with quality guarantees. 13th
international conference on autonomous agents and multi-
agent systems,” AAMAS 2014, vol. 1, pp. 477–484, 2014.

[20] U. Hassan and E. Curry, “A capability requirements approach
for predicting worker performance in crowdsourcing,” vol. 1,
pp. 429–437, in Proceedings of the 2013 9th International
Conference on Collaborative Computing: Networking, Appli-
cations and Worksharing (CollaborateCom), vol. 1, IEEE
Computer Society, Austin, TX, USA, October 2013.

[21] H. To, G. Gabriel, and C. Shahabi, “A framework for pro-
tecting worker location privacy in spatial crowdsourcing,”
Proceedings of the VLDB Endow, vol. 7, no. 10, pp. 919–930,
2014.

[22] U. U. Hassan, S. O’Riain, and E. Curry, E_ects of Expertise
Assessment on the Quality of Task Routing in Human
Computation, https://doi.org/10.14236/ewic/sohuman2013.2,
2013.

[23] Y. Tong, Z. Zhou, Y. Zeng, L. Chen, and C. Shahabi, “Spatial
crowdsourcing: a survey,” VLDB JOURNAL, vol. 1, pp. 217–
250, 2020.

[24] U. U. Hassan and E. Curry, “A multi-armed bandit approach
to online spatial task assignment,” in Proceedings of the 2014
IEEE 11th Intl Conf on Ubiquitous Intelligence and Computing
and 2014 IEEE 11th Intl Conf on Autonomic and Trusted
Computing and 2014 IEEE 14th Intl Conf on Scalable Com-
puting and Communications and its Associated Workshops,
pp. 212–219, IEEE, Bali, Indonesia, December 2014.

[25] Y. Zeng, Y. Tong, L. Chen, and Z. Zhou, “Latency-Oriented
task completion via spatial crowdsourcing,” in Proceedings of
the 2018 IEEE 34th International Conference on Data Engi-
neering (ICDE), pp. 317–328, {IEEE} Computer Society, Paris,
France, April 2018.

[26] L. Tran, H. To, L. Fan, and C. Shahabi, “A real-time framework
for task assignment in h spatial crowdsourcing,” ACM
Transactions on Intelligent Systems and Technology, vol. 9,
no. 3, pp. 1–26, 2018.

[27] Z. Shen, Y. Han, C. Miao, and J. Weng, “Trust-based web
service selection in virtual communities,” Web Intelligence
and Agent Systems, vol. 9, pp. 227–238, 2011.

[28] Y. Han, S. Liu, A. Kot, C. Miao, and C. Leung, “Dynamic
witness selection for trustworthy distributed cooperative
sensing in cognitive radio networks,” in Proceedings of the
International Conference on Communication Technology
Proceedings, ICCT, pp. 1–6, Baku, Azerbaijan, October 2011.

[29] P. Cheng, X. Lian, Z. Chen et al., “Reliable diversity based
spatial crowdsourcing by moving workers,” Proceedings of the
VLDB Endow, vol. 8, no. 10, pp. 1022–1033, 2015.

[30] Y. Zhao, J. Xia, G. Liu et al., “Preference-aware task assign-
ment in spatial crowdsourcing,” in Proceedings of the Be
Birty-Bird AAAI Conference on Arti_cial Intelligence
(AAAI-19), Honolulu, HI, USA., February 2019.

[31] C. Veness, Calculate Distance and Bearing between Two
Latitude/Longitude Points Using Haversine Formula in
JavaScript, http://www.movable-type.co.uk/scripts/latlong.
html, 2002-2020.

[32] M. A. Mohammed, H. A. Karrar, S. Alaa et al., “Benchmarking
methodology for selection of optimal covid-19 diagnostic
model based on entropy and topsis methods,” IEEE Access,
vol. 8, 2020.

[33] China Society for Industrial and Applied Mathematics,
“Dataset: the data of allocated sharing tasks,” 2017, http://
www.mcm.edu.cn/html_cn/node/460baf68ab0ed0e1e557a0c
79b1c4648.html.

14 Security and Communication Networks

https://doi.org/10.14236/ewic/sohuman2013.2
http://www.movable-type.co.uk/scripts/latlong.html
http://www.movable-type.co.uk/scripts/latlong.html
http://www.mcm.edu.cn/html_cn/node/460baf68ab0ed0e1e557a0c79b1c4648.html
http://www.mcm.edu.cn/html_cn/node/460baf68ab0ed0e1e557a0c79b1c4648.html
http://www.mcm.edu.cn/html_cn/node/460baf68ab0ed0e1e557a0c79b1c4648.html


Research Article
Privacy-Preserving Incentive Mechanism for
Mobile Crowdsensing

Tao Wan ,1 Shixin Yue ,1 and Weichuan Liao 2

1School of Information Engineer, East China Jiaotong University, Nanchang 330013, China
2School of Science, East China Jiaotong University, Nanchang 330013, China

Correspondence should be addressed to Tao Wan; wantao217@163.com

Received 1 May 2021; Revised 24 June 2021; Accepted 25 July 2021; Published 15 August 2021

Academic Editor: Jinbo Xiong

Copyright © 2021 Tao Wan et al. +is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Incentive mechanisms are crucial for motivating adequate users to provide reliable data in mobile crowdsensing (MCS) systems.
However, the privacy leakage of most existing incentive mechanisms leads to users unwilling to participate in sensing tasks. In this
paper, we propose a privacy-preserving incentive mechanism based on truth discovery. Specifically, we use the secure truth
discovery scheme to calculate ground truth and the weight of users’ data while protecting their privacy. Besides, to ensure the
accuracy of theMCS results, a data eligibility assessment protocol is proposed to remove the sensing data of unreliable users before
performing the truth discovery scheme. Finally, we distribute rewards to users based on their data quality.+e analysis shows that
our model can protect users’ privacy and prevent the malicious behavior of users and task publishers. In addition, the ex-
perimental results demonstrate that our model has high performance, reasonable reward distribution, and robustness to users
dropping out.

1. Introduction

As more and more sensors are integrated into human-
carried mobile devices, such as GPS locators, gyroscopes,
environmental sensors, and accelerometers, they can collect
various types of data [1]. +erefore, the MCS system [2–4]
can utilize the sensors equipped in mobile devices to collect
sensing data and complete various sensing tasks [5], such as
navigation service [6], traffic monitoring [7], indoor posi-
tioning [8], and environmental monitoring [9]. In general,
the MCS system consists of three entities: a task requester, a
sensing server, and participating users, as shown in Figure 1.
+e task requester publishes sensing tasks and pays awards
for sensing results. +e server recruits users according to the
sensing task, processes the data from users, and sends the
results to the task publisher. Users collect sensing data based
on the requirements of the sensing task and get rewards.

In the practical MCS system, the sensing data collected
by users are not always reliable [10, 11] due to various factors
(such as poor sensor quality, lack of effort, and background
noise). +erefore, the final result may be inaccurate if we
treat the data provided by each user equally (e.g., averaging).

To solve this problem, truth discovery [12–14] has been
widely concerned by industry and academia. +e main idea
of most truth discovery schemes is that the user will be given
a higher weight (i.e., reliability) if the user’s data are closer to
the ground truth. Also, the data provided by a user will be
counted more in the aggregation procedure if this user has a
higher weight. Recently, a number of truth discovery
methods [15] have been proposed to calculate user’s weight
and aggregated results based on this basic idea. But one
problemwith these methods is that users have to be online to
interact with the server. Otherwise, the MCS system may fail
and have to restart. +erefore, if we design a truth discovery
scheme that allows users to exit, the MCS system can get
stronger robustness.

+e proper functioning of the truth discovery requires
enough users and high-quality sensing data. Generally, the
MCS system utilizes an incentive mechanism [16–18] to
motivate sufficient users to participate in sensing tasks.
However, because of monetary incentives, malicious users
attempt to earn rewards with little or no effort. Although the
truth discovery can assign low weight to malicious users,
their continuous input of erroneous data can result in the
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unavailability of the MCS system [19]. Consequently, the
evaluation of data quality is critical to the MCS system. To
improve data quality, users who provide incorrect data can
be removed before sensing data get aggregated [20]. On the
one hand, we can get more accurate aggregation results. On
the other hand, users who provide eligible data can get more
monetary rewards.

Although the incentive mechanism has been improved
a lot, users’ privacy protection remains inadequate. When
users submit sensing data, their sensitive or private in-
formation [21–23] may be leaked, including identity
privacy [24], location privacy, and data privacy. Also,
privacy disclosure [25] will reduce users’ willingness to
participate in sensing tasks. Some incentive mechanism
methods only consider the cost of users to collect sensing
data but do not consider the potential cost of privacy
disclosure. Recently, some researchers have designed
privacy-preserving incentive mechanisms [26–28]. In
[20], an incentive method is proposed to protect the user’s
identity and data privacy. Still, the user’s sensing data will
be submitted to the task publisher regardless of the pri-
vacy of the sensing data. In [29], the incentive mechanism
is designed under the assumption of a trusted platform,
which may not hold in practice since the platform itself
might be attacked by hackers.

To address these issues, we propose a privacy-preserving
incentive mechanism based on truth discovery, called PAID.
In our PAID, the task publisher sets data constraints, such as
time, location [30], budget [31], and sensing data. If the user
does not collect the sensing data at the required time and
location or sensing data are not in the qualified range, we
believe that the user’s sensing data are not credible (i.e.,
unqualified). After removing the unqualified user’s data, the
qualified user’s sensing data will be submitted to the server to
calculate the ground truth and weight. We also design a
secure truth discovery scheme, which uses secret sharing
technology and key agreement protocol and can still work
when some users drop out. Moreover, our truth discovery
can ensure that other parties cannot obtain users’ sensing
data except users themselves. Finally, we calculate every
user’s data quality according to the weight and distribute the
reward.

In summary, the main contributions of this paper are as
follows:

(i) We introduce a privacy-preserving interval judg-
ment scheme to remove users who provide unre-
liable data before performing the truth discovery
scheme. Removing unqualified users in advance can
greatly improve the quality of the sensing data used
in the truth discovery scheme, improve the accuracy
of results, and save the reward budget.

(ii) We introduce a secure truth discovery scheme so
that our incentive mechanism model can obtain the
ground truth and the weight of each user’s data
while protecting the user’s privacy. +en, we design
a reasonable reward distribution scheme based on
the data weight of users. Moreover, our incentive
mechanismmodel can allow users to drop out at any
time.

(iii) Analysis shows that our model is secure. Also,
experimental results demonstrate that our model
has high performance and can achieve reasonable
reward distribution.

+e remainder of this paper is organized as follows. In
Section 2, we describe the problem statement. In Sections 3
and 4, we introduce cryptography primitives and intuitive
technology in our model. +en, we discuss PAID in detail in
Section 5. Next, Sections 6 and 7 carry out the analysis and
performance evaluation. Finally, we discuss the related work
and conclude the paper in Sections 8 and 9.

2. Problem Statement

In this section, we introduce the background of truth dis-
covery and our system model. +en, we describe the threat
model and our design goals. Table 1 summarizes the main
notations in this paper.

2.1. Truth Discovery. Truth discovery [32] is widely used in
the MCS system to solve the conflicts between sensing data
collected from multiple sources. Although the methods of
estimating weights and calculating ground truth are dif-
ferent, their general processes are similar. Specifically, truth
discovery initializes a random ground truth and then iter-
atively updates the weight and ground truth until
convergence.

2.1.1. Weight Update. Suppose that the ground truth of the
object is fixed. If the user’s sensing data are close to the
ground truth, a higher weight should be assigned to the user.
+e weight wi of each user ui can be iteratively updated as
follows:

wi � log


|U|

i′�1 dist xi′ , x
∗

( 

dist xi, x
∗

( 
⎛⎝ ⎞⎠, (1)

where dist(xi, x∗) is a distance function and
dist(xi, x∗) � (xi − x∗)2. We use U to represent the set of
users, and |U| is the number of users in the set U.+e sensing
data collected by the user ui are denoted as xi, in which i is
the number of ui, and x∗ is the estimated ground truth.

2.1.2. Truth Update. Similarly, we assume that the weight wi

of each user ui is fixed. +en, we can calculate the ground
truth x∗ as follows:

Task publisher
Result

Task publish

Server Users

User recruitment

Data submission

Reward payment

Figure 1: A general MCS system.
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|U|
i�1 wi · xi


|U|
i�1 wi

. (2)

+e final ground truth x∗ is obtained by iteratively
running the weight update and the truth update until the
convergence condition is satisfied.

2.2. System Model. Similar to the general MCS system, our
PAID comprises three entities: a task publisher (TP), a server
(S), and users. In our PAID, the TP publishes tasks and
requirements to S and gets the ground truth of the object
from S. +e server S recruits adequate users and removes
the users who provide unqualified data. After receiving the
sensing data of all users, S performs the truth discovery
scheme and gets the ground truth and the weight of each
user. To prevent the TP from refusing to pay the reward, we
require the TP to prepay the reward to S as a guarantee.
After getting the weight of each user, the server S calculates
the data quality and distributes the rewards. Users collect
sensing data and earn monetary rewards by providing
qualified data. Moreover, our PAID can protect users’
privacy of time, location, identity, and sensing data. Unlike
general MCS models, in our PAID, the TP and S can only
get the aggregated result instead of users’ sensing data.
Figure 2 shows the flow of our PAID. +e specific process of
our model is as follows.

(1) Task Publish. +e TP publishes a sensing task to S,
including sensing objects, data eligibility require-
ments, and budget.

(2) User Recruitment. +e server S broadcasts the
sensing task and recruits participating users.

(3) Eligibility Assessment. +e server S judges whether
every user’s sensing data meet qualification
requirements.

(4) Prepayment. +e TP prepays Smonetary reward to
avoid the denial of payment attack.

(5) Submission Notification. +e server S notifies
qualified users to submit sensing data.

Table 1: Summary of notations.

Notations Description
T A sensing task
TP A task publisher
S A server
ui A user who performs a sensing task
U A set of users
|U| Number of users in the set U

wi +e weight of the user ui

x∗ Ground truth of the sensing object
xi Sensing data collected by the user ui

τi Time for ui to collect sensing data
ιi +e longitude for ui to collect sensing data
ιi +e latitude for ui to collect sensing data
Di +e data submitted by the user ui which is denoted by (xi, τi, ιi, ιi)
E Eligibility rank for Di is denoted by (Ex,Eτ ,Eι,Eι)

B Budget constraint of a sensing task
(pkT, skT) Key pair of public-key encryption
Enc(P, pkT) (IND-CPA) Public-key encryption function C � Enc(P, pkT), where P is a plaintext
Dec(C, skT) Public-key decryption function P � Dec(C, skT), where C is a ciphertext
SEnc(P, ki) Symmetric encryption function C � SEnc(P, ki), where ki is the key
SDec(C, ki) Symmetric encryption function P � SDec(C, ki)

π A reward control parameter
qi +e data quality of the user ui, and qi � (wi/ui∈U6

wi)

q Mean of data quality, and q � (ui∈U6
qi/|U6|) � (1/|U6|)

pi Monetary reward of the user ui, and pi � (B/|U6|) + π · (qi − q)≥ 0
ci +e cost of the user ui performing a sensing task
uti Utility of the user ui

Task publisher Server Users

(1) Task publish (2) User recruitment

(7) Deviation elimination

(3) Eligibility assessment

(4) Prepayment (5) Submission notification

(6) Data submission

and eligibility confirmation

(10) Task completion
(8) Secure truth discovery

(9) Reward distribution

Figure 2: System model of PAID.
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(6) Data Submission and Eligibility Confirmation. Users
submit the masked sensing data to S. And the
server S needs to confirm whether the submitted
sensing data are qualified to prevent malicious users
from tampering with the data.

(7) Deviation Elimination. +e server S removes users
who tamper with their sensing data and eliminates
the deviation of data aggregation caused by these
dropped users.

(8) Secure Truth Discovery. +e server S calculates the
ground truth and weight of each user by performing
the security truth discovery scheme.

(9) Reward Distribution. +e server S calculates the
data quality of each user and distributes the
rewards.

(10) Task Completion. +e server S sends the ground
truth of the sensing object to TP.

2.3. /reat Model. In this section, we mainly consider the
potential threats from TP, the server S, and users.

We suppose that TP is dishonest. After getting data from
S, TP may launch a denial of payment attack (DoP) and
refuse to pay rewards.

+e server S is considered as honest-but-curious
[33, 34]. Specifically, the server S follows the agreement
execution instructions, but it also attempts to spy on users’
private data. In other words, the server S may launch in-
ference attacks (IAs) on the users’ private data.

We assume that users are untrusted. Some malicious
users may provide erroneous data and launch a data pol-
lution attack (DPA). Besides, untrusted users may forge
multiple identities and initiate a Sybil attack (SA), to earn
more monetary rewards.

2.4. Design Goals. In this section, we introduce the design
goals of our PAID, which are divided into privacy and se-
curity goals and property goals.

+e privacy goals can protect the user’s private data, and
the security goals can avoid malicious attacks.+e details are
as follows.

(i) Privacy Goals. PAID can protect user’s location
privacy, data privacy, and identity privacy. Specifi-
cally, the location and sensing data of a user cannot
be obtained by any other parties except the user
himself. And users’ real identities would not be
disclosed when performing a sensing task.

(ii) Security Goals. In our PAID, users can avoid the
denial of payment attack (DoP) of TP. +e server S
cannot initiate an inference attack (IA) on users. +e
server S can resist the data pollution attack (DPA)
launched by malicious users. And our PAID guar-
antees fairness by resisting the Sybil attack (SA).

Our PAID also requires the following property goals.

(i) Eligibility. If users’ data do not meet the eligibility
requirements, they cannot pass the eligibility

assessment. In other words, the sensing data
adopted by our PAID must be eligible.

(ii) Zero Knowledge. When the server S assesses
whether users’ data meet the eligibility require-
ments, it cannot obtain the content of users’ private
data.

(iii) Payment Rationality. Each user can get non-nega-
tive utility as long as the user provides qualified data.

(iv) Budget Rationality. +e total monetary reward paid
by the TP does not exceed the budget constraint.

3. Preliminaries

In this section, we review the cryptographic primitives used
in our PAID.

3.1. Secret Sharing. We use Shamir’s t-out-of-N secret
sharing protocol [35], which can split each user’s secret s

into N shares, where any t shares can be used to reconstruct
s. Still, it is impossible to get any information about s if the
shares obtained by attackers are less than t.

We assume that some integers can be identified with
distinct elements in a finite field F, where F is parame-
terized with a size of l> 2k (in which k is the security pa-
rameter). +ese integers can represent all users’ IDs, and we
use a symbolU to denote the set of users’ IDs.+en, Shamir’s
secret sharing protocol consists of two steps as below.

(i) Shamir.share (s, t, U)⟶ (ui, si) ui∈U: the inputs of
the sharing algorithm are a secret s, a threshold
t≤ |U|, and a set U of N field elements denoting the
users’ ID, where |U| � N. It outputs a set of shares si,
each of which is associated with its corresponding
the user ui.

(ii) Shamir.recon( (ui, si) ui∈M, t)⟶ s: the inputs of
the reconstruction algorithm are the shares corre-
sponding to a subset M⊆U and a threshold t, where
t≤ |M|, and it outputs the secret s.

Correctness requires that ∀s ∈ F, ∀t, N with 1≤ t≤N. If
(ui, si)ui∈U←Shamir.share(s, t, U), where M⊆U and t≤ |M|,
then Shamir.recon( (ui, si) ui∈M, t)⟶ s.

Security requires ∀s, s′ ∈F and any M⊆U with t> |M|.
We have

ui, si(  ui∈U←Shamir.share(s, t, U): ui, si(  ui∈M

≡ ui, si(  ui∈U←Shamir.share s′, t, U( : ui, si(  ui∈M,

(3)

where “ ≡ ” indicates that the two distributions are
indistinguishable.

3.2. Key Agreement. We utilize the Diffie–Hellman key
agreement called SIGMA [36] in our PAID to generate a
session key between two users. Typically, SIGMA is de-
scribed in three parts as follows.
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(i) KA.param(k)⟶ (G, g, q, H): the algorithm’s in-
put is a security parameter k. It samples a groupG of
prime order q, along with a generator g and a hash
function H, where H is set as SHA-256 for prac-
ticability in our model.

(ii) KA.gen(G, g, q, H)⟶ (x, gx): the algorithm’s
inputs are a group G of prime order q, along with a
generator g and a hash function H. It samples a
random x←Zq and gx, where x and gx will be
marked as the secret key SKi and the public key PKi

in the following sections.
(iii) KA.agree(signj(gxi , gxj ), MACk(uj), xi, gxj , i, j)

⟶ si,j: the algorithm’s inputs are the user ui’s
secret key xi, the user uj’s public key gxj , signed
signature signj(gxi , gxj ), and MACkv

(uj) from the
user uj, where kv is used as the MAC key. It outputs
a session key si,j between user ui and user uj. For
simplicity, we use KA.agree(xi, gxj )⟶ si,j to
represent the above process in the following
sections.

Correctness requires that KA.agree(SKi, PKj) �

KA.agree (SKi, PKj) for any private and public key generated
by the users ui and uj if two users use the same parameters.
Security requires that the shared key si,j is indistinguishable
from a uniformly random string for any adversary who is
given public keys PKi and PKj (but do not have the cor-
responding secret keys SKi and SKj).

3.3. Paillier Cryptosystem. +e Paillier cryptosystem [37] is a
probabilistic public key cryptosystem. It consists of three
parts as follows.

(i) Paillier.gen(N, g)⟶ (skp, pkp): the key distri-
bution algorithm inputs are a number N and
g←Z∗N2 , where N is the product of two large primes
p, q. It outputs a secret key skp and a public key pkp,
where pkp is computed by (N, g), and
skp � lcm(p − 1, q − 1).

(ii) Paillier.enc(m, pkp)⟶ c: the encryption algo-
rithm inputs are a plaintext m (which m<N) and a
public key pkp. It outputs a ciphertext c.

(iii) Paillier.dec(c, skp)⟶ m: the decryption algo-
rithm inputs are a ciphertext c (which c<N2) and a
secret key skp. It outputs a plaintext m.

+e Paillier cryptosystem has the property of homo-
morphic addition.

Epk(a + b) � Epk(a) · Epk(b) modN
2

 . (4)

We assume that E is an encryption function.

4. Technical Intuition

In this section, we first introduce how the interval judgment
scheme can judge users’ data eligibility while protecting
users’ privacy. +en, we notice that truth discovery mainly

involves the aggregation of multiple users’ data in a secure
manner. +erefore, we require that the server S only get the
sum of users’ input, not content. And we propose a double-
masking scheme to achieve this goal.

4.1. Interval Judgment Scheme for Privacy Protection. In our
PAID, we use the interval judgment scheme [38] based on
the Paillier cryptosystem to determine the sensing data el-
igibility. Every user ui provides sensing data xi, and the
server S provides a continuous integer interval [y1, y2]

(y1, y2←Z∗). +e server S can judge whether the user ui’s
sensing data xi meet the interval range [y1, y2] without
knowing the data xi. +e user ui also cannot obtain any
information about the integer interval. +e scheme is di-
vided into four steps as follows.

(i) +e user ui gets (pkp, skp)←Paillier.gen(N, g) and
then ui computes E(xi) using pkp and sends it toS.

(ii) +e server S picks two random numbers k, b

(k, b←Z∗) to construct a monotone increasing (or
decreasing) function f(xi) � kxi + b. +en, the
server S computes f(y1), f(y2), c � E(xi)

kE(b) �

E(kx + b) and sends them to ui.
(iii) After receiving the information from the server S,

the user ui gets f(xi)←Paillier.dec(c, sk) and then
compares the size of f(y1), f(y1), and f(xi). Next,
the message is sent to the server S.

(iv) After receiving the message from ui, the server S

judges whether f(y1)<f(xd)<f(y2). If so, we can
know xi ∈ [y1, y2] because of the monotonicity of
the function f(xi) � kxi + b, i.e., the user ui passes
the data eligibility assessment. Otherwise, the user ui

fails to pass the eligibility assessment of the server S.

It should be noted that since the user ui does not know
the monotonicity of the function f(x) � kx + b, it is im-
possible to infer whether the data xi are in the range of the
interval [y1, y2] from the size relationship. For simplicity,
we formulate the above process as an interval judgment
function denoted by ins(xi, y1, y2). If the user ui passes the
eligibility assessment of the server S, ins(xi, y1, y2) � 1;
otherwise, ins(xi, y1, y2) � 0.

4.2. One-Masking Scheme. Assume that all users are rep-
resented in sequence as integers 1, n. And any pair of users
(ui, uj), i< j, agrees on a random value ri,j. Let us add ri,j to
the user ui’s data xi and subtract ri,j from the user uj’s data
xj to mask all users’ raw data. In other words, each user ui

computes as follows.

yi � xi + 
uj∈U: i< j

ri,j − 
uj∈U: i> j

rj,i (modR),
(5)

where we assume xi and uj∈Uri,j are in ZR with order R for
simplicity.

+en, each user ui submits yi to the server S, and S

computes
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z � 
ui∈U

yi

� 
ui∈U

xi + 
uj∈U: i< j

ri,j − 
uj∈U: i> j

rj,i
⎛⎜⎝ ⎞⎟⎠

� 
ui∈U

xi (modR).

(6)

However, this approach has two shortcomings. +e first
one is that every user ui needs to exchange the value ri,j with
all other users, which will result in quadratic communication
overhead (|U|2) if done naively. +e second one is that the
protocol will fail if any user ui drops out since the server
cannot eliminate the value ri,j associated with ui in the final
aggregated results z.

4.3. Double-Masking Scheme. To solve these security prob-
lems, we introduce a double-masking scheme [39, 40]. In the
work [40], the double-masking scheme is used for privacy-
preserving data aggregation. And the scheme in [40] can also
protect location privacy and verify the aggregation results. In
our model, location privacy protection is implemented by
the interval judgment scheme, and our secure truth dis-
covery will confirm the data consistency. +e details of the
double-masking scheme are as follows.

Every user ui can get a session key ri,j with other user uj by
engaging the Diffie–Hellman key agreement after the server S
broadcasts all of the Diffie–Hellman public keys. +en, we can
utilize a pseudorandom generator (PRG) to reduce the high
communication overhead by having the parties agree on a
common seed instead of the whole mask ri,j.

We use the threshold secret sharing scheme to solve the
issue that users are not allowed to drop out. Every user ui can
send his secret shares to other users. Once some users cannot
submit data in time, other users can recover masks asso-
ciated with these users by submitting shares of these users’
secrets to S, as long as the number of dropped users is less
than t (i.e., threshold of Shamir’s secret sharing).

However, there is a problem that may lead to users’ data
leaked toS.+ere is a scenario where a user ui is very slow to
send data to S. +e server S considers that the user ui has
dropped and asks for their shares of the user ui’s secret from
all other users. +en, the server receives the delayed data yi

after recovering ui’s mask. At this time, the server S can
remove all the masks ri,j and get the plaintext xi.

To improve the scheme, we introduce an additional ran-
dom seed ni to mask the data. Specifically, each user ui selects a
random seed ni on the round of generating ri,j and then creates
and distributes shares of ni to all other users during the secret
sharing round. Now, users calculate yi as follows:

yi � xi + PRG ni(  + 
uj∈U: i< j

PRG ri,j  − 
uj∈U: i> j

PRG ri,j  (modR).
(7)

Note that an honest user will never reveal both kinds of
shares of the same user to the server S. During the recovery
round, the server S can request either a share of ri,j or a
share of ni from each surviving user uj. After gathering at
least t shares of ri,j for all dropped users and t shares of ni for
all surviving users, the server S can eliminate the remaining
masks to reveal the sum.

5. Our Proposed Scheme

In this section, we first provide an overview of our PAID.
+en, we show the details of the three critical designs in our
PAID, including eligibility assessment, truth discovery, and
reward distribution. In the eligibility assessment stage, the
server S judges whether users’ sensing data meet the re-
quirements of a sensing task. In the truth discovery stage, the
server S can calculate each user’s weight and the ground
truth required by the sensing task without knowing their
sensing data. In the reward distribution stage, the server S
computes the quality of sensing data by each user’s weight
and then pays a reward to users.

5.1. Overview. For convenience, we introduce a simple case.
We set up a sensing task T to collect the temperature of
urban roads in the evening.+ere are range requirements for
time, location, and sensing data (i.e., temperature). To be
more precise, the time range is required to be 5–8 pm on

February 3rd, the location range is required to be
12.45–12.55 E and 41.79–41.99 N, and the temperature re-
quirement is 10–15°C. In our PAID, we consider the range
requirement as the data eligibility requirement E. +e data
Di (Di � (xi, τi, ιi, ιi)) collected by a user ui meet the eli-
gibility requirements E, meaning that 10≤ xi ≤ 15, 5≤ τi ≤
8, 12.45≤ ιi ≤ 12.55, 41.79≤ ιi ≤ 41.99. Since the data col-
lected by mobile devices are usually rational numbers, in our
PAID, we transform the eligible interval into an integer
interval by moving the decimal point right. +e sensing task
T consists of three entities: a task publisher (TP), a server
(S), and users. And the specific steps are as follows.

Step 1 (Task Publish). +e task publisher TP initializes a
public key pkT and a private key skT, a reward control
parameter π (π is a decimal number), a task budget B,
the number of users N, and eligibility requirements E
for a sensing task T. +e public key pkT is used to
encrypt the information that the serverS needs to send
to the TP, and the TP decrypts the ciphertext using the
private key skT. +en, the TP sends the information
T, pkT, π, N, B,Ε  to S as a task request.

Step 2 (User Recruitment). +e server S broadcasts the
sensing task information T, π, N, B{ } and recruits N

users who request to participate in the sensing task.
+en, S generates a key pair PKi

S, SKi
S  using the key

agreement scheme for every user ui and sendsPKi
S to ui.
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Step 3 (Eligibility Assessment). Each user ui confirms
whether ci ≤ (B − π/N), where ci denotes the sensing
cost of ui, and the posted lowest reward is denoted as
(B − π/N). If ci ≤ (B − π/N), and ui starts the sensing
task and collects the dataDi. +e user ui then generates
a key pair PKi, SKi  using the key agreement scheme
and computes a session key ki←KA.agree(SKi, PKi

S) as
ui’s anonymous identity information. +en, the user ui

performs the interval judgment scheme ins(Di,E) and
sends the public key PKi toS. Specifically, ins(Di,E) is
divided into ins(xi,E), ins(τi,E), ins(ιi,E), ins(ιi,E).

Step 4 (Prepayment). After recruiting N eligible users,
the server S requests TP to prepay a budget reward B

for the sensing taskT to prevent the denial of payment
attack. And the server S calculates the session key
ki←KA.agree(SKi

S, PKi) with the eligible user ui.

Step 5 (Submission Notification). After getting the
budget reward B, the server S informs the eligible user
ui(1≤ i≤N) to submit data.
Step 6 (Data Submission and Eligibility Confirmation).
After receiving the submission notification, each user ui

performs double-masking scheme to mask the sensing
data xi and get yi and , at the same time, executes
eligibility confirmation ins(Di,E) to prevent malicious
users from modifying data. +en, ui encrypts the data
yi using the symmetric encryption algorithm and sends
the ciphertext SEnc(yi, ki) to S. +e session key ki is
the key of symmetric encryption.
Step 7 (Deviation Elimination). For users who tamper
with data during data submission, the server S regards
them as dropped users and discards their data. +en, S
gets plaintext SDec(SEnc(yi, ki), ki) and requests seed
ni and the noise ri,j between the dropped user ui and the
surviving user uj to eliminate the impact on the ag-
gregate result.
Step 8 (Secure Truth Discovery). +e server S computes
the surviving user ui’s weight wi and the ground truth
x∗ of the sensing object utilizing the truth discovery
algorithm. +e detailed algorithm process will be in-
troduced later.

Step 9 (Reward Distribution). +e server S calculates
the sensing data quality qi � (wi/

m
i�1 wi) of ui, where


m
i�1 qi � 1, m is the number of online users. +en, S

pays a monetary reward pi � (B/m) + π · (qi − q) for
ui, where π · (qi − q) denotes the payment parameter,
m≤N, and 1≤ i≤m.
Step 10 (Task Completion). +e server S encrypts the
ground truth x∗ using pkT and sends Enc(x∗, pkT) to
TP. And the TP can decrypt the data using skT, i.e.,
x∗ � Dec(Enc(x∗, pkT), skT).

In our PAID, only users who passed the eligibility as-
sessment and eligibility confirmation can obtain the mon-
etary reward.+us, users cannot cheatS to get a reward with
unreliable data. We can also ensure the quality of the sensing
data used by the truth discovery algorithm and obtain more
accurate ground truth x∗. Moreover, since the TP pays the

task reward to S in advance and S will pay a reward to ui

according to the quality of ui’s sensing data after the task is
accomplished, the TP cannot refuse to pay the reward.
Besides, S cannot get users’ raw sensing data, time, and
location information, which can protect the users’ privacy.
+e anonymous identity of each user is determined by both
the user andS. S only assigns one random identity token to
each user, so malicious users cannot forge multiple
identities.

5.2. Eligibility Assessment. In our PAID, there are three
benefits to the design of the eligibility assessment. First, it
can prevent users who provide unreliable or erroneous
sensing data from receiving monetary rewards, which avoids
wasting budgets. Secondly, filtering out unqualified sensing
data can improve the accuracy of the sensing task result.
+irdly, the data quality qi of each user ui is related to the
sensing object’s ground truth x∗, and inaccurate ground
truth will lead to unfair incentives.

+e process of eligibility assessment and eligibility
confirmation is similar. +e purpose of the eligibility as-
sessment is to filter out unqualified users preliminarily.+us,
the unqualified users do not need to communicate with
other users to perform the double-masking scheme, by
which the communication overhead can be reduced. +e
eligibility confirmation is designed to prevent malicious
users from altering the original qualified data. +e detailed
process of eligibility assessment and eligibility confirmation
is as follows.

Step 1. Each user ui initializes a key pair
(pkpi

, skpi
)←Paillier.gen(N, g). +en, ui encrypts the

sensing data Di using pkpi
and sends the ciphertext

E(Di) to S. Generally, E(Di) consists of four parts:
E(xi), E(τi), E(ιi), and E(ιi).
Step 2. After receiving E(Di), the server S picks dif-
ferent random k, b (k, b←Z∗) and constructs a
monotone increasing (or decreasing) function f(Di) �

kDi + b for each value in the quadruples (xi, τi, ιi, ιi).
+e monotonicity of the four functions is inconsistent.
For eligibility requirement intervalE (E � Ex,Eτ ,Eι,

Eι},Ex � [xl, xr],Eτ � [τl, τr],Eι � [ιl,ιr], Eι � [ιl,
ιr]), the server S calculates

f xl( , f xr( , c1 � E xi( 
k1 , E b1(  � E k1xi + b1( ,

f τl( , f τr( , c2 � E τi( 
k2 , E b2(  � E k2τi + b2( ,

f ιl( , f ιr( , c3 � E ιi( 
k3 , E b3(  � E k3ιi + b3( ,

f ιl( , f ιr( , c4 � E ιi( 
k4 , E b4(  � E k4ιi + b4( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

+en, S sends f(El), f(Er), c  (c � c1, c2, c3, c4 ) to
ui. For convenience, we will not describe Di and E

separately in the following text.
Step 3. After receiving f(El), f(Er), c  from S, each
user ui gets f(Di)←Paillier.dec(c, skpi

) and then
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compares the size of f(El), f(Er), f(Di). Next, the
size relationship is sent to S.
Step 4. After the serverS receives the information from
ui, if f(El)≤f(Di)≤f(Er), then Di ∈ [El,Er] be-
cause of the monotonicity of the functions. And S

determines whether ui passes the eligibility assessment.
Otherwise, it fails.

Because users do not know the function’s monotonicity,
they cannot infer the size relationship between the qualified
data and eligibility requirement.+erefore, we can think that
malicious users have a very low probability of passing the
eligibility assessment. Moreover, during the eligibility as-
sessment, ui cannot know the specific qualified interval. S
also cannot get ui’s sensing data, which can protect ui’s
privacy.+e above process is represented by ins(Di,E). If ui

passes the eligibility assessment, then ins(Di,E) � 1. If not,
ins(Di,E) � 0.

5.3. Secure Truth Discovery. In the secure truth discovery
scheme [15], data exchange is between users and the server
S. +e user ui needs to collect sensing data xi, perform the
double-masking scheme to mask the raw input data yi

(yi � dist(xi − x∗)), and then send the masked input data zi

to S. +e server S receives masked input data zi from each
user ui and aggregates the input data of online users. Each
user ui can drop out at any time. As long as the number of
surviving users is not less than the threshold t, S can
eliminate the deviation caused by dropped users and restore
the aggregation results. +e detailed process is as follows.

Step 0 (Key Generation). Assume N users submit
sensing data in the data submission phase. Given the
security parameter k and threshold value t, a trusted
third party creates three key pairs for each user ui as
follows.

PK
s
i , SK

s
i( , PK

a
i , SK

a
i( , PK

r
i , SK

r
i(  ←KA.gen(k),

(9)

where (PKs
i , SKs

i ) are used for signature, (PKa
i , SKa

i )

are used to generate a session key with other users for
symmetric encryption, and (PKr

i , SKr
i ) are used to

generate a session key with other users uj as the noise
ri,j. +en, each user ui signs two public keys using SKs

i

as ρi←sign · (SKs
i , PKs

i

����PKr
i ) and sends

(ρi

����PKa
i

����PKr
i )  to S.

When receiving messages from at least t users (which
denotes the surviving users as a set U1⊆U), S broad-
casts (uj, ρj, PKa

j , PKr
j) 

uj∈U1
to all users. Otherwise,

abort.
Step 1 (Key Sharing). After receiving the information
from S, each user ui confirms whether |U1|≥ t; then, ui

verifies whether the signature ρj is valid using the
public key PKs

j for other user uj. If not, abort. Next, ui

selects a random parameter ni←F and generates shares
of ni and SKr

i as follows.

uj, nj,i  
uj∈U1
←Shamir.share ni, t, U1( ,

uj, SK
r
j,i  

uj∈U1
←Shamir.share SK

r
i , t, U1( .

(10)

+en, each user ui generates a session key with other
users uj ∈ U1\ ui  and uses the symmetric authenti-
cated encryption to encrypt two types of shares as
follows.

Tj,i←AE.enc KA.agree SK
a
i , PK

a
j , ui

����uj

�����nj,i

�����SK
r
j,i,

(11)

where the symmetric authenticated encryption is in-
distinguishable under ciphertext integrity attack and
chosen plaintext attack. It can ensure the confidentiality
and integrity of messages, which are exchanged be-
tween two parties. We do not repeat the details here. If
any of the above processes fails, abort. Otherwise, each
user ui sends Tj,i to S.
When receiving messages from at least t users (which
denotes the surviving users as a set U2), S randomly
initializes the ground truth x∗ and then broadcasts
Tj,i 

uj∈U2
and x∗ to all users. Otherwise, abort.

Step 2 (Masking Input Data). After receiving x∗ and
Tj,i 

uj∈U2
from S, each user ui confirms whether

|U2|≥ t, then computes ri,j←KA.agree(SKr
i , PKr

j) for
every user uj ∈ U2\ ui , and gets masked input data z2

i

as follows.

z
2
i � y

2
i + 

j∈U2: i< j

PRG ri,j  − 
j∈U2: i> j

PRG ri,j  + PRG ni(  (modR)

� dist xi, x
∗

(  + 
j∈U2: i< j

PRG ri,j  − 
j∈U2: i> j

PRG ri,j  + PRG ni(  (modR),
(12)
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where dist(xi, x∗) is the input data in the second round,
represented by y2

i for convenience, and z2
i indicates the

masked input data. If any of the above processes fails,
abort. Otherwise, each user ui sends z2

i ui∈U2
to S.

When receiving z2
i from at least t users (which denotes

the surviving users as a set U3),S sends the list of U3 to
all users. Otherwise, abort.
Step 3 (Consistency Check). After receiving the list of U3
fromS, each user ui confirms whether |U3|≥ t. +en, ui

calculates the signature ρi
′←sign · (SKs

i , U3) and sends
it to S.
When receiving ρi

′ from at least t users (which denotes
the surviving users as a set U4), S sends uj, ρj

′ 
uj∈U4

to
all users. Otherwise, abort.
Step 4 (Unmasking). After receiving the list of U4 from
S, each user ui confirms whether U4⊆U3, |U4|≥ t, and
the signature ρj

′ is valid using the public key PKs
j. +en,

ui decrypts Tj,i for users uj ∈ U2\ ui  as follows.

ui
′
����uj
′
�����nj,i

�����SK
r
j,i←AE.dec KA.agree SK

a
i , PK

a
j ,Tj,i .

(13)

+en, nj,i(uj ∈ U3) and SKr
j,i(uj ∈ U2\U3) will be sent

toS if ui � ui
′ and uj � uj

′. If any of the above processes
fails, abort.
After receiving messages from users, S performs the
deviation elimination and regards users who modify
the data as dropped users, and S discards dropped
users’ data.+e surviving users are then denoted as a set
U5⊆U4. If |U5|≥ t, the secret key SKr

i and masks
PRG(ri,j), ui ∈ U2\U3 can be reconstructed as follows.

SK
r
i←Shamir.recon SK

r
j,i  

uj∈U5
, t ,

PRG ri,j ←PRG KA.agree SK
r
i , PK

r
j 

uj∈U3
  .

(14)

Furthermore, the PRG(ni), ui ∈ U3 can be recon-
structed as follows.

PRG ni( ←PRG Shamir.recon nj,i, t  
uj∈U5

 . (15)

Next, the aggregated results of y2
i can be calculated as

follows.


ui∈U3

y
2
i � 

ui∈U3

y
2
i − 

uj∈U3

PRG ni(  − 
ui∈U3 ,uj∈U2\U3: i< j

PRG ri,j 

+ 
ui∈U3 ,uj∈U2\U3: i< j

PRG ri,j (modR) � 
ui∈U3

dist xi, x
∗

( .
(16)

+en, S selects a random positive noise value m to
mask the raw aggregation results to prevent users from
obtaining weight information.

Wresult � Log 
ui∈U3

dist xi, x
∗

( ⎛⎝ ⎞⎠ + m. (17)

Next, S sends Wresult to all users.
Step 5 (Masked Input Generation). After receiving
Wresult from S, each user ui computes
ri,j←KA.agree(SKr

i , PKr
j) for every surviving user

uj ∈ U5\ ui . +en, each user ui calculates the masked
weight information as follows.

z
5′
i � Wresult − Log dist xi, x

∗
( (  + PRG ni(  + 

uj∈U5: i> j

PRG ri,j  − 
uj∈U5: i< j

PRG ri,j  (modR)

� wi + m + PRG ni(  + 
uj∈U5: i> j

PRG ri,j  − 
uj∈U5: i< j

PRG ri,j  (modR),

z
5″
i � Wresult − Log dist xi, x

∗
( ( (  · xi + PRG ni(  + 

uj∈U5: i> j

PRG ri,j  − 
uj∈U5: i< j

PRG ri,j  (modR)

� wi + m(  · xi + PRG ni(  + 
uj∈U5: i> j

PRG ri,j  − 
uj∈U5: i< j

PRG ri,j  (modR).

(18)

So, the masked input data are denoted as (z5′
i , z5″

i ), where
the raw input data are y5′

i � wi + m, y5″
i � (wi + m) · xi.

If any of the above processes fails, abort. Otherwise,
each user ui sends (z5′

i , z5″
i ) to S.

Step 6 (Unmasking). After receiving (z5′
i , z5″

i ) from at
least t users (which denotes the surviving users as a set
U6),S sends the list of U6 to all users. Otherwise, abort.
+en, each user uj ∈ U6\ ui  decrypts Tj,i as follows.
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ui
′
����uj
′
�����nj,i

�����SK
r
j,i←AE.dec KA.agree SK

a
i , PK

a
j ,Tj,i .

(19)

+en, nj,i(uj ∈ U6) and SKr
j,i(uj ∈ U5\U6) will be sent to

S if ui � ui
′ and uj � uj

′. If any of the above processes fails,
abort.

After receiving the information from at least t users
(which denotes the surviving users as a set U7), S restores
the secret key SKr

i , uj � uj
′ for each user (uj ∈ U5\U6) and

PRG(ni) ui∈U6
as follows.

SK
r
i←Shamir.recon SK

r
j,i  

uj∈U7
, t ,

PRG ri,j ←PRG KA.agree SK
r
i , PK

r
j 

uj∈U6
  ,

PRG ni( ←PRG Shamir.recon nj,i, t  
uj∈U7

 .

(20)

+en, S can calculate the aggregation results as follows.


ui∈U6

y
5′
i � 

ui∈U6

z
5′
i − 

ui∈U6

PRG ni( 

− 
ui∈U6 ,uj∈U5∖U6: i< j

PRG ri,j 

+ 
ui∈U6 ,uj∈U5∖U6: i> j

PRG rj,i  (modR)

� 
ui∈U6

wi + m( ,


ui∈U6

y
5″
i � 

ui∈U6

z
5″
i − 

ui∈U6

PRG ni( 

− 
ui∈U6 ,uj∈U5∖U6: i< j

PRG ri,j 

+ 
ui∈U6 ,uj∈U5∖U6: i> j

PRG rj,i  (modR)

� 
ui∈U6

wi + m(  · xi.

(21)

Next, S eliminates the random noise value m as follows.

Wresult′ � 
ui∈U6

y
5′
i mod 

ui∈U6

m⎛⎝ ⎞⎠

� 
ui∈U6

wi + 
ui∈U6

mmod 
ui∈U6

m⎛⎝ ⎞⎠

� 
ui∈U6

wi,

Wresult″ � 
ui∈U6

y
5″
i mod 

ui∈U6

m⎛⎝ ⎞⎠

� 
ui∈U6

wi + m(  · ximod 
ui∈U6

m⎛⎝ ⎞⎠

� 
ui∈U6

wi · xi.

(22)

+erefore, the current ground truth x∗ and the weight wi

of every user ui ∈ U6 can be calculated using formulas (1)
and (2) as follows.

x
∗

�
ui∈U6

wi · xi

ui∈U6
wi

�
Wresult″

Wresult′
,

wi � Log
ui∈U6

dist xi, x
∗

( 

dist xi, x
∗

( 
 .

(23)

+us, S can get the final ground truth x∗ and the weight
wi of every user ui by repeating steps 0 to 6 until the
convergence conditions are met. And the weight wi will be
used to calculate the data quality qi of each user ui.

5.4. Reward Distribution. +e weight ui calculated by truth
discovery can represent the effective contribution of users.
Still, to facilitate reward distribution, we need to quantify the
data quality qi of every user ui further. +en,S can compute
the monetary reward pi according to the data quality qi of ui.

To achieve the rationality of reward distribution, we set
ui∈U6

qi � 1, so the data quality qi of each user ui can be
calculated as follows.

qi �
wi

ui∈U6
wi

. (24)

Next, we calculate the monetary reward pi of each user ui

as follows. And the higher the quality qi of ui’s data, the more
reward ui can get.

pi �
B

U6



+ π · qi − q( , (25)

where q(q � (ui∈U6
qi/|U6|) � (1/|U6|)) is the average

quality of all surviving users. π(0< π < (B/N)) represents
the reward control parameter, which is a small rational
number. +e function of π is to ensure that the reward pi is
non-negative. And |U6| is the number of surviving users.

Since |U6|≤N, we can know that the lowest reward pi

which a user can get is (B − π/N). When the number of final
online users |U6| � N, each user ui’s reward is
pi � (B/N) + π · (qi − q). If some users dropped out and
|U6|<N, S will distribute the task budget to each surviving
user ui ∈ U6, and each user ‘s reward is
pi � (B/|U6|) + π · (qi − q). +erefore, our reward distri-
bution formula is applicable regardless of whether there are
users offline.

6. Analysis

In this section, we introduce property analysis, privacy
analysis, and security analysis to illustrate the feasibility of
our PAID.

6.1. Property Analysis. In this section, we introduce eligi-
bility, zero knowledge, payment rationality, and budget
rationality of our PAID.
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Theorem 1. (eligibility)If the data Di (Di � (xi, τi, ιi, ιi))
collected by users do not meet the eligibility requirement E,
these users cannot pass the eligibility assessment.

Proof. We assume that the user’s data are denoted as s, and
the eligibility requirement interval is [a, b]. +e user gets
ciphertext E(s) using homomorphic encryption. +en, S
picks different random k, b and constructs a monotone
increasing (or decreasing) function f(x) � kx + b. +en, S
computes f(a), f(b), and c � E(s)kE(b) � E(ks + b).
When receiving f(a), f(b), c from S, the user decrypts c to
get f(s) and compares the sizes of f(a), f(b), f(s). Because
the user does not know themonotonicity of the function, it is
impossible to determine the size relationship among the
three numbers. +erefore, if the user’s data are not qualified,
then it cannot pass the qualification judgment. □

Theorem 2. (zero knowledge)/e server S can determine
whether the user’s data meet the eligibility requirements, but it
cannot know the user’s specific data content.

Proof. Similar to the description in +eorem 1, we assume
that the user’s data are s, and the server S can receive the
user’s homomorphic encrypted ciphertext E(s). Since the
Paillier cryptosystem is indistinguishable under the chosen
plaintext attack, a malicious user has no way to recover the
plaintext s. +e server S may be curious about each user’s
data, but it cannot obtain each user’s data s without knowing
the secret key. □

Theorem 3. (payment rationality)If an honest user ui pro-
vides qualified data, ui can obtain a non-negative utility.

Proof. +e utility uti of each user ui is determined by the
cost of ui and the real reward from task publisher TP, i.e.,
uti � pi − ci.

If the data provided by an untrusted user ui are not
qualified, ui cannot pass the eligibility assessment, so the
untrusted user’s utility uti � 0. However, when
ci > (B − π/N) ((B − π/N) is the posted lowest pricing), an
honest user ui will refuse to participate in the sensing task, so
the trusted user’s utility uti � 0. When ci ≤ (B − π/N), an
honest user ui will participate in the sensing task and earn a
reward pi � (B/m) + π · (qi − q). Since q � 

m
i�1 qi/m � 1/m,

0< qi < 1, and m≤N, we have

pi �
B

m
+ π · qi − q(  �

B − π
m

+ π · qi >
B − π

N
. (26)

+erefore, we can know that pi − ci > 0. To summarize, a
user’s real reward is always non-negative. □

Theorem 4. (budget rationality)/e total payment of the
task publisher TP is no larger than budget B in our PAID.

Proof. +e total rewards for all users are calculated as
follows.



m

i�0
pi � 

m

i�0

B

m
+ π · qi − q(  

� B + π · 
m

i�0
qi −


m
i�1 qi

m
 

� B + π · 
m

i�0
qi − 1⎛⎝ ⎞⎠

� B.

(27)

Hence, 
m
i�0 pi ≤B, i.e., our PAID is budget rational. □

6.2. Privacy Analysis. In this section, we demonstrate the
protection of user’s sensing data, location, and identity
privacy in our PAID.

Theorem 5. (data and location privacy protection)Except for
the user himself, other parties cannot obtain the user’s sensing
data and location data.

Proof. In PAID, the objects that steal users’ data and lo-
cation privacy are mainly the serverS and external attackers.
Specifically, the server Smay obtain users’ sensing data and
location privacy in eligibility assessment and truth discovery.
External attackers steal data and location privacy by
eavesdropping on the communication between the server S
and users.

According to +eorem 2, we can know that our PAID
has the property of zero knowledge, so the server S cannot
learn users’ sensing data and location data in the eligibility
assessment. In truth discovery, users’ sensing data are sent to
S after performing the double-masking scheme. However,
the server S cannot recover users’ raw sensing data by
double-masking sensing data. Furthermore, before the
communication between the user ui and S, the data are
encrypted by AES symmetric encryption function
SEnc(yi, ki). +erefore, as long as SEnc(yi, ki) is secure,
external attackers cannot steal the data yi by eavesdropping
communication. □

Theorem 6. (identity privacy protection)When users par-
ticipate in a sensing task, they use an anonymous identity
rather than their real identity. /erefore, any PPT adversary
cannot distinguish the users’ identities.

Proof. In PAID, the anonymous identity of a user ui is
represented by ki←KA.agree(SKi, PKi

S), and the real
identity of ui is SKi where SKi � xi←Zq, and PKi

S � gxi
S

(PKi
S is a token assigned by S). +e user ui uses an

anonymous identity ki rather than a real identity SKi to
participate in a sensing task. Because of the DDH problem,
the PPT adversary cannot get the real identity SKi of the
user ui by the anonymous identity ki. We omit the detailed
proof, and interested readers can learn more details in the
literature [36]. □
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6.3. SecurityAnalysis. In this section, we describe the attacks
our PAID can resist, including denial of payment attack
(DoP), inference attack (IA), data pollution attack (DPA),
and Sybil attack (SA).

(1) Resistance to Denial of Payment Attack (DoP). We
use the prepayment mechanism in our PAID. At the
beginning of a sensing task, the task publisher TP
pays the monetary rewards of users to S in advance.
If a malicious TP refuses to pay the monetary reward
after receiving the data,S can pay the reward to users
according to the reward distribution formula.
+erefore, the TP cannot refuse to pay users the
reward.

(2) Resistance to Inference Attack (IA). +e server S

cannot initiate an inference attack on users’ data due
to the zero-knowledge property of our PAID.

(3) Resistance to Data Pollution Attack (DPA). Our
PAID introduces eligibility assessment, and the
unqualified data submitted by users are not used in
the truth discovery algorithm. +erefore, our PAID
can resist the data pollution attack (DPA).

(4) Resistance to Sybil Attack (SA). +e anonymous
identity ki of a user ui needs the information PKi

provided by the user and the token PKi
S assigned byS.

Each user can only obtain one token fromS and then
get the anonymous identity ki using the key agree-
ment algorithm. Hence, untrusted users cannot forge
vast fake identities to launch the Sybil attack (SA).

7. Performance Evaluation

In this section, we use a temperature dataset from Roma for
performance evaluation. First, we describe the computa-
tional and communication overhead of the eligibility as-
sessment. +en, we show the performance of the truth
discovery algorithm. Finally, the comparison with the re-
lated work shows that the quality quantification and in-
centive mechanism are effective.

In our experiment, the server has Intel(R) Xeon(R) E3-
1231v3 3.4GHz CPU, 16GB RAM, 256GB SSD, and 1TB
mechanical hard disk and runs on Ubuntu 18.04 operating
system. +ese mobile devices are equipped with Android
system with 2.2GHz CPU and 4GB RAM. +e Roma
temperature dataset includes users’ ID, date, time, longitude,
latitude, and temperature. In particular, the range accuracy
of location, time, and sensing data (temperature) is 1 meter,
1 second, and 0.01°C, respectively. Before performing the
eligibility assessment, we convert the decimal interval to the
corresponding integer interval by moving the decimal point
to the right. Figure 3 shows the statistical results of 232
qualified users. And we select 100 data from all qualified data
for performance evaluation.

7.1. Evaluation of Eligibility Assessment. In this section, we
analyze the computational and communication overhead in
the eligibility assessment. Table 2 shows the performance
comparison between our PAID and related work.

7.1.1. Computational Overhead. +e Paillier homomorphic
encryption requires two exponents (exp), onemultiplication
(mul), and one modular operation (mod). One decryption
operation needs to perform two exponents (exp), three
divisions (div), and two modular operations (mod). And in
our interval judgment scheme, the user ui needs to perform
one encryption and one decryption, so the computational
cost of the user is 4n · exp + n · mul + 3n · div + 3n · mod,
where n is the number of users. +e server needs to perform
one encryption E(b) and calculates c � E(xi)

kE(b), so the
computational overhead of the server is 3n · exp + 2n·

mul + 2n · mod. Consequently, the total computational
overhead is n · (7 · exp + 3 · mul +3 · div + 5 · mod) and the
computation complexity of the interval judgment scheme is
O(n).

7.1.2. Communication Overhead. According to our interval
judgment scheme, users need to send encrypted data E(xi)

to the server S, and the communication overhead is ‖N2‖

bits, where N is the product of two large primes p, q. After
receiving the encrypted data E(xi), the server S calculates
c � E(xi)

kE(b) and sends it to the user. +e communication
overhead is ‖c‖ bits, where ‖c‖ denotes the bit length of
ciphertext. So, we can conclude that the total communi-
cation overhead is ‖N2‖ + ‖c‖ bits.

7.2. Evaluation of Truth Discovery. In this section, we select
100 users to participate in the performance comparison of
truth discovery. We compare the truth discovery of our
PAID with the related word from five aspects, including
accuracy, convergence, robustness to users dropping out,
computational overhead, and communication overhead.+e
evaluation results show that our truth discovery algorithm
has good accuracy, quick convergence, and high robustness
to users dropping out. Besides, the computational overhead
and communication overhead of our algorithm are better
than those of the related work. +erefore, our truth dis-
covery algorithm is reasonable.

7.2.1. Accuracy. We utilize the root of mean squared error
(RMSE) to measure the resulting accuracy between PAID
and CRH [32]. Figure 4 shows that the accuracy rates of
PAID and CRH are similar when different numbers of users
participate in a sensing task.

7.2.2. Convergence. To prove the convergence ability of our
truth discovery algorithm in PAID, we choose four dif-
ferent initial values to calculate the error rate of ground
truth. As shown in Figure 5, our PAID can converge
quickly in a few iterations when choosing different initial
values.

7.2.3. Robustness to Users Dropping Out. To analyze the
robustness of our PAID to dropped users, we count the
number of PAID failures and compare with related work
PPTD [41]. Failure means that the model cannot continue to
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run and have to restart because of users’ exit. In the PPTD, it
is considered as a failure once a user quits in the whole truth
discovery process. In our PAID, it is deemed to be a failure
only when the number of online users is less than the
threshold t (t � 25 in our experiment). And we repeat the
experiment 50 times to count the failure times of the two

models. Figure 6 shows the failure times of the two models
when different users participate in a sensing task. We can
know that the number of PPTD failures increases as the
number of users increases. However, as long as online users’
number is greater than the threshold, our PAID is robust to
dropped users.
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Table 2: Performance comparison between PAID and related work.

Protocol Computational overhead Communication overhead (bits)
PAID n · (7 · exp + 3 · mul + 3 · div + 5 · mod) ‖N2‖ + ‖c‖

[20] n · (10 · exp + 5 · mul + 5 · comp + 5 · mod) 3‖p‖ + 2‖c‖

Note. p is a large prime. And exp, mul, div, comp, and mod represent one exponent arithmetic, one multiplication, one division, one comparison operation,
and one modular arithmetic.
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7.2.4. Computational Overhead. We compare the compu-
tational overhead of PAID and PPTD [41]. Figure 7 shows
the running time of the two schemes for different users. It is
evident that the running time of our PAID is far less than
that of PPTD.

7.2.5. Communication Overhead. We count the communi-
cation overhead of users in a complete iterative process and
compare our scheme with PPTD [41]. And we do not count
the server’s communication overhead because we can regard
the total communication overhead of all users as the
communication cost of the server. Table 3 shows that the
communication overhead of our PAID is far less than that of
PPTD, although the number of users is different.

7.3. Evaluation of Incentive Mechanism. In this section, we
compare the monetary rewards of our PAID and related
work. In the experiment, we select 100 users, including 80
qualified users and 20 unqualified users. And the budget
B � 100, π � 0.3. DQTE [42] is a scheme that includes
unqualified users in reward distribution, while DQTE+
removes unqualified users before reward distribution. As
Figure 8 shows, users in DQTE get almost the same rewards.
Although DQTE+ removes unqualified users, there is no
obvious difference for users’ rewards except for the increase
in each user’s monetary rewards. However, our scheme can
provide higher monetary rewards for users who submit
higher quality data. +erefore, our scheme can effectively
motivate users to provide high-quality sensing data.

8. Related Work

Truth discovery is an effective technology that can calculate
the ground truth and users’ data quality from conflicting
sensing data. Li et al. [32] proposed a general truth dis-
covery scheme, but privacy protection is not in their work

scope. To protect users’ privacy data, Miao et al. [41]
proposed the first privacy-preserving truth discovery
scheme using the Paillier cryptosystem, but the compu-
tational and communication costs are huge. Zheng et al.
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Table 3: Communication overhead of users (kB).
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[43] designed a privacy-aware truth discovery, which
greatly reduced the computational and communication
overhead through a secure sum protocol. Zhang et al. [44]
designed a truth discovery scheme using a one-way hash
chain to ensure privacy security, and all truth discovery
operations are completed by fog and cloud platforms. Tang
et al. [45] used two servers to complete the calculation
process of truth discovery, which can effectively protect
users’ sensing data privacy. However, these works do not
take into account the failure of the MCS system caused by
users’ exit. Bonawitz et al. [39] proposed a double-masking
scheme for secure data aggregation, and this scheme allows
users to exit. After that, Xu et al. [15] designed a privacy-
preserving truth discovery scheme based on the double-
masking scheme. However, these truth discovery schemes
do not incorporate incentive mechanisms. If malicious
users constantly input erroneous data, it will affect the
reliability of the results in the MCS system.

Another previous work [42, 46] related to this paper is
the incentive mechanism in the MCS system. Zhang et al.
[47] presented a reverse auction model which can motivate
online users to participate in sensing tasks. Jin et al. [16]
designed an incentive mechanism model based on reverse
combinatorial auctions, which can maximize social welfare
and effectively motivate users. Yang et al. [42] introduced a
quality-aware incentive mechanism, which can distribute
rewards to users after calculating the data quality. However,
these works do not consider the privacy of users. In [27], the
authors designed a privacy-preserving incentive mechanism
model. Nevertheless, these solutions can not eliminate users
who provide error data. Zhao et al. [20] presented an in-
centive mechanism model to evaluate the reliability of users’
data while protecting data privacy. Still, the user’s sensing
data need to be submitted to the task publisher, so the
privacy protection of sensing data is still insufficient. Later,
Zhao et al. [48] proposed a privacy-preserving incentive
mechanism based on truth discovery. +is model uses two
servers to achieve real-time reward distribution while pro-
tecting users’ privacy. However, most existing works do not
take users’ exit into account.

9. Conclusion

In this paper, we propose a privacy-preserving incentive
mechanism based on truth discovery in the MCS system.
Specifically, we introduce an eligibility assessment scheme
to estimate whether the data submitted by users are
qualified. Next, the truth discovery scheme calculates the
ground truth and the weight of each user.+en, we quantify
the data quality of users by the weight and distribute the
rewards. Besides, we also demonstrate that PAID meets
eligibility, zero knowledge, payment rationality, and budget
rationality. And the analysis shows that our PAID can resist
the denial of payment attack, inference attack, data pol-
lution attack, and Sybil attack. Finally, experiments illus-
trate that PAID is effective, efficient, and robust to dropped
users. In future work, we will design an incentive mech-
anism model for the application of multidimensional
sensing data collection.
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As the most popular way of communication technology at the moment, wireless sensor networks have been widely concerned by
academia and industry and plays an important role in military, agriculture, medicine, and other fields. Identity authentication
offers the first line of defence to ensure the security communication of wireless sensor networks. Since the sensor nodes are
resource-limited in the wireless networks, how to design an efficient and secure protocol is extremely significant. +e current
authentication protocols have the problem that the sensor nodes need to execute heavy calculation and communication con-
sumption during the authentication process and cannot resist node capture attack, and the protocols also cannot provide perfect
forward and backward security and cannot resist replay attack. Multifactor identity authentication protocols can provide a higher
rank of security than single-factor and two-factor identity authentication protocols. +e multigateway wireless sensor networks’
structure can provide a larger communication coverage area than the single-gateway network structure, so it has become the focus
of recent studies. +erefore, we design a novel multifactor authentication protocol for multigateway wireless sensor networks,
which only apply the lightweight hash function and are given biometric information to achieve a higher level of security and
efficiency and a larger communication coverage area. We separately apply BAN logic, random oracle model, and AVISPA tool to
validate the security of our authentication protocol in Case 1 and Case 2. We put forward sixteen evaluation criteria to
comprehensively evaluate our authentication protocol. Compared with the related authentication protocols, our authentication
protocol is able to achieve higher security and efficiency.

1. Introduction

As the prevalent way of communication and the significant
section of the Internet of +ings, wireless sensor networks
are composed of massive sensor nodes, which have col-
lection and computing abilities, and communicate with the
corresponding communication parties via wireless tech-
nology [1]. Wireless sensor networks’ communications are
widely applied in military, industrial, agricultural moni-
toring, wearable health monitoring systems, smart home
environment, intelligent transportation systems, and other
fields. +ese sensor nodes are small and resource-con-
strained, and they are often randomly deployed in unat-
tended or hostile region under the regulation of one or more
gateway nodes to gather and transmit the information on

public network channel [2]. Due to the characteristics of the
communication channel in wireless sensor network, the
communication information is prone to various types of
attacks. Mutual authentication plays a significant role in
guaranteeing the security among the existing security
mechanisms [3] and is considered as the basic access control
that the user must first pass through the verification of the
sensor node before accessing the gathered information [4].

+e current identity authentication technology can be
divided into three types: password based single-factor au-
thentication technology, password and smart card based
two-factor authentication technology, and password, smart
card, and biometric based three-factor authentication
technology [5]. +e aforementioned third type is the most
commonly used authentication technology, and it enhances
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the security of the wireless network works to a higher level
[6, 7]. At present, most of the researches are keen on the
identity authentication technology of single gateway, while
only a few people are engaged in identity authentication
technology of multigateway structure [8]. We can apply
multiple gateway nodes to extend the communication
coverage area and increase scalability [9]. However, the
current multigateway authentication technology has some
disadvantages such as high computational complexity and
heavy storage consumption and is vulnerable to various
attacks. +erefore, for the sake of eliminating the security
flaws and increasing the computation efficiency, we design a
novel lightweight mutual authentication protocol for the
multiple gateway nodes networks.

1.1. Network Model. As shown in Figure 1, it involves three
communication entities, that is, sensor nodes, home/foreign
gateway node, and user in case 1. +e sensor node and user
should complete registration at the gateway node. After
registration, the user delivers the login request to the
gateway node. +e gateway authenticates are in charge of
transmitting authentication information between the user
and the sensor node. After completing authentication
process, the registered user has ability to obtain information
gathered by the sensors under the negotiated session key.

As shown in Figure 2, it involves four communication
entities, that is, sensor nodes, home gateway node, foreign
gateway node, and user in case 2. In addition to completing
the authentication of case 1, it is also necessary to achieve the
authentication between the home gateway node and the
foreign gateway node.

1.2. Related Works. Gope and Hwang [10] proposed an
efficient and secure authentication scheme and claimed that
their scheme is able to preserve the user anonymity for
roaming services in global mobility networks by way of using
the one-way hash function operation. Xu et al. [11] dis-
covered that the scheme of Gope and Hwang is vulnerable to
reply attacks and has a heavy storage cost. Similarly, Lu et al.
[3] also pointed out that scheme of Gope and Hwang is
susceptible to specific known information attack, and the
password alteration section is inaccurate. Fan et al. [12]
found that the scheme of Gope and Hwang is vulnerable to
offline guessing attack and the desynchronization attack and
does not retain robust forward security.+en, they proposed
a novel efficient mutual and key agreement scheme with
desynchronization for anonymous roaming service in global
mobility networks. However, Mohit and Narendra [13]
reviewed the scheme of Wu and showed that the scheme has
the problem of the traceability of the mobile user and in-
efficient wrong password detection.

In order to preserve security and privacy and reduce
communication and computation costs, Das et al. [14]
proposed a biometric-based authentication protocol for the
Industrial Internet of +ings. Unfortunately, Hussain and
Chaudhry [15] discovered that the protocol of Das et al. is
unable to prevent the assailant from obtaining the public
parameters kept in the smart device and fails to resist session

key attack and achieve perfect forward secrecy. So, against
offline password guessing attack and user impersonation
attack, Amin et al. [16] demonstrated a secure three-factor
mutual authentication protocol, and this protocol lengthens
the lifetime of network by means of decreasing the cost of
sensor nodes. Later, Sharif et al. [17] claimed that the
protocol of Amin et al. cannot boycott strong reply attacks
and cannot realize the prefect forward secrecy. However,Wu
et al. [18] pointed out that both of the two protocols [14, 17]
suffer from under offline surmising attack.

To overcome user and sensor node impersonation attacks,
He et al. [19] introduced a novel mutual authentication design
based on the temporal credential for wireless sensor networks.
Afterwards, Kumari et al. [20] demonstrated that there are
seven security problems in the design of He et al. Jiang et al.
[21] revealed that the design of He et al. is prone to malicious
user impersonation attack, stolen smart card attack, and
tracking attack in the authentication process and proposed an
untraceable and secure two-factor authentication design
based on elliptic curve cryptography for wireless sensor
networks. After analyzing the design of Jiang et al., Xiong et al.
[22] received the result that the design has no detection
mechanism for unauthorized login and clock synchronization
problem and introduced a three-factor anonymous authen-
tication design for wireless sensor networks by applying the
fuzzy commitment to deal with biometric information.

For the purpose of withstanding the node capture attack,
impersonation attack, and man-in-the-middle attack, Das
[23] then put forward an original biometric-based mutual
authentication design for wireless sensor networks. In the
same year, Lu et al. [24] found that the design of Das does
not really implement the three-factor security and user
anonymity and has no ability to boycott user impersonation
attack. Li et al. [25] pointed out that the design of Ruhul et al.
[26] is vulnerable to DoS attack and lacks forward secrecy. In
view of previous studies, Li introduced a three-factor mutual
authentication design with forward secrecy for wireless
medical sensor networks, which settles the contradiction of
local password verification and mobile device lost attack via
fuzzy verifier and honey_list technology. Nevertheless, Mo
and Chen [27] discovered that the protocol of Xiong et al.
[22] is vulnerable to resist stolen smart card attack and
divulge the biometric information. Mo and Chen [27]
pointed out that the protocol of Lu et al. [24] is prone to
known session-specific temporary information attack and
cannot realize three-factor security and backward secrecy.
Mo and Chen [27] found that the protocol of Li et al. [25] is
susceptible to withstanding replay attack.

Mutual authentication is used to supply the fundamental
security requirement by confirming the legality of the
communication parities for various network applications,
such as smart city [28, 29], Internet of Drones [30, 31],
vehicular networks [32, 33], multiserver environment
[34, 35], and mobile devise [36, 37].

1.3. Organization. +e remainder of the paper is organized
as follows. In part 2, we discuss the preliminaries. In part 3,
we present our proposed mutual authentication protocol. In

2 Security and Communication Networks



part 4, we show formal analysis of our proposed mutual
authentication protocol through three methods, that is, BAN
logic, random oracle model, and AVISPA. In part 5, we
demonstrate informal analysis of our proposed mutual
authentication protocol through sixteen security authenti-
cation protocol evaluation criteria. In part 6, we compare our
proposed mutual authentication protocol with other related
authentication protocols in terms of security, computation
time, and communication cost. Finally, we come to a
conclusion in part 7.

2. Preliminaries

+is part presents the preliminaries in our designed mutual
authentication protocol involving biometric fuzzy extractor,
threat model, and protocol evaluation criteria.

2.1. Biometric Fuzzy Extractor. So as to prevent the given
biometric information BIOi from various noises in the
process of information acquisition, this paper introduces the
biometric fuzzy extractor. +ere are two functions in bio-
metric fuzzy extractor [28, 36]:GEN function and REP
function. +e concrete representations of the two functions
are as follows:

(1) GEN(BIOi) � (σi, τi). GEN is a probabilistic gen-
eration function that separates out the secret string σi

and an auxiliary string τi from the given biometric
information BIOi

(2) REP(BIOi, τi) � σi. REP is a deterministic function
that recovers the secret string σi from the given
biometric information BIOi with the assistance of the
auxiliary string τi

2.2. 2reat Model. +e threat model presents the possi-
bilities of an assailant obtaining the information about the
authentication protocol without authorizing and the
competence of potential destruction. Before evaluating
the security authentication protocol, we assume that the
assailant has the following abilities in the authentication
process:

(1) +e assailant is able to revise, intercept, delete, and
transmit the communication information on the
public network channel [38, 39]

(2) +e assailant is able to obtain the parameters kept in
the smart card via power analysis attack [40], in case
the smart card is stolen or lost

(3) +e assailant is able to carry out the online and
offline password guessing attack [35]

(4) +e assailant is able to implement the impersonation
attack [4]

(5) +e assailant is aware of the authentication protocol
system [41]

(6) +e assailant may be a legitimate user or an external
entity [42, 43]
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Figure 1: Network architecture in case 1.
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Figure 2: Network architecture in case 2.
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2.3. Protocol Evaluation Criteria. Since the information is
interacted on the public network channel, the assailant is able to
intercept and manipulate the interactive information [41, 44].
To guarantee the security of the interactive information on the
public network channel, we design a mutual authentication and
session key agreement protocol among the communication
parties for the multiple gateway nodes networks. From four
aspects of users, gateway nodes, sensor nodes, and commu-
nication protocol itself, we define the following sixteen security
authentication protocol evaluation criteria:

(1) Session key security
(2) +ree-factor security
(3) Perfect forward and backward security
(4) Resist sensor node capture attack
(5) Resist stolen smart card attack
(6) Resist user impersonation attack
(7) Resist gateway impersonation attack
(8) Resist sensor node impersonation attack
(9) Resist reply attack
(10) Resist privileged insider attack
(11) Resist online password-guessing attack
(12) Resist offline password-guessing attack
(13) Resist user tracking attack
(14) Biometric template protection
(15) Mutual authentication
(16) User anonymity

3. The Proposed Protocol

In this part, we will demonstrate our three-factor remote
user authentication and key agreement protocol in the
wireless sensor network environment with multiple gate-
ways. Our protocol is related to five sections, which are
initialization section, registration section, login section,
authentication and key agreement section, and password
change section.

3.1. Initialization Section. SA picks the distinctive identity
IDSNj and private key SXSNj, for the SN, calculates the value
SNXj � h(IDSNj

�����SXSNj) and dispatches the information
IDSNj, SNXj  to the SN. SA chooses the distinctive identity
IDGWNh and private key SXGWNh for the HGWN. SA selects
the distinctive identity IDGWNf and private key SXGWNf for
the FGWN in the same way. Each pair of HGWN and
FGWN keeps a private session key Khf.

3.2. Registration Section. +e registration section is divided
into two parts, namely, sensor node registration and user
registration.

3.2.1. Sensor Node Registration. A1: in the light of the re-
ceived information IDSNj, SNXj  in the initialization sec-
tion, SNj calculates MSNj � SNXj ⊕ h(IDSNj) and

dispatches the information IDSNj,MSNj  to GWNH. A2:
after obtaining the information sent by the SN, HGWN
computes SNXj � MSNj ⊕ h(IDSNj), preserves the infor-
mation IDSNj,MSNj , and replies to the sensor node with a
confirmation message.

3.2.2. User Registration

A1: Ui picks the essential parameters, identity IDi,
password PWi, and two stochastic digits ri and rp and
counts UIDi � h(IDi

����ri) and UPWi � h(PWi

����ri

����rp).
After the calculation, Ui delivers UIDi and UPWi to
HGWN as the registration request.
A2: after getting the registration request, HGWN gen-
erates a stochastic digit rGWNh and computes GUIDi

� h(rGWNh‖SXGWNh‖IDGWNh) ⊕ UIDi, GEi � h(UIDi����UPWi), and GFi � GEi ⊕GUIDi ⊕UIDi in combina-
tion with its own privacy parameters. HGWN loads GEi

and GFi into the smart card and transmits the smart card
to Ui.
A3: after reception of the smart card, Ui imprints his or
her unique biometric BIOUi on the sensor device specific
terminal and further counts GEN(BIOUi) � (σUi, τUi),
USC1 � ri ⊕ h(IDi

����PWi

����σUi),
USC2 � rp ⊕ h(σUi

����ri), and USC3 � h(UIDi

����UPWi����σUi

����ri

����rp). +en, Ui loads (USC1,USC2,USC3) into
the smart card.

3.3. Login Section. A1: Ui inserts smart card and inputs his
or her identity IDi, password PWi, and biometric BIOUi. A2:
smart card counts REP(BIOUi, τUi) � σUi, r∗i � USC1 ⊕
h(IDi

����PWi

����σUi), r∗p � USC2 ⊕ h(σUi

����ri), UID∗i � h(IDi

����r∗i ),
UPW∗i � h(PWi

����r∗i

����r∗p), and USC∗3 � h(UID∗i
����UPW∗i����σUi

����r∗i

����r∗p) and confirms the correctness of the formula
USC∗3 � USC3. A3: if it is not right, smart card suspends the
session promptly. Otherwise, smart card picks stochastic
identity SCNi, stochastic digit rSCn, and time stamp Tsc and
counts SCG1 � GUIDi ⊕ SCNi, SCG2 � rSCn ⊕ h(SCNi

����Tsc),
SCG3 � GFi ⊕ h(UIDi

����UPWi), and SCG4 � h(SCNi

����rSCn����Tsc
����GUIDi

����SCG3
����IDSNj). Finally, Ui delivers the login

request (SCG1, SCG2, SCG4,Tsc,UIDi, IDSNj) to GWNH.

3.4. Authentication and Key Agreement Section. On the basis
of UIDi in the login request, GWNH computes GUIDi �

h(rGWNh

����SXGWNh

����IDGWNh)⊕UIDi, SCN∗i � GUIDi ⊕ SCG1,
r∗SCn � SCG2 ⊕ h(SCN∗i

����Tsc), SCG∗3 � GUIDi ⊕UIDi, and
SCG∗4 � h(SCN∗i

����r∗SCn

����Tsc
����GUIDi

����SCG∗3
����IDSNj) and con-

firms the correctness of the formula SCG∗4 � SCG4. If it is not
right, GWNH terminates the session promptly. Otherwise,
GWNH finds whether IDSNj is in the information about the
sensor node it preserves. If it is in the information, execute
case 1 as shown in Figure 3; if it is not, execute case 2 as shown
in Figure 4.

Case 1:
A1: GWNH generates time stamp Tgwnh and computes
the freshness of the login request by the formula
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|Tgwnh − Tsc|≤ΔT. If it is not right, GWNH terminates
the session promptly. Otherwise, GWNH computes
HSN1 � SNXj ⊕UIDi, HSN2 � IDSNj ⊕ h(rSCn

����SCNi),
HSN3 � HSN1 ⊕UIDi ⊕ rGWNh, and HSN4 � h(UIDi

����
SNXj

�����h(rSCn

����SCNi)rGWNhTgwnh) and transmits the
information (HSN1,HSN2,HSN3,HSN4, Tgwnh) to
SNj.
A2: upon receiving the information
(HSN1,HSN2,HSN3,HSN4, Tgwnh) at time Tsnj, SNj

calculates the freshness of the information by the
formula |Tsnj − Tgwnh|≤ΔT. If it is not right, SNj ends
the session promptly. Otherwise, SNj calculates
UID∗i � SNXj ⊕HSN1,
h(rSCn

����SCNi)
∗ � IDSNj ⊕HSN2,

r∗GWNh � HSN1 ⊕UID∗i ⊕HSN3, and HSN∗4 � h(UID∗i����SNXj

�����h(rSCn

����SCNi)
∗����r∗GWNh

����Tgwnh) and confirms the
correctness of the formula HSN∗4 � HSN4.
A3: if it is not right, SNj ends the session promptly.
Otherwise, SNj selects stochastic digit rSNj and cal-
culates SKs � h(rSNj

�����rGWNh

����UIDi

����h(rSCn

����SCNi)����SNXj), SHN1 � rSNj ⊕ h(h(rSCn||SCNi)
����rGWNh|Tsnj),

and SHN2 � h(rGWNh

����UIDi

����SKs

����SNXj

�����Tsnj). +en,
SNj dispatches the information (SHN1, SHN2, Tsnj) to
GWNH.
A4: upon receiving the information
(SHN1, SHN2, Tsnj) at time Tgwnh1, GWNH computes
the freshness of the information by the formula

|Tgwnh1 − Tsnj|≤ΔT. If it is not right, GWNH termi-
nates the session promptly. Otherwise, GWNH com-
putes r∗SNj � SHN1 ⊕ h(h(rSCn

����SCNi)
����rGWNh|Tsnj),

SKh � h(r∗SNj|rGWNh

����UIDi

����h(rSCn

����SCNi)
����SNXj), and

SHN∗2 � h(rGWNh

����UIDi

����SKh

����SNXj

�����Tsnj) and confirms
the correctness of the formula SHN∗2 � SHN2.

A5: if it is not right, GWNH terminates the session
promptly. Otherwise, GWNH generates new stochastic
digit rnewGWNh and computes GUIDnew

i � h(rnewGWNh

����
SXGWNh

����IDGWNh)⊕UIDi,

GSC1 � SNXj ⊕GUIDi, GSC2 � rSNj ⊕ h(rSCn

����SCNi),
GSC3 � GUIDnew

i ⊕ h(UIDi

����UPWi), and GSC4 � h

(rSCn

����GUIDnew
i

����SNXj

�����SKh

����GFi

����Tgwnh1). +en, GWNH

transmits the information (HSN3,GSC1,GSC2,

GSC3,GSC4, Thgwn1) to Ui.

A6: upon receiving the information
(HSN3,GSC1,GSC2,GSC3,GSC4, Thgwn1) at time Tui,
Ui computes the freshness of the information by the
formula |Tui − Tgwnh1|≤ΔT. If it is not right, Ui sus-
pends the session promptly. Otherwise, Ui counts
SNX∗j � GSC1 ⊕GUIDi, r∗SNj � GSC2 ⊕ h(rSCn

����SCNi),

r∗GWNh � SNX∗j ⊕HSN3, SKu � h(r∗SNj

�����r∗GWNh

����UIDi

����
h(rSCn

����SCNi)
����SNX∗j ), GUIDnew

i � GSC3 ⊕ h(UIDi

����
UPWi), and GSC∗4 � h(rSCn

����GUIDnew
i

����SNX∗j
�����SKu

����GFi����Tgwnh1) and confirms the correctness of the formula
GSC∗4 � GSC4.

Figure 3: +e main authentication steps in case 1.
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A7: if it is not right, Ui suspends the session promptly.
Otherwise, Ui counts GFnewi � GEi ⊕GUIDnew

i ⊕UIDi

and substitutes (GFnewi ,GUIDnew
i ) for (GFi,GUIDi) in

smart card.

Case 2:
A1: first, GWNH broadcasts the information
(IDSNj, IDGWNh) among all gateway nodes. GWNF

finds whether IDSNj is in the information about the

Figure 4: +e main authentication steps in case 2.
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sensor node it preserves. If it is in the information,
GWNF finds SNXj based on IDSNj. Next, GWNF finds
and computes FHN1 � h(SNXj

�����KFH)⊕ SXGWNf,
FHN2 � KFH ⊕ SNXj, FHN3 � IDSNj ⊕ IDGWNf, and
FHN4 � h(KFH

����IDGWNh

���� IDGWNf

�����SNXj

�����IDSNj

�����
SXGWNf). +en, GWNF transmits the information
(FHN1, FHN2, FHN3, FHN4) to GWNH.
A2: after reception of the information
(FHN1, FHN2, FHN3, FHN4), GWNH computes
IDGWNf � IDSNj ⊕ FHN3. GWNH finds the private key
KFH between them according to identity IDGWNf of
GWNF and computes SNX∗j � KFH ⊕ FHN2,

SX∗GWNf � h(SNX∗j
�����KFH)⊕ FHN1, and FHN∗4 � h

(KFH
����IDGWNh

����IDGWNf

����� SNX∗j
�����IDSNj

�����SX∗GWNf). +en,
GWNH confirms the correctness of the formula
FHN∗4 � FHN4.
A3: if it is not right, GWNH terminates the session
promptly. Otherwise, GWNH computes GSC5 � h

(SNXj

�����IDSNj), GSC6 � UIDi ⊕ SNXj, and GSC7 �

FHN1 ⊕GSC5 and transmits the information
(FHN2,GSC6,GSC7) to Ui.
A4: after reception of the information (FHN2,

GSC6,GSC7), Ui counts SNXj � UIDi ⊕GSC6, KFH �

FHN2 ⊕ SNXj, FHN1 � GSC7 ⊕ h(IDSNj

�����SNXj), and
SXGWNf � h(SNXj

�����KFH)⊕ FHN1. +en, Ui picks the
stochastic digit rui and time stamp Tui and counts
SCF5 � h(SNXj

�����KFH)⊕ rui, SCF6 � UIDi ⊕ FHN1, and

SCF7 � h(rui

����UIDi

����Tui

����SXGWNf

�����KFH
����SNXj). Finally,

Ui delivers the information (SCF5, SCF6, SCF7, Tui) to
GWNF.
A5: upon receiving the information
(SCF5, SCF6, SCF7, Tui) at time Tgwnf, GWNF com-
putes the freshness of the information by the formula
|Tgwnf − Tui|≤ΔT. If it is not right, GWNF terminates
the session promptly. Otherwise, GWNF computes
r∗ui � h(SNXj

�����KFH)⊕ SCF5, UID∗i � SCF6 ⊕ FHN1, and

SCF∗7 � h(r∗ui

����UID∗i

����Tui

����SXGWNf

�����KFH
����SNXj) and

confirms the correctness of the formula SCF∗7 � SCF7.
A6: if it is not right, GWNF terminates the session
promptly. Otherwise, GWNF generates stochastic digit
rGWNf and computes FSN1 � SNXj ⊕UIDi, FSN2 �

IDSNj ⊕ h(UIDi

����rui), FSN3 � rGWNf ⊕UIDi ⊕ h(rui

����
UIDi), and FSN4 � h(UIDi

����SNXj

�����h(rui

����UIDi)
����

rGWNf

�����Tgwnf). +en, GWNF transmits the information
(FSN1, FSN2, FSN3, FSN4, Tgwnf) to SNj.
A7: upon receiving the information
(FSN1, FSN2, FSN3, FSN4, Tgwnf) at time Tsnj, SNj

calculates the freshness of the information by the
formula |Tsnj − Tgwnf|≤ΔT. If it is not right, SNj ends
the session promptly. Otherwise, SNj calculates
UID∗i � SNXj ⊕ FSN1, h(rui

����UIDi)
∗ � IDSNj ⊕ FSN2,

r∗GWNf � FSN3 ⊕UID∗i ⊕ h(rui

����UIDi)
∗, and FSN∗4 � h

(UID∗i
����SNXj

�����h(rui

����UIDi)
∗����r∗GWNf

�����Tgwnf) and con-
firms the correctness of the formula FSN∗4 � FSN4.

A8: if it is not right, SNj ends the session promptly.
Otherwise, SNj selects stochastic digit rSNj and cal-
culates SKs � h(rSNj

�����rGWNf

�����UIDi

����h(rui

����UIDi)),
SFN1 � h(UIDi

����rGWNf|SNXj), SFN2 � rSNj ⊕ h

(rGWNf

�����UIDi

����SNXj), and SFN3 � h(rSNj

�����rGWNf

�����SKs

����

UIDi

����SNXj

�����Tsnj). +en, SNj dispatches the informa-
tion (SFN2, SFN3, Tsnj) to GWNF.
A9: upon receiving the information (SFN2, SFN3, Tsnj)

at time Tgwnf1, GWNF computes the freshness of the
information by the formula |Tgwnf1 − Tsnj|≤ΔT. If it is
not right, GWNF terminates the session promptly.
Otherwise, GWNF computes r∗SNj � SFN2 ⊕ h

(rGWNf

�����UIDi

����SNXj), SKf � h(r∗SNj

�����rGWNf

�����UIDi

����

h(rui

����UIDi)), and SFN∗3 � h(r∗SNj

�����rGWNf

�����SKf

�����UIDi
����NXj

�����Tsnj) and confirms the correctness of the formula
SFN∗3 � SFN3.
A10: if it is not right, GWNF terminates the session
promptly. Otherwise, GWNF generates new stochastic
digit rnewGWNf and computes GUIDnew

i � h

(rnewGWNf

�����SXGWNf

�����IDGWNf)⊕UIDi, FSC1 � KFH ⊕

rGWNf, FSC2 � rSNj ⊕ h(SNXj

�����KFH
����SXGWNf), FSC3 �

GUIDnew
i ⊕ h(UIDi

����rui), and FSC4 � h(rSNj

�����GUIDnew
i

����

SNXj

�����KFH
����SXGWNf

�����SKf

�����Tgwnf1). +en, GWNF

transmits the information (FSC1, FSC2, FSC3,

FSC4, Tgwnf1) to Ui.
A11: upon receiving the information
(FSC1, FSC2, FSC3, FSC4, Tgwnf1) at time Tui, Ui

computes the freshness of the information by the
formula |Tui − Tgwnf1|≤ΔT. If it is not right, Ui sus-
pends the session promptly. Otherwise, Ui counts
r∗GWNf � KFH ⊕ FSC1, r∗SNj � FSC2 ⊕ h(SNXj

�����KFH
����

SXGWNf), GUIDnew
i � FSC3 ⊕ h(UIDi

����rui), SKu �

h(r∗SNj

�����r∗GWNf

�����UIDi

����h(rui

����UIDi)), r∗GWNh � SNX∗j ⊕

HSN3, and FSC4 � h(r∗SNj

�����GUIDnew
i

����SNXj

�����KFH
����

SXGWNf

����� SKu

����Tgwnf1) and confirms the correctness of
the formula FSC∗4 � FSC4.
A12: if it is not right, Ui suspends the session promptly.
Otherwise, Ui counts GFnewi � GEi ⊕GUIDnew

i ⊕UIDi

and substitutes (GFnewi ,GUIDnew
i ) for (GFi,GUIDi) in

smart card.

3.5. Password and Biometric Change Section

A1: Ui inserts smart card and inputs his or her identity
IDi, password PWi, and biometric BIOUi.
A2: smart card counts REP(BIOUi, τUi) � σUi, r∗i , r∗p,
UID∗i , UPW

∗
i , and USC∗3 and confirms the correctness

of the formula USC∗3 � USC3.
A3: if it is not right, smart card suspends the session
promptly. Otherwise, Ui picks the new parameters,
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identity IDi, password PWnew
i , and two stochastic digits

ri and rp, and counts UIDi � h(IDi

����ri) and
UPWnew

i � h(PWi

����ri

����rp). After the calculation, Ui

delivers UIDi and UPWnew
i to HGWN as the change

request.
A4: after getting the change request, HGWN generates
a stochastic digit rGWNh and computes GUIDnew

i ,
GEnew

i , and GFnewi in combination with its own privacy
parameters. HGWN loads GEnew

i and
GFnewj into the smart card and transmits the smart card
to Ui.
A5: after reception of the smart card, Ui imprints his or
her unique biometric BIOnew

Ui on the sensor device
specific terminal and further counts
GEN(BIOnew

Ui ) � (σnewUi , τnewUi ), USCnew
1 , USCnew

2 , and
USCnew

3 . +en, Ui loads (USCnew
1 ,USCnew

2 ,USCnew
3 )

into the smart card to replace the old parameters.

4. Formal Security Analysis of Protocol

In this section, we separately apply BAN logic and AVISPA
tool to validate the security of our proposed authentication
and key agreement protocol in case 1 and case 2.

4.1. BAN Logic (Case 1). In this section, we will validate our
proposed designed authentication protocol by applying the
BAN logic in case 1.

BAN logic notations are as follows:
(1) z| ≡ β: z trusts the realness in β
(2) z⊲ β: z obtains or sees information β
(3) z| ∼ β: z sent or said information β
(4) z|⇒ β: z has jurisdiction over β
(5) #(β): β is fresh
(6) z⟷SK β: SK is the private session key between z and β
(7) (β)SK: β is encrypted with the private session key SK

BAN logic postulate rules:
PR1: Message-meaning rule: (z| ≡ β⟷SK z, z⊲
Μ{ }k)/z| ≡ β| ∼ Μ
PR2: Nonce-verification rule: (z| ≡ #(Μ), z| ≡ β| ∼
Μ)/z| ≡ β| ≡ Μ
PR3: Jurisdiction rule: (z| ≡ β| ≡ Μ, z| ≡ β|⇒
Μ)/z| ≡ Μ
PR4: Fresh rule: (z| ≡ #(Μ))/z| ≡ #(Μ,Ρ)
PR5: Belief rule: (z| ≡ β| ≡ (Μ,Ρ))/z| ≡ β| ≡ Μ
Security goals are as follows:
Goal 1: Ui| ≡ (Ui⟷

SK
GWNh)

Goal 2: Ui| ≡ GWNh| ≡ (Ui⟷
SK

GWNh)

Goal 3: GWNh| ≡ (Ui⟷
SK

GWNh)

Goal 4: GWNh| ≡ Ui| ≡ (Ui⟷
SK

GWNh)

Goal 5: SNj| ≡ (SNj⟷
SK

GWNh)

Goal 6: SNj| ≡ GWNh| ≡ (SNj⟷
SK GWNh)

Goal 7: GWNh| ≡ (SNj⟷
SK

GWNh)

Goal 8: GWNh| ≡ SNj| ≡ (SNj⟷
SK

GWNh)

Rational assumptions are as follows:
RA1: GWNh| ≡ (Ui⟷

GUIDiGWNh)

RA2: GWNh| ≡ (#Tsc)

RA3: SNj| ≡ (GWNh⟷
SNXj

SNj)

RA4: SNj| ≡ (#SNXj)

RA5: GWNh| ≡ (SNj⟷
rSNj

GWNh)

RA6: GWNh| ≡ (#Tsnj)

RA7: GWNh| ≡ SNj|⇒(SNj⟷
SK

GWNh)

RA8: Ui| ≡ (GWNh⟷
GFi

Ui)

RA9: Ui| ≡ (#Thgwn1)

RA10: Ui| ≡ GWNh|⇒(Ui⟷
SK

GWNh)

RA11: SNj| ≡ GWNh|⇒(SNj⟷
SK

GWNh)

RA12: GWNh| ≡ Ui|⇒(Ui⟷
SK GWNh)

+e idealized form of the information is as follows:
Inf 1: Ui⟶ GWNh (SCG1, SCG2, SCG4, Tsc

,UIDi, IDSNj)

Inf 2: GWNh⟶ SNj (HSN1,HSN2,HSN3,HSN4,

Tgwnh)

Inf3: SNj⟶ GWNh (SHN1, SHN2, Tsnj)

Inf4: GWNh⟶ Ui (HSN3,GSC1,GSC2,GSC3
,GSC4, Thgwn1)

In view of Inf1, we are ready to receive the following:
F1: GWNh⊲(SCG1, SCG2, SCG4, Tsc,UIDi,

IDSNj)GUIDi

In view of F1, RA1, and PR1, we are ready to receive
the following:
F2: GWNh| ≡ Ui| ∼ (SCG1, SCG2, SCG4, Tsc,

UIDi, IDSNj)

+e equivalent form of F2 is the following:
F3: GWNh| ≡ Ui| ∼ (UIDi, SCNi, rSCn, Tsc)

In view of F3, RA2, PR4, and PR2, we are ready to
receive the following:
F4: GWNh| ≡ Ui| ≡ (UIDi, SCNi, rSCn, Tsc)

In view of F4 and PR5, we are ready to receive the
following:
F5: GWNh| ≡ Ui| ≡ (UIDi, SCNi, rSCn)

In view of Inf2, we are ready to receive the following:
F6: SNj⊲(HSN1,HSN2,HSN3,HSN4, Tgwnh)SNXj

In view of F6, RA3, and PR1, we are ready to receive
the following:
F7: SNj| ≡ GWNh| ∼ (HSN1,HSN2 ,HSN3,HSN4,

Tgwnh)

+e equivalent form of F7 is the following:
F8: SNj| ≡ GWNh| ∼ (SNXj,UIDi, rSCn, SCNi,

rGWNh, Tgwnh)

In view of F8, RA4, PR4, and PR2, we are ready to
receive the following:
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F9: SNj| ≡ GWNh| ≡ (SNXj,UIDi, rSCn, SCNi,

rGWNh, Tgwnh)

In view of F9 and PR5, we are ready to receive the
following:
F10: SNj| ≡ GWNh| ≡ (SNXj,UIDi, rSCn, SCNi,

rGWNh)

In view of Inf3, we are ready to receive the following:
F11: GWNh⊲(SHN1, SHN2, Tsnj)rSNj

In view of F11, RA5, and PR1, we are ready to receive
the following:
F12: GWNh| ≡ SNj| ∼ (SHN1, SHN2, Tsnj)

+e equivalent form of F12 is the following:
F13: GWNh| ≡ SNj| ∼ (rSNj, rGWNh, rSCn, SCNi,

Tsnj,UIDi, SNXj)

In view of F13, RA6, PR4, and PR2, we are ready to
receive the following:
F14: GWNh| ≡ SNj| ≡ (rSNj, rGWNh, rSCn, SCNi, Tsnj,

UIDi, SNXj)

In view of F14 and PR5, we are ready to receive the
following:
F15: GWNh| ≡ SNj| ≡ (rSNj, rGWNh, rSCn, SCNi,

UIDi, SNXj)

+e private session key is SK � h(rSNj

�����
rGWNh

����UIDi

����h(rSCn

����SCNi)
����SNXj)

In view of F15, we are ready to receive the following:
F16: GWNh| ≡ SNj| ≡ (SNj⟷

SK
GWNh) Goal 8

In view of F16, RA7, and PR3, we are ready to receive
the following:
F17: GWNh| ≡ (SNj⟷

SK
GWNh) Goal 7

In view of Inf4, we are ready to receive the following:
F18:
Ui⊲(HSN3,GSC1,GSC2,GSC3,GSC4, Thgwn1)GFi

In view of F18, RA8, and PR1, we are ready to receive
the following:
F19: Ui| ≡ GWNh| ∼ (HSN3,GSC1 ,GSC2,GSC3
,GSC4, Thgwn1)

+e equivalent form of F19 is the following:
F20: Ui| ≡ GWNh| ∼ (SNXj,UIDi, rGWNh, rSNj,

rSCn, SCNi, Thgwn1)

In view of F20, RA9, PR4, and PR2, we are ready to
receive the following:
F20: Ui| ≡ GWNh| ≡ (SNXj,UIDi, rGWNh, rSNj,

rSCn, SCNi, Thgwn1)

In view of F20 and PR5, we are ready to receive the
following:
F21: Ui| ≡ GWNh| ≡ (SNXj, UIDi, rGWNh, rSNj,

rSCn, SCNi)

+e private session key is SK � h(rSNj

�����rGWNh����UIDi

����h(rSCn

����SCNi)
����SNXj)

In view of F21, we are ready to receive the following:
F22: Ui| ≡ GWNh| ≡ (Ui⟷

SK
GWNh) Goal 2

In view of F22, RA10, and PR3, we are ready to
receive the following:
F23: Ui| ≡ (Ui⟷

SK
GWNh) Goal 1

+e private session key is
SK � h(rSNj

�����rGWNh

����UIDi

����h(rSCn

����SCNi)
����SNXj)

In view of F10 and F15, we are ready to receive the
following:
F24: SNj| ≡ GWNh| ≡ (SNj⟷

SK GWNh) Goal 6
In view of F24, RA11, and PR3, we are ready to
receive the following:
F25: SNj| ≡ (SNj⟷

SK
GWNh) Goal 5

+e private session key is
SK � h(rSNj

�����rGWNh

����UIDi

����h(rSCn

����SCNi)
����SNXj)

In view of F5 and F21, we are ready to receive the
following:
F26: GWNh| ≡ Ui| ≡ (Ui⟷

SK
GWNh) Goal 4

In view of F26, RA12, and PR3, we are ready to
receive the following:
F27: GWNh| ≡ (Ui⟷

SK
GWNh) Goal 3

4.2. AVISPA Tool (Case 1). In this section, we will validate
our proposed designed authentication protocol by applying
the AVISPA tool in case 1. In AVISPA tool, four validation
models are supported: OFMC, ATSE, SATMC, and TA4SP.
+e security of our designed authentication protocol is
simulated by applying the HLPSL (High Level Protocol
Specifications Language). Figures 5 and 6 present the result
of the simulation by applying the OFMC and ATSE.

4.3. BAN Logic (Case 2). In this section, we will validate our
proposed designed authentication protocol by applying the
BAN logic in case 2.

Goal 1: Ui| ≡ (Ui⟷
SK

GWNf)

Goal 2: Ui| ≡ GWNf| ≡ (Ui⟷
SK

GWNf)

Goal 3: GWNf| ≡ (Ui⟷
SK GWNf)

Goal 4: GWNf| ≡ Ui| ≡ (Ui⟷
SK

GWNf)

Goal 5: SNj| ≡ (SNj⟷
SK

GWNf)

Goal 6: SNj| ≡ GWNf| ≡ (SNj⟷
SK

GWNf)

Goal 7: GWNf| ≡ (SNj⟷
SK

GWNf)

Goal 8: GWNf| ≡ SNj| ≡ (SNj⟷
SK

GWNf)

Rational assumptions are as follows:
RA1: GWNf| ≡ (Ui⟷

UIDi GWNf)

RA2: GWNf| ≡ (#Tui)

RA3: SNj| ≡ (GWNf⟷
rGWNf

SNj)

RA4: SNj| ≡ (#Tgwnf)

RA5: GWNf| ≡ (SNj⟷
FSN1 GWNf)

RA6: GWNf| ≡ (#Tsnj)

RA7: GWNf| ≡ SNj|⇒(SNj⟷
SK

GWNf)

RA8: Ui| ≡ (GWNf⟷
FSC1

Ui)
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RA9: Ui| ≡ (#Tgwnf1)

RA10: Ui| ≡ GWNf|⇒(Ui⟷
SK GWNf)

RA11: SNj| ≡ GWNf|⇒(SNj⟷
SK

GWNf)

RA12: GWNf| ≡ Ui|⇒(Ui⟷
SK

GWNf)

+e idealized form of the information is as follows:
Inf1: Ui⟶ GWNf(SCF5, SCF6, SCF7, Tui)

Inf2: GWNf⟶ SNj(FSN1, FSN2, FSN3, FSN4, Tgwnf)

Inf3: SNj⟶ GWNf(SFN2, SFN3, Tsnj)

Inf4: GWNf⟶ Ui(FSC1, FSC2, FSC3, FSC4, Tgwnf1)

In view of Inf1, we are ready to receive the following:
F1: GWNf⊲(SCF5, SCF6, SCF7, Tui)UIDi

In view of F1, RA1, and PR1, we are ready to receive the
following:

F2: GWNf| ≡ Ui| ∼ (SCF5, SCF6, SCF7, Tui)

+e equivalent form of F2 is the following:
F3: GWNf| ≡ Ui| ∼ (SNXj, KFH, rui,UIDi, IDSNj,

SXGWNf, Tui)

In view of F3, RA2, PR4, and PR2, we are ready to
receive the following:
F4: GWNf| ≡ Ui| ≡ (SNXj, KFH, rui,UIDi, IDSNj,

SXGWNf, Tui)

In view of F4 and PR5, we are ready to receive the
following:
F5: GWNf| ≡ Ui| ≡ (rui,UIDi)

In view of Inf2, we are ready to receive the following:
F6: SNj⊲(FSN1, FSN2, FSN3, FSN4, Tgwnf)rGWNf

In view of F6, RA3, and PR1, we are ready to receive the
following:
F7: SNj| ≡ GWNf| ∼ (FSN1, FSN2, FSN3, FSN4, Tgwnf)

+e equivalent form of F7 is the following:
F8: SNj| ≡ GWNf| ∼ (SNXj,UIDi, IDSNj, rui, rGWNf,

Tgwnf)

In view of F8, RA4, PR4, and PR2, we are ready to
receive the following:
F9: SNj| ≡ GWNf| ≡ (SNXj,UIDi, IDSNj, rui, rGWNf,

Tgwnf)

In view of F9 and PR5 we are ready to receive the
following:
F10: SNj| ≡ GWNf| ≡ (UIDi, rui, rGWNf)

In view of Inf3, we are ready to receive the following:
F11: GWNf⊲(SFN2, SFN3, Tsnj)SFN1

In view of F11, RA5, and PR1, we are ready to receive
the following:
F12: GWNf| ≡ SNj| ∼ (SFN2, SFN3, Tsnj)

+e equivalent form of F12 is the following:
F13: GWNf| ≡ SNj| ∼ (rSNj, rGWNf, rui,UIDi, SNXj,

Tsnj)

In view of F13, RA6, PR4, and PR2, we are ready to
receive the following:
F14: GWNf| ≡ SNj| ≡ (rSNj, rGWNf, rui,UIDi, SNXj,

Tsnj)

In view of F14 and PR5, we are ready to receive the
following:
F15: GWNf| ≡ SNj| ≡ (rSNj, rGWNf, rui,UIDi)

+e private session key is SK � h(rSNj

�����rGWNf

�����
UIDi

����h(rui

����UIDi))

In view of F15, we are ready to receive the following:
F16: GWNf| ≡ SNj| ≡ (SNj⟷

SK
GWNf) Goal 8

In view of F16, RA7, and PR3, we are ready to receive
the following:
F17: GWNf| ≡ (SNj⟷

SK
GWNf) Goal 7

In view of Inf4, we are ready to receive the following:
F18: Ui⊲(FSC1, FSC2, FSC3, FSC4, Tgwnf1)FSC1

Figure 5: +e simulation result of OFMC.

Figure 6: +e simulation result of ATSE.
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In view of F18, RA8, and PR1, we are ready to receive
the following:
F19: Ui| ≡ GWNf| ∼ (FSC1, FSC2, FSC3, FSC4, Tgwnf1)

+e equivalent form of F19 is the following:
F20: Ui| ≡ GWNf| ∼ (KFH, rGWNf, rSNj, SNXj,

UIDi, rui, SXGWNf, Tgwnf1)

In view of F20, RA9, PR4, and PR2, we are ready to
receive the following:
F20: Ui| ≡ GWNf| ≡ (KFH, rGWNf, rSNj, SNXj,UIDi,

rui, SXGWNf, Tgwnf1)

In view of F20 and PR5, we are ready to receive the
following:
F21: Ui| ≡ GWNf| ≡ (rGWNf, rSNj,UIDi, rui)

+e private session key is SK � h(rSNj

�����
rGWNf

�����UIDi

����h(rui

����UIDi))

In view of F21, we are ready to receive the following:
F22: Ui| ≡ GWNf| ≡ (Ui⟷

SK
GWNf) Goal 2

In view of F22, RA10, and PR3, we are ready to receive
the following:
F23: Ui| ≡ (Ui⟷

SK GWNf) Goal 1
+e private session key is SK � h(rSNj

�����rGWNf

�����
UIDi

����h(rui

����UIDi))

In view of F10 and F15, we are ready to receive the
following:
F24: SNj| ≡ GWNf| ≡ (SNj⟷

SK
GWNf) Goal 6

In view of F24, RA11, and PR3, we are ready to receive
the following:
F25: SNj| ≡ (SNj⟷

SK
GWNf) Goal 5

+e private session key is SK � h(rSNj

�����rGWNf

�����
UIDi

����h(rui

����UIDi))

In view of F5 and F21, we are ready to receive the
following:
F26: GWNf| ≡ Ui| ≡ (Ui⟷

SK
GWNf) Goal 4

In view of F26, RA12, and PR3, we are ready to receive
the following:
F27: GWNf| ≡ (Ui⟷

SK
GWNf) Goal 3

4.4. AVISPA Tool (Case 2). In this section, we will validate
our proposed designed authentication protocol by applying
the AVISPA tool in case 2. Figures 7 and 8 present the result
of the simulation by applying the ATSE and OFMC.

5. Informal Security Analysis of Protocol

In this section, we demonstrate informal security analysis of
our proposed mutual authentication protocol through six-
teen evaluation criteria as defined in Section 2.3.

5.1. Session Key Security. In our designed protocol, the
private session key is derived from the relevant privacy
parameters of the three parties involved in the communi-
cation process through hash function operation. In case 1,

the private session key is SK � h(rSNj

�����rGWNh

����

UIDi

����h(rSCn

����SCNi)
����SNXj). +e information (HSN3,GSC1

,GSC2,GSC3,GSC4, Thgwn1) transmitted from GWNH to Ui

comprises the session key; that is,
GSC4 � h(rSCn

����GUIDnew
i

����SNXj

�����SKh

����GFi

����Tgwnh1). Let us
assume that the assailant captures the information; then the
assailant intends to figure out
SK∗ � h(rSNj

�����rGWNh

����UIDi

����h(rSCn

����SCNi)
����SNXj) by creat-

ing rSNj, rGWNh, rSCn, SNXj � h(IDSNj

�����SXSNj),
h(rSCn

����SCNi), and UIDi � h(IDi

����ri). In case 2, the private
session key is SKs � h(rSNj

�����rGWNf

�����UIDi

����h(rui

����UIDi)). +e
information (SFN2, SFN3, Tsnj) dispatched from SNj to
GWNF includes the session key; that is,
SFN3 � h(rSNj

�����rGWNf

�����SKs

����UIDi

����SNXj

�����Tsnj). By creating

Figure 7: +e simulation result of ATSE.

Figure 8: +e simulation result of OFMC.
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rSNj, rGWNh, UIDi � h(IDi

����ri), and h(rUi

����UIDi), the as-
sailant is able to figure out the session key
SK∗ � h(rSNj

�����rGWNf

�����UIDi

����h(rui

����UIDi)). Nevertheless, it is
impracticable for the assailant to figure out the session key
without knowing these privacy parameters and finishing
inversion of hash function in polynomial time. +us, our
designed protocol is capable of achieving session key
security.

5.2. 2ree-Factor Security. In our designed protocol, if the
assailant only knows two of three factors, he is unable to
launch an attack in our designed protocol. +e first possi-
bility is that the assailant only knows smart card and bio-
metric. In this condition, assume that the assailant captures
(GEi,GFi,USC1,USC2,USC3) kept in smart card and
regains σUi by the formula GEN(BIOUi) � (σUi, τUi). Later,
the assailant will speculate IDi, PWi, ri, and rp to figure out
UID∗i � h(ID∗i

����r∗i ), UPW∗i � h(PW∗i
����r∗i

����r∗p), and
USC3 � h(UIDi

����UPWi

����σUi

����ri

����rp) and confirms the cor-
rectness of the formula USC∗3 � USC3. Nevertheless, the
assailant cannot obtain password and sensitive parameters at
the same time [4]. +e smart card will suspend the session
promptly after the assailant inputs the speculated password
and sensitive parameters. +e second possibility is that the
assailant only knows password and biometric. Although the
assailant has no ability to regain σUi by the formula
REP(BIOUi, τUi) � σUi, he is able to capture the commu-
nication information (SCG1, SCG2, SCG4, Tsc,UIDi, IDSNj).
Even if the assailant obtains the correct password and
biometric, he still cannot pass the verification of the smart
card and cannot simulate the communication information.
+e third possibility is that the assailant only knows smart
card and password. Assume that the assailant captures
(GEi,GFi,USC1,USC2,USC3) kept in smart card, where
USC1 � ri ⊕ h(IDi

����PWi

����σUi), USC2 � rp ⊕ h(σUi

����ri), and
USC3 � h(UIDi

����UPWi

����σUi

����ri

����rp). Due to the uniqueness of
biometric, the assailant has no ability to regain σUi by the
formula GEN(BIOUi) � (σUi, τUi). Without obtaining ac-
curate biometric information to figure out USC1, USC2, and
USC3, it is impossible for the assailant to imitate user to log
into the gateway.

5.3. Perfect Forward and Backward Security. In our designed
protocol, the private session key in case 1 is
SK � h(rSNj

�����rGWNh

����UIDi

����h(rSCn

����SCNi)SNXj) and it is
counted by the stochastic digits rSNj, rGWNh, ri, and rSCn, the
identities IDi, SCNi, and IDSNj, and the private key SXSNj.
+e private session key in case 2 is
SK � h(rSNj

�����rGWNf

�����UIDi

����h(rui

����UIDi)) and it is counted by
the stochastic digits rSNj, rGWNh, rui, and ri and the identity
IDi. +e private session key is counted by the hash function
and the stochastic digits are variable in each session. Even if
the assailant compromises the private session key SK in case
1 and case 2, he is unable to obtain any previous or future
private session keys. Consequently, our designed protocol is
capable of achieving perfect forward and backward security.

5.4. Resist Sensor Node Capture Attack. In our designed
protocol, the assailant is able to capture the sensor node and
obtain the information (IDSNj, SNXj) kept in the sensor
nodes, since the sensor nodes are placed in an unattended
environment. SNXj is calculated as SNXj � h(IDSNj

�����SXSNj)

and SXSNj is the private key of sensor node that is only
known to himself. Even if the assailant compromises the
information kept in the sensor nodes, he is unable to ac-
curately figure out the private parameters in sensor nodes
and create the effective information in the communication
process. Consequently, our designed protocol is capable of
resisting sensor node capture attack.

5.5. Resist Stolen Smart Card Attack. In our designed pro-
tocol, smart card is one of the three factors; hence, the case
where the smart card is stolen is supposed to be taken into
consideration. Smart card includes GEi, GFi, USC1, USC2,
and USC3, where GEi � h(UIDi

����UPWi), GFi � GEi ⊕
GUIDi ⊕UIDi, USC1 � ri ⊕ h(IDi

����PWi

����σUi), USC2 � rp ⊕
h(σUi

����ri), and USC3 � h(UIDi

����UPWi

����σUi

����ri

����rp); ri and rp

are stochastic digits picked by Ui; and σUi is counted by
GEN. Assume that the smart card is stolen by the assailant
through power analysis method and the information
(GEi,GFi,USC1,USC2,USC3) kept in smart card is available
to the assailant.+e assailant is unable to speculate IDi, PWi,
and σUi through USC1 and is also unable to speculate rGWNh

and SXGWNh through GUIDi. Without these important
parameters, the assailant is unable to imitate the smart card
information. +us, our designed protocol is capable of
resisting stolen smart card attack.

5.6. Resist User Impersonation Attack. In our designed
protocol, assume that the login request information
(SCG1, SCG2, SCG4, Tsc,UIDi, IDSNj) is known by the as-
sailant. In order to compute SCG1, the assailant has to
calculate GUIDi and SCNi. In order to compute SCG2, the
assailant has to calculate rSCn and h(SCNi

����Tsc). In order to
compute SCG4, the assailant has to calculate GUIDi, SCG3,
rSCn, and SCNi. To implement impersonation attack, the
assailant has to speculate accurate parameters
(rSCn, SCNi, Tsc, rGWNh, SXGWNh, IDGWNh, IDi,PWi, ri, rp).
However, it is impossible for the assailant to gain these
parameters. Without these important parameters, the as-
sailant is unable to imitate the user to participate in the
communication process. +us, our designed protocol is
capable of resisting user impersonation attack.

5.7. Resist Gateway Impersonation Attack. In our designed
protocol, when Ui delivers the registration request
(UIDi,UPWi) to GWNH, where UIDi � h(IDi

����ri) and
UPWi � h(PWi

����ri

����rp), the assailant is able to capture this
registration information and demands to reply information
(GE∗i ,GF∗i ) to Ui, where GF∗i � GE∗i ⊕GUID

∗
i ⊕UID

∗
i ,

GE∗i � h(UID∗i
����UPW∗i ), and GUID∗i � h(r∗GWNh����SX∗GWNh

����ID∗GWNh)⊕UID∗i . In order to accurately calculate
these parameters, the assailant needs to speculate
(rGWNh, ri, rp, IDi,PWi, SXGWNh, IDGWNh). As the stochastic
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digits (rGWNh, ri, rp) are variable in each session, this reply
will not be successful. Consequently, our designed protocol
is capable of resisting gateway impersonation attack.

5.8. Resist Sensor Node Impersonation Attack. In our
designed protocol, the assailant is able to capture the in-
formation (HSN1,HSN2,HSN3,HSN4, Tgwnh) and counts
UID∗i � SNXj ⊕HSN1, h(rSCn

����SCNi)
∗ � IDSNj ⊕HSN2, and

r∗GWNh � HSN1 ⊕UID∗i ⊕HSN3. +en, the assailant chooses
stochastic digit rASSk and time Tass to count
SKs � h(rASSK

����rGWNh

����UIDi

����h(rSCn

����SCNi)
����SNXj), SHN1 �

rASSk ⊕ h(h(rSCn

����SCNi)
����rGWNh|Tass), and SHN2 � h

(rGWNh

����UIDi

����SKs

����SNXj

�����Tass) as the valid sensor nodes.
Nevertheless, SNXj includes the private key SXSNj of SN;
hence, the assailant is unable to count the accurate infor-
mation (SHN1, SHN2, Tass) and the session key SKA. +e
aforementioned sensor node impersonation attack is in case
1, and case 2 is identical to case 1. Consequently, our
designed protocol is capable of resisting the sensor node
impersonation attack.

5.9. Resist Reply Attack. In our designed protocol, we apply
the time stamp in our communication information to resist
reply attack. Suppose that the assailant captures the foregone
communication information (SCG1, SCG2, SCG4,

Tsc,UIDi, IDSNj) and intends to imitate the legitimate user to
reply the information. GWNH computes the freshness of the
information by the formula |Tgwnh − Tsc|≤ΔT. If it is not
right, GWNH terminates the session promptly. Suppose that
the assailant captures the foregone communication infor-
mation (HSN1,HSN2,HSN3,HSN4, Tgwnh) and intends to
imitate the legitimate gateway to reply the information. SNj

calculates the freshness of the information by the formula
|Tsnj − Tgwnh|≤ΔT. If it is not right, SNj terminates the
session promptly. Consequently, our designed protocol is
capable of resisting reply attack.

5.10. Resist Privileged Insider Attack. In our designed pro-
tocol, Ui delivers UIDi and UPWi to GWNH as the regis-
tration request in registration section, where
UIDi � h(IDi

����ri) and UPWi � h(PWi

����ri

����rp). If the identity
and password are leaked to any privileged insider at GWNH,
this will lead to abundant security risks. +e privileged
insider is unable to extract the accurate identity IDi and
password PWi from UIDi and UPWi in the registration
section on account of the irreversible one-way hash function
h(·). Unaware of the stochastic digits ri and rp, the privileged
insider is also unable to extract the accurate identity IDi and
password PWi from UIDi and UPWi in the registration
section. Consequently, our designed protocol is capable of
resisting privileged insider attack.

5.11. Resist Online Password-Guessing Attack. In our
designed protocol, password PWi never emerges in the de-
livered information in the communication process. Although
the assailant is able to capture the communication information
(SCG1, SCG2, SCG4, Tsc,UIDi, IDSNj),

(HSN1,HSN2,HSN3,HSN4, Tgwnh), (SHN1, SHN2, Tsnj), and
(HSN3,GSC1,GSC2,GSC3,GSC4, Thgwn1), all the communi-
cation information does not directly associate with password
PWi. +e aforementioned condition is in case 1, and case 2 is
identical to case 1. Consequently, our designed protocol is
capable of resisting online password-guessing attack.

5.12. Resist Offline Password-Guessing Attack. In our
designed protocol, the assailant is able to capture the smart
card and obtain the kept information GEi, GFi, USC1, USC2,
and USC3. +e smart card contents containing password are
USC1 � ri ⊕ h(IDi

����PWi

����σUi) and USC3 � h(UIDi

����UPWi����σUi

����ri

����rp). For the purpose of speculating the password
accurately, the assailant has to obtain IDi and σUi at the same
time for USC1 and has to obtain IDi, ri, rp, and σUi at the
same time for USC3. It is impossible for the assailant to
accurately compute these parameters at the same time.
Consequently, our designed protocol is capable of resisting
offline password-guessing attack.

5.13. Resist User Tracking Attack. In our designed protocol,
parameter GUIDi computed by the gateway node for the
user is transformed into GUIDnew

i � GSC3 ⊕ h(UIDi

����UPWi)

after finishing the authentication process in case 1. Pa-
rameter GUIDi computed by the gateway node for the user is
transformed into
GUIDnew

i � h(rnewGWNf

�����SXGWNf

�����IDGWNf)⊕ UIDi after fin-
ishing the authentication process in case 2. Without
knowing the relevant parameter, only known Ui, the as-
sailant is unable to figure out the following GUIDnew

i .
Consequently, our designed protocol is capable of resisting
user tracking attack.

5.14. Biometric Template Protection. In our designed pro-
tocol, the biometric information kept in smart card is first
counted via GEN(BIOUi) � (σUi, τUi) and the masked with
the irreversible one-way hash function USC1 � ri ⊕ h

(IDi

����PWi

����σUi), USC2 � rp ⊕ h(σUi

����ri), and
USC3 � h(UIDi

���� UPWi

����σUi

����ri

����rp). Even though the smart
card is captured by the assailant, he is incapable of gaining
any useful biometric information because the hash function
is irreversible operation. Consequently, our designed pro-
tocol is capable of protecting the biometric template.

5.15. Mutual Authentication. In our designed protocol, Ui

delivers the login request (SCG1, SCG2, SCG4,

Tsc,UIDi, IDSNj) to GWNH. After reception of the infor-
mation, GWNH authenticates Ui by computing SCG∗4 .
GWNH transmits (HSN1,HSN2,HSN3,HSN4, Tgwnh) to
SNj. After reception of the information, SNj authenticates
GWNH by computing HSN∗4 . SNj dispatches
(SHN1, SHN2, Tsnj) to GWNH. After reception of the in-
formation, GWNH authenticates SNj by computing SHN∗2 .
GWNH transmits (HSN3,GSC1,GSC2,GSC3,GSC4, Thgwn1)

to Ui. After reception of the information, Ui authenticates
GWNH by computing GSC∗4 . +e aforementioned mutual
authentication is in case 1, and case 2 is identical to case 1.

Security and Communication Networks 13



Consequently, our designed protocol is capable of achieving
the mutual authentication.

5.16. User Anonymity. In our designed protocol, the as-
sailant is able to capture the login request
(SCG1, SCG2, SCG4, Tsc,UIDi, IDSNj) and obtain the kept
information GEi, GFi, USC1, USC2, and USC3 in the stolen
smart card. +e assailant will figure out identity IDi via
h(UIDi

����UPWi) � GFi ⊕ SCG3, where UIDi � h(IDi

����ri). In
order to figure out GFi, the assailant has to speculate pa-
rameters rGWNh and SXGWNh, which are only known to
GWNH. Moreover, UPWi includes parameters PWi and rp,
which are only known to Ui. Consequently, our designed
protocol is capable of achieving user anonymity.

6. Performance Comparison

In this section, we will demonstrate performance compar-
isons of our proposed mutual authentication protocol with
other related mutual authentication protocols in terms of
security, computation time, and communication cost.

6.1. Security Comparison. +e security comparison result is
shown in Table 1. From [1], we know that [25] cannot resist
offline and online password-guessing attack. As shown in
[25], the authors’ security analysis does not mention or refer
to IF5, IF7, IF10, and IF13. As shown in [46], the authors’
security analysis does not mention or refer to IF2, IF4, and
IF11. From [1], we know that [45] and [9] cannot resist IF5
and cannot achieve IF16 and IF3. As shown in [50], the
authors’ security analysis does not mention or refer to IF2,
IF4, IF11, IF12, and IF14. As shown in [8], the authors’
security analysis does not mention or refer to IF3, IF5, IF7,
and IF14. From [47], we know that [48] cannot resist reply
and sensor node capture attacks. As shown in [47], the
authors’ security analysis does not mention or refer to IF2,
IF11, and IF12. As shown in [49], the authors’ security
analysis does not mention or refer to IF2, IF13, IF14, and
IF15.

6.2. Computation Time Comparison. +e computation time
comparison result is presented in Table 2. We directly obtain
the communication costs in the corresponding references as
shown in Table 2. We can see that some references [47–49]
add fingerprint operations to communication cost, while
some references [8, 9, 25, 45] do not. In order to make a
unified communication cost comparison, we will not add the
fingerprint operations to communication cost. In this
comparison, we specify that H represents the time of hash
function operation, E/D represents the time of encryption
and decryption operation, MM represents the time of
modular multiplication operation, and EM represents the
time of ECC point multiplication operation. We apply the
experimental results of EM� 0.0171 s [46], H� 0.00032 s [7],
E/D� 0.0056 s [7], and MM� 0.0002586 s [47] to compute
computation cost. +e total communication time in our
designed protocol is 27H� 0.00864 s in case 1 and

43H� 0.0137 s in case 2. Although the communication cost
is higher than the communication time in [7], our designed
protocol has higher level of security. Compared with other
authentication protocols, no matter in case 1 or in case 2, our
designed protocol has higher level of computation cost and
is more suitable for the resource-constrained wireless sensor
networks.

6.3. Communication Cost Comparison. +e communication
cost comparison result is revealed in Table 3. In order to
make a unified and thorough communication cost com-
parison, wemake the following assumptions that the identity
of user is 160 bits, the identity of gateway node or base
station is 160 bits, the identity of sensor node is 32 bits, the
stochastic digit is 128 bits, the result of symmetric en-
cryption/decryption is 128 bits, the time stamp size is 32 bits,
the result of hash function is 160 bits, and the result of ECC
point multiplication operation is 160 bits.

In case 1, the communication cost of the information
(SCG1, SCG2, SCG4, Tsc,UIDi, IDSNj) delivered from Ui to
GWNH is 160 bits + 160 bits + 160 bits + 32 bits + 160
bits + 32 bits� 704 bits; the communication cost of the in-
formation (HSN1,HSN2,HSN3,HSN4, Tgwnh) transmitted
from GWNH to SNj is 160 bits + 160 bits + 128 bits + 160
bits + 32 bits� 640 bits; the communication cost of the in-
formation (SHN1, SHN2, Tsnj) dispatched from SNj to
GWNH is 160 bits + 160 bits + 32 bits� 352 bits; and the
communication cost of the information
(HSN3,GSC1,GSC2,GSC3,GSC4, Thgwn1) transmitted from
GWNH to Ui is 160 bits + 160 bits + 160bits + 160 bits + 160
bits + 32 bits� 832 bits.

Table 1: Security comparison.

[45] [9] [46] [25] [47] [48] [8] [49] [50] Ours
IF1 Y Y Y Y Y Y Y Y Y Y
IF2 Y Y N Y N Y Y N N Y
IF3 N N Y Y Y Y N Y Y Y
IF4 Y Y N Y Y N Y Y N Y
IF5 N N Y N Y Y N Y Y Y
IF6 Y Y Y Y Y Y Y Y Y Y
IF7 Y Y Y N Y Y N Y Y Y
IF8 Y Y Y Y Y Y Y Y Y Y
IF9 Y Y Y Y Y N Y Y Y Y
IF10 Y Y Y N Y Y Y Y Y Y
IF11 Y Y N N N Y Y Y N Y
IF12 Y Y Y N N Y Y Y N Y
IF13 Y Y Y N Y Y Y N Y Y
IF14 Y Y Y Y Y Y N N N Y
IF15 Y Y Y Y Y Y Y N Y Y
IF16 N N Y Y Y Y Y Y Y Y
IF1: session key security; IF2: three-factor security; IF3: perfect forward and
backward security; IF4: resist sensor node capture attack; IF5: resist stolen
smart card attack; IF6: resist user impersonation attack; IF7: resist gateway
impersonation attack; IF8: resist sensor node impersonation attack; IF9:
resist reply attack; IF10: resist privileged insider attack; IF11: resist online
password-guessing attack; IF12: resist offline password-guessing attack;
IF13: resist user tracking attack; IF14: biometric template protection; IF15:
mutual authentication; IF16: user anonymity; Y: yes; N: no or not
mentioned.
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In case 2, the communication cost of the information
(FHN1, FHN2, FHN3, FHN4) transmitted from GWNF to
GWNH is 160 bits + 160 bits + 128 bits + 160 bits� 608 bits;
the communication cost of the information
(FHN2,GSC6,GSC7) transmitted from GWNH to Ui is
160 + 160 + 160� 480 bits; the communication cost of the
information (SCF5, SCF6, SCF7, Tui) delivered from Ui to
GWNF is 160 bits + 160 bits + 160 bits + 32 bits� 512 bits; the
communication cost of the information
(FSN1, FSN2, FSN3, FSN4, Tgwnf) transmitted from GWNF

to SNj is 160 bits + 160 bits + 160 bits + 160 bits + 32
bits� 672 bits; the communication cost of the information
(SFN2, SFN3, Tsnj) dispatched from SNj to GWNF is 160
bits + 160 bits + 32 bits� 352 bits; and the communication
cost of the information (FSC1, FSC2, FSC3, FSC4, Tgwnf1)

transmitted from GWNF to Ui is 128 bits + 160 bits + 160
bits + 160 bits + 32 bits� 640 bits.

Compared with the other authentication protocols, the
total communication cost in our protocol is a bit higher than
those in the other protocols [25, 45, 46, 48, 49]. During the
authentication process, the number of information ex-
changes in the protocols in [46, 48, 49] is less than ours and
the sensor nodes require more communication cost than the

gateway node in the protocol in [50]. Because the sensor
nodes are resource-constrained, the communication costs of
the sensor nodes shall be reduced. +e sensor nodes’
communication costs in our protocol are lower than those in
the other comparison protocols. +e communication cost is
acceptable as our designed authentication protocol achieves
additional security features and has lower computation time.

7. Conclusion

To overcome the problems that the sensor nodes need to
execute heavy calculation and communication consumption
during the authentication process and cannot resist node
capture attack and that the protocols also cannot provide
perfect forward and backward security and cannot resist
replay attack, we put forward a novel multifactor user au-
thentication and key agreement scheme for multigateway
wireless sensor networks in this paper. In our authentication
protocol, we apply the lightweight hash function and given
biometric information to achieve a higher level of security
and efficiency, as well as a larger communication coverage
area. Our authentication protocol meets sixteen evaluation
criteria. We separately apply BAN logic, random oracle

Table 2: Computation time comparison.

User Sensor node Home gateway/base station Foreign gateway/base station Total time
[45] 6H+ 2E/D 5H+ 1E/D 8H+ 3E/D 5H+ 2E/D 24H+ 8E/D� 0.0524 s
[9] 14H 4H 17H 0 35H� 0.0112 s
[46] 8H+ 3EM 0 7H+ 3EM 0 15H+ 6EM� 0.107 s
[25] 8H+ 3EM 4H+ 2EM 8H+EM 0 20H+ 6EM� 0.109 s
[47] 9H+ 2EM 5H 10H+ 1EM 0 24H+ 3EM� 0.0589 s

[48] 9H+ 1E/D 4H+ 2E/D 6H+ 3E/D+ 2MM 0 19H+ 6E/
D+ 2MM� 0.0412 s

[8] Case 1: 13H
Case 2: 18H

Case 1: 6H
Case 2: 6H

Case 1: 17H
Case 2: 10H

Case 1: 0H
Case 2: 14H

Case 1: 36H� 0.0115 s
Case 2: 48H� 0.0153 s

[49] Case 1: 12H+ 3EM
Case 2: 12H+ 4EM

Case 1: 5H
Case 2: 5H

Case 1: 6H+ 3 EM
Case 2: 0

Case 1: 0
Case 2: 8H+ 3EM

Case 1: 23H+ 6EM� 0.1099 s
Case 2: 25H+ 6EM� 0.111 s

[50] Case 1: 7H+ 2EM
Case 2: 7H+ 2EM

Case 1: 4H+ 2EM
Case 2: 4H+ 2EM

Case 1: 11H
Case 2: 9H+ 1EM

Case 1: 0H
Case 2: 8H+ 1EM

Case 1: 22H+ 4EM� 0.0754 s
Case 2: 28H+ 6EM� 0.1116 s

Ours Case 1: 12H
Case 2: 16H

Case 1: 5H
Case 2: 7H

Case 1: 12H
Case 2: 6H

Case 1: 0H
Case 2: 14H

Case 1: 27H� 0.00864 s
Case 2: 43H� 0.0137 s

Table 3: Communication cost comparison.

User (bits) Sensor node (bits) Home gateway/base station (bits) Foreign gateway/base station (bits) Total cost (bits)
[45] 608 352 448 736 2144
[9] 983 352 1344 0 2679
[46] 864 0 512 0 1376
[25] 640 480 960 0 2080
[47] 928 416 1312 0 2656
[48] 512 160 1440 0 2112

[8] Case 1: 864
Case 2: 512

Case 1: 352
Case 2: 352

Case 1: 1344
Case 2: 1184

Case 1: 0
Case 2: 1376

Case 1: 2560
Case 2: 3424

[49] Case 1: 1024
Case 2: 1024

Case 1: 352
Case 2: 352

Case 1: 800
Case 2: 544

Case 1: 0
Case 2: 800

Case 1: 2176
Case 2: 2720

[50] Case 1: 864
Case 2: 864

Case 1: 1728
Case 2: 1728

Case 1: 640
Case 2: 832

Case 1: 0
Case 2: 1504

Case 1: 3232
Case 2: 4928

Ours Case 1: 704
Case 2: 512

Case 1: 352
Case 2: 352

Case 1: 1472
Case 2: 480

Case 1: 0
Case 2: 1920

Case 1: 2528
Case 2: 3264
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model, and AVISPA tool to validate the security of our
authentication protocol. Our authentication protocol is able
to achieve higher security and is more efficient in com-
munication and computation costs as compared with the
related authentication protocols.
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Internet of )ings (IoT) is the development and extension of computer, Internet, and mobile communication network and other
related technologies, and in the new era of development, it increasingly shows its important role. To play the role of the Internet of
)ings, it is especially important to strengthen the network communication information security system construction, which is an
important foundation for the Internet of )ings business relying on Internet technology. )erefore, the communication protocol
between IoT devices is a point that cannot be ignored, especially in recent years; the emergence of a large number of botnet and
malicious communication has seriously threatened the communication security between connected devices. )erefore, it is
necessary to identify these unknown protocols by reverse analysis. Although the development of protocol analysis technology has
been quite mature, it is impossible to identify and analyze the unknown protocols of pure bitstreams with zero a priori knowledge
using existing protocol analysis tools. In this paper, wemake improvements to the existing protocol analysis algorithm, summarize
and learn from the experience and knowledge of our predecessors, improve the algorithm ideas based on the Apriori algorithm
idea, and perform feature string finding under the idea of composite features of CFI (Combined Frequent Items) algorithm. )e
advantages of existing algorithm ideas are combined together to finally propose a more efficient OFS (Optimal Feature Strings)
algorithm with better performance in the face of bitstream protocol feature extraction problems.

1. Introduction

As the global economy continues to develop, the impact of
scientific and technological advances on the daily lives of
people around the world is gradually increasing. )e In-
ternet of )ings (IoT) technology, which is derived from the
advancement of science and technology, has also been de-
veloped significantly and has been applied in various industries
around the world.)e Internet of)ings (IoT) has emerged in
the context of information technology development, and its
degree of development has been influenced by the processing
power of information technology in the information age [1–4].
)e popularization and development of IoT technology mark
the comprehensive and integrated development of network
information technology for the whole human race, which has
laid a solid hardware foundation for the complete intercon-
nection of all countries around the world.

IoT technology is characterized by a major shift in the
mode of accessing and applying information among people,
as well as a gradual change and subversion of people’s be-
havioral patterns such as clothing, food, housing, and
transportation [5–8]. Especially, in the fields of smart home,
autonomous driving, and health care, IoT is already quietly
changing people’s lifestyles and will even have a further
impact on all details of human life in the future [9–12]. It is
worth everyone’s attention that despite the good prospects
and speed of development of IoT technology in developing
and developed countries around the world in recent years,
cybersecurity issues between IoTdevices are frequent, which
can have a certain impact on the global economic and
technological development [13, 14].

As economic globalization continues, network com-
munication technology has turned the whole world into a
global village. Currently, the number of Internet users
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worldwide has exceeded 5 billion, which shows that Internet
devices are essential in everyone’s daily life, and commu-
nication protocols play a very important role as a bridge for
data communication between networked devices, so the
classification and identification of these communication
protocols has been a popular topic. Moreover, various
network security incidents have appeared in people’s view
recently, and the endless malicious network attacks have
brought a lot of economic losses and psychological panic to
people [15, 16]. Whether the communication security of the
network can be ensured is related to the fundamental in-
terests of individuals, enterprises, and the country. It is
significant to carry out reasonable and effective network
maintenance and network regulation at this time [17–19].
)erefore, it is necessary to analyze and identify the un-
known protocols in the network in order to better regulate
the network security.

)e three basic elements of network protocols are se-
mantics, syntax, and timing. )e inference of the protocol
message format and the determination of its field contents
belong to the protocol syntax analysis [20]. )e analysis and
extraction of protocol syntax is the basis of protocol analysis
and identification. It requires analysis of the control state-
ments of protocol messages and extraction of the protocol
semantics based on data mining and sequence ratio
methods. )e purpose of protocol syntax rule inference is to
build a logical model of the protocol syntax, focusing on the
intrinsic logical relationships between protocol messages.
How protocols interact must follow certain syntax rules.

Analyzing the role of network protocol specifications in
the field of network regulation can help us to obtain in-
formation about the network traffic in the target network
[21, 22]. By classifying the traffic generated by these pro-
tocols, network usage can be identified, network expansion
plans can be developed, and bandwidth for specific protocols
can be controlled. Protocol analysis can provide useful in-
formation to firewalls and intrusion detection prevention
systems to help analyze network vulnerabilities and thus
prevent and detect unknown attacks.

)e bitstream protocol format analyzer works at the
bottom of the network environment, analyzing the content
of the acquired bitstream protocol data in real time by
parsing the data and analyzing the protocol format. )e
current network protocol analysis method, with the huge
number of analyzed protocol frames and the complexity of
the data frames themselves, can take a long time for the
algorithm to run, and how to optimize the algorithm is a
research direction that needs to be continuously studied.

In general, the rapid development of IoT has brought us
some opportunities and challenges, and the security of
communication between IoT devices is now the biggest
challenge; specifically, there are still a lot of defects about the
unknown protocol analysis. When processing a large
number of protocols, the complexity of data processing is
large and the system response speed is still slow and needs to
be optimized in order to play a role in the actual scenario. It
needs to be optimized to be useful in practical scenarios.
When capturing data, there may be more than one protocol
type, the length may be inconsistent, and many protocol

identification methods will be greatly affected. )erefore, to
propose an algorithm to solve the problem of intelligent
inverse analysis of unknown protocols in connection with
practical difficulties is the main research of this paper.

)e rest of this paper is organized as follows: the first part
introduces the current state of development and security
issues of IoT technology worldwide, and the second part
presents our work related to the unknown protocol parsing.
)e third part proposes a new protocol format analysis
algorithm. )e fourth part analyzes the performance of the
new algorithm from several aspects and compares it with
other algorithms. )e fifth part concludes the work.

2. Related Work

Most of the existing studies on protocol identification have
been based on content, port, and behavior-based protocol
identification techniques [23]. )e earliest protocol identi-
fication method used is the port number-based protocol
identification technique. Port number-based protocol
identification is well guaranteed in terms of correctness and
efficiency in identifying traditional TCP/IP protocols. )e
algorithm principle of this technique is to use the service
port number of TCP/IP protocol to identify the underlying
protocol, and then compare the identified port number with
the port number issued by IANA (Internet Assigned
Numbers Authority) [24], and find the correspondence
between the port and the protocol by cross-referencing to
know the identified protocol’s type. However, this technique
also has certain defects because the port numbers managed
by IANA are not all static, and some port numbers are
dynamic, and dynamic port numbers can be easily con-
trolled by Trojan horse programs to carry out network at-
tacks and endanger the security of the Internet. With the
continuous development of the Internet, new protocols are
born that tend to use dynamic port numbers and no longer
use IANA to register port numbers, at which time port-based
protocol identification methods are no longer efficient and
accurate. )e reasons for the failure of this technique have
been analyzed in the related literature because the lack of
necessary semantic information and corresponding protocol
specifications for unknown bitstream protocols, not to
mention the unavailability of any information about the
protocol ports, makes the port number-based protocol
analysis technique nowadays not applicable to the field of
reverse identification of unknown protocols for bitstreams.

Multiple sequence comparison techniques in genetics
[25–28] can extract similar segments in DNA, and in the
field of bitstream protocol, reverse identification also re-
quires the extraction of format-specific message segments
from messages; therefore, multiple sequence comparison
techniques can also be applied to protocol format inference,
where researchers infer and analyze message format infor-
mation by extracting variable and immutable fields in
identified messages. Pi, ScriptGen, Discoverer, and Netzob
use bioinformatics-based sequence matching techniques to
determine message similarities and cluster them.)ey, then,
separate messages by identifying common parts between
messages in the same group. )e amount of data has a
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significant impact on the quality of the protocol specifica-
tion, but multiple sequence matching has exponential
complexity because sequence matching algorithms use only
two messages at a time as input [29].

Zhang et al. [30–32] studied and proposed a feature
extraction method combining multipattern matching and
association rules by investigating the bitstream protocol
feature extraction technique to divide the bitstream protocol
multiprotocol data frames into single-protocol data frames.
)e work is done for offline data, which cannot meet the
real-time nature of bitstream data analysis and identifica-
tion. Moreover, although the accuracy of the method is high,
it still takes a long time to run for a large amount of data
centrally and consumes more resources.

Youxiang et al. proposed a semiautomatic protocol in-
verse analysis method based on artificial knowledge [33],
which suggests that sociological engineering and artificial
guessing can be used to obtain a priori knowledge such as
“field semantics,” length, and boundaries in the process of
protocol format identification. )e method first separates
the segments of the message sequence associated with the a
priori knowledge and then uses them as the basis for sub-
sequent format inference, deriving the semantic inference of
the fields using the a priori knowledge and verifying the
results. After experimental validation, it is concluded that
the method can verify the semantics and format of the
obtained fields and improve the accuracy of the initial
clustering, thus greatly improving the accuracy of format
inference for unknown protocols.

Xiao-Li et al. conducted intensive research on existing
protocol recognition techniques [34–37] to enumerate the
algorithms and principles related to pattern matching and
data mining by analyzing their strengths and weaknesses. A
detailed presentation is also provided for the analysis of a
considerable amount of bitstream data using the relevant
theories of data mining to analyze the meaning relationships
in order to find all possible candidate strings. )en, pattern
matching algorithms are used for further analysis.

In addition to sequence comparison techniques, data
mining techniques can also be used to perform inverse
analysis of protocols. Karimov et al. used the Apriori al-
gorithm to extract the keywords and message format of the
protocol. )e Aho-Corasick algorithm was first used for
keyword extraction of protocols [38], followed by the fre-
quent pattern FP-Growth algorithm to extract the format of
messages [39]. Unlike the sequence comparison technique,
the data mining technique takes all messages as input at
once, which directly leads to a large computational cost for
candidate selection. In addition, it is crucial to learn how to
optimize the results to make them intuitive and clear.

3. Protocol Feature Extraction Algorithm

In order to avoid and improve the shortcomings of the
algorithm described in the previous section, OFS, a protocol
feature extraction algorithm based on the idea of the Apriori
algorithm and the idea of composite features of CFI, is
proposed, which is different from the idea of CFI algorithm.
)e previous algorithm tends to iterate to find feature strings

from nothing, while the OFS algorithm tends to find the
range of possible feature strings at one time and then go to
search feature strings within the range. )is chapter will
introduce the idea and steps of the OFS algorithm.

3.1. Algorithm Ideas

3.1.1. Algorithm-Related Definitions. To better illustrate the
algorithm, some definitions are introduced and presented
here.

Definition 1. Minimum support: A reasonable threshold
defined by the user to measure the magnitude of support,
which in a statistical sense represents the minimum standard
of the importance of the data; here, we use Min_sup to
represent it.

Definition 2. Frequent substring: If there are N data frame
messages, these are sequences of bits of length L1, there
exists a substring α of length L2 (L1 > L2), and if substring α
has occurrences inM of theN data frames, the probability of
occurrence of α is P(M/N). If the probability of a substring
occurring is greater than or equal to Min_Sup, then the
string is called a frequent substring:

Seq � α|P(α)≥Min sup . (1)

Definition 3. Minimum frequent substring length: A user-
defined value where the length of a frequent substring is
filtered out if it is less than the length of the least frequent
substring, denoted as Min_sup.

Definition 4. Protocol feature: If frequent substring α ap-
pears frequently at one or more specific locations in the
protocol data frame, it is considered likely that the frequent
substring is a protocol feature of the protocol.

3.1.2. Algorithm Data Initialization. Algorithm data ini-
tialization is a five-step process:

(1) Enter the support threshold Min_sup, traverse the
data set, and record the length of the longest data in
the data set as Min_sup (the length of the longest
data in the data set).

(2) Define a one-dimensional vector Vector and ini-
tialize all elements of it to 0 with Max_len.

(3) Traverse all the data frames in the data set and record
whether the elements of each position of each data
are 0. If the value of the data at a position is 0, let the
value of the one-dimensional vector at the corre-
sponding position of that data be added by 1. For
example, if the i-th position data [i] of a data is equal
to 0, then the value of the one-dimensional vector at
its corresponding position is added by 1, that is,
Vector [i] is added by 1.

(4) )e support of each position is calculated by tra-
versing the vector Vector once. If the position
support sup≥Min_Sup or sup≤ 1 − Min_Sup
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(assumingMin_Sup> 0.5), it means that the position
may exist in a feature string; it is impossible for the
position to exist in a feature string.

After calculating the support for each position, two more
important definitions need to be stated to complement the
data initialization process of the algorithm, Definition 5 and
6.

Definition 5. Bad characters: If the support of a position is
not within the range specified in step (4), the character at
that position is considered to be a bad character and is
denoted as Ci.

Definition 6. Ideal string: )e substring that appears be-
tween two adjacent bad characters in a one-dimensional
vector Vector is called the ideal string. If there is only one
bad character B1 in a certain data frame, the substring from
the beginning of the vector Vector0 all the way to B1
(containing the character at 0 but not at B1) is considered as
the ideal string and similarly from B1 all the way to the end of
the vector Vector is also considered as an ideal string. )e
minimum frequent substring Min_len can be used to filter
part of the ideal string.

(5) After the processing of the above steps, all ideal
strings will be obtained by Vector and the position of
bad characters, and then these ideal string records
are put into a set prun Set (the set of ideal strings).

3.1.3. Data Reprocessing. After the initialization of the al-
gorithm data, we get the data set prun Set after pre-
processing; the data set contains all the possible locations of
the feature string, but the range of the occurrence of each
feature string is too large, which is not convenient enough
for the specific search of the feature string afterwards. Be-
cause this operation of frequency statistics for each position
ignores the continuity of the string, the range obtained is
relatively large, so we use the continuous property of the
string to perform in processing in a good way; the specific
steps are as follows:

(1) Iterate over each data Str (string in the ideal string
set) of the data set prun Set to get the Str length of
each data and use this length to build a one-di-
mensional vector Vector, so that its value is 0.

(2) Reiterate the data set date set (the original data set),
intercept the string date (the string in the original
data set) with the same length and the same position
as Str in the data set, cut Str and date using the length
of the least frequent substring Min_len, and judge
whether they are equal. If they are equal, then the
one-dimensional vector Vector[i] corresponding to
the cut position is added by one; if not equal, there is
no operation.

(3) )en, we refer to steps 3, 4, and 5 of the algorithm
data initialization to obtain the updated prun Set,
and the data processing operation of the algorithm is
completed.

3.2. Algorithm Flow. )e entire flow of the algorithm is
described in Table 1, and Figure 1 shows the algorithm
flowchart.

From Table 1, we can see that the OFS algorithm divides
the data processing into two stages: preprocessing and
reprocessing. Although the data is preprocessed to obtain
the approximate range of the ideal string, only the fixed
position of the ideal string is obtained without using the
continuity of the ideal string, so the range of the ideal string
is very large, which contains a large amount of useless in-
formation. )erefore, the role of data reprocessing at this
time is to use the definition of the minimum frequent
substring length to further reduce the range of the ideal
string obtained by preprocessing, the operation will elimi-
nate a large number of useless information, making the
subsequent data operations much more efficient.

3.2.1. 5e Process of Obtaining the Set of Items. From the
above operation, we can conclude that prun Set is a col-
lection of all ideal strings, so naturally the frequent sub-
strings must also be obtained from the ideal string. Suppose
a certain ideal string is “0010001000010001001001#47”; the
string intercepted from the corresponding position of the
data frame set date set is 0010001001010001001001#47. By
comparison, we can see that the two strings differ only in the
characters of position 56. )e comparison shows that the
two strings differ only in the characters at position 56. Since
this is the case, we can separate the two substrings
“001000100#47” and “010001001001#57” from this data. Put
them into a new set of singleMap (ideal string of substring
collection); all the data frames of the data frame collection
date Set to intercept and compare the separation can get the
ideal string of the substring collection and all the ideal string
to obtain the operation can get all the ideal string of
singleMap.

3.2.2. Removing the Include Operation. After getting the
item set of the ideal string, singleMap belonging to the ideal
string is obtained, and singleMap needs to be removed from
the containment operation. In an ideal string, there are two
substrings: “000010001001#223” and “010001001#226.” Ob-
viously, the substring at position 226 is a true suffix of the
substring 223, and the case becomes a postinclusion. Sim-
ilarly, if a substring is a true prefix of another substring, it is a
preinclusion. If the true prefix of a substring is the true suffix
of another substring, the case is called mutual inclusion.

Postinclusion can cause the number of substrings to be
counted incorrectly, which can lead to missing frequent
substrings. )is is because the counts of them are counted
separately in singleMap. Consider an extreme case where
“00100010110#402” appears in the first 50% of the data
frames of the data Set and “0010110#406” appears in the last
50% of the data frames of the data Set. If Min_sup is 0.7 at
this time, then both substrings cannot be used as frequent
substrings. However, the string “0010110#406” is obviously a
feature string, because it actually appears in 100% of the data.
)erefore, when dealing with such cases, we need to add the
number of times the string “00100010110#402” is in the
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Table 1: Description of OFS algorithm.

Input )e ideal string set of data preprocessing is prun Set; the data frame set is data Set; the minimum support is Min_Sup
Output Frequent item set featureMap
(1) Judge whether prun Set is empty
(2) If it is empty, the algorithm ends; otherwise, the prun Set is reprocessed
(3) Judge whether the prun Set is empty. If it is, the algorithm ends. Otherwise, traverse the prun Set
(4) Traverse each piece of data in the prun Set in the data frame set data Set

(5) From each data frame in the data Set, the strings with the same position and length as the data are intercepted and compared. If
any substring matches successfully, it will be added to singleMap

(6) Whether the data Set traversal is finished. If not, return to step 4. Otherwise, the data in singleMap will be removed and included
(7) Add the data in singleMap to featureMap
(8) Judge whether the traversal of prun Set is finished. If not, return to step 3. Otherwise, filter the support of featureMap
(9) Deduplicate featureMap
(10) In the end, the featureMap is output as the final frequent item set

Start Get initial data Data preprocessing

Data is empty

Initialize the data and
reprocess data to get

the prunSet

PrunSet is null

Traverse the dataSet

PrunSet (i) match
dataSet (i)

Add the new substring to
the singleMap

Add the number of the old
substring by 1

End of dataSet traversal

PrunSet remove the
inclusion operation

Add prunSet to
featureMap

End of dataSet
traversal

Support filtering for
featureMap

De-duplicate for
featureMap

End

Traverse the prunSet

Y

Y

N

Y

N

Y

Figure 1: Alerts filter and identification model.
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singleMap to the string “0010110#406”, so that the statistics
are complete. Similarly, for postinclusion, the number of
times the longer substring is in the singleMap should be
added to the other substring. For mutual inclusion, we need
to intercept the mutual inclusion part of two strings plus
position information to form a new substring and add the
number of times both are in the singleMap to the new
substring.

Before handling these three cases, the singleMap is
copied to tmp SingleMap (a collection of substrings of the
temporary ideal string), and either adding times or adding
new strings is done in tmp SingleMap, so the singleMap
needs to be updated after processing.

3.2.3. Get Frequent Substrings. After all ideal strings in the
prun Set are subjected to item set acquisition and inclusion
removal operations, each substring and corresponding
count in the respective singleMap of each ideal string is
added to the featureMap (feature string set).

)en, the support is calculated for each substring in
singleMap, and all substrings with support less than
Min_Sup are deleted.

For example, consider a case where both the string
“00001110100110#153” and the string “01110100110#153”
have support greater than the minimum support. Neither of
them will be removed, but it is obvious that for strings in the
same position, only the longer ones should be left.

At this point, the final set of frequent items of data Set, a
collection of data frames, has been obtained.

)e association rule generation, however, still follows the
association rule analysis method of the Apriori algorithm.

3.3. Algorithm Evaluation. Evaluating the merits of an al-
gorithm requires several perspectives. )e most common
means is to calculate the time complexity and space com-
plexity of the algorithm.

3.3.1. Time Complexity. Suppose the data Set has n data
frames and the average length of the data frames is m. )en,
first iterate through the data Set to initialize the vector
Vector with O(mn) time complexity. )e time complexity is
O(m) to obtain the ideal string set prun Set by Vector. )en,
the length of all the ideal strings in prun Set does not exceed
m. For each ideal string of prun Set to compare with dataSet
and get substrings, the time complexity of this operation is
O(mn). Overall, the final time complexity of the algorithm is
O(mn).)is also shows the superiority of the new algorithm.

3.3.2. Spatial Complexity. Assuming that the average length
of data frame is m, the one-dimensional vector Vector is
initialized with Max_len, and the length of Max_len is taken
as the average length m, so the one-dimensional vector
Vector has m elements, all operations are based on the
Vector obtained from the initial data preprocessing work,
and the subsequent data reprocessing operations are all for
the ideal string cross-matching work. )erefore, the space of

all operations after data preprocessing does not exceed the
Vector, so the space complexity of the algorithm is O(m).

4. Analysis of Experimental Results

)e content focuses on testing the OFS algorithm to ensure
the correctness of the algorithm. And the OFS algorithm is
compared with the CFI algorithm to derive the correctness
and superiority of the optimization direction of the OFS
algorithm.

4.1. Support and Coverage Testing. )is step focuses on
testing the algorithm by two means. )e first one is the
extraction of frequent substrings from the OFS algorithm
using the set of data frames, and then the extraction results
are taken out for separate check counts, thus testing the
correctness of the OFS algorithm for extracting frequent
substrings in terms of support counts. In the second test, the
OFS algorithm is compared with the CFI algorithm
implemented to extract frequent substrings from the same
set of data frames, and the results of the two algorithms are
compared to see if the frequent item sets of the two algo-
rithms are the same in number and correspond to each
other.)is further tests the correctness of the OFS algorithm
in terms of the range and support of the extracted frequent
substrings.

As shown in Table 2, the data shows the comparison of
the frequent item set extraction results for DNS protocols
using the two matching methods, and it is obvious from the
corresponding entries that the algorithm results are con-
sistent with the test results of the brute force method.

As shown in Table 3, the data shows the comparison of
the frequent item set extraction results for the HTTP pro-
tocol using the two methods, and it is obvious from the
corresponding entries that the algorithm results are con-
sistent with the test results of the brute force method.

)e test results from the comparison of the two sets of
tables show that the OFS algorithm has the same results as
after the brute force search. )is indicates that the OFS
algorithm possesses some correctness in counting the
support of frequent substrings.

As shown in Table 4, the data shows the comparison of
frequent item set extraction results for both protocols using
the CFI algorithm; it can be seen that using the same data for
CFI algorithm testing, the OFS algorithm and CFI algorithm
extract the exact same frequent item set under the same
condition of the data frame set, which shows that the
coverage of OFS algorithm in terms of frequent substring
acquisition is comprehensive and once again correct in
terms of support counting.

4.2. Algorithm Time Comparison Analysis. We try to dem-
onstrate whether the OFS algorithm has an advantage over
the CFI algorithm in terms of recognition speed by com-
paring the time used for feature extraction using both OFS
and CFI algorithms for seven different data frames. )ese
seven data frames are the data sets of seven common
communication protocols.)e size of the ICMP protocol file
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is 800 kB, QICQ protocol file is 20015 kB, DNS protocol file
is 9264 kB, and SSDP protocol file is 6889 kB. )e specific
size of each protocol and the running time of both algo-
rithms are detailed in Tables 5 and 6. All seven protocol data
sets are intercepted by Wireshark and both algorithms are
performed in conducted in CodeBlocks, and the runtimes
are derived from the execution times of the console
programs.

As shown in Table 6, we can see that the OFS algorithm
has a significant advantage in speed compared to the CFI
algorithm, but the CFI algorithm in the SSDP protocol file
has a recognition time of 2095.6 s and combined with the
overall data in Table 6 to compare, it is clear that the CFI
algorithm for the SSDP protocol has too long a recognition
time, so this time is defined as bad data. )e running time of
the two groups of algorithms is compared as a line graph,

and the difference between the two can be seen more clearly.
)is is shown in Figure 2.

4.3. Algorithm Accuracy Comparison Analysis. Figure 3
shows the comparison results of the three algorithms for
different protocols after the accuracy test, respectively. We
know from Section 4.2 that the running time of the OFS
algorithm is greatly shortened compared to the CFI algo-
rithm, but it can be seen from Figure 3 that the accuracy of
the OFS algorithm is still close to the CFI algorithm, so it can
be seen that the OFS algorithm has a considerable advantage
when performing unknown protocol analysis.

Figures 4 and 5 show the experimental plots comparing
the F1 values and accuracy of the OFS algorithm with the
Relim algorithm and the FP growth algorithm.

Table 2: DNS protocol frequent item set results comparison.

Matching program Frequent item set Quantity (pieces)

OFS algorithm matching search results

0000000000000000#160 24335
00000000000000000#398 17248

000000000000000000000#416 19914
0000000000000000000000000000000000000#399 18847
00000000000000000000000000000000000000#361 19084

00001000100#183 19580
00010001000#184 17182
0100000000#302 17565

0100001000000000000100010100000000000000000#94 19603
1000000000#303 18269

Violent match search results

0000000000000000#160 24335
00000000000000000#398 17248

000000000000000000000#416 19914
0000000000000000000000000000000000000#399 18847
00000000000000000000000000000000000000#361 19084

00001000100#183 19580
00010001000#184 17182
0100000000#302 17565

0100001000000000000100010100000000000000000#94 19603
1000000000#303 18269

Table 3: HTTP protocol frequent item set results comparison.

Matching program Frequent item set Quantity (pieces)

OFS algorithm matching search results

0000000000000000#160 24335
000000000#381 11511

00000000000000000#416 10701
00000000000000001#162 9725

000001100#184 10135
000010100110011000001011011110000000000#240 10177

01000000000000000#160 10239
01010000000#368 13688

Violent match search results

0000000000000000#160 24335
000000000#381 11511

00000000000000000#416 10701
00000000000000001#162 9725

000001100#184 10135
000010100110011000001011011110000000000#240 10177

01000000000000000#160 10239
01010000000#368 13688
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Table 5: Protocol data set details.

Protocol type Total number of data frames (pieces) Total data frame size (kB)
SSDP protocol 11687 6889
QICQ protocol 47812 20015
SSDP protocol 1705 800
ICMP2 protocol 9056 40642
HTTP protocol 9056 43337
HTTP2 protocol 9651 4337
DNS protocol 24340 9364
Training set 125117 126978

Table 6: OFS algorithm and CFI algorithm running time comparison.

File size (kB) 6889 20015 800 6031 40632 43337 9264
CFI algorithm time (s) 2095.6 391.7 9.2 160.2 502.6 5730.4 77.0
OFS algorithm time (s) 0.5 3.7 0.4 1.2 15.9 17.8 1.6

800 6031 9264
File size (kB)

20015 40642 43337
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Figure 2: Algorithm running timeline comparison chart.

Table 4: DNS protocol and HTTP protocol frequent item set extraction result table.

Matching program Frequent item set Quantity (pieces)

DNS protocol

0000000000000000#160 24335
00000000000000000#398 17248

000000000000000000000#416 19914
0000000000000000000000000000000000000#399 18847
00000000000000000000000000000000000000#361 19084

00001000100#183 19580
00010001000#184 17182
0100000000#302 17565

0100001000000000000100010100000000000000000#94 19603
1000000000#303 18269

HTTP protocol

0000000000000000#160 24335
000000000#381 11511

00000000000000000#416 10701
00000000000000001#162 9725

000001100#184 10135
000010100110011000001011011110000000000#240 10177

01000000000000000#160 10239
01010000000#368 13688
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As can be seen from the accuracy comparison plot in
Figure 4, the OFS algorithm is more stable than the other al-
gorithms. From the F1 value comparison plot in Figure 5, it can
be seen that theOFS algorithmhas a slightly higher performance
evaluation than the FP growth algorithm and the REIM algo-
rithm, which is about 4% higher than the FP growth algorithm.

4.4. Support and Similarity Tests. )e OFS algorithm is
embedded into an unknown protocol syntax inverse analysis
system to detect the effect of the size of support on the
number and length of feature strings in a protocol by
performing feature extraction tests with different support
degrees on a set of protocol data sets by the OFS
algorithm.

Table 7 shows the details of the feature strings obtained
after feature extraction by the OFS algorithm for the same
ARP protocol data set with support degrees of 0.6, 0.7, and
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Figure 4: Accuracy comparison bar chart of the algorithm.
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Table 7: Comparison of feature extraction of the OFS algorithm
with different support degrees.

Support leve Feature string

0.6

11111111#10.∗∗∗6814
0100001010011001100#222.∗∗∗10802

00000000#258.∗∗∗6814
0100001010011001100#302.∗∗∗8627

0.7 0100001010011001100#222.∗∗∗10802
0100001010011001100#302.∗∗∗8627

0.8 0100001010011001100#222.∗∗∗10802
00001010011001100#304.∗∗∗10802

Table 8: Similarity comparison of 10 ARP protocol data frames
with different support degrees.

Protocol type Similarity
ARP (0.6) 4.4
ARP (0.7) 6.67
ARP (0.8) 7

Table 9: Similarity comparison of 100 ARP protocol data frames
with different support degrees.

Protocol type Similarity
ARP (0.6) 32.8
ARP (0.7) 45.33
ARP (0.8) 50

Table 10: Similarity comparison of 1000 ARP protocol data frames
with different support degrees.

Protocol type Similarity
ARP (0.6) 412.8
ARP (0.7) 556
ARP (0.8) 622
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0.8, respectively. From Tables 7, it can be seen that when
the support degree is 0.6, the protocol syntax inverse
analysis system extracts 4 feature strings after feature
extraction, and when the support degree is 0.7 and 0.8, the
system can only extract 2 feature strings, and the feature
strings at the support degree of 0.8 are shorter than those
at the support degree of 0.7. )erefore, it can be concluded
that the number of feature strings will gradually decrease
as the support degree increases, and the length of the
feature strings will also become shorter. )erefore, it can
be concluded that the number of feature strings decreases
as the support increases and the length of the feature
strings becomes shorter, which proves that the core idea of
the OFS algorithm is correct and can yield the expected
results.

Tables 8–10 show that the corresponding feature strings
are extracted by the OFS algorithm with different support
degrees and then used to identify and match the protocols to

obtain the matching similarity. In Tables 8–10, 10, 100, and
1000 data frames are randomly selected from 10802 data
frames of the ARP protocol data set for similarity testing,
and the results are shown in Tables 8–10. )is also proves
that the core idea of the OFS algorithm is correct and can
achieve the expected results.

5. Experimental Development Configuration

)e operation of the OFS algorithm relies on the Unknown
Bitstream Protocol Intelligent Reverse Analysis System to
implement the system, which has integrated features
including piecewise import and export, protocol analysis,
known protocol libraries, and some other essential
modules. Data import and export include opening MAT
format files, opening binary TXT files, opening Wireshark
files, saving MAT format files, and exporting PNG format
files.

0
20
40
60

100

176 352 528 704 880 1056 1232 1408 1584 1760

Figure 7: String color marker export chart.

Figure 6: System main interface diagram.
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5.1. Development Environment. )e prototype system de-
velopment and implementation environment for intelligent
reverse analysis of BitTorrent protocol syntax is configured
as follows:

Operating system: Windows 10 Inter(R) Core(TM)
CPU 64-bit operating system.
Memory: 16.0 GB
Debugging environment: Microsoft Visual Studio 2019.
Development language: C# language.
Protocol analysis tool: Wireshark.

5.2. Data Source. )e experimental data set source of this
system is divided into two main parts. )e first part is the
real-time data frames captured using the Wireshark tool,
and the data frames are classified and saved in pcap format
and TXT text format.

5.3. System Experiment Interface. )e main interface of the
system is shown in Figure 6, and its foreground display is an
Excel-like display control.

)e feature mining function of the system relies on the
core idea of the OFS algorithm.)e system first converts the
hexadecimal strings of the protocol data set into binary
strings and then displays them in the main interface, and
then the feature mining module calls the OFS algorithm
embedded in it to read the feature strings of the protocol
data set and introduces the classical association rule mining
algorithm to analyze the relationship between items in the
frequent item analysis results. )e frequent substrings with
the lowest recognition rate are removed. Finally, the more
discriminative results are stored in the protocol feature
library.

)e protocol identification module mainly includes two
parts: protocol type determination and marking protocol
features. Protocol type determination mainly relies on the
protocol features generated by feature mining. When
matching, the system compares the selected protocol data set
with the features of each protocol in the feature library,
calculates the similarity based on the number of features that
can be matched to each protocol, and outputs the protocol
types that satisfy the threshold value.

In the protocol type determination result, select the
protocol type you want to view, and you can color the se-
lected data set with the protocol feature marker so that you
can view different protocol feature distributions according to
different types. For example, after marking all “1111” strings
in the file and exporting to PNG, the result is shown in
Figure 7.

6. Conclusion

In this paper, we analyze the security risks of network
communication in today’s high-speed development of IoT
technology and propose a reverse analysis method for pro-
tocol feature extraction and identification, which first extracts
the feature strings from the protocol data frames and deposits

them in the protocol library, mainly for the purpose of
matching with the new unknown data. )e main purpose of
this method is to compare and match with the new unknown
data frames to identify the true identity of the unknown
protocol and to achieve the purpose of maintaining the se-
curity of communication between IoTdevices. )e method is
named the OFS algorithm, which is born by improving the
existing Apriori algorithm and combining it with the idea of
finding feature strings in the CFI algorithm. Combining the
advantages of previous algorithms, the OFS algorithm can
extract the frequent items set in the protocol data set more
efficiently. Experimental results show that the OFS algorithm
has a good improvement in the accuracy and speed of
protocol identification and greatly improves the efficiency of
the algorithm based on the original CFI algorithm, which has
a good effect in the field of reverse identification of protocols.
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With the advent of data outsourcing, how to efficiently verify the integrity of data stored at an untrusted cloud service provider
(CSP) has become a significant problem in cloud storage. In 2019, Guo et al. proposed an outsourced dynamic provable data
possession scheme with batch update for secure cloud storage. Although their scheme is very novel, we find that their proposal is
not secure in this paper..emalicious cloud server has ability to forge the authentication labels, and thus it can forge or delete the
user’s data but still provide a correct data possession proof. Based on the original protocol, we proposed an improved one for the
auditing scheme, and our new protocol is effective yet resistant to attacks.

1. Introduction

Since 2007, as one of the most interesting topics in the
computer field, cloud computing has experienced rapid
development and has become a key research direction for
large-scale enterprises and institutions. Its high flexibility,
scalability, high performance ratio, and other characteristics
make it serve storage, medical, financial, education and other
aspects [1–3]. Among them, cloud storage is an emerging
technology developing in cloud computing in terms of data
storage [4]. Compared with traditional data storage
methods, cloud storage has the advantages of high perfor-
mance and low cost. Cloud storage uses data storage and
data management as its basic functions, allowing users to
connect at any location and store local data and information
on the cloud, facilitating users’ management of resources.

However, with the widespread application of cloud
storage technology, its security has received more and more
attention from users and has gradually become the key to the
sustainable development of cloud storage technology. On
the one hand, cloud service providers (CSPs) may delete
users’ data stored in order to free up storage space for their
interests or may want to obtain users’ data privacy [5]. On

the other hand, the CSP has great openness and complexity,
and it is easy to become the central target of various
malicious attacks, leading to the loss, leakage, tampering, or
damage of users’ data. .erefore, cloud storage integrity
audits have emerged to solve the problem. Users regularly
audit the integrity of their own data information stored in
the cloud, discover whether their data have been discarded
or tampered with, and take corresponding remedial
measures.

1.1. Related Work. In the early years, cloud audit-related
research was mainly about the integrity verification of re-
mote data. Users do not own the original data and can only
verify the integrity of the data stored on the cloud server
through the protocol. In 2003, Deswarte et al. [6] proposed
the first audit scheme that supports remote data integrity
verification. .e scheme is based on the Diffie–Hellman key
exchange protocol using the homomorphic characteristics of
RSA signatures and the difficulty of calculating discrete
logarithms as a security basis. .e entire file is represented
by a large number and then subjected to modular expo-
nentiation to achieve remote data integrity audit. However,
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this solution will generate a great computing overhead,
which is a heavy burden for users. In 2006, Filho et al. [7],
based on RSA’s homomorphic hash function, used the hash
function to compress large data files into small hash values
before performing operations. .is scheme reduces the
expense of calculation, but it is also not suitable for large-
scale data storage in a cloud storage environment. .e
scheme put forward the important role of homomorphic
hash function in remote data integrity verification, which is
the biggest contribution of it. In 2008, Sebe et al. [8] based on
the idea of partitioning to improve the previous scheme..e
scheme divides the large data file into blocks and then each
data block is calculated, which greatly reduces the com-
putational expense. But the prover still needs to access all the
data when generating the evidence, so this scheme is also not
suitable for large data files.

.e above schemes all require the user as a verifier to
maintain a metadata set for verification. On the one hand, it
is easy for users to lose or leak these metadata, which leads to
the disclosure of private data. On the other hand, for users
with limited computing resources, huge outsourcing data
will increase the computing overhead in the audit process. In
addition, in the event of a data corruption accident, the user
or CSP will shirk each other’s responsibilities and cannot
provide effective evidence to confirm who should be re-
sponsible for the accident..us, scholars have introduced an
absolutely impartial third-party auditor to audit on behalf of
users. Auditors are more professional than users in terms of
data preservation and computing performance, and in the
event of an accident, they can be held accountable for solving
problems in a fair manner. .erefore, the audit scheme has
gradually changed from a private audit between users and
CSP to a public audit between users, CSP, and third-party
auditors (TPAs). In 2007, Shah et al. [9] proposed a public
audit scheme based on the difficulty of discrete logarithm
calculation to audit ciphertext data and key integrity. .e
scheme uses a hash function with a key to precalculate a
certain number of response values stored by the auditor.
During the audit process, the auditor only needs to match
the evidence provided by the server with the prestored re-
sponse value. However, the number of audits in this scheme
will be limited by the number of prestored response values.

.e amount of calculation required for the integrity
audit of all data is not a small expense even for professional
third-party auditors. Scholars have been studying how to
increase audit efficiency to reduce computational overhead,
but from another aspect, reducing the data content that
needs to be audited can also achieve the goal. In 2005, Noar
and Rothblum [10] proposed an online memory detection
scheme. .e scheme studied the sublinear authentication
and proposed related authentication protocols. .e basic
idea of the sublinear authentication is to verify the integrity
of all the original data by verifying the integrity of a small
part of the data block specified randomly. In 2007, Ateniese
et al. [11] proposed the first probabilistic provable data
possession (PDP) auditing scheme with both safety and
practicality. .e scheme is based on RSA’s homomorphic
authentication label, which realizes the audit of outsourced
data..emetadata of multiple data blocks can be aggregated

into one value, which effectively reduces the communication
overhead, and a random sampling strategy is adopted to
check the user’s remote data instead of verifying all the user’s
data, so the calculation cost is effectively reduced.

With the continuous improvement of the audit program,
some expansion requirements are constantly raised, for
example, audit programs that support privacy protection or
batch audits. In 2010, Wang et al. [12] proposed an audit
scheme supporting privacy protection through the inte-
gration of homomorphic authentication tags and random
mask technologies for the first time, in which the bilinear
signature is used to support batch audits. In 2013, Yang et al.
[13] proposed an audit solution based on the index table
technology that supports dynamic data update, and the tag
aggregation technology is used to process multiple audit
requests from different users to support batch audits in a
multi-user multi-cloud environment. In 2015, Hui et al. [14]
proposed a public audit scheme based on dynamic hash table
(DHT), which can record the attribute information of data
blocks to support dynamic data update and improve effi-
ciency. .e program also supports privacy protection and
batch auditing.

In 2007, Juels and Jr [15] proposed an original proof of
retrievability (POR) scheme. Different from the PDP scheme
described above, the POR scheme can repair the corrupted
data when data are detected to be damaged..e scheme uses
sampling and error correction codes to perform fault-tol-
erant preprocessing on outsourced data files, which can
restore data with a certain probability when the data are
damaged. In 2008, Shacham and Waters [16] proposed a
compact POR scheme. .e scheme draws on the idea of
homomorphic authentication tags and effectively aggregates
the evidence into a smaller value, allowing the verifier to
perform any number of audits, while also reducing the
communication overhead in the verification process. POR
and PDP have their own application scenarios. .e former
can recover damaged data, and the latter is more flexible
which can be applied to privacy protection, dynamic
auditing, and batch auditing. Cloud auditing schemes are
constantly being improved based on users’ needs. When
scholars are studying how to reduce computing and com-
munication costs, they also try to expand functions hori-
zontally or combine them with different technologies for
innovation. In 2013, Zhao et al. [17] proposed the first
identity-based cloud audit scheme, which uses randommask
technology to achieve privacy protection. In the identity-
based cloud auditing scheme, only the private key generator
(PKG) holds a public-private key pair and its public key
certificate. .e public keys of other users can be calculated
based on the identity information, and the private key is
generated by PKG, which will reduce the calculation and
communication overhead of the scheme. In 2015, Zhang and
Dong [18] proposed the first certificateless cloud audit
scheme that can resist malicious auditors. .us, the concept
of malicious auditors was introduced into the cloud audit
program for the first time. .e certificateless cloud audit
scheme can solve the certificate management problem in the
certificate-based cloud audit solution and the key escrow
problem in the identity-based audit solution. In 2016, Xin
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et al. [19] combined the transparent watermarking tech-
nology with the auditing scheme, proposing a scheme to
audit the integrity of static multimedia data, which can
greatly save multimedia data calculation and storage costs.

1.2. Our Contribution. Recently, an outsourced dynamic
provable data possession scheme with batch update for
secure cloud storage (ODPDP) was proposed by Wei et al.
[20]. However, we find that there are security problems in
their scheme. .e adversary can easily forge authentication
labels. Even if all the outsourced data have been deleted by
the cloud server, CSP can still give a correct data possession
proof. And malicious auditors do not carry out auditing
work but can conspire with the cloud server forging audit log
to deceive client. Finally, we propose an improved secure
auditing protocol, and roughly analysis shows that our new
protocol is secure and can be used in practical settings.

1.3. Organization. .is paper is organized as follows. In
Section 2, we describe the system model of our scheme. In
Section 3, we review Guo et al.’s outsourced dynamic
provable data possession scheme with batch update for
secure cloud storage. In Section 4, we give our attacks to the
original scheme to show that it is not secure. In Section 5, we
give our improved secure auditing scheme and roughly
analyze its security. Finally, in Section 6, we draw some
conclusions.

2. System Model

First of all, for the convenience of understanding, the no-
tations and their corresponding meanings of this paper are
described in Table 1.

.ere are three entities in the system model of ODPDP
scheme: CSP (cloud service provider), client, and auditor, as
depicted in Figure 1. .e following three entities are
involved:

(1) CSP (cloud service provider): the service provider,
which has abundant computing power and physical
storage capacity, realizes the maintenance and
management of the received data from client. .is
part is honest and curious.

(2) Client: the data owner, which outsources the data
that needs to be calculated and stored to the CSP,
concern the integrity of the outsourced data, and
checks whether the auditor is honest in the audit
work regularly.

(3) Auditor: the third-party auditor accepts audit task
from the client and is responsible for ensuring the
integrity of the data of the client stored in CSP.

.e protocols used in the ODPDP scheme are as follows:

(1) Setup (1k)⟶ {client:skc, vkc, sk, pk; auditor:
ska, vka; CSP:skCSP, vkCSP}: random key generation
protocol. .e users input a security parameter K and
then it generates pairs of signing-verifying keys
(SKP, VKP) for each participant. For the

convenience of expression, we assume that all the
participants involved in each subsequent protocol
always take the owners’ public key and its own secret
key as input.

(2) Store (client: M)⟶ v{client: P,C; auditor: P, CT;
CSP:P M}: the interactive protocol among the three
parties. It takes the keys of the three participants as
input and the data M owner by client, and then
outputs the processed data M � M,Σ{ } for the CSP.
Σ is generated by the client through the secret key sk

as the tag vector ofM. And for the auditor, it outputs
a RBMTT based on M. Besides, it outputs a public
parameter P that is confirmed by three participants
and a contract C between the client and the auditor.

(3) AuditData (auditor: Q, T; CSP: M)⟶ {auditor:
deca, L}: the interactive protocol between the CSP
and auditor to make the auditor to be sure that the
integrity of M in CSP is in good condition. .e
auditor takes the functionality of Bitcoin to extract
pseudo-random challenge Q and then sends it to the
CSP. .e CSP computes a proof of data possession
based on Q andM and then sends it to the auditor for
verification. .e auditor verifies the proof from the
CSP through Q, T, pk and then outputs a binary
value deca as a response to indicate whether the
auditor accepts the proof or not and a log entry L to
record the auditing behavior.

(4) AuditLog (client: B; auditor: T,Λ)⟶ {client:
decc}: the interactive protocol between the client and
auditor, which can help the client to audit a log file Λ
consisting of the log entries recorded by the auditor.
.e aim of this protocol is to check whether the
auditor accomplished the auditing task or not. After
the auditor receives the random subset B of the
Bitcoin block index released by the client, it calcu-
lates the proof of the specified log based on B, T, λ
and sends the proof to the client. .e client checks
the received proof and then outputs a binary value
decc, which indicates if it admits the proof. Com-
pared with the AuditData protocol, the frequency is
much lower and the computational efficiency is
much higher in this protocol.

3. Review of Guo et al.’s Scheme

In Guo et al.’s scheme, three parties are involved, which are
the user, the auditor, and the CSP. In their scheme, they used
the rank-based Merkle tree (RBMT) to protect the integrity
of data block hashes, while the hash values and tags protect
the integrity of data blocks. .en, they proposed a multi-
leaf-authenticated (MLA) solution for RBMTto authenticate
multiple leaf nodes and their indices all together without
storing status value and height value. At the same time, they
proposed an efficient homomorphic verifiable tag (EHVT)
based on BLS signature to reduce clients’ log verification
effort. For the specific implementation of these technologies,
one can refer to the original paper [20]. Concretely, the
following algorithms are involved in their scheme.

Security and Communication Networks 3



3.1. Setup Protocol. Each participant
P ∈ CSP, client, auditor{ } performs Key Gen to obtain skP

and vkP. In addition, the client samples s + 1 random ele-
ments α1, α2, . . . , αs, x ∈ Zq and computes
g1 � gα1 , g2 � gα2 , . . . , gs � gαs , y � gx ∈ G. .en, the client
chooses a random element λ ∈ G, and the secret key and
public key are denoted as sk � (α1, α2, . . . , αs, x) and
pk � (g, λ, g1, g2, . . . , gs, y).

3.2. Store Protocol. .e data file is divided into
M � (m1, m2, . . . , mn), and each data block consists of s
sectors and has the form mi � mi1mi2 . . .

����mis(1≤ i≤ n) such

that each sector miz ∈ Zq(1≤ z≤ s), where ‖ denotes
concatenation.

Constructing RBMT. With all data blocks, the client first
computes hi � H2(mi)(1≤ i≤ n). .en, the client con-
structs RBMT T on top of the ordered hash values,
meaning that each leaf node wi stores the corresponding
hash value hi.

Computing EHVT. Based on g, λ and secret key sk, the
client computes

σi � λhi · g


s

z�1
αzmiz 

x

∈ G(1≤ i≤ n). (1)

Table 1: Notations.

Notations Descriptions
G A multiplicative cyclic group
H A secure hash function such that H(·): 0, 1{ }∗ ⟶ Zp

Zp A prime field
g .e generator of group G

M .e user’s data file
m (m11, . . . , m12)  .e user’s data file with n blocks and s slices
αi, x .e secret random values of user
λ A random value that makes up the public key
sk .e secret key of user
pk .e public key of user
σi .e authentication label for the i-th data block
 .e collection of authentication labels
M .e processed data of user which include M and Σ
Q .e challenge set sent by the auditor to CSP
T A rank-based Merkle tree built from user’s data
Λ .e local log file of the auditor
L A record of an auditor’s auditing work
ρ .e proof generated by the CSP or auditor
⊔p A multi-proof based on multiple challenged leaf nodes
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Figure 1: System model.
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.en, the client generates the processed data
M � M,Σ{ }, where Σ � (σ1, σ2, . . . , σn).

3.2.1. Outsourcing Data. .e client sends M and Sigskc(M)

to CSP. CSP verifies Sigskc(M), and if the verification is
passed, CSP accepts M.

3.2.2. Outsourcing Auditing Work. Auditing work is out-
sourced to the auditor and CSP sends T with Sigskc(T) to the
auditor. .en, the auditor verifies Sigskc(T).

3.2.3. Agreeing Parameters. A public parameter
P � n, hroot  needs to be agreed on by three participants,
where n denotes the number of data blocks and hroot denotes
the Merkle root of T. In addition, the client and auditor also
need to agree on a contract C � BI, F, l{ }, where C denotes
the auditor’s checking policy. .e auditing work will start
from a Bitcoin block index BI, the auditing frequency de-
pends on F, and l dictates the number of challenged data
blocks for each checking.

.en, the client deletes M and T from its local storage,
and she only maintains a constant amount of metadata.

3.3. AuditData Protocol. .e scheme leverages the Bitcoin
blockchain as a time-dependent pseudo-random source to
generate periodic challenges. .e auditor inputs the time
t ∈ τ to obtain a hash value hash(b) ∈ 0, 1{ }lhash of the latest
block that has appeared since time t in Bitcoin blockchain.
.en, PRBG is invoked on the input hash(b) to acquire
pseudo-random bits, which will be used by the auditor to
select a pair of keys k(b)

π , k
(b)
f . At last, the auditor generates a

challenge Q(b) � b, k(b)
π , k

(b)
f  and sends it to CSP, where

the block b corresponds to the timet.
Upon receiving the challenge Q(b), CSP first computes

the challenged indices and coefficients as follows:

iη � π
k

(b)
π

(η),

aη � f
k

(b)

f

(η)(1≤ η≤ l).
(2)

.en, CSP computes the proof of data possession to
prove the integrity of the challenged data blocks as follows:

μ(b)
z � 

l

η�1
aηmiηz ∈ Zq, 1≤ z≤ s,

σ(b)
� 

l

η�1
σaη

iη ∈ G.

(3)

Finally, CSP responses the auditor with the proof
ρ(b) � µ(b)

1 , µ(b)
2 , . . . , µ(b)

s , σ(b) . .en, the auditor verifies
the correctness of ρ(b). First, the auditor computes the
challenged indices and coefficients. Second, the auditor
computes the value with T as follows:

h
(b)

� λ


l

η�1
aηhiη ∈ G. (4)

.ird, the auditor verifies the proof ρ(b) by checking the
following equation:

e σ(b)
, g  �

?
e h

(b)
· 

s

z�1
g
μ(b)

z

z , y⎛⎝ ⎞⎠. (5)

If the equation holds, the auditor assures that the
challenged data blocks are intact. Lastly, the auditor saves the
log entry in the log file Λ to record the auditing work as
follows:

L
(b)

� t, Q
(b)

, h
(b)

, ρ(b)
, SigskCSP

ρ(b)
  . (6)

3.4.AuditLogProtocol. .e client chooses a random subset B

of indices of Bitcoin blocks and sends it to the auditor. Once
receiving B, the auditor finds Q(b),h(b), and ρ(b) from his log
file Λ for each b ∈ B and computes.

h
(B)

� 
b∈B

h
(b) ∈ G,

σ(B)
� 

b∈B
σ(b) ∈ G,

μ(B)
z � 

b∈B
μ(b)

z ∈ Zq, 1≤ z≤ s.

(7)

In addition, for each b ∈ B, the auditor reads k(b)
π from

Q(b) and computes the challenged indices iη(1≤ η≤ l) by
invoking π

k
(b)
π

(η). After eliminating the repetitive indices,
the last ordered challenge index vector is denoted by
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C � (i1, i2, . . . , ic). .en, the auditor obtains the corre-
sponding multi-proof ⊔p. At last, the auditor generates the
proof of appointed logs as follows:

ρ(B)
� ⊔p, h

(B)
, μ(B)

1 , μ(B)
2 , . . . , μ(B)

s , σ(B)
 , (8)

and sends it to the client with Sigska
(ρ(B)).

After verifying Sigska
(ρ(B)), for each b ∈ B, the client first

invokes PRBG(hash(b))to get Q(b) and reconstructs the
challenged indices and coefficients iη, aη(1≤ η≤ l). .en, the
client verifies the correctness of ⊔p. If the verification is
passed, it means that all the challenged leaf nodes
wij

(1≤ j≤ c) in ⊔p are authenticated, and then the corre-
sponding hash value hij

stored in leaf node wij
can be ac-

cepted by the client. Finally, with λ and all authenticated hij
,

the client verifies h(B) by checking the following equation:

h
(B)

�
? λ


b∈B

l/
η�1

aηhiη
⎛⎝ ⎞⎠. (9)

If this verification passes, the client checks the last
equation by using her secret key sk and the verified h(B) as
follows:

σ(B)
�
?

h
(B)

· g


s

z�1
αzμ

(B)
z 

x

. (10)

If the above equation holds, the client assures that the
auditor audited CSP for all the past challenged data blocks
appointed by B honestly. .e correctness of equation can be
elaborated as follows:

σ(B)
� 

b∈B


l

η�1
σ

aη
iη

� 
b∈B



l

η�1
λhiη · g


s

z�1
αzmiη 

aηx

� 
b∈B

λ


l

η�1
aηhiη · g


s

z�1
αz 

l

η�1
aηmiη2 

⎛⎜⎜⎝ ⎞⎟⎟⎠

x

� λ

b∈B


l

η�1
aηhiη  

· g


s

z�1
αz 

b∈B
μ(b)⎛⎝ ⎞⎠⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

x

� h
(B)

· g


s

z�1
αzμ

(B)
z 

x

.

(11)

4. Our Attack

In Guo et al.’s auditing protocol, their security model in-
dicates that the malicious CSP cannot forge false proof to
pass the challenger’s verification and the client can resist
malicious CSP and auditor collusion attacks. However, we
find that we can extract some key information from the
client’s pk, data blocks, and their corresponding tags which
are known to CSP. In this section, we firstly show how CSPs
extract key information and how to use this information to
forge “correct” data blocks and their corresponding tags.
.en, we will show how malicious CSP and auditor collude
to use false proof to pass the client’s verification.

4.1. Attack I. Our attack is based on the following obser-
vation: the public key of the client is

pk � g, λ, g1, g2, . . . , gs, y( , (12)

and this public key is known to all, and thus the adversary
can easily use it to forge authentication label. Concretely, the
adversary launches the following attack:

(1) In the Store Protocol, CSP can receive M from client,
which includes the data of the client and its corre-
sponding authentication tags. .e adversary can get
a large number of authentication tags as follows:

σ1 � λh1 · g


s

z�1
αzm1z 

x

,

σ2 � λh2 · g


s

z�1
αzm2z 

x

,

⋮

σn � λhn · g


s

z�1
αzmnz 

x

.

(13)

(2) .e above equations can be rewritten as follows:
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σ1 � λx
( 

h1 · g
α1x

( 
m11 · g

α2x
( 

m12 · · · g
αsx( 

m1s ,

σ2 � λx
( 

h2 · g
α1x

( 
m21 · g

α2x
( 

m22 · · · g
αsx( 

m2s ,

⋮

σn � λx
( 

hn · g
α1x

( 
mn1 · g

α2x
( 

mn2 · · · g
αsx( 

mns .

(14)

.e CSP knows the data blocks of client, and it can
calculate the corresponding hash values through
H(mi):

h1, h2, . . . , hn. (15)

In order to simplify the attack process, let s � 2,
A � λx, B � gα1x, C � gα2x, and take three linear
irrelevant tags σ1, σ2, σ3 as follows:

σ1 � A
h1 · B

m11 · C
m12 ,

σ2 � A
h2 · B

m21 · C
m22 ,

σ3 � A
h3 · B

m31 · C
m32 .

(16)

(3) With these equations, the adversary can compute A,
B, and C. Concretely, the adversary first computes

σh2
1 � A

h1h3 · B
m11h2 · C

m12h2 ,

σh3
1 � A

h1h3 · B
m11h3 · C

m12h3 ,

σh1
1 � A

h2h1 · B
m21h1 · C

m22h1 ,

σh1
1 � A

h3h1 · B
m31h1 · C

m32h1 ,

(17)

and then computes

σh2
1

σh2
2

�
A

h1h2 · B
m11h2 · C

m12h2

A
h2h1 · B

m21h1 · C
m22h1

�
B

m11h2 · C
m12h2

B
m21h1 · C

m22h1

� B
m11h2− m21h1 · C

m12h2− m22h1 ,

σh3
1

σh1
3

�
A

h1h3 · B
m11h3 · C

m12h3

A
h3h1 · B

m31h1 · C
m32h1

�
B

m11h3 · C
m12h3

B
m31h1 · C

m32h1

� B
m11h3− m31h1 · C

m12h3− m32h1 .

(18)

Next, the adversary computes

σh2
1

σh1
2

⎛⎝ ⎞⎠

m11h3− m31h1

� B
m11h2− m21h1( ) m11h3− m31h1( ) · C

m12h2− m22h1( ) m11h3− m31h1( ),

σh3
1

σh1
3

⎛⎝ ⎞⎠

m11h2− m21h1

� B
m11h2− m21h1( ) m11h3− m31h1( ) · C

m12h3− m32h1( ) m11h2− m21h1( ),

σh2
1 /σh1

2 
m11h3− m31h1

σh3
1 /σ

h1
3 

m11h2−m21h1
�

B
m11h2− m21h1( ) m11h3− m31h1( ) · C

m12h2− m22h1( ) m11h3− m31h1( )

B
m11h2−m21h1( ) m11h3−m31h1( ) · C

m12h3−m32h1( ) m11h2−m21h( )1

� C
m12h2− m22h( )1 m11h3− m31h1( ) m12h3− m32h1( ) m11h2− m21h1( ).

(19)

From this equation, we can know

C �
σh2
1 /σ

h1
2 

m11h3− m31h1

σh3
1 /σ

h1
2 

m11h2−m21h1

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

1/ m12h3− m32h1( ) m11h2− m21h1( )− m12h2− m22h1( ) m11h3− m31h1( )( )

. (20)
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.e value of B can be obtained by substituting the
value of C into formula (3):

B �
σh3
1

σh1
3

⎛⎝ ⎞⎠

m11h2− m21h1

· C
− m12h3− m32h1( ) m11h2− m21h( )1

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

1/ m11h2− m21h1( ) m11h3− m31h1( )( )

�
σh3
1

σh1
3

⎛⎝ ⎞⎠

m11h2− m21h1

·
σh2
1 /σ

h2
1 

m11h3− m31h1

σh3
1 /σ

h3
1 

m11h2−m21h1

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

1/ m12h3− m32h1( ) m11h2− m21h1( )− m12h2− m22h1( )( )⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭

1/ m11h2− m21h1( ) m11h3− m31h1( )( )

.

(21)

According to formula (3), the following results can
be obtained:

A �
σ1

Bm11 · Cm12
 

1/h1( )
. (22)

.e value of A can be obtained by substituting the
value of B and C into the above equation.
.rough the above process, the adversary can obtain
the value of λx, gα1x, gα2x. Significantly, when s> 2,
the value of gα3x, gα4x, . . . , gαsx can be calculated in
the same way. In this way, the adversary can get the
key parameters of tags.

(4) Now, the malicious cloud server modifies data blocks

m11, m12, . . . , m1s; m21, m22, . . . m2s, . . . , mn1, mn2, . . . , mns

(23)

to be any other data blocks

m11, m12, . . . , m1s; m21, m22, . . . m2s, . . . , mn1, mn2, . . . , mns.

(24)

(5) .e adversary knows the value of

λx
, g

α1x
, g

α2x
, . . . , g

αsx. (25)

and thus it can compute the forged authentication
label for modified data blocks as follows:

σ1 � λx
( 

h1 · g
α1x

( 
m11 · g

α2x
( 

m12 · · · g
αsx( 

m1s ,

σ2 � λx
( 

h2 · g
α1x

( 
m21 · g

α2x
( 

m22 · · · g
αsx( 

m2s ,

⋮

σn � λx
( 

hn · g
α1x

( 
mn1 · g

α2x
( 

mn2 · · · g
αsx( 

mns .

(26)

4.2. Attack II. Our attack II is based on the following ob-
servation: even if the CSP does not store any data blocks, the
auditor does not need to carry out the audit work and store
RBMT T, and the CSP and the auditor can conspire to
generate the correct log file, which makes the client believe

that CSP stores data integrally and the auditor performs the
audit work honestly. Concretely, the attack is the following:

(1) Store Protocol: after receiving the client’s data M and
its corresponding tag collection , the CSP first
verifies the correctness of their signatures according
to the original scheme. .e malicious cloud server
can get the value of λx, gα1x, gα2x, . . . , gαsx through
doing the same as the attack I. .en, CSP deletes the
client’s data and its corresponding tags. After re-
ceiving the auditing work and T from client, the
auditor does the same as original scheme but deletes
T.

(2) Audit Data Protocol: in this step, the malicious cloud
server and the auditor complete the interactive
process of challenge and response, but the CSP does
not have the real data, and the auditor does not need
to complete the verification work.

(a) .e auditor generates a challenge
Q(b) � (b, k(b)

π , k
(b)
f ) as original scheme and sends

it to CSP.
(b) After receiving the challenge Q(b), CSP first

computes the challenged indices as follows:

iη � π
k

(b)
π

(η),

αη � f
k

(b)

f

(η)(1≤ η≤ l).
(27)

(c) To generate the proof, CSP randomly chooses gg
and hj ∈ Zq(j ∈ iη) and computes a combina-
tion of the challenged blocks as
μ(b)

z � 
l
η�1αηmiηz ∈ Zq(1≤ z≤ s).

(d) For any mj ∈ Zq(j ∈ iη), the malicious cloud
server computes the forged tags as
σj � (λx)

hj (gα1x)mj1(gα2x)mj2 · · · (gαsx)mjs and
aggregates the tags as σ(b) � 

l
η�1σ

aη
iη ∈ G.

(e) CSP responses the auditor with the proof ρ(b) �

μ(b)
1 , μ(b)

2 , . . . μ(b)
s , σ(b)  and its signature

SigskCSP(ρ(b)). Note that CSP also need to send
the forged hash value hj ∈ Zq(j ∈ iη) to the
auditor.

(f ) .e auditor verifies the validity of SigskCSP(ρ(b)),
and if it is correct, the auditor does the next
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calculation. First, with the value of
hj ∈ Zq(j ∈ iη) received from CSP, the auditor
computes the value as follows:

h
(b)

� λ


l

η�1
aηhiη

∈ G.

(28)

Finally, the auditor does not need expand a lot of
computational expanse to verify the proof ρ(b), but
creates the following log directly:

L
(b)

� t, Q
(b)

, h
(b)

, ρ
(b)

, SigskCSP
(b)

 . (29)

(3) Audit Log Protocol: here we show that the malicious
auditor has the ability to generate correct log file,
which can convince the client that he has honestly
performed the auditing work and that CSP has
honestly stored all data.

(a) .e auditor finds Q(b), h
(b)
, and ρ(b) from his log

file Λ for each b ∈ B with the random subset B of
indices of Bitcoin blocks and computes

h
(B)

� 
b∈B

h
(b)
∈ G, σ(B)

� 
b∈B

σ(b) ∈ G,

μ(B)
z � 

b∈B
μ(b)

z ∈ Zq(1≤ z≤ s).
(30)

.en, the auditor generates the proof of
appointed logs as original scheme as follows:

ρ(B)
� ⊔p, h

(B)
, μ(B)

1 , μ(B)
2 , · · · μ(B)

s , σ(B)
 , (31)

and sends it to the client with Sigska(ρ(B)).
(b) .e client first verifies the correctness of

Sigska(ρ(B)) and ⊔p and then verifies the fol-
lowing equations:

h
(B)

�
? λ


b∈B

l/
η�1

aηhiη
⎛⎝ ⎞⎠,

σ(B)
�
?

h
(B)

· g


s

z�1
αzμ(B)

 

x

.

(32)

Here we can verify that the forged proof σ(B) is a
valid one if the following equation holds:

σ(B)
� 

b∈B


l

η�1
σ

aη
iη

� 
b∈B



l

η�1

hiη
· g


s

z�1
αzmiη 

aηx

� 
b∈B

hiη
 


l

η�1
aη

· g


s

z�1
αz 

l

η�1
aηm

2
iη 

⎛⎜⎜⎝ ⎞⎟⎟⎠

x

� h
(B)

· g


s

z�1
αz 

b∈B
μz

(b)⎛⎝ ⎞⎠⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

x

� h
(B)

· g


s

z�1
αzμ

(B)

z 

x

.

(33)

5. Improved Secure Auditing Protocol

In this section, we give an improved secure auditing
protocol.

5.1. Setup Protocol. Each participant P ∈ CSP, client,{

auditor} performs Key Genss to obtain skp and vkp. In
addition, the client chooses s+ 1 random elements
α1, α2, . . . , αs, x ∈ Zq and computes
g1 � gα1 , g2 � gα2 , . . . , gs � gαs , y � gx ∈ G. .e client’s
secret keys and public keys are denoted as
sk � (α1, α2, . . . , αs, x) and pk � (g, g1, g2, . . . , gs, y).

5.2. Store Protocol. .e data file held by the client is divided
into n data blocks as M � (m1, m2, . . . , mn), and each
miconsists of s sectors. More precisely, the data block has the

form mi � mi1mi2 . . .
����mis(1≤ i≤ n) such that each sector

miz ∈ Zq(1≤ z≤ s), where ‖ denotes concatenation.

Constructing RBMT. With all data blocks, the client com-
putes hash values hi � H2(mi)(1≤ i≤ n). .en, it constructs
RBMT T on top of the ordered hash values, meaning that
each leaf node wi stores the corresponding hash value hi.

Computing EHVT. Based on g and sk, the client computes

σi � hi · g


s

z�1
αzmiz 

x

∈ G(1≤ i≤ n). (34)

.en, the client generates the processed data
M � M,Σ{ }, where Σ � (σ1, σ2, . . . , σn)aM � M,Σ{ }.
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5.2.1. Outsourcing Data. .e client sends M and Sigskc(M)

to CSP. CSP verifies Sigskc(M); if Sigskc(M) passes, CSP
accepts M.

5.2.2. Outsourcing Auditing Work. .e client outsources
auditing work to the auditor by sending T with Sigskc(T). If
Sigskc(T) is passed, the auditor accepts T.

5.2.3. Agreeing Parameters. A public parameter P � n, hroot 

needs to be agreed on by three participants, where n is the total
number of data blocks and hroot is the Merkle root of T. In
addition, the client and auditor need to further agree on a
contract C � BI, F, l{ } that specifies the checking policy for the
auditor. BI denotes a Bitcoin block index from which the
auditing work starts, F denotes the auditing frequency, and l

denotes the number of challenged data blocks for each auditing.
Now the client deletes M and T from the local storage.

5.3. AuditData Protocol. .e scheme leverages the Bitcoin
blockchain as a time-dependent pseudo-random source to
generate periodic challenges. .e auditor first inputs the time
t ∈ τ to obtain a hash value hash(b) ∈ 0, 1{ }lhash of the latest
block that has appeared since time t in Bitcoin blockchain.
.en, PRBG is invoked on the hash(b) to obtain long enough
pseudo-random bits, which will be sequentially used by the
auditor to select a pair of keys k(b)

π , k
(b)
f . At last, the auditor

generates a challenge Q(b) � b, k(b)
π , k

(b)
f  and sends it to the

CSP, where the block b corresponds to the time t.
Upon receiving the challenge Q(b), the CSP first com-

putes the challenged indices and coefficients as follows:

iη � π
k

(b)
π

(η),

aη � f
k

(b)

f

(η)(1≤ η≤ l).
(35)

.en, the CSP computes the proof of data possession to
verify the integrity as follows:

μ(b)
z � 

l

η�1
aηmiηz ∈ Zq(1≤ z≤ s),

σ(b)
� 

l

η�1
σ

aη
iη ∈ G.

(36)

Finally, the CSP responses the auditor with the proof
ρ(b) � µ(b)

1 , µ(b)
2 , . . . , µ(b)

s , σ(b) , and then the auditor verifies
the correctness of ρ(b). First, the auditor computes the
challenged indices and coefficients. Second, with the cor-
responding hash values stored in his local T, the auditor
computes the value

h
(b)

� 
l

η�1
hiη

 
aη
∈ G. (37)

.ird, the auditor checks the following equation to verify
the proof:

e σ(b)
, g �

?
e h

(b)
· 

s

z�1
g
μ(b)

z

z , y⎛⎝ ⎞⎠. (38)

If the equation holds, it means that the challenged data
blocks are intact. Lastly, the auditor creates the following log
entry that records his auditing work:

L
(b)

� t, Q
(b)

, h
(b)

, ρ(b)
, SigskCSP

ρ(b)
  , (39)

and saves it in his local log file Λ. .e correctness of the
equality can be elaborated as follows:

e σ(b)
, g  � e 

l

η�1
hiη

· g


s

z�1
αzmiηz 

aη

, g
x⎛⎝ ⎞⎠

� e 

l

η�1
hiη

 
aη

· 

l

η�1


s

z�1
g

aηmiηz

z
⎛⎝ ⎞⎠, y⎛⎝ ⎞⎠

� e h
(b)

· 
s

z�1
g


l

η�1
aηmiηz

z , y⎛⎝ ⎞⎠

� e h
(b)

· 
s

z�1
g
μ(b)

z

z , y⎛⎝ ⎞⎠.

(40)

5.4.AuditLogProtocol. .e client chooses a random subset B

of indices of Bitcoin blocks and sends it to the auditor. Once
receiving B, the auditor finds Q(b), h(b), and ρ(b) from his log
file Λ for each b ∈ B and computes

h
(B)

� 
b∈B

h
(b) ∈ G,

σ(B)
� 

b∈B
σ(b) ∈ G,

μ(B)
z � 

b∈B
μ(b)

z ∈ Zq(1≤ z≤ s).

(41)

In addition, for each b ∈ B, the auditor reads k(b)
π from

Q(b) and computes the challenged indices iη(1≤ η≤ l) by
invoking π

k
(b)
π

(η). After eliminating the repetitive indices,
the last ordered challenge index vector is denoted by
C � (i1, i2, . . . , ic). .en, the auditor runs
GenMulti Proof(T, C) to obtain the corresponding multi-
proof ⊔p. At last, the auditor generates the proof of
appointed logs as below:

ρ(B)
� ⊔p, h

(B)
, μ(B)

1 , μ(B)
2 , . . . , μ(B)

s , σ(B)
 , (42)

and sends it to the client with Sigska
(ρ(B)).

After verifying Sigska
(ρ(B)), for each b ∈ B, the client

first invokes PRBG(hash(b)) to get Q(b) and reconstructs
the challenged indices and coefficients iη, aη(1≤ η≤ l).
.en, the client verifies the correctness of ⊔p by calling
VerMulti Proof(⊔p, n, hroot, C), where C can be obtained by
utilizing her own constructed indices for all b ∈ B. If the
verification is passed, it means that all the challenged leaf
nodes wij

(1≤ j≤ c) in ⊔p are authenticated. Finally, with all
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authenticated hij
, the client verifies h(B) by checking the

following equation：

h
(B)

�
?


b∈B



l

η�1
hiη

 
aη

. (43)

If this verification passes, the client checks the last
equation by using sk and h(B):

σ(B)
�
?

h
(B)

· g


s

z�1
αzμ

(B)
z 

x

. (44)

If the above equation holds, it means that the auditor
audited the past challenged data blocks appointed by B
honestly. .e correctness of the equation can be elaborated
as below:

ς(B)
� 

b∈B


l

η�1
σ

aη
iη

,

� 
b∈B



l

η�1
hiη

· g


s

z�1
αzmiη 

aηx

� 
b∈B

hiη
 


l

η�1
aη

· g


s

z�1
αz 

l

η�1
aηmiη2 

⎛⎜⎜⎝ ⎞⎟⎟⎠

x

� h
(B)

· g


s

z�1
αz 

b∈B
μ(b)

z
⎛⎝ ⎞⎠⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

x

� h
(B)

· g


s

z�1
αzμ

(B)
z 

x

.

(45)

In our improved protocol, the construction of data tags is

σi � hi · g


s

z�1
αzmiz 

x

∈ G(1≤ i≤ )n, (46)

instead of

σi � λhi · g


s

z�1
αzmiz 

x

∈ G(1≤ i≤ n). (47)

.erefore, the adversary cannot forge the authentication
tags as attack I. Furthermore, malicious CSP and auditor
cannot conspire to deceive the client through attack II.

6. Conclusion

In this paper, we point out that Guo et al.’s outsourced
dynamic provable data possession scheme with batch update
for secure cloud storage is not secure. .e authentication
tags can be easily forged, and thus the cloud server can
modify or delete the data arbitrarily, and the auditor cannot
carry out auditing work. In all these attacks, the cloud server
can still give correct data possession proofs, and the auditor
can still give correct auditing log files. Finally, an improved
secure cloud storage auditing protocol is given. We remark
that Guo et al.’s outsourced dynamic provable data

possession scheme with batch update for secure cloud
storage is very novel but has some design flaw, and we hope
similar shortcoming can be avoided in future scheme de-
signs to improve the security of public auditing protocols.
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Online social networks provide users with services such as online interaction, instant messaging, and information sharing. *e
friend search engine, a new type of social application, provides users with the service for querying the list of other individuals’
friends. Currently, the existing research focuses on independent attacks for friend search engines while ignoring the more
complicated collusion attacks, which can expose more friendships that users are not willing to share. Compared with independent
attackers, collusion attackers share query results by cooperating with each other. In this article, we propose a resistance strategy
against collusion attacks to protect the friendship privacy.*e proposed trust metric is based on users’ behaviors and is combined
with Shamir’s secret sharing system, which can transform friendships into secrets. *rough secret distribution and reconfi-
guration, only the participants who meet the query requirements can successfully reconstruct the secret, while the participants
who do not meet the query conditions cannot successfully obtain the secret fragments even if they obtain the secret fragments.
Experiments are conducted to verify the effectiveness of the proposed strategy and proved that this strategy can greatly limit the
number of malicious attackers, greatly reduce the probability of successful collusion attacks, and reduce the number of victims.

1. Introduction

Friendship, as the beginning of social networks, is one of the
most important factors in the development of online social
networks (OSNs). Friendship is also the basis of social re-
lationships. *e friend search engine was born with the
development of social networks. It provides a service for
users in social networks to browse other users’ friends list.
According to “findermind,” the top 25 friend search engines
help users find anyone for free and with high quality [1]. *e
powerful function of searching friends with friend search
engines provides great convenience for users to search for
familiar or interested friends and potentially attracts more
people to join social networks.

1.1. Problem Identification. Friend search engines may re-
veal more friendships than users are willing to share, which
is considered a privacy violation. Without a proper

protection strategy to address such privacy leakage,
friendships that users do not want to display are always
revealed, which will lead to users no longer using OSNs.
Currently, available protection schemes [2] have been shown
to resist malicious queries of friendships by independent
attackers. *e social network can record the query history of
each individual requester, and when a query is made to the
same user, the attacker always obtains the same friends list as
a result of the query. With a defence strategy, an inde-
pendent attacker cannot query for friendships outside the
user’s privacy settings.

A complicity attack by multiple queries has emerged [3].
It is accomplished by multiple malicious attackers who share
query results by coordinating the query targets and se-
quences to make users reveal their friendships outside the
privacy settings. Collusion attackers can gain access to the
users’ friendships that cannot be queried by independent
attackers. Since existing defence strategies can only protect
friendship privacy from independent attacks, they cannot
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effectively resist conspiracy attacks. However, the Friend-
Guard supports only two kinds of friend searches, including
unweighted and popularity-based friend search [4]. *e
methods and characteristics of the conspiracy attacks need
to be analyzed, and the query strategy needs to be studied
and improved in order to protect the friendship privacy. *e
data sharing framework can resolve potential data leakage
[5]. We focus on the design of an anticollusion attack
strategy that is aimed at the privacy of users’ friendships in
OSNs.

1.2. Methods and Contributions. Friendships serve as the
basis for interaction between users in social networks and as
an extension of interpersonal relationships in the real world.
Collusion attacks on friendships can lead to the leakage of
interpersonal relationships outside the user’s settings, which
will cause a more serious impact on the stability of OSNs. To
address such complicity attacks in social networks, we design
a privacy protection strategy for friendships that can resist
complicity attacks by combining the trust metric [6] with a
(t, n) threshold function [7], drawing on the idea of secret
sharing. *e main contributions can be divided into the
following three aspects:

A method to measure trust based on users’ interaction
behaviors is proposed. Combining the important fea-
tures of users’ interactions, the attributes that affect the
trust metric are identified. Direct trust, recommen-
dation trust, and comprehensive trust are calculated,
and the friend queriers are classified according to the
trust metric to control them when they query
friendships.
A privacy-preserving strategy for friendships that can
resist conspiracy attacks is proposed.*e trust metric is
combined with the Shamir Secret Sharing (SSS) system
to transform friendships into secrets. *e (t, n)

threshold function is specially applied so that after
sharing the secret, only a subset of the target user’s
friendships can be successfully queried by satisfying a
specific condition, thus protecting the privacy of
friendships.
*e experimental design and implementation are de-
scribed. First, the rationality of the trust metric is
verified by a probabilistic random function. *en, the
security is verified by experimenting against the col-
lusion attack scheme. *e feasibility and security are
illustrated in terms of the limit rate, the number of
victims, the number of attackers, and the probability of
successful attacks.

2. Related Works

2.1. Attacks on the Privacy of Friendships. *e number of
users in OSNs continues to grow. Tens of thousands of users
search for new friends and establish new contacts every day.
*erefore, the privacy problem in friend search engines has
attracted the attention of many researchers. Attacks against
the privacy of friendships in OSNs can be divided into two

categories: attacks initiated by independent attackers and by
colluding attackers.

Regarding independent attacks, research on modeling
malicious attacks in OSNs showed that malicious individuals
use the actual trust relationship between users and their
family and friends to spread malware via OSNs [8]. By
changing the display of malicious posts and personal in-
formation and hiding him/herself to avoid detection, an
attacker in a chameleon attack, which is a new type of
deception based on OSNs, is able to destroy users’ privacy
[9]. Studies have also shown that when the topology of OSNs
does not contain cycles, malicious entities will violate users’
privacy via active attacks if the network structure is not
carefully designed [10]. Due to the rapid development of
convolutional neural networks in recent years, applying
them to social networks can result in very effective reasoning
attacks and make high-precision predictions about private
data [11]. In the heuristic attack model based on the Dopv
attack [12], the attacker obtains the number of friends of the
victim from two published social network graphs by
spoofing the trust or browsing the homepage. *e tag
symmetry attack identifies a pair of friends by marking two
fixed-point tags that connect the same edge [13]. An attacker
can also identify the friendships of a pair of users by the
number of their mutual friends [14]. Although OSN can hide
the identity of the user by removing the user’s identifier, an
attacker can use other contextual information about the
OSN to infer the identity of the target user [15].

Collusion attacks involve multiple malicious entities
with the aim of launching a malicious attack through the
coordination of multiple malicious entities to obtain more
private information than is obtained in independent attacks.
Multiple malicious entities can be fake accounts that are
created by a single attacker or different real attackers [16, 17].

*e router and users can maliciously collude to perform
a collusion name guessing attack to compromise people’s
privacy [18]. Compared with independent attacks, collusion
attacks are more complex and often exploit system vul-
nerabilities that independent attacks cannot detect. *ere is
a complex collusion attack strategy in which multiple
malicious users coordinate their queries, share the query
results, and dynamically adjust their query based on the
system’s feedback to other malicious requestors [3].

2.2. Protection on the Privacy of Friendships. *e actual
parameter settings of social network providers have an
impact on the display of users’ personal information [19].
*e personalized privacy measurement algorithm can cal-
culate the user’s privacy level, thereby protecting privacy
data [20]. Moreover, the classification-anonymity model
effectively guarantees the privacy of sensitive data [21].
Users’ privacy is secured by encrypting data, and only au-
thorized parties who have obtained the key can decrypt the
encrypted content [22]. *e blockchain-based secure key
management scheme can improve trustworthiness more
effectively and efficiently [23].

*e additive secret sharing technique can encrypt raw
data into two ciphertexts and construct two classes of secure
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functions, which can be used to implement a privacy-pre-
serving convolutional neural network [24]. Trust and
identity are fundamental issues in social and online envi-
ronments, and trust management can help users build trust
and establish relationships with other users [25]. Existing
relationships of users in social networks can be described as
one-hop trust relationships, and further multihop trust
relationships are built during the recommendation process
[26]. When a user involves data items from multiple users,
the trust value among users can be used to weigh the weight
of user opinions to determine whether the data items are
released or not, thus enabling collaborative privacy man-
agement [27]. In addition, a series of studies have proposed
an unsupervised trust inference algorithm that is based on
collaborative filtering in weighted social networks and a fast
and robust trust inference algorithm [28, 29] to strengthen
the security of social networks via trust inference and to
satisfy the goal of differential privacy, a privacy and avail-
ability data clustering (PADC) scheme based on k -means
algorithm and differential privacy is proposed, which can
enhance the selection of the initial center points and the
distance calculation method from other points to the center
point [30].

However, researchers rarely consider privacy leakage
problems caused by the friend search service provided by
OSNs. Research on these problems can address the privacy
needs of users’ friends while ensuring the sociality of OSNs.
*e solution adopted by most OSNs is to allow each indi-
vidual user to choose to completely display or completely
hide their entire friend list. Moreover, OSNs often default
their users to expose the entire friend list, of which most
users are unaware [31]. It is conceivable that this setting aims
to increase the sociality of the OSN. If users set their friend
list to be completely hidden to protect the privacy of their
friendships, this setting will substantially affect the sociality
of OSNs. *ere are also some OSNs that set the users’ friend
list display to “show only a fixed number.” For example, on
Facebook, the number of friends displayed is set to 8, which
limits the flexibility of users in changing their personal
settings. However, some researchers have discovered that
randomly displaying eight friends is sufficient for third
parties to obtain data to estimate friend lists [32]. Moreover,
regarding the different privacy settings of users, consider the
following example: if A and B are friends, even if user A

hides his or her friend list and the requestor cannot query the
friend list of A, if user B is set to display his or her friend list,
when the requestor queries the friend list of B, the friend-
ships of B and A will be displayed and destroy A’s privacy.
*is problem is referred to as the “mutual effect” [2].

To better protect the privacy of users’ friendships in
OSNs, a privacy protection strategy in the friend search
engine [2] was shown to successfully resist attacks initiated
by independent attackers. However, the strategy was unable
to defend against collusion attacks initiated by multiple
malicious attackers. Subsequently, an advanced collusion
attack strategy coordinated by multiple malicious requestors
[3] showed that multiple malicious requestors with limited
knowledge of OSNs can successfully destroy users’ privacy
settings in the friend search engine. Another study [33]

implemented web applications to detect malicious behavior
such as collusion attacks in the friend search engine.
However, few researchers have investigated how to resist
collusion attacks initiated by malicious attackers in friend
search engines.

In this article, we propose an anticollusion attack
strategy to fill these research gaps.*is strategy distinguishes
trusted users from untrusted users based on the credibility
among users in OSNs and uses the (t, n) threshold function
to limit the querying of requestors in the friend search
engine to resist malicious attacks initiated by colluding
attackers in OSNs.

3. Collusion Attack Strategy

3.1. Related Definitions. In friend search engines, to
strengthen the protection of the user’s friendships, a certain
number of friendships, such as k, will be displayed when
responding to a query request. *ese k friends are defined as
the most influential friends of the users in the OSN. Assume
that node Na exists in the OSN with direct friends Na.i and
that set is Fk

a(i< k). Requestor Q1 wants to query Na’s
friendships; two nodes, N1 and N2, exist, and k � 1. N1 and
N2 are each user’s most important friends.

3.1.1. Unpopular Node. Na is an unpopular node if nodes
Na.i ∈ Fk

a and Na ∉ Fa.i
k . As Figure 1 shows, N0 is an un-

popular node.

3.1.2. Popular Node. Na is a popular node if Na ∈ Fk
a.i and

Na.i ∈ Fk
a. As Figure 2 shows, N0 is a popular node.

3.1.3. Occupation. If requestorQ1 queries nodeN1, based on
the friend search engine display strategy, the query result is
E(N1, N2). At this time, N1 has shown his or her most
important friend N2, and N1 is occupied.

3.1.4. Passive Display. Requestor Q1 queries the important
friend list of N1. Based on the friend search engine strategy,
the query result is E(N1, N2). *e most important friend
who exposes N2 is N1, and N2 is referred to as a passive
display.

3.2. Attack Model

3.2.1. Maximum Number of Friends Displayed. Due to the
different personal preferences of users in OSNs, their privacy
settings will also be different. *e maximum number of
friends displayed, k, may also be different. *is strategy
assumes that all nodes have the same k value.

3.2.2. Attackers’ Prior Knowledge. Typically, the success of a
malicious requestor’s attack is closely related to his or her
knowledge of OSNs. *e attack success rate of malicious
requestors who know more about OSNs is expected to be
higher. *is article assumes that malicious requestors have
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limited knowledge of OSNs and are limited only to target
nodes.

3.2.3. Attack Target. *e goal of the malicious query is to
violate the privacy of the target user in the OSN (i.e., to query
the k+ 1th friend of the target node). When the privacy of
the target user is set to show a number of friends less than k,
the privacy of the target user cannot be violated. Each
malicious requestor’s attack target is unique, and each
collusion attack has only one victim node. Although mali-
cious requestors may infringe the privacy of other users
during the query process, only when the privacy of the target
node is destroyed is the collusion attack considered
successful.

3.2.4. Attack Strategy. Collusion attackers in OSNs can
query users’ friendships via the friend search engine and
query the relationship between users and friends by coor-
dinating the query sequence and query targets.

(1) Attacks on Unpopular Nodes. When the target user is an
unpopular node, since there exists at least one node
Na.i ∈ Fk

a， and Na ∉ Fk
a.i. *erefore, the first malicious

attacker obtains the set of its friends Fk
a by querying Na’s

friends and shares the query result with the new attacker.
*e new malicious attacker can query Na’s friends Na.i

separately by the query result shared by the first malicious
attacker and always find the node in Fk

a.i where Na does not
exist. Suppose the node is Na.x, and a query on Na.x can
show its k friends so that it is occupied. At this point, if a
query is performed again on the target node Na, Na will
display its k + 1th friend Na.(k+1) since Na.x is already
occupied.

Suppose there exists a malicious attacker MRi

(i � 1, 2, . . .), k � 1. Taking the unpopular node in Figure 1
as an example to illustrate the attack process on the non-
popular node. *e results are shown in Table 1.

(2) Attacks on Popular Nodes. Analogous to the attack on
unpopular nodes, the basic idea of the attack on popular
nodes is also to expose the k + 1th friend of the target node
by occupying one of its top k friends. However, since both
popular nodes and their friends are each other’s first k

friends, directly querying the friends of the target popular
node cannot destroy its friendship privacy by appropriation.
*erefore, Na.i is occupied k times by passively displaying
Na.i. However, when the target node and its friend Na.1 are
each other’s first important friend, they cannot be passively
displayed.

Taking N0 as the target node in Figure 3 as an example,
suppose there exist malicious attackers MRi (i � 1, 2, . . .)

with k � 3, *e attack process of an attack on popular node
N0 is shown in Table 2.

4. Anticollusion Attack Strategy of
Friendships Protection

*e collusion attack compromises users’ friendship privacy
by coordinating the query order through multiple malicious
requesters and dynamically adjusting the query target
through the query results of others. To solve the problem, we
investigate the strategy to resist collusion attacks. In this
work, the access control of requestors in the friend search
engine is considered, credibility is employed as the re-
striction condition for requestor queries, and the Shamir
Secret Sharing (SSS) system is utilized to control queries.

4.1. Credibility Calculations. In OSNs, the interaction be-
haviors between users are an important factor that affects the
trust metric between users. According to the relationship
between users, the trust relationship between two users, i.e.,
the trust subject and the trust object, can be divided into
three types, that are direct trust, recommendation trust, and
comprehensive trust. *ere are four main attributes that are
important for credibility calculations.

4.1.1. Number of Interactions. *e greater the number of
interactions between two users is, the higher the trust be-
tween the users is.

4.1.2. Interaction Evaluation. After each interaction, the
user gives a corresponding evaluation based on the process,
the results, and the importance of the interaction event. *e

N0

N0

N0.2N0.1

N0.1.1 N0.1.2 N0.2.1 N0.2.2

Figure 1: Unpopular node.

N0

N0 N0N0.1.1 N0.2.1 N0.2.2

N0.2N0.1

Figure 2: Popular node.
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evaluation value of the lth interaction is recorded as
Cl ∈ [0, 1].

4.1.3. Interaction Time. Interaction evaluations that are
similar to the current time better reflect the user’s recent
behavior. *e closer the evaluation is to the current time, the
greater the impact is on direct credibility.

4.1.4. Interaction Events. *e weight of the event of the lth
interaction between two users is denoted as Wl.

4.1.5. Direct Trust (DTij). For two user nodes that have
historical interactions in the OSN, the credibility of one user
to another is referred to as direct trust. A user obtains the
credibility evaluation of another based on the historical
performance of the user who has interacted with him or her.

If node i and node j have interacted n times in the OSN,
after the lth interaction is completed, node i evaluates node j

to obtain evaluation value Cl and interaction event weight
Wl. Subsequently, the lth interaction time tl, importance of
the lth interaction event Wl, evaluation value Cl of the
interaction event of node i with node j, and the influence of
the number n of interactions between node i and node j on
the evaluation value are considered. *e calculation formula
of direct trust is expressed as follows:

DTij � α ·


n
l�1Φ tl(  · Cl · W

n
, (1)

where α�
��������
n/(n + 1)


is a function of the number of in-

teractions used to adjust the influence of the number of
interactions on credibility. *e user obtains a high degree of
trust only when he or she obtains multiple satisfactory
evaluation values. φ (tl)� exp (⌈(tn − tl)/T⌉) is the time
decay coefficient, where tn is the nth interaction time (i.e.,
current interaction time), tl is the lth interaction time, and T

is the time period.*e evaluation of an interaction event that
is more similar to the current interaction time has a greater
impact on credibility. Wl and Cl are the weight of the in-
teraction event between node i and node j and the evalu-
ation value of node i for the event, respectively. *is
approach can prevent malicious requestors from interacting
with the target user by using events with a low weight to gain
the trust of the target user while deceiving the user during
interaction events with high weights.

4.1.6. Recommended Trust (RTij). If node i wants to gain a
comprehensive understanding of node j, node i needs to
obtain the recommended trust for node j via intermediate

node c, where node c � c1, c2, c3, . . . , cn . *e calculation of
recommended trust is expressed as follows:

RTij � 
n

c�1
DTic · DTcj , (2)

where DTic is the direct trust of user i in user c, DTcj is the
direct trust of user c in user j, and the direct trust of user i in
user c can be regarded as a recommendation for calculating
the recommended trust weights.

4.1.7. Comprehensive Trust (OTij). *e credibility of a user
in the OSN must be integrated with his or her direct trust
and the recommended trust of other users, which is referred
to as comprehensive trust. *e weights of direct trust and
recommended trust are determined by experimental cal-
culations. In real life, people are generally more inclined to
believe their judgments, and the recommendations of others
serve only as a reference. *us, the calculation of compre-
hensive trust is expressed as follows:

OTij � u · DTij + v · RTij (u + v � 1, u> v), (3)

where OTij is the direct trust of node i in node j, RTij is the
recommended trust of node i in node j, and u and v are the
weight coefficients of direct trust and recommended trust,
respectively.

4.2. Shamir Secret Sharing System. *e SSS system is a
specific secret sharing scheme designed by Shamir based on
language interpolation polynomial theory [34, 35]. *is
scheme clearly illustrates how to divide data D into n seg-
ments so that D can be easily reconstructed from t segments
and so that even if all t − 1 segments are mastered, D cannot
be reconstructed.

In response to collusion attacks in OSNs, this article uses
the SSS (t, n) threshold function to control the querying of
users’ friendships. *e (t, n) threshold SSS consists of the
following three stages.

4.2.1. System Parameter Setting. n is the number of all
participants, t is the threshold, p is a large prime number,
and s ∈ Zp is the secret to be shared.

4.2.2. Secret Distribution. *e secret distributor D chooses a
random t degree polynomial.

a(x) � s + a1x
1

+ a2x
2

+ a3x
3

+ · · · + at−1x
t− 1modp, αj∈RZp.

(4)

*e condition a(0) � s is satisfied. D sends si � a(i) to
participants Pi, i � 1, 2, . . . , n.

4.2.3. Secret Reconstruction. Any number of participants can
reconstruct the secret using their secret fragments. Let t

participants who want to reconstruct the secret be
Pi, i � 1, 2, . . . , t, and let A � |1, 2, . . . , t|.

Table 1: Attack process on unpopular node N0.

Step Requestor Target Result
1 MR1 N0 E(N0, N0.1)

2 MR2
N0.1 E(N0.1, N0.1.1)

N0 E(N0, N0.2)
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λi is calculated based on the following formula:

λi � 
j∈A/ i{ }

j

j − i
. (5)

*e original secret is restored based on the following
formula:

s � 
i∈A

siλ. (6)

*e security of the SSS depends on the assumption that
the parties honestly perform the operations predetermined
by the agreement. We consider reliable secret distributors
and believe that the administrators of OSNs are honest in the
strategy.

4.3. Friend Search Engine with the SSS System

4.3.1. Friendships Transform. When a querier queries the
friends of a target user, the friend search engine will return
the relationship of edges between nodes among users
according to the display strategy. However, according to the
SSS system and the requirement of the (t, n) threshold
function, the shared secret is s ∈ Zp with p being a large
prime number.*e secret s to be shared in this strategy is the
friendship of the target. *erefore, it is necessary to process
the representation of an important user’s friendship and
transform it to the range of Zp and then share it by the
threshold function.

In order to transform the friendships into shareable
secrets, we propose a friendship transform algorithm to
convert the friendships to satisfy the secret sharing condi-
tion. According to the query goal of the querier, the IDs of

the first k friends of the target node are first obtained. *e
friendships transform algorithm is shown as Algorithm 1.

4.3.2. Friendships Protection. In OSNs, users can access the
friendships of other users by friend search engines. Multiple
malicious requestors can share their query results with each
other by coordinating the query target and query sequence,
which causes the target user to expose more friends than the
user is willing to display. A friend search engine that has
introduced the trust metric and SSS can control the queries
of users. *is control can guarantee that only users whose
comprehensive trust reaches the trust threshold can suc-
cessfully query the friendships of the target user.

Assume that secret distributor D is honest and that each
anonymous requestor Pi, i � 1, 2, . . . , n can obtain a correct
secret fragment from D. *e number of requestors is higher
than the trust threshold for querying the friendships of the
target user each time nA ≥ 2. *e access control process of
this solution is described as follows.

Obtain Comprehensive Trust. Requestors Pi, i � 1, 2,

. . . , n request querying the friendships of target user na,
obtaining comprehensive trustTai of Pi, and sorting the
results in descending order by value based on the in-
teraction between target user na and requestor Pi in the
OSN.
Classify the Query. Based on trust threshold TR, the
requestors are divided into categories A and B. Cate-
gory A: Tai ∈ [TR, 1] and category B: Tai ∈ [0, TR]. *e
number of requestors in the two categories is denoted
as nA and nB.
Confirm <reshold t. According to the definition of the
(t, n) threshold function and the requirements of access
control security, requestors who have not reached the

First layer 

Second layer 

N0

N0 N0N0

N0.4

N0.3N0.2N0.1

N0.1.1 N0.1.2 N0.2.1 N0.2.2 N0.2.3 N0.3.1 N0.3.2

Figure 3: Friendship of popular node N0.

Table 2: Attack process on popular node N0.

Step Requestor Target Result
1 MR1 N0 E(N0, N0.1), E(N0, N0.2), E(N0, N0.3)

2 MR2 N0.2 E(N0.2, N0.2.1), E(N0.2, N0.2.2), E(N0.2, N0)

3 MR3

N0.2.1 E(N0.2.1, N0.2.1.1), E(N0.2.1, N0.2), E(N0.2.1, N0.2.1.2)

N0.2.2 E(N0.2.2, N0.2.2.1), E(N0.2.2, N0.2.2.2), E(N0.2.2, N0.2.2.3)

N0.2 E(N0.2, N0.2.1), E(N0.2, N0), E(N0.2, N0.2.3)

4 MR4

N0.2.3 E(N0.2.3, N0.2.3.1), E(N0.2.3, N0.2), E(N0.2.3, N0.2.3.2)

N0.2 E(N0.2, N0.2.1), E(N0.2, N0.2.2), E(N0.2, N0.2.3)

N0 E(N0, N0.1), E(N0, N0.3), E(N0, N0.4)
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system trust threshold cannot successfully query the
target user’s friendships. Since Tai <TR, it is necessary
to ensure that requestors in category B cannot suc-
cessfully query the friendships of the target user. *us,
in each query process, t � nB + 1.
Secret Distribution. *e secret distributor D chooses a
random t degree polynomial a(x) � s+ a1x

1 + a2x
2+

a3x
3 + · · · + at−1x

t− 1modp, αj∈RZp, a(0) � s. D sends
si � a(i) to participants Pi, i � 1, 2, . . . , n.
Secret Reconstruction. nB requestors in category B, who
are arranged in descending order of comprehensive
trust, submit the secret fragments si obtained in reverse
order, and nA requestors and nB requestors are divided
into nA groups for secret reconstruction.

Assume that requestor Pi (i � 1, 2, . . . , n ), who queries
the friendships of the target user, is arranged in descending
order based on the comprehensive trust of the target user na.
Category A is P1, P2, P3, . . ., Pm, and category B is Pm+1,
Pm+2, . . ., Pn. *reshold t � nB + 1. As shown in Table 3,
category A can be divided into m groups to reconstruct
secret s.

*e comprehensive trust of the first requestor among the
m groups of requestors who participate in the secret re-
construction is greater than the trust threshold set by the
target user (i.e., only users trusted by the target user can
successfully query the target’s friendships). During each
secret reconstruction process, the users Pm+1, Pm+2, . . ., Pn

who have not reached the comprehensive trust level
threshold must submit their secret fragments sm+1, sm+2, . . .,
sn obtained from D. Users P1, P2, P3, . . ., Pm will submit
sm+1, sm+2, . . ., sn. *e secret fragment si (i ∈ [1, m]) is se-
cretly reconstructed. *e threshold t � nB + 1 can ensure
that even if Pm+1, Pm+2, . . ., Pn constitute the group of
submitted secret fragments, the secret cannot be successfully
reconstructed.

4.3.3. Punishment Mechanism. Multiple malicious re-
questors query the friendships of users by coordinating their
query order and query target via the friend search engine.
*e proposed mechanism further protects the privacy of the
target users’ friendships by setting the punishment mech-
anism. When the user who has inquired about the friend-
ships of the target user causes the privacy leak, the
comprehensive trust of the inquirers will be reduced, which

will make the next query impossible. Assume that before
querying the friendships of the target user, the malicious
requestors MR1 and MR2 are disguised as trusted nodes. If
malicious requestors MR1 and MR2 have comprehensive
trust Tai, (Tai >Tt), during the first query, the malicious
requestor MR1 can successfully reconstruct target node na’s
friendships by secret fragments submitted by category B

users and the secret fragments obtained from D. After the
malicious requestor MR1 obtains the query result and shares
it with MR2, malicious requestor MR2 can require the other
nodes based on the query result of MR1. If the final query
result causes the target node to expose the k + 1th friend,
then the system punishes all nodes that are secretly
reconstructed, which reduces the trust value of the user
nodes for the reconstructed secret to 1/2 of the original
value. *e trust decay function is expressed as follows:

Ti
′ �

Ti

2
. (7)

Taking the attack in Section 3.2.3 as an example, assume
that the trust threshold is 0.5 and the comprehensive trust of
MR1 and MR2 is the maximum value of 1. According to the
collusion attack strategy, N3’s privacy will be violated.

When the friend search engine detects that the privacy of
user N3 is breached, it will reduce the trust of all users who
have queried at this time to punish them. *e trust value of
MR2 was originally 1. After the punishment, its compre-
hensive trust is reduced according to the trust decay
function, and the comprehensive trust of malicious re-
questors MR1 and MR2 is reduced from 1 to 0.5. *e
comprehensive trust obtained from the target user is now
lower than the trust threshold, and the next query cannot be
performed.

5. Experiment

In this section, we experimentally verify the effectiveness of
the proposed anticollusion attack strategy. Our experimental
research includes synthetic datasets to verify the validity of
the credibility calculations and three large-scale real-world
datasets to verify the security of the anticollusion attack
strategy.

5.1. Datasets. We generate random numbers that satisfy the
previously described conditions of the credibility calculation
method, including data on 1000 groups of user interactions,

Input: IDx: ID of the target user
Output: s: the secret to share

(1) Get the IDs of the top k friends of the target node: ID1, ID2, ID3, . . ., IDk;
(2) SUMID � 

k
i�1 IDi;

(3) if SUMID is prime then
(4) s � SUMID
(5) else
(6) s � find next prime(SUMID);
(7) end if

ALGORITHM 1: Friendships_transform.
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and verify the correctness of the trust calculations. In ad-
dition, we use three real-world social network datasets to
verify the security of the anticollusion attack strategy.

5.1.1. Synthetic Dataset. A random probability function is
used to fit users’ interactions in OSNs. *e setting standards
for the time interval of interactions between users and the
weights of the interaction events are different for each OSN.
We select the interaction data within the time interval
(Φ(tl) � 0.367879) among users in the synthetic dataset.*e
number of interactions is set to 50; the weights of the in-
teraction events take values in the range [1, 20]; and the
interaction evaluation takes values in the range (0, 1] as an
example to verify the rationality of the trust calculations, that
is, Wl ∈ [1, 20], Cl ∈ (0, 1], and n ∈ [1, 50]. *e trust be-
tween two users may exceed 1 and should be normalized.

5.1.2. Facebook Dataset. In [36], the data from https://
Facebook.com capture the friendships among users,
which can be modeled as undirected graphs.

5.1.3. Slashdot Dataset. In [37], Slashdot is a technology-
related news website and a specific user community, where
users can submit and edit news about the current main
technology. In 2002, Slashdot launched the Slashdot Zoo
function, which enables users to mark each other as friends
or enemies. *e network establishes links between two
friends or enemies among Slashdot users.*erefore, the data
in this dataset are directional. *is article uses 2009 Slashdot
data, and the Slashdot dataset is converted to an undirected
graph to reflect users’ friendships. Regardless of the direction
of the connection between two nodes in the network, an edge
is created in the undirected graph for these two nodes.

5.1.4. Gowalla Dataset. In [38], Gowalla is a location-based
social networking site in which users share their location by
signing in. *e friendships collected from Gowalla are
undirected. *e complete dataset consists of 19, 591 nodes
and 950, 327 edges. Due to data size limitations, this pro-
gram selects only a portion of the data for testing.

We list the main attributes of each dataset in Table 4.*e
synthetic dataset is used to verify the rationality of the
credibility calculations, and the remaining three datasets are
used to verify the security of the proposed anticollusion
attack strategy.

5.2. Strategy Analysis

5.2.1. Collusion Attack Strategy Analysis. According to the
collusion attack model in [3], the collusion attack model has
different probabilities of success for collusion attacks on
popular and unpopular nodes. *e probability of a suc-
cessful conspiracy attack is mainly related to four factors,
such as the degree d of the query node, the number of friends
k allowed to be displayed, the layer of the friend relationship
tree, and the rank r of the query user among the friends in
that layer.

Given a user node of degree d, assume that the prob-
ability that one of his friends is ranked among the top k is
k/d. Randomly choose the victim node N0 and one of his top
k friends N0.i with degree d0.i; then, the probability that N0
is among the top k friends of N0.i is

k

d0.i

, d0.i > k,

1, d0.i ≤ k.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

Simplify it as min(k/d0.i, 1).
Assuming that the probability of N0 becoming one of the

top k friends of any of its friends is independent, the
probability of N0 becoming a popular node is p. *en, p is
denoted by

p N0(  � 
k

i�1
min

k

d0.i

, 1 . (9)

If N0 is an unpopular node, the probability of easily
destroying the privacy of the target user’s friendships by
direct query at the first level is

p Attack at layer1(  � 1 − 
k

i�1
min

k

d0.i

, 1 . (10)

*e number of collusion attackers required is

Num(Attackers for unpop) � 1 + k. (11)

If N0 is a popular node, according to the attack flow of
compromising the privacy of popular nodes, a malicious
attacker cannot directly make N0 reveal the k + 1th friend by
querying its first layer friends. *erefore, the collusion at-
tackers make the target user N0’s first friend N0.1 occupied
and thus compromise the target user’s friendship privacy by
passively displaying it with probability:

p Attack throughN0.1(  � 1 − 

r0.1

i�1
min

k

d0.1.i

, 1 , (12)

where r0.1 is the ranking of N0 among the friends of N0.1.

5.2.2. Anticollusion Attack Strategy Analysis. According to
the analysis of the attack success probability of the collusion
attack and the total number of malicious attackers required,
the probability of successful attack is equation (10), and the

Table 3: Groups to reconstruct secret s.

Group number Group member
1 P1, Pn, Pn−1, . . . , Pm+1
2 P2, Pn, Pn−1, . . . , Pm+1
3 P3, Pn, Pn−1, . . . , Pm+1
. . . . . .

m Pm, Pn, Pn−1, . . . , Pm+1
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number of collusion attackers required is k + 1. *e attack
on popular nodes is more complicated. Generally, this attack
cannot destroy the privacy of the target user’s friendships by
querying the first friend only, and the probability of
destroying the target user’s privacy by occupying the first
friend N0.1 of the target user is equation (12), where the
number of conspiracy attackers required is at least k + 2.

In the friendship protection strategy against collusion
attacks, the querier first needs to obtain a high level of trust
through long-term interaction with the target user, and
second, the querier needs to query the friends through the
(t, n) threshold function. On the one hand, the anticollusion
attack strategy sets a fully trusted querier to help with the
query when there are fewer than n queriers. On the other
hand, it avoids the situation where all of the malicious
queriers have a high trust value.

In the worst case, the number of collusion attackers
needed for unpopular nodes is only 2, which requires at least
two queries, while the number of collusion attackers needed
for popular nodes is 3, which requires at least three queries.
When querying by the (t, n) threshold function, the worst
case of the class A has nA − 1 malicious attackers among the
queriers. *e subsequent security analysis will verify and
analyze the security of the friendships privacy protection
strategy with the worst-case number of malicious attackers
against the collusion attack.

5.3. Performance Analysis. In this section, we analyze the
rationality of the trust calculations and the security of the
anticollusion attack strategy using (t, n) threshold function
access control.

5.3.1. Credibility Calculation Rationality. In this article, we
propose a trust measure based on the interaction behaviors
between users. Considering the number of interactions
between two users in a period of time, interaction evaluation,
interaction event weight, and other factors, the direct trust
degree is calculated by regulating the function. Based on the
direct trust degree, the calculation methods of the recom-
mended trust degree and comprehensive trust degree are
derived. In this section, the rationality of the trust calculation
method is verified by relevant experiments.

As Figure 4 shows, when the time period spanned by user
interactions is 2, the time decay coefficient is approximately
0.135; while when the time period spanned by user inter-
actions is 3, the time decay coefficient has dropped to less
than 0.1. When the number of user interactions was 9, the
ratio of the interaction number conditioning function
(INCN) to the number of interactions (IN) was 0.105, while
when the number of interactions was 10, the ratio of the
interaction number conditioning function to the number of

interactions was 0.095. *e number of time decays and the
ratio of the interaction number conditioning function to the
number of interactions were too low to show the more
obvious experimental data results. *erefore, the number of
interactions between users selected for the experiment
ranged from 1 to 9, and the time period spanned by user
interactions was selected as 1 or 2.

Based on random numbers, the values of direct trust and
recommended trust are calculated by equations (1) and (2),
respectively, and the value of the user’s comprehensive trust
is calculated by equation (3). We selected 1000 sets of data to
prove the correctness of the trust calculations.*e results are
shown in Figure 5.

Figures 5(a)–5(c) show that the results of the direct trust,
recommend trust, and comprehensive trust calculations,
respectively, are normally distributed. In addition, they are
in line with realistic expectations.

5.3.2. Security Analysis. To improve the security and us-
ability of the friend search engine, we assume that OSN
administrators can be fully trusted in regard to the friend
search engine. When the number of requestors is less than
the number of query requests, the administrators can help
the requestors complete the query.

In this work, we compare the proposed anticollusion
strategy with the original collusion attack.*e security of the
proposed strategy is verified and analyzed in four aspects,
such as limit rate, the number of victims, the number of
collusion attackers, and the success rate of the collusion
attack. It is assumed that the original conspiracy attacker
uses a minimum number of malicious attackers and can
compromise the privacy of the target user with a minimum
number of queries, and the probability of success of its attack
is 1; i.e., the conspiracy attacker can successfully compro-
mise the privacy of the target’s friendships in each query.

Limit Rate (LR). *e LR of the system is defined as the
ratio of the number of users in category B to the
number of all users, that is, the proportion of users who
cannot successfully query in the friend search engine
among all requestors. Based on equation (3)
OTij � u · DTij + v · RTij (u + v � 1, u> v), where
DTij, RTij ∈ [0, 1]. *e direct trust weight coefficient u

is set to 0.6, and the trust threshold is set to 0.5, 0.6, 0.7,
0.8, and 0.9. A total of 1000 experiments are conducted
to verify the LR of the proposed strategy.

Figure 6 shows the LR and trust threshold results of the
strategy. *e value of the direct trust weight coefficient u is
0.6. When the trust threshold is 0.5, the LR of the strategy is
approximately 40%. When the trust threshold is 0.6, the LR
increases to 80%. At 0.7, the LR increases to almost 100%.

Table 4: Social network dataset property.

Dataset Synthetic dataset Facebook Slashdot Gowalla
Vertices 1000 63731 82168 196591
Edges 8997 817090 948464 582533
Average degree — 25.773 12.273 9.668
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*erefore, when the trust threshold is 0.7, almost no user
reaches the trust threshold, and the friend search engine will
not allow any querying. When the trust threshold is 0.6, 80%

of users in the OSN cannot reach the threshold. *us, the
number of requestors in the friend search engine is limited,
and the safety of the friend search engine is increased.
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Number of Victims. Consider the trust threshold of 0.5
as an example. Sixty percent of users can make normal
queries. In the worst case of the friend search engine
query, the number of malicious requestors is not
limited, and malicious requestors can destroy the
privacy of the target user via a one-time collusion attack
at the first layer. *e probability of successfully
destroying the user’s privacy is equation (10). *e at-
tack can destroy the privacy of 80% of the nodes in
OSNs [3].

In a one-time collusion attack, the maximum number of
malicious requestors is nA − 1, and the collusion attack
performs at least two queries. *us, the probability of one
collusion attack that destroys the target user’s privacy at the
first layer is

nA − 1
nA

 

2

· p Attack at layer1( . (13)

When the trust threshold is set to 0.5 (lowest threshold),
40% of users’ queries will be restricted. In this case, the
anticollusion attack strategy can reduce the number of users
whose privacy is breached by at least 47.9%. Accordingly, the
number of users whose privacy is violated decreases. By
comparing the Facebook, Gowalla, and Slashdot datasets, we
obtain the results shown in Figure 7.

Due to the limitation of the trust threshold, the number
of users whose privacy is breached is significantly reduced.
*e number of users whose privacy is breached in the
Facebook and Slashdot datasets is reduced by approximately
20, 000, while the number of users whose privacy is breached
in the Gowalla dataset is reduced by approximately 60, 000.
In the three datasets, the number of users whose privacy has
been violated will be reduced by at least 40%. *e proposed
strategy greatly reduces the number of users whose privacy is
violated, which improves the privacy security of users in
OSNs.

Number of Collusion Attackers. Based on the (t, n)

threshold function, in the query process of the friend
search engine, n inquirers are required to participate in

the query, and at least t requestors are required to
perform secret reconstruction. *erefore, in a single
query process, to ensure that malicious requestors can
successfully query, it is necessary to ensure that t re-
questors are malicious requestors and that the com-
prehensive trust is higher than the trust threshold. In
the best situation, two malicious requestors can destroy
the privacy of the target user by making two queries.
*e total number of attackers required is 2n, while in
the comparison strategy, the number of inquirers re-
quired is only 2. *erefore, when the value of n set by
the system is larger, more malicious attackers will be
needed.

Figure 8 shows that the number of colluding attackers
varies with the number of queries n. *e number of attackers
in the proposed strategy is twice that of the comparison
strategy. Under the same conditions, the colluding attackers
will need more entities or accounts to make queries with the
proposed strategy.

Probability of a Successful Collusion Attack. Assume
that malicious requestors who have not interacted with
the target user in the OSN want to query the target’s
friendships. First, excellent long-term interactions with
the target are needed to obtain the trust of the target. A
successful collusion attack requires multiple malicious
requestors to cooperate to coordinate their query order
and target, and each malicious requestor can suc-
cessfully query the friend list of the query target.
*erefore, multiple malicious requestors need to
maintain excellent interactions with users in the OSN,
which will require colluding malicious requestors to
spend a substantial amount of time disguising their
intentions to obtain the trust of the target user.

Consider the successful collusion attack process in Ta-
ble 2 as an example. *e collusion attack was coordinated by
four malicious requestors. MR1 makes the first requests, and
MR2 determines the target to be queried based on the query
results of MR1. MR3 queries based on the query result of
MR2 *us, user N0.2.2 will be “occupied,” and the new friend
N0.2.3 of user N0.2 can be queried. MR4 makes a query based
on the query result of MR3 and obtains the k + 1th friend of

0.481 0.837 0.977 0.999 1

0.475

0.812
0.973 0.999 1

0.487

0.791

0.964 0.998 1

0

0.2

0.4

0.6

0.8

1

1.2

0.5 0.6 0.7 0.8 0.9

Li
m

it 
ra

te

Trust threshold

u = 0.6
u = 0.7
u = 0.8

Figure 6: Limit rate under the trust threshold with u � 0.6.

Proposed strategy
Comparison strategy

Slashdot

Gowalla

Facebook

39437

65734

94354

157273

30582
50985

0 20000 40000 60000 80000 100000 120000 140000 160000 180000

Figure 7: Comparison of the number of victims with a compro-
mised strategy.

Security and Communication Networks 11



N0, i.e., fourth friend N0.4. *e privacy of the friendships of
user N0 is destroyed.

Under (t, n) threshold function access control, four
malicious requestors, i.e., MR1, MR2, MR3, and MR4, want
to complete this query. First, they need to obtain the high
trust of the target nodes, i.e., N0, N0.2, N0.2.1, N0.2.2, and
N0.2.3, and all four malicious requestors must have excellent
long-term interactions with the target. If a malicious re-
questor cannot obtain the trust of the target, then Tij <Tt,
and the previously described attack cannot be successfully
carried out. *erefore, a successful malicious attack by
colluding attackers requires that all malicious requestors
reach the trust threshold.

If malicious requestors already exist in the OSN and have
interacted with the target user, this strategy restricts re-
questors whose trust level is below the trust threshold. A
requestor cannot query the target user’s friend list under
(t, n) threshold function access control. *erefore, when the
trust threshold is 0.5, 40% of users who do not reach the trust
threshold will not be able to query. As described in the
second part of this section, for the collusion attack strategy in
[3], if (t, n) threshold function access control is not adopted,
the probability that colluding attackers will successfully
destroy a user’s privacy is 1 for each query. In the (t, n)

threshold secret sharing anticollusion attack strategy com-
bined with trust, the comprehensive trust of the requestors
who can successfully query the friendships of the target user
must be higher than the trust threshold; that is, malicious
requestors need to be in category A. Next, we take the trust
threshold of 0.5 as an example to discuss the probability that
colluding attackers will successfully destroy the privacy of a
user’s friendships under (t, n) threshold function access
control.

If there is a collusion attack, the worst case is that there
are enough colluding attackers, and the privacy of the target
user is destroyed by just two queries. During a single query,
the maximum number of malicious requestors is nA − 1.

For unpopular nodes, the maximum probability of
malicious requestors who make two requests is

0.6 nA− 1( ) ·
nA − 1

nA

  

2

. (14)

For popular nodes, the maximum probability of mali-
cious requestors who make three requests is

0.6 nA− 1( ) ·
nA − 1

nA

  

3

. (15)

In Facebook, Gowalla, and Slashdot, we observe that
regardless of whether a popular node or an unpopular node
is considered, the number of malicious requestors required
to conduct a successful collusion attack can reach 10,000,
which is the best case of a successful collusion attack in the
three datasets. *erefore, as Figures 9(a) and 9(b) show, in
the case of nA ≥ 2, when there are at most nA − 1 malicious
requestors, the probabilities of successful collusion attacks
for unpopular nodes and popular nodes are p≤ 0.09 and
p≤ 0.027, respectively.

Figure 9 shows that when the number of malicious
requestors is 2, the anticollusion attack strategy based on
(t, n) threshold secret sharing can reduce the probability of a
successful collusion attack from 1 to 0.09 and the probability
of a successful conspiracy attack on popular nodes from 1 to
0.027.When the number of malicious requestors increases to
18, the anticollusion attack strategy reduces the probability
of a successful collusion attack to 0. When the system trust
threshold is higher, it is more difficult for malicious re-
questors to conduct collusion attacks.

*erefore, the trust-based SSS anticollusion attack
strategy proposed in this work can substantially reduce the
number of users whose privacy is compromised by means of
credibility calculations, the trust threshold and the (t, n)

threshold function. *is strategy restricts user queries based
on trust and uses the (t, n) threshold function of the SSS for
access control. *is strategy can also reduce the probability
of successful collusion attacks, which has a significant effect
on resisting collusion attacks and can protect the friendship
privacy of users in OSNs.
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6. Conclusion

To address the problem of collusion attacks that compromise
users’ friendship privacy, we propose an anticollusion attack
strategy that combines the trust metric and (t, n) threshold
function. *e trust metric is based on the interaction be-
haviors between users, and the calculation methods of direct
trust, recommendation trust, and comprehensive trust are
determined by considering the number of interactions,
interaction time, interaction evaluation, and event weight.
Meanwhile, by converting friendships into secrets and using
the (t, n) threshold function to share and reconstruct the
secrets, the conspiracy queries of malicious attackers are
effectively restricted. *e experimental results show that the
proposed strategy can significantly reduce the probability of
successful conspiracy attacks, reduce the number of victims,
and protect the privacy of users’ friendships while ensuring
normal user queries.

*eoretically, this work simplifies the complex privacy
protection of a user’s friendships to the user’s access control
strategy in the friend search engine. *is research starts by
theoretically analyzing the calculation of trust between two
users and applies the (t, n) threshold function to control
querying in the friend search engine to protect the privacy of
the user’s friendships.

Overall, the proposed strategy can successfully decrease
the probability of collusion attacks in friend search engines.
Specifically, attacking the same number of users requires
more attackers, and the number of users who violate the
same number of attackers is greatly reduced.
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With the rapid development of portable mobile devices, mobile crowd sensing systems (MCS) have been widely studied. However,
the sensing data provided by participants in MCS applications is always unreliable, which affects the service quality of the system,
and the truth discovery technology can effectively obtain true values from the data provided by multiple users. At the same time,
privacy leaks also restrict users’ enthusiasm for participating in the MCS. Based on this, our paper proposes a secure truth
discovery for data aggregation in crowd sensing systems, STDDA, which iteratively calculates user weights and true values to
obtain real object data. In order to protect the privacy of data, STDDA divides users into several clusters, and users in the clusters
ensure the privacy of data by adding secret random numbers to the perceived data. At the same time, the cluster head node uses the
secure sum protocol to obtain the aggregation result of the sense data and uploads it to the server so that the server cannot obtain
the sense data and weight of individual users, further ensuring the privacy of the user’s sense data and weight. In addition, using
the truth discovery method, STDDA provides corresponding processing mechanisms for users’ dynamic joining and exiting,
which enhances the robustness of the system. Experimental results show that STDDA has the characteristics of high accuracy, low
communication, and high security.

1. Introduction

With the rapid popularization of portable mobile sensing
devices (such as smart phones and smart watches), which
carry many sensors (gravity sensors, GPS, acceleration
sensors, fingerprint, etc.), MCS has been extensively studied
[1–4]. Participants with mobile sensing devices are en-
couraged to upload, analyze, and process their sensing data.
After receiving the sensing data, the system is applied to all
walks of life in society, such as transportation planning [5],
environmental monitoring [6], and medical health [7]. For
example, in MCS, participants upload the specific geo-
graphic location data of an object (such as supermarkets and
schools) to the server, which analyzes and processes the data.
And the obtained results are fed back to the corresponding
application platforms. 'en the platform utilizes these data
to satisfy the needs of other participants, while enabling

participants to quickly and accurately locate the specific
location of the required objects, and to facilitate the activities
of participants.

Due to the unprofessionalism and mobility of par-
ticipants, the sensing data uploaded by participants is
often unreliable or even conflicting data. Moreover,
malicious participants may upload outdated or wrong
data, which possibly have serious consequences for de-
cision-making. For example, getting misleading geo-
graphic location information on the application platform,
ordinary participants miss the best viewing time for
tourist attractions. In addition, in many applications, data
needs to be obtained from multiple data sources, and
multiple data sources may also provide conflicting in-
formation. For example, a natural event that may be
observed and recorded by multiple laboratories, or a
patient record composed of multiple different hospitals,
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makes these pieces of data or information conflict with
each other. 'erefore, the service quality of MCS can be
guaranteed by filtering out the incorrect sensing data and
identifying the real information. Elimination of above-
mentioned classification data conflict can be resolved by
majority voting; that is, the most frequent information is
considered to be the correct answer. For continuous data
(e.g., height and weight), the mean/median value can be
taken as the answer. 'e problem with voting or averaging
method is that it assumes that the reliability of data from
all sources is the same. Because normal participants
continuously provide real and meaningful data, while
malicious participants may generate biased or even false
data, such traditional aggregation methods (such as voting
and average) will not be able to get accurate aggregation
results. In this case, in order to solve this problem, the
truth discovery [7] approach, which is discovering
truthful facts from unreliable or conflict information, has
received extensive attention. 'e common principle of
truth discovery is that the weight of the participant will be
higher if the data provided by a participant is close to the
aggregated result, and the reliability of the participant is
higher and the data of participant will be counted more
during the aggregation process if the participant’s weight
is higher. Based on this principle, the researchers have
proposed multiple truth discovery methods to update the
participant’s weight and estimate the ground truth of each
object.

However, the existing MCS faces serious privacy leakage
issues which reduce the enthusiasm of participants. If the
scheme based on truth discovery in MCS does not consider
privacy, the server will obtain various types of information of
participants, which may contain personal identity infor-
mation and sensitive information such as phone number,
home address, and health status. Attackers may take ad-
vantage of this sensitive information to conduct malicious
deals. Based on this, our paper proposes a secure truth
discovery for data aggregation in mobile crowd sensing
(STDDA) in MCS. STDDA obtains final result by iteratively
updating participant’s weights and evaluating ground truth
of each object. In order to protect data privacy, STDDA
divides participant nodes into several clusters according to
the location and number of participants. 'ere are several
participant nodes in each cluster which compute the cor-
responding secret random number according to the com-
mon parameters shared by the predecessor and successor
nodes, while adding the secret random number to the
sensing data to ensure data privacy. At the same time, the
cluster head node uses secure sum protocol to fuse the
sensing data in the cluster and sends it to the server which
does corresponding storage and processing, so that the
sensing data and weight of individual will not be known by
the server, further ensuring the privacy of the participant’s
sensing data and weight. Using the truth discovery tech-
nology, STDDA gives the corresponding processing
mechanism to the participant’s failure exit and dynamic join,
while enhancing the robustness of the system.

In summary, the contribution of our paper is summa-
rized as follows:

(1) STDDA not only accurately compute the final ag-
gregation result and estimated ground truth but also
protects the data and weight information of the
participants. In addition, it greatly improves the
calculation speed and reduces the communication
overhead of the participants.

(2) STDDA meets requests that participants fail to exit
and join dynamically through cluster management
and at the same time protects their data.

(3) Finally, extensive experiments were conducted in the
MCS, and the results verified that STDDA can
generate accurate aggregate results while protecting
the privacy of participant data and weights.

'e rest of this article is arranged as follows. In Section 2,
we discuss the related work of this article. 'en, we describe
the preliminaries and give the details of our proposed al-
gorithm in Sections 3 and 4. In Section 5, we conduct a series
of experiments and performance evaluation to demonstrate
the claims given in this article. Finally, we make a conclusion
in this article in Section 6.

2. Related Work

Recently, truth discovery is an effective method to obtain
truth values of each object from many sensing data, which
has received more and more attention [8–17]. TruthFind [8]
first proposed the problem of truth discovery, which pro-
vides a probabilistic approach based on the following as-
sumptions: different data sources are independent, so the
unreliable pieces of information that appear on different
data sources should be different from each other. 'en,
AcuSim [9] is suitable for Bayesian analysis, and CRH [12] is
suitable for processing heterogeneous data. However, all the
abovementioned truth discovery methods ignore important
privacy issues and may lead to the disclosure of personal
sensitive information. For example, in order to deal with
heterogeneous data, a CRH [12] way with high precision and
accuracy is proposed, but this method only takes into ac-
count the problem of work efficiency, and the protection of
data privacy of participants is not within the scope of its
research.

Once the user’s privacy is leaked, such as home address
and office address, malicious attackers may use this infor-
mation to attack users, which will directly threaten users’
property and life safety. Xiong et al. [18] proposed an edge-
assisted privacy-preserving raw data sharing framework.'e
framework uses additional secret sharing technology to
encrypt the original data into two ciphertexts and constructs
two types of security functions. Tian et al. [19] proposed a
secure key management based on blockchain solution (BC-
EKM). 'ey use secure cluster formation algorithm and
secure node movement algorithm to realize key
management.

At the same time, this damages the interests of users and
restricts users’ enthusiasm for participating in MCS. Privacy
protection is a key factor in expanding and motivating MCS
applications. Representative ways for solving various privacy
issues include (1) anonymization [20, 21], i.e., removing
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participant’s identifying information during communica-
tion, (2) data disturbing [22], i.e., adding noise during
communication to interfere with the identification of par-
ticipant data, (3) cryptography or secure multiparty com-
putation [23–25], which uses various encryption algorithms
to protect participants’ sensitive data or denoting multiple
participants collaborating and cooperating under the con-
dition of mutual distrust and outputting the calculation
results.

In order to ensure the security of the truth discovery
technology, researchers have recently proposed various
privacy-oriented truth discovery schemes. For example,
Miao et al. [26] first proposed a secure truth discovery
scheme PPTD using the threshold Paillier cryptosystem [24]
to protect the privacy of the sensing data and weights of
participants. However, due to the complexity of the
threshold Paillier cryptosystem, the participants undertake
huge communication and computational overheads. To
reduce the communication overhead of participants and
improve system efficiency, Miao et al. [27] used homo-
morphic encryption to further propose a lightweight truth
discovery privacy protection scheme, while designing dual
noncollusive servers to achieve a lightweight privacy pro-
tection truth discovery system L2-PPTD. However, the
premise assumption of the system is that the server does not
have any collusion with other participants. Once collusion
occurs, the privacy of the participants will be revealed. Zheng
et al. [28] proposed a new system architecture that enables an
encrypted truth discovery method to be implemented in
MCS. In this system, participants send encrypted sensing
data to the cloud, while performing CATD (Confidence-
Aware Truth Discovery) in the encrypted domain, and the
final encrypted inference truth value is sent to the requester
for decryption. Xu et al. [29] proposed an EPTD framework
to solve the problem that all participants must be online.
However, this framework does not solve the problem of
dynamic participation of participants, and the practicality is
lacking. 'erefore, it is a challenge to propose a practical
privacy protection solution based on truth discovery. 'is
scheme can solve the failure and join of participants and
reduce the communication overhead and cost of
participants.

3. Preliminaries

3.1.NetworkModel. MCSmainly includes three parts: server
S, participants, and cluster head nodes CH. Among them, S
is responsible for managing all participants and storing and
processing the sensing data uploaded by participants. Par-
ticipants accept the sensing tasks issued by the platform,
collect the sensing data, and process it accordingly. CH
manages the participant nodes in the cluster and processes
related data. At the same time it has the role of ordinary
participants. In STDDA, according to the location and
number of participants, the network is divided into multiple
clusters by the server S. Each cluster is composed of a CH
and multiple participants. 'e CH forms a ring of all nodes
in the cluster; that is, each node has a unique predecessor
and successor node. 'e network topology is shown in

Figure 1. In each cluster, participants collect, process, and
upload sensing data to CH. 'en, CH aggregates all sensing
data in the cluster and uploads them to S. Finally, S takes
advantage of these data for various applications.

3.2. Truth Discovery. Truth discovery can effectively solve
the problem of heterogeneous data information conflicts
while extracting reliable information in MCS, where the
object represents the description of the sensing task in the
MCS, and the sensing data denotes the answers to the ob-
servations or questions collected by the participants. 'ere
are n participants, and a total of m objects require partic-
ipants to collect data. xi

j denotes the sensing data provided
by the ith participant for the jth object. x∗j represents the
ground truth of jth object. wi denotes the weight of ith
participant, that is, the reliability of the ith participant. In
addition, the goal of our article is to enable the server S to
aggregate the sensing data of each participant xi

j 
m,n

i,j�1 and

then accurately estimate ground truth of each object x∗j 
j

j�1,

at the same time guaranteeing sensing data (i.e., xi
j 

m,n

i,j�1)
and weights (i.e., wi 

n

i�1) are not known by other parties.
At present, existing truth discovery algorithms can

generally be summarized in two procedures: weight update
and truth evaluation. Before the weight is updated, the es-
timated ground truth of each object is first randomly ini-
tialized by the server S, and the weight and the estimated
ground truth are updated iteratively until the convergence
conditions are satisfied.

Weight update: it is assumed that the estimated ground
truth of each object is fixed. Usually, the weight of each
participant can be obtained as follows:

wi � f 
m

j�1
dist x

i
j, x
∗
j ⎛⎝ ⎞⎠, (1)

where f represents a monotonically decreasing function, and
dist(·) represents the distance function between the sensing
data and the estimated ground truth of participant. Since the
CRH algorithm proposed has good practical performance,
our paper uses the CRH algorithm to update the weight:

wi � log


n
i�1 

m
j�1 dist x

i
j, x
∗
j 


m
j�1 dist x

i
j, x
∗
j 

⎛⎝ ⎞⎠, (2)

where the distance function dist(·) is selected according to
the application environment. 'is article considers the two
most common data types (continuous data and categorical
data) in the actual application of MCS.

In the continuous data (such as height and weight), the
distance function dist(·) can be described as

dist x
i
j, x
∗
j  �

xi
j − x∗j 

stdj

2

, (3)

where stdj represents the standard deviation of the sensing
data based on object j.

In the categorical data (such as gender and weather), this
paper uses the vector xi

j � (0, . . ., 1(qth), . . ., 0)T to represent
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the qth choice of the ith participant based on the object j, and
the calculation of dist(·) is

dist x
i
j, x
∗
j  � x

i
j − x
∗
j 

T
. (4)

Truth estimate: it is assumed that the weight of each
participant is fixed. 'e ground truth of the jth object is
estimated as

x
∗
j ←


n
i�1 wix

i
j


n
i�1 wi

. (5)

Finally, the estimated ground truth of each object is
obtained by iterating the above two procedures until the
convergence condition is satisfied. 'e general truth dis-
covery procedure can be described by Algorithm 1.

3.3. Attack Type. Attacks in MCS mainly include external
attacks and internal attacks. (1) External attacks: since the
information in MCS is transmitted wirelessly, the most
common attackmethod is network eavesdropping to destroy
data confidentiality. Our article assumes that the attacker
can eavesdrop the entire network. (2) Internal attack: in-
ternal nodes or server S tries to obtain information to deduce
the privacy information of other participants in MCS under
the premise of completing the agreement. For example, the
participant/server S tries to deduce the privacy information
(such as location) of other participants on account of cu-
riosity or interest. Our article adopts a semihonest model;
that is, all parties of the MCS strictly implement the
agreement, but the members retain the data obtained during
the execution of the agreement and try to derive the privacy
information of other members. Finally, our article, which
can prevent collusion attacks (e.g., participants collude with
S), uses data encryption to resist external attacks, so this
article focuses on preventing internal attacks.

4. Security Truth Discovery

STDDA can accurately estimate the ground truth of each
object based on the sensing data transmitted by participants.

At the same time, in order to ensure the security of sensitive
information, the sensing data and weight of participants are
not obtained by other participants and server S. We first
introduce the idea of STDDA algorithm, second describe the
process of STDDA algorithm, and finally discuss and analyze
the dynamics and security of the network.

4.1. STDDA Framework. In STDDA, participants are di-
vided into several clusters by server S according to the
location and number of participants. All processing is in
units of clusters, and the process of each cluster is divided
into three steps. (1) Initialization: S provides initial es-
timated ground truth of each object for each participant
node. 'en participant nodes compute the corresponding
secret random numbers based on the common parameters
shared by the predecessor and successor nodes. (2) Secure
weight update: based on the sensing data and the initial
ground truth provided by S, each participant calculates Di,
which is the sum of object distance function, while
encrypting and transmitting it to CH. After obtaining all
the ciphertext data in the cluster, CH uses the secure sum
protocol to fuse ciphertext data to getDC, which is the sum
of object distance function of the cluster, and uploads it to
S. Finally S aggregates all cluster data to obtain D, which is
the sum of object distance function of all participants in
the entire system, and then broadcasts D to all participants
to update the weight. (3) Secure truth evaluation: par-
ticipant Pi encrypts the weight Wi andWOi, the product of
weight and sensing data, and transmits them to CH. 'en
CH takes advantage of the secure sum protocol to getWC,
which is the sum of weight of cluster, and WOC, which is
the product of weight and sensing data of cluster. Next,
CH encrypts and uploads them to S. At the same time, S
aggregatesWC andWOC to obtainW, the sum of weight of
all participants, andWO, the sum of product of the weight
and the sensing data of all participants in the entire
system. Finally, the ground truth evaluation is performed
until the convergence condition is satisfied; otherwise
steps (2) and (3) are repeated.'e procedure can be shown
in Figure 2.

…

S

… ………
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P3,1 P4,k
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Figure 1: Topology of networks.
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4.2. STDDA Mechanism. In STDDA, it is assumed that n
({P1, P2, . . ., Pn}) participants participate in MCS and collect
sensing data of m objects. Participants are divided into t
clusters by server S. 'ere are k(k� n/t and k≥ 3) partici-
pants in each cluster, and some participant is randomly
selected as the cluster head node (CH), and each cluster head
node CHi is assigned a secret key ki. All participant nodes are
formed into a ring; that is, each node has a unique precursor
and successor node. For example, CH is P1; that is, its
precursor and successor nodes are Pk and P2. Pi node
precursor and successor nodes are Pi−1 and Pi+1, respectively.
On this basis, the following specifically explains the ini-
tialization of the algorithm, the secure weight update, and
truth evaluation.

4.2.1. Initialization. 'e server S generates initialization
ground truth of all objects x∗j 

m

j�1 and broadcasts them to
each participant Pi, at the same time, generating two q-order
multiplication groups G1, G. p, q are large prime numbers
with the same number of digits, and q is divided by p− 1. At
the same time g1 � h(p− 1/q)modp is the generator of g1,
where h is a random number. Moreover, g2 � g

p
1modp2 is

the generator of g2.
Within each cluster, the node Pi randomly generates an

integer ui ∈Z and computes the common parameter
βi � g2

uimodp2. 'en, βi is shared with its predecessor and

successor nodes Pi−1 and Pi+1. After a round of exchanges, Pi
calculates the secret random number
Ri � (g2

ui+1 /g2
ui−1)uimodp2, as shown in Figure 3.

4.2.2. Secure Weight Update. 'e main process of secure
weight update is divided into four parts. (1) Participants
compute Di � 

m
j�1 dist(x

Pi

j , x∗j ), which is the sum of object
distance function. It is encrypted and transmitted to the
cluster head node CH. (2) CH fuses the ciphertext data to get
the sum of object distance function of the cluster DC. It is
encrypted and transmitted to the server S. (3) S gets D and
broadcasts it to the participants. (4) All participants com-
plete the weight update. When the participant Pi calculates
the sum of object distance function Di � 

m
j�1 dist(x

Pi

j , x∗j )

between the sensing data and the evaluation ground truth,
the distance function dist(·) calculation methods of con-
tinuous data and categorical data are different. So, they need
to be considered separately in the calculation. For categorical
data, dist(·) is simply computed according to equation (4).
For continuous data, the dist(·) is calculated according to
equation (3), which needs to first compute the std of the
sensing data, which is standard deviation. Since the std
calculation is performed only once in the entire algorithm, it
is not included in the iterative process. 'erefore, this
section first introduces the general steps (Step 1–Step 4) of all
data types in the weight update and then introduces the

Input: Sensing Data for n participants: xi
j 

m,n

j,i�1

output: Estimation Truth for m objects: x∗j 
m

j�1
(1) Randomly initialize the ground truth x∗j for each object;
(2) repeat
(3) for i� 1, 2, . . ., n do
(4) for j� 1, 2, . . .., m do
(5) Weight Update base on equation (2);
(6) Truth Estimate base on equation (5);
(7) end for
(8) end for
(9) until Convergence criterion is satisfied;
(10) return x∗j 

m

j�1;

ALGORITHM 1: Truth discovery process.
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Figure 2: Flowchart of secure weight update and secure truth estimation.
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calculation process of the stdj in continuous data, which is
the standard deviation of object j. See Step 5 for details.

Step 1 (each participant Pi encryption): Pi receives the
evaluation ground truth sent by the server S (the first
round is a random value generated by the S or a specific
value). 'en, Pi computes and encrypts Di to form a
ciphertext E(Di) as follows. At the same time, E(Di) is
transmitted to the corresponding CH:

E Di(  � 1 + p × Di(  × Rimodp
2
. (6)

Step 2 (CH fusion): we can derive equation (7) from
literature [30], where p represents a large prime
number:



n

i�1
(1 + p)

Di � 
n

i�1
1 + p × Di( 

� 1 + p 
n

i�1
Di

⎛⎝ ⎞⎠modp
2
.

(7)

After receiving E(Di) in the cluster (including its own
ciphertext), CH performs the calculation as shown in
equation (8), according to equation (7):

E
D
C � 

k

i�1
E Di( modp

2

� 
k

i�1
1 + p × Di(  × Rimodp

2

� 
k

i�1
1 + p × Di(  ×

g
ui+1
2

g
ui−1
2

 

ui

modp
2

� 
k

i�1
1 + p × Di(  × g

ui+1×ui−ui−1×ui

2 modp
2

� 1 + p 
k

i�1
Di

⎛⎝ ⎞⎠ × g


k

i�1
ui+1×ui−ui−1×ui

2 modp
2

� 1 + p 
k

i�1
Di

⎛⎝ ⎞⎠modp
2
,

(8)

where uk+1 � u1 and u0 � uk. In order to ensuring ac-
curate results, p needs to be large enough. CH gets
DCy � Pi∈Cy

Di, which is the sum of object distance
function of k participants in the cluster, based on
(ED

C − 1)/p � 
k
i�1 Dimodp, while using the secret key

ki to form ciphertext Eki
(DCy ). Finally, the ciphertext is

uploaded to the server S.
Step 3 (the server S aggregation): after receiving all the
data uploaded by CH, S decrypts and aggregates the
cluster data to obtain D � 

n
i�1 Di � 

t
y�1 DCy , which is

the sum of object distance function of n participants in
the entire system, while broadcasting D to all partici-
pants for weight update.
Step 4 (weight update): after Pi receives the D sent by S,
the weight Wi is updated according to (2) as

wi � log
D

Di

 . (9)

Step 5: the standard deviation stdj computing

① 'e ciphertext of Pi’s sensing data based on the jth
object is E(xi

j) � (1 + p × xi
j) × Rimodp2 and is

transmitted to the CH of the cluster where Pi is
located.

② After receiving E(xi
j) of all nodes in the cluster

(including its own ciphertext), according to (7), the
CH computes 

k
i�1 xi

j, which is the sum of the sensing
data of k participants in the cluster based on the
object j, and adopts the secret key ki to form
Eki

(
k
i�1 xi

j), while uploading it to server S.
③ After receiving the data uploaded by CH, the server S

decrypts and aggregates all cluster data to obtain


n
i�1 xi

j � 
t
t�1 

k
i�1 xi

j, which is the sum of sensing
data of n participants in the system based on object j.
'en S calculates the average value xj � 

n
i�1 xi

j/n
based on the sensing data of object j and sends it to all
participants.

④ After receiving xj, the participant Pi calculates
(xi

j − xj)
2. It is encrypted to E((xi

j − xj)
2) � (1 +

p × (xi
j − xj)

2) × Rimodp2 and transmitted to CH.
⑤ 'e CH calculates 

k
i�1 (xi

j − xj)
2 of the k partici-

pants in the cluster and encrypts and uploads it to S.
After receiving all the data SUM � 

n
i�1 (xi

j − xj)
2 �


t
t�1 

k
i�1 (xi

j − xj)
2 uploaded by CH, S can obtain

β7

β7

P7

P6

P5P3

P2

P1

P8

P4

β8

β6

β7

β5

β6

β4
β5

β3

β4

β2

β3

β1

β2

β1

W8

βk

βk

Pk

…

…

Figure 3: Secret random number in the setup.
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and calculate the standard deviation stdj �
������
SUM/n

√

of participant’s sensing data based on object j
according to SUM.

4.2.3. Secure Truth Evaluation. 'e secure truth evaluation
phase can be divided into three parts: (1) Participants
compute WOi, which is the product of weight and sensing
data, and the weightWi. 'ey are transmitted to CH. (2)'e
ciphertexts of product and weight are fused by CH sepa-
rately, while being encrypted and uploaded to the server S.
(3) S obtains the sum of weight and product of all partic-
ipates, respectively, and finally completes the truth evalua-
tion. 'e specific process is show as follows.

Step 1 (each participant Pi encryption): Pi computes the
WOi, which is the product of weight and sensing data
according to the obtained weight Wi, encrypts Wi and
WOi to form ciphertext E(Wi) � (1 + p ×

Wi) × Rimodp2 and E(WOi) � (1 + p × WDi)·

Rimodp2, and then transmits them to the CH.
Step 2 (CH fusion): after receiving the ciphertext of all
nodes in the cluster (including its own ciphertext), the
CH performs calculations such as (10) and (11) in
combination with (7):

E
W
C � 

k

i�1
E Wi( modp

2

� 

k

i�1
1 + p × Wi(  ×

g
ui+1
2

g
ui−1
2

 

ui

modp
2

� 1 + p 
k

i�1
Wi

⎛⎝ ⎞⎠modp
2
,

(10)

E
O
C � 

k

i�1
E WOi( modp

2

� 1 + p 
k

i�1
WOi

⎛⎝ ⎞⎠ ·
g

ui+1
2

g
ui−1
2

 

ui

modp
2

� 1 + p 
k

i�1
WOi

⎛⎝ ⎞⎠modp
2
.

(11)

CH computes EW
C − 1/p and EW

C − 1/p to obtain WCy �

Pi∈Cy
Wi and WOCy � Pi∈Cy

WOi, which are the sum
of weight and product of the k participants in the
cluster, and then uses the secret key ki to form ci-
phertexts Eki

(WCy ) and Eki
(WOCy ), uploading them to

the server S.
Step 3. Truth Evaluation. After receiving all the data
uploaded by the CH, S decrypts and aggregates all the
cluster data to obtain W � 

n
i�1 Wi � 

t
y�1 WCy , which

is the sum of weight of n participants in the entire
system, and WO � 

n
i�1 WOi � 

t
y�1 WOCy , which is

the sum of the product of the weight and the sensing

data in the entire system. Finally the ground truth of
each object is estimated based on (3) as

x
∗
j ←

WO

W
. (12)

'e algorithm iteratively and securely updates partici-
pants’ weight and estimates ground truth of object until the
convergence condition is satisfied. 'e server S finally ob-
tains the estimated ground truth of each object j as Algo-
rithm 2, where steps 1–3 are the initialization procedure.
Step7–10 are secure weight update process, and steps 11–13
are secure truth evaluation procedure.

4.3. Participant Dynamics. Because of the unprofessional
nature of MCS participants and the characteristics of
wireless transmission, it is often the case that participants are
often (temporarily) invalid or newly join. In order to in-
crease the robustness of the system, STDDA gives the
corresponding processing mechanism which solves the
failure exit or dynamic join of participant nodes.

4.3.1. Node Join. In order to encourage users to participate
in MCS, STDDA allows new nodes to participate in the
system and enhances the usability of the system. When the
node Pj wants to join the MCS system, the node Pj first sends
a join request message to the server S and S verifies its
identity and determines whether the number of cluster
nodes is less than the upper limit k. If it exists, select the
cluster Cy according to the number of nodes in the cluster
and the position of Pj and then forward the request message
to the cluster head node CHy. After CHy receives the
message, CHy randomly informs two consecutive nodes in
the cluster Cy (without loss of generality, such as nodes Pi,
Pi+1) as the predecessor and successor nodes of Pj. At the
same time, the nodes Pi, Pi+1 and Pj update the public pa-
rameters (βCy

i , βCy

i+1, β
Cy

j ) and secret random numbers (RCy

i ,
R

Cy

i+1, R
Cy

j ). After the above work is completed, Pj will par-
ticipate in the next truth discovery process. If the number of
nodes in the existing cluster reaches the upper limit (�k), the
server randomly selects the cluster Cy and randomly selects a
(2≤ a< k) nodes in the cluster to establish a new cluster Ny
with the newly added node. Updating the public parameters
and secret random numbers are added to the next truth
discovery process. 'e procedure can be described by
Algorithm 3.

4.3.2. Node Invalid. When the node Pj fails to transmit data
normally due to its own aspiration or software and hardware
problems, STDDA needs to perform invalidation processing
on the node Pj. 'is section considers two situations of node
failure:

① Active failure: the node sends a leave request message
to the server S before the node fails and applies to
leave the cluster Cy. If the number of nodes of the
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cluster Cy after Pj leaves is less than 3, the cluster is
disbanded. And the remaining nodes are added to
other clusters according to Algorithm 3. If the
number of nodes in the cluster Cy after Pj leaves is

greater than 3, the cluster head node CHy notifies Pj’s
predecessor node Pj−1 and successor node Pj+1 to
update the public parameters and secret random
numbers, while processing to the next iteration.

Input: n participants, m objects, sensing data for n participants base on m objects: xi
j 

m,n

j,i�1
output: Estimation ground truths for m objects: x∗j 

m

j�1
(1) Server S randomly initializes the estimated ground truth x∗j for each object and sends to n participants;
(2) Pi randomly produces a integer ui ∈ Zp and calculates the public parameters Wi, while sharing Wi with the precursor and

successor nodes;
(3) After a round of swapping, Pi computes secret random number Ri
(4) repeat
(5) for i� 1, 2, . . .., n do
(6) for j� 1, 2, . . .., m do
(7) Pi calculates Di � 

m
j�1 dist(x

Pi

j , x∗j ), then encrypting them forms ciphertext E(Di) � (1 + p × Di) × Rimodp2 and
sending E(Di) to CH;

(8) CH fuses ED
C , which is transmitted by the Pi in the cluster based on the secure sum protocol, to obtain DCy � Pi∈Cy

Di,
and uploads it as ciphertext to S by using the secret key ki;

(9) S decrypts and aggregates all the cluster data to obtain D � 
n
i�1 Di � 

t
y�1 DCy and sends them to Pi;

(10) After receiving D sent by S, Pi update the Wi according to equation (9);
(11) Pi calculates ciphertext E(Wi) � (1 + p × Wi) × Rimodp2 with E(WOi) � (1 + p × WDi) · Rimodp2 respectively and

sends them to CH;
(12) CH fuses EW

C and EO
C based on the secure sum protocol to obtain WCy � Pi∈Cy

Wi with WOCy � Pi∈Cy
WOi, while

uploading them as ciphertext to S by using the secret key ki;
(13) S decrypts and aggregates all the cluster data to obtain W � 

n
i�1 Wi � 

t
y�1 WCy with WO � 

n
i�1 WOi � 

t
y�1 WOCy ,

and estimates the ground truths for m objects according to equation (12);
(14) end for
(15) end for
(16) until Convergence criterion is satisfied;
(17) return x∗j 

m

j�1;

ALGORITHM 2: Truth discovery process.

(1) Denoting kCy
is the number of nodes in the cluster Cy;

(2) Pj⟶ S; //Pj sends a request to join message to server S
(3) if (∃kCy

< k)
(4) S selects Cy;
(5) S⟶CHy; //S forwards the join request to the cluster head node CHy
(6) CHy⟶ Pi;
(7) CHy⟶ Pi+1;
(8) Denoting kCy

is the number of nodes in the cluster Cy;
(9) Pj⟶ S; //Pj sends a request to join message to server S
(10) if (∃kCy

< k)
(11) S selects Cy;
(12) S⟶CHy; //S forwards the join request to the cluster head node CHy
(13) CHy⟶ Pi;
(14) CHy⟶ Pi+1;
(15) uj � random(), uj ∈ Zp; //Pj randomly generates an integer

(16) βCy

i , βCy

j , βCy

i+1; //updating the public parameters

(17) R
Cy

i , R
Cy

j , R
Cy

i+1; //updating secret random numbers
(18) else
(19) establish a new cluster Ny;
(20) Ny : β

Ny

j ;
(21) Ny :R

Ny

j ;
(22) end if

ALGORITHM 3: Node join.
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② Passive failure: node Pj has sent relevant data, but the
phenomenon of data loss occurs during the trans-
mission. 'at is, the receiver has not received the
message sent by Pj within the specified time. STDDA
adopts a fast retransmission mechanism to solve this
type of passive failure problem. Its main idea is that
when the receiver receives every piece of data, it
needs to reply with an acknowledgement ACK (value
1).When the receiver does not receive the data within
the specified time, it sends a redundant ACK (value 0)
to the node. STDDA selects 3 redundant ACKs as the
threshold. Specifically, after the node Pj continuously
receives 3 redundant ACKs, it immediately
retransmits the data that has not been received by the
other party. When the receiver has not received the
sender’s data within the specified time after sending 3
redundant ACKs, it is determined that the sender is
passively invalid. 'e server can determine the
number of remaining nodes in the cluster according
to the node failure situation ①, while updating the
public parameters and secret random numbers of the
relevant nodes, so that the next iteration can be
performed normally.

4.4. Security Analysis. We will conduct a theoretical analysis
of the security of the STDDA algorithm in this section. Since
attacks can be divided into external attacks and internal
attacks according to the source in MCS, this chapter will
conduct a theoretical analysis of security from both external
and internal attacks.

4.4.1. External Attack. External attacks are attacks initiated
by malicious nodes outside the network. 'e most common
attack method is network eavesdropping. 'is article as-
sumes that the attacker can conduct network-wide
eavesdropping.

Theorem 1 (under honest but curious setting). During the
execution of the STDDA algorithm, the sensing data and
weight of participant can resist theft attacks.

Proof. In this article, we prove the participants’ sensing data
and weight against eavesdropping attacks from both the
participants and the server. (1) Participants: In the secure
weight update procedure, since the transmitted sensing data
is encrypted by participants, the external attacker eavesdrops
to obtain the encrypted ciphertext E(Di)� (1 + p×Di)×Ri
mod p2, so the attacker must infer the large prime number p
and the secret random number Ri to get the plaintext Di.
However, the secret random number Ri is only known by the
participant, so the attacker cannot eavesdrop on the ci-
phertext (Di) to infer the plaintextDi. Similarly, in the secure
truth evaluation procedure, the transmitted weight is
encrypted by participants, and the attacker cannot get the
plaintext of weight. In addition, in order to further increase
data privacy, participants update the secret random number
Ri after N rounds of transmission. (2) Server: In the secure
weight update procedure, the attacker eavesdrops on the

sum of the object distance D (D � 
n
i�1 Di � 

t
t�1 

k
i�1 Di) of

n participants transmitted by the server. Because D is ag-
gregated data, the attacker cannot determine D is obtained
by fusion of which nodes; that is, the sensing data of any
node cannot be derived. In summary, the participant’s
sensing data and weight can prevent external eavesdropping
attacks. □

4.4.2. Internal Attack. Internal attack refers to internal
participants/server S or participants and S colluding to
derive the sensing data and weight of other nodes.

Theorem 2 (under honest but curious setting). During the
execution of the STDDA algorithm, the sensing data and
weight of participant can resist internal attacks.

Proof. Internal attacks that derive the sensing data and
weight of participants can be attributed to three types:
participants, servers, and participants and servers colluding.
(1) When an internal attacker is a participant: Because the
transmitted sensing data and weight are encrypted by the
target node in the cluster which uses the secret random
number Ri � (g

ui+1
2 /gui−1

2 )uimodp2, the attacker must obtain
the secret random number Ri to obtain the plaintext of the
target node. But the integer ui is only known by the target
node. 'erefore, the attacker cannot obtain the plaintext of
sensing data and weight. (2) When the internal attacker is a
server: the attacker can only get the aggregated plaintext data
but cannot derive the plaintext data of a single node. (3) A
collusion attack between participants and the server: When
the server colludes with (k− 1) nodes in the cluster, the data
of the target node will be leaked. Assuming that the prob-
ability of malicious nodes in the cluster is p, the probability
of the target node leaking is related to the number of
member nodes in the cluster, and its specific probability is
pk− 1 × (1 − p) × k. So, when k is large, its probability is
negligible. In summary, the participant’s sensing data and
weight can prevent internal attacks. □

5. Experiment and Performance Evaluation

5.1. Performance Evaluation. 'e performance evaluation of
the truth discovery algorithm with privacy protection ca-
pability mainly includes the following: (1) whether the
correct truth discovery results can be obtained; (2) whether
the privacy of users can be guaranteed; (3) whether to rely on
a trusted third party; (4) whether the user and the server
(user) are required to not collude with each other; (5)
whether to consider the dynamics of users in mobile crowd
sensing. From Table 1, we can see that STDDA has ad-
vantages in the above five aspects.

5.2. Experiment Verification. In order to more realistically
estimate the performance of STDDA, we design and develop
a privacy protection truth discovery APP and background
processing system.'e front-end experimental environment
is a smartphone (Huawei, iPhone, etc.), the operating system
is Android 9.0 and above, the running memory is 4GB and
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above, and the back-end environment is operating system
Win7, CPU Intel Core i5, 16GB RAM. In our experiment,
100 mobile smart devices are used to target objects (latitude,
longitude, etc.) in 10 buildings (such as schools, super-
markets, and hotels) for data collection. 'e truth discovery
processing result of the object in the building and the
corresponding map location are displayed as red dots in
Figure 4, where the red mark indicates the building col-
lection result and the corresponding display location.

In addition, we also analyze the accuracy, convergence,
computational overhead, and communication overhead of
the algorithm. In order tomore truly reflect the experimental
results, each experiment below is repeated 10 times, and the
experiment shows that the result is the average value of the
experiment.

5.2.1. Accuracy. In this experiment, the accuracy of CRH
[12], PPTD [27], and STDDA algorithm is measured by the
mean of absolute error (MAE) and the root of mean squared
error (RMSE). Since PPTD requires sensing data to be
calculated in integers, it is necessary to introduce the pa-
rameter L to approximate the data by rounding method [27]
when computing the MAE and RMSE of PPTD. 'erefore
we set L� 106. Figures 5(a) and 5(b) show the changes in the
MAE and RMSE of the corresponding three algorithm
longitudes as the number of participants increases.
Figures 5(c) and 5(d), respectively, show the changes of
MAE and RMSE of the latitude. From Figure 5, we can see
that the accuracy of the STDDA is consistent with CRH,
because the parameter L is introduced by PPTD, so the
accuracy is lower.

5.2.2. Convergence. By setting 5 different initial estimated
ground truth values x∗j to verify the convergence of the
STDDA algorithm, it can be seen from Figure 6 that, under
different estimated ground truth, basically two iterations can
achieve the convergence requirements and higher efficiency.

5.2.3. Computational Overhead. Under the same hardware
environment, by experimenting with a different number of
objects, we obtain the communication overhead (run time)
of the weight update and truth evaluation. We will explain
the running time of the weight update, truth evaluation,
and the entire process. As the number of objects increases,
the running time of STDDA’s weight update and truth
evaluation is shown in Figure 7. At the same time, Figure 8
shows the running time of STDDA, PPTD, and EPTD for
different numbers of users. In the secure weight update

procedure, the participant Pi needs to encrypt and decrypt
the data twice, respectively, in PPTD. In EPTD, the user
needs to perform the Diffie-Hellman key exchange protocol
to obtain the public key, and the user needs to perform two
encryption operations and one decryption operation, but in
STDDA, Pi only needs to encrypt Di, which is the sum of
object distance function, to get E(Di), while CH only
performs simple multiplication. In the secure truth eval-
uation procedure, the Pi needs to perform two encryption
operations and one data decryption in PPTD. In EPTD, the
user needs to negotiate a public key, and the user needs to
perform two encryption operations and one decryption
operation, which is the same as the weight update stage, but
in STDDA, the participant Pi needs to perform two en-
cryption operations onWi andWOi, and CH only performs
multiplication operations. In summary, STDDA has the
shortest running time, EPTD is the second, and PPTD is

Table 1: Performance comparison with existing approaches.

Properties CRH [12] PPTD [27] EPTD [29] STDDA
Correct truth discovery results Yes Yes Yes Yes
Ensured privacy No Yes Yes Yes
Trusted third party No No Yes No
Anticollusion attack No No Yes Yes
Dynamic join and quit of participants No No No Yes

Figure 4: 'e map display of the building.
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the longest. Figure 9 shows the comparison of total running
time of the three algorithms.

5.2.4. Communication Overhead. 'e truth discovery al-
gorithm mainly includes two procedures: weight update and
truth evaluation. In this section, the communication over-
head of the algorithm is obtained by analyzing the resource
consumption of the participant nodes and the traffic be-
tween participant nodes and the CH in the two phases. Our
article assumes that the length of all sent ciphertext data is u
bits, and the number of iterations is a. (1) Secure weight
update procedure: Participant node calculates the sum of
object distance functionDi based on the sensing data and the

initial ground truth provided by the server S, while
encrypting and transmitting it to CH. So the time and space
complexity are O(1) and O(|u|) (|u| represents the length of
the ciphertext) of a single participant node. And the total
time and space complexity of this phase are O(n) and O(|u|).
When each node Pi sends E(Di) to CH, the communication
overhead is u. CH receives the ciphertext of all participants
in the cluster, while fusing and sending it to the server S. And
its traffic is (k− 1)× u+ u (each cluster has (k− 1) nodes and
1 cluster head node on average). (2) Secure truth evaluation
procedure: 'e participant node encrypts the weight and the
product of the weight and the sensing data and transmits it
to CH. 'e time complexity of a single node is O(1) and the
space complexity is O(|u|), so the time and space complexity
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Figure 5: MAE and RMSE of object under different number of participants. (a) MAE. (b) RMSE. (c) MAE. (d) RMSE.

Security and Communication Networks 11



of the STDDA algorithm in the secure truth evaluation phase
areO(n) andO(n|u|), respectively. Each node Pi sends E(Wi)
and E(WOi) to CH, whose traffic is 2u. CH receives E(Wi)
and E(WOi) from all participants in the cluster and fuses and
uploads them to S, whose traffic is (k− 1)× 2u+ 2u. Since the
algorithm iterates a times on average, the algorithm traffic is
shown in Table 2.

In PPTD, a single user needs to send ciphertext data
three times and receive ciphertext data once. (t′− 1) users
receive three times ciphertext and send three times plaintext
data to the server. 'erefore, the communication overhead
of PPTD is 4× n× u× a+ 6× u× a× (t′− 1) in the whole
process, where t′ represents the number of users at the time
of decryption. In EPTD, a single user needs to use Shamir’s
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Figure 6: Comparison of convergence. (a) Longitude. (b) Latitude.
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(k, n) threshold key sharing protocol to distribute the private
key four times to t″ users. A single user sends four ci-
phertexts to the server. At the same time, t″ users also need
to send three times decryption key to the server again.
'erefore, the communication overhead of EPTD in the
whole process is 4× n× u× a× t″+ 7× u× a× t″, where t″
represents the number of users when uploading data or
decrypting. Table 3 shows three comparisons of the total
communication overhead, where t′ > 0 and t″ > 0.

6. Conclusion

'e STDDA algorithm proposed in this paper is used to
solve the problem of truth discovery for privacy protection
data fusion in MCS. Participants are divided into several
clusters based on the number and position of participants,
and the cluster head node is randomly assigned in each
cluster. 'en participants inside compute the corresponding
secret random number according to the common param-
eters shared by the predecessor and successor nodes, en-
suring the privacy of the data by adding secret random
number to the sensing data. At the same time, the cluster
head node uses the secure sum protocol to fuse the sensing
data in the cluster, while encrypting and uploading it to the
server, which decrypts and aggregates all cluster data to
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Figure 8: Comparison of running time. (a) 'e running time of weight update under different number of objects. (b) 'e running time of
truth estimation under different number of objects.
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Figure 9: Comparison of total running time.

Table 2: Traffic overhead.

Each
Pi (b)

CH(b) Total traffic

Secure weight update u× a k× u× a (n− t)× u× a+ t× u× a
Secure truth
estimation 2u× a k× 2u× a (n− t)×

2u× a+ t× 2u× a
Entire process 3u× a k× 3u× a 3× n× u× a

Table 3: Comparison of communication overhead.

Methods Communication overhead
STDDA 3× n× u× a
PPTD [27] 4× n× u× a+ 6× u× a× (t′− 1)
EPTD [29] 4× n× u× a× t″+ 7× u× a× t″
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obtain the sum of the sensing data of all participants in the
entire system, and finally we iterate weight update and truth
evaluation until convergence. So the server cannot obtain the
sensing data and weight of a single participant, which further
ensures the privacy of participants’ sensing data and weight.
In addition, using the truth discovery technology, the
STDDA algorithm provides corresponding processing
mechanisms for the dynamic join and invalid exit of par-
ticipant nodes, enhancing the system robustness.'eoretical
analysis shows that the STDDA algorithm can both defend
against external attacks and resist internal attacks. A large
number of experimental results prove that the STDDA al-
gorithm has the characteristics of high security, high ac-
curacy, and low communication. Besides, STDDA algorithm
has great advantages over existing methods.
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(e Internet of (ings (IoT) has built an information bridge between people and the objective world, wherein wireless sensor
networks (WSNs) are an important driving force. For applications based on WSN, such as environment monitoring, smart
healthcare, user legitimacy authentication, and data security, are always worth exploring. In recent years, many multifactor user
authentication schemes for WSNs have been proposed using smart cards, passwords, as well as biometric features. Unfortunately,
these schemes are revealed to various vulnerabilities (e.g., password guessing attack, impersonation attack, and replay attack) due
to nonuniform security evaluation criteria. Wang et al. put forward 12 pieces of widely accepted evaluation criteria by in-
vestigating quantities of relevant literature. In this paper, we first propose a lightweight multifactor authentication protocol for
multigateway WSNs using hash functions and XOR operations. Further, BAN logic and BPR model are employed to formally
prove the correctness and security of the proposed scheme, and the informal analysis with Wang et al.’s criteria also indicates that
it can resist well-known attacks. Finally, performance analysis of the compared schemes is given, and the evaluation results show
that only the proposed scheme can satisfy all 12 evaluation criteria and keep efficient among these schemes.

1. Introduction

As the third revolution of the information technology in-
dustry, Internet of(ings (IoT) has been developing for over
20 years. During this period, more andmore physical objects
embedded with sensors and terminal devices are constantly
connected to IoT to exchange information. For an instance,
in wireless sensor networks (WSNs), tens of thousands of
different sensors are deployed everywhere (e.g., architec-
tures, bridges, and intelligent terminals). (ese devices
collect the real-time data from surrounding environment or
target objects and, at fixed periods, forward the collected
data directly to nearby gateway nodes for further analysis.
(en, application systems access the data through the
network, to further provide various personalized services. In
heterogeneous WSNs, any insecure terminal nodes possibly
threaten the whole network’s security as the flexible access

mode; potential vulnerabilities continually come forth due to
the complexity of heterogeneous networks [1]. (us, it is
necessary to design an authentication protocol to ensure that
only legitimate users have access to the network [2]. Gen-
erally, as far as sensor nodes are resource-constrained in
some aspects such as low energy, insufficient computing
capabilities, and lack of memory space, many expensive
cryptographic primitives are not suitable. As a whole, the
designed proposal for WSNs should be balanced well in both
security and efficiency.

When it was 1981, Lamport [3] proposed the password-
based authentication scheme, and in 1991, Chang and Wu
[4] pioneered the smart card-based authentication scheme.
Henceforth, achievements on single-factor identity au-
thentication protocols for WSNs emerge in an endless
stream. Until 2009, combining the smart card with pass-
word, Das [5] put forward a pioneering work on multifactor
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authentication protocols forWSNs. However, it was revealed
to many weaknesses, i.e., destitution of mutual authentica-
tion, and vulnerabilities to password guessing attack, sensor
node capture attack, and denial-of-service attack (DoS)
[6–8]. Later, many multifactor authentication schemes that
asserted high security and efficiency were proposed yet they
were prone to various attacks [9, 10]. Xue et al. [11] presented
a temporal-credential-based mutual authentication and key
agreement scheme for WSNs. Soon afterwards, loopholes
were pointed out in their scheme, i.e., vulnerabilities to
offline password guessing attack, user tracing, impersonation
attack, and stolen-verifier attack, as well as the lack of user
anonymity [12–14]. In recent years, biological information of
human bodies, such as fingerprint and iris, has been exca-
vated for authentication.With its unforgeability, uniqueness,
and stability, biometric authentication technology is in-
herently convenient, reliable, and promising [15]. Yuan [16]
took human’s fingerprint as a third factor to achieve user
authentication for WSNs, which was lightweight. Never-
theless, their scheme was pointed out that it did not with-
stand offline password guessing attack, privileged insider
attack, and gateway impersonation attack. (en, Li et al. [17]
introduced a three-factor authentication scheme for WSNs
using biometric features. Subsequently, their scheme was
illustrated that it could not resist to stolen smart card attack
and support forward secrecy [18]. Additionally, in the
practical applications of WSNs, multiple gateways are
usually deployed to jointly manage multiple areas. As such,
the user can access any sensor node for the real-time data in
any area. Research on multigateway-based authentication
protocols is also a deserving discussion. Amin et al. [19]
proposed a two-factor multiple gateways’ authentication
protocol using hash functions. Later, Wu et al. [20] believed
that their scheme did not realize mutual authentication and
resist impersonation attack; then, they put forward a new
scheme. And, Srinivas et al. [21] also found many flaws in
[19], i.e., stolen smart card attack and sensor node spoofing
attack, and then, they presented a three-factor authentication
scheme using hash functions. However, their scheme was
also revealed to vulnerability to sensor node capture attack
and nonsupport for user anonymity. In 2019, Guo et al. [22]
found that the scheme designed by Wu et al. [20] could not
resist to stolen smart card attack and session key reveal
attack. In order to address these drawbacks, Guo et al. [22]
presented a new scheme based on biometric features. Re-
cently, Vinoth et al. [23] proposed a secure multifactor
authentication key agreement scheme for industrial IoT,
which was insecure as they claimed. It actually could not deal
with such attacks such as sensor node capture attack, DoS
attack, and replay attack.

As all mentioned above, these schemes are exposed to
various vulnerabilities constantly, which in fact are trapped
into a “break-propose-break” cycle. Security properties of
one scheme is determined by an evaluation standard system,
thereby researchers always find new flaws under different
systems. In 2018, on the basis of the previous research
studies, Wang and Wang [24] summarized and put forward
security criteria for two-factor authentication protocols,
which are recognized by the industry at present. In these

criteria, 12 pieces of independent and fundamental rules are
contained that multifactor authentication protocols shall
satisfy. Specific content of the criteria can be referred to [24];
we call it “12-Criteria” here for the sake of convenience.

In terms of 12-Criteria, most existing multifactor au-
thentication protocols cannot satisfy all. (is paper will put
forward a new lightweight three-factor authentication and
key agreement scheme for multigateway WSNs, and main
contributions are summed up as below:

(1) We first reanalyse Guo et al.’s protocol [22]. And, in
accordance with 12-Criteria, we further point out
some vulnerabilities and drawbacks that still exist in
their scheme, including no repairability, improper
treatment of biological factors, offline password
guessing attack, and lack of forward secrecy.

(2) In the light of the 12-Criteria, we put forward a new
lightweight three-factor authentication and key
agreement scheme for the multigateway environ-
ment. In our scheme, biometric features, as an im-
portant factor, are extracted and validated by fuzzy
extractor [25]. And, honey_list [24] is introduced to
assist the effective smart card logout.

(3) Formal and informal security analyses are given
amply to prove the correctness and security of the
proposed scheme, and comparisons with similar
research studies show that this new scheme achieves
a superior balance between security and efficiency.

(e reminder of this paper is organized as follows. (e
relevant background is introduced in Section 2. In Section 3,
discussions of some security flaws in Guo et al.’s work [22]
are given. (e proposed protocol and the corresponding
security analysis are presented in Sections 4 and 5, re-
spectively. (e performance of the proposed protocol is
evaluated in Section 6, and finally, the whole paper is
concluded in Section 7.

2. Preliminaries

(is section briefly introduces some necessary notations,
systemmodel, and adversary model, as well as preknowledge
about formal proofs.

2.1. Notations. (e related notations used in this paper are
described in Table 1.

2.2. System Model. A multigateway system model is illus-
trated in Figure 1, wherein three roles, i.e., users, gateway
nodes (GWNs), and sensor nodes, are included. Considering
the distance measure, the relatively close node is referred to
the home gateway node (HGWN), while the opposite is the
foreign gateway node (FGWN). (e communication pro-
cesses are summarized as follows.

While a legitimate user attempts to communicate with
the sensor node, first he needs to login successfully and send
a message to inform HGWN. After the reception of the
message, HGWN first checks its database with the key
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information of the target sensor node as an index. Here, two
cases would be taken into an account. Case 1 is presented in
steps A–④, wherein if the target sensor node exists in the
database, HGWN authenticates the user and sends a mes-
sage to the sensor node. (en, the sensor node authenticates
HGWN and returns a message. After the complete verifi-
cation of the returned message, HGWN returns a message to
the user. Similarly, once the message is verified correctly by
the user, the three parties can derive a common session key
for further communication. While Case 2 is shown in steps
1–8, that is, the target sensor node does not exist in the
database, HGWN broadcasts the request message to other
nodes. When FGWN receives that and finds that the wanted
sensor node exists in its database, it sends a message to

HGWN. (en, HGWN returns a message to the user. After
a complete authentication process, the user, FGWN, and the
sensor node can negotiate the very session key.

2.3. Notations and Formulas of Ban Logic. (e Burrows-
Abadi-Needham logic [26], BAN logic for short, plays
a positive and effective role when proving that one scheme
can support authentication and key agreement among
communicating participants. Formally, it needs three steps
including idealization of interaction messages in the pro-
tocol, initial assumptions according to specific situations,
and achievements of expected goals by inference rules. We
first present the basic notations of BAN logic in Table 2.

Table 1: Notations.

Notation Description
Ui, IDi,PWi, and BIOi (e identity IDi, password PWi, and biological factor BIOiof the user Ui

Sj and SIDj (e identity SIDjof the sensor node Sj

HGWN, IDhg, andxhg (e identity IDhg and the private key xhgof home gateway node HGWN
FGWN, IDfg, andxfg (e identity IDfg and the private key xfgof home gateway node FGWN
SA (e system administrator
SC (e smart card
ΔT (e maximum permitted transmission delay
SKu, SKs, SKfg, and SKhg (e negotiated session key
h(·) andH(·) (e hash function
Gen(·) andRep(·) (e biometric feature extraction function and verification function
⊕ (e XOR operator
‖ (e concatenation operator
A⟶ B A sends messages to B over a public channel
A⟹B A sends messages to B over a private channel

4.

1.

2.
3.

5.

6.
7.

8.

Sensor nodes

Gateway nodes

2
3

1

4

Figure 1: System model.
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(e basic formulas of BAN logic are described as follows.

(i) (R1) Message-meaning rule: if P concludes that the
secret K or Y is shared with Q and sees 〈X〉Yor
(X)K, then P believes Q once said X:

P| ≡ P⟺
Y

Q, P⊲〈X〉Y

P| ≡ Q| ∼ X
. (1)

(ii) (R2) Freshness rule: if P believes X is fresh, then P
believes (X, Y) is also fresh:

P| ≡ #(X)

P| ≡ #(X, Y)
. (2)

(iii) (R3) Belief rule: if P believes X and Y, then P be-
lieves the combination of X and Y:

P| ≡ X, P| ≡ Y

P| ≡ (X, Y)
. (3)

(iv) (R4) Nonce-verification rule: if P believes that X is
fresh and Q once said X, then P believes that Q
believes X:

P| ≡ #(X), P| ≡ Q| ∼ X

P| ≡ Q| ≡ X
. (4)

(v) (R5) Jurisdiction rule: if P believes Q has juris-
diction over X and Q believes X, then P believes X:

P| ≡ Q|⟹X, P| ≡ Q| ≡ X

P| ≡ X
. (5)

(vi) (R6) Seeing rule: if P once received a formula and
knew the associated key, then P once saw the
components of the formula:

P⊲ (X, Y)

P⊲X
,

P⊲ 〈X〉Y

P⊲X
.

(6)

(vii) (R7) Session key rule: if P believes X is fresh and Q
believes X, then P believes he shares the key KwithQ:

P| ≡ #(X), P| ≡ Q| ≡ X

P| ≡ P↔K Q
. (7)

2.4. AdversaryModel. Combing with the 12-Criteria, we list
pieces of widely accepted valid assumptions to show the
capabilities of an adversary A, accordingly to analyse the
security of the authentication and key agreement protocols.

(i) When entities in WSN communicate with each
other over an insecure wireless channel, A can
eavesdrop and intercept all messages transmitted
over a public channel and is capable of tempering
with and deleting the intercepted messages. In
addition, A can participate in running the protocol
as a legitimate entity.

(ii) In reality, users’ devices and sensors are usually
equipped with the hardware to prevent reading and
tempering with data illegally [27], but to adhere to
the extreme-adversary principle [28], it is reason-
able to assume that when the user’s device or the
sensor is captured by A, A has the ability to obtain
the data stored in the memory of the captured
sensors through side channel attack [24].

(iii) A is capable of enumerating the Cartesian products
of the user’s identity and password. Besides, in the
n-factor authentication protocol, A can obtain
(n − 1)factors at most.

(iv) Only when evaluating the forward secrecy of the
protocol,A can obtain the long-term private key of
a gateway node or a sensor node.

2.5. Security Model. To formalize our proposed proposal
later, the BPR model [29] can be introduced in this section,
i.e., depictions of the random oracle model and definition of
authentication and key-exchange (AKE) security.

Participants. (e authentication protocol P involves
three communication participants, i.e., the user,
HGWN/FGWN, and sensor node. Each participant has
many diverse instances which are called oracles. For
a specific session, the three entities are instanced into
Πi

U, Π
k
HGWN/Π

k
FGWN, and Π

j

S, respectively. Here, let Π∗I
denote any instance.
Queries. A can only interact with honest participants
through oracle queries and attempt to collect the
returned messages to break the protocol. (us, the
following queries simulate A’s abilities in practice.

(i) Execute(Πi
U,Πk

HGWN,Πj

S): it simulates the passive
attack, through which A can obtain all messages

Table 2: Notations of BAN logic.

Notations Descriptions
P| ≡ X P believes X is true
P⊲X P sees X and is capable of reading and repeating it
P| ∼ X P once said X; at some time, P has sent the message containing X
P|⟹X P has control or jurisdiction over X
#(X) X is fresh which means it was never sent before the current execution of the protocol
P⟷K Q Both P and Q can use the shared key K to communicate with each other, and K is an intact key
P⟺

X
Q X is a secret only known to P and Q and possibly to principals trusted by them

〈X〉Y X combined with Y
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among the three communicators during a normal
interaction.

(ii) Send(Π∗I , m): it represents the active attack, which
allows A intercepts, forges the message, further
sends it to Π∗I , and obtains the corresponding
response.

(iii) Reveal(Π∗I ): it models abuse of the session key.
Once Π∗I accepts the current session and generates
a session key SK, it will return SK toA; otherwise,
return ⊥.

(iv) Corrupt(Πi
U, a): it simulates that A can corrupt

any two of the three factors of a legal user Ui, but
not at the same time. (1) If a � 1, A can obtain
PWiand all parameters stored in SC; (2) if a � 2,A
can receive BIOiand all parameters stored in SC;
(3) if a � 3, A can get PWiand BIOi.

(v) Test(Π∗I ): it represents the semantic security of the
session key. Flip a coin b at random; if b � 1, it
returns A the session key of Π∗I ; if b � 0, returns
a random number equal in length to the session
key toA. If the session key of Π∗I does not exist, it
returns ⊥. It is noted that it can only be invoked
once at any time for fresh sessions.

Partners. Let sid denote the session identifier; pid is the
session identifier of partners. Πi

U and Πj

S are partners if
and only if (1) they are both authenticated successfully;
(2) they both have the same sid; (3) pid of Πi

U is Πj

S,
while pid of Πj

S is Πi
U.

Freshness. A fresh Π∗I satisfies that (1) Π∗I is accepted
and owns its session key; (2) A does not query
Reveal(∗ ) to Π∗I or its partner; (3) since P runs, A
queries Corrupt(∗)to Π∗I or its partner once at most.

Definition 1. (AKE security) Given Succ(A) denotes an
event, that is, A makes Test(∗) queries to several new ac-
cepted instances and can guess the right b′ satisfying b � b′.
(en, the advantage of A breaking the AKE security of P
can be defined as AdvAKEP (A) � |2Pr[Succ(A)] − 1|

� |2Pr[b′ � b]− 1|. For any adversary capable of breakingP
in probability polynomial time (PPT), AdvAKEP (A)is negli-
gible; then, we say P achieves AKE security.

3. Cryptanalysis of Guo et al.’s Scheme

(e scheme designed by Guo et al. [22] is composed of five
parts, including system setup, registration, login, authentication,
and password change. Here, we have to leave out the review of
their scheme due to space constraints, and readers can refer to
[22]. (us, on the basis of the aforementioned assumptions,
security flaws in their scheme are analysed in this section later.

No Sound Repairability. As a usual case, those dis-
carded smart cards are not in the safe keeping of
users. If unfortunate, his smart card is captured by an
attackerA.A possibly launches the offline password
guessing attack. (erefore, it is essential to provide
a method to cancel the smart card of the user in
multifactor authentication protocols.

Improper Treatment of Biometric Factors. As de-
scribed in this protocol, after the user enters his
biometric factor BIOi, SC calculates Oi � H(BIOi)

which is a key parameter to verify the true identity
of the user. In practice, however, a certain error
bit always occurs in the extraction of biometric
features (e.g., fingerprint and iris) by reading
devices, that is, biometric features extracted each
time are not always identical. (erefore, Oi cal-
culated by SC may not equal to that obtained
during the user’s registration phase, which may
result in the failed authentication even if the user
has input the right password.

Offline Password Guessing Attack. In the login
phase, A is assumed to have the ability to obtain
two of the three authentication factors. Given that
A has accessed the user’s identity IDi and bio-
metric factor BIOi, then he can launch offline
password guessing attack as the following
process.

A guesses a possible password PW∗i , calculates Oi �

H(BIOi), r∗i � B1 ⊕ h(Oi

����IDi

����PW∗i ), and MP∗i � h

(r∗i

����PW∗i ), and checks whether the equation B2 �

h(MP∗i
����IDi

����Oi

����r∗i ) holds. A can repeat these op-
erations until the calculated B2 equals to h(MP∗i

����
IDi

����Oi

����r∗i ). Finally, A can succeed in obtaining the
user’s correct PWi.

Lack of Forward Secrecy. Given that the long-term
secret key of the GWN is revealed, A can grab the
private key of the sensor and further restore previous
session keys.

(i) Case 1:

(1) A obtains xhg of HGWN and eavesdrops the
message M1 to gain the identity SIDj of the user-
pointed communication object Sj. (en, A

computes fj � h(SIDj ‖xhg).
(2) A eavesdrops messages M2 and M3 and then

calculates Yj � h(fj ‖T2), rhg � D3 ⊕Yj, ru �

D4 ⊕ h(rhg‖fj‖T2), and rs � D6 ⊕ h(rhg‖fj‖T3).
In this way, the session key can be derived by A
as SK � h(rs‖rhg‖ru).

(ii) Case 2:

(1) A obtains xfg of FGWN and computes fj �

h(SIDj ‖ xfg) after eavesdropping the message
M1.

(2) A eavesdrops messages M6 and M7 and then
calculates Yj � h(fj ‖T2), rfg � D10 ⊕Yj, ruu �

D11 ⊕ h(rfg‖fj‖T2), and rs � D13 ⊕ h(rfg‖fj‖

T3). (us, A can figure out SK � h(rs‖rfg‖ru)

with ease.

4. The Proposed Scheme

In this section, we present a lightweight three-factor au-
thentication and key agreement scheme for multigateway
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WSNs in IoT, which involves users, sensor nodes, HGWNs,
and FGWNs. Our scheme includes 6 phases: system ini-
tialization, registration, login, authentication and key
agreement, password update, and smart card logout.

4.1. System Initialization. SA assigns the identity IDhg and
private key xhg to HGWN, similarly, IDfg and xfgto
FGWN, and SIDj to the sensor Sj. (en, SA sets up a shared
key Khf for the communication between HGWN and
FGWN. Beyond that, HGWN and FGWN need to select
three random numbers Rh, Rf, and Rfh, respectively.

4.2. Registration. As shown in Figure 2, this phase involves
two parts, sensor registration and user registration. Both
sensor nodes and users need to register their essential in-
formation with the closest gateway, namely, HGWN.

4.2.1. Sensor Registration

Step 1: Sj⟹HGWN: SIDj. Sjsends its identity SIDjto
HGWN over a private channel, and HGWN stores
SIDjto its database for checking whether or not Sjis
registered.
Step 2: HGWN⇒Sj: xj � h(SIDj

�����xhg)⊕Rh. HGWN
calculates xj � h(SIDj

�����xhg)⊕Rh and sends xjto Sjvia
a private channel. After the reception of xj, Sj saves it
secretly.

4.2.2. User Registration

Step 1: Ui⟹HGWN: IDi,HPWi, βi .
Uiinputs his username IDi, the password PWi, and his
biometric information BIOi. Next, he chooses a num-
ber ri ∈ Z∗pat random and then computes
(αi, βi) � Gen(BIOi) and HPWi � h(PWi

����αi

����ri).
Step 2: HGWN⟹Ui: SC TIDi, βi, ei, IDhg .
HGWN selects a pseudoidentity TIDifor Ui and cal-
culates xi � h(TIDi

����xhg)⊕Rh, Ki � h(IDi

����βi), and
ei � HPWi⊕Ki⊕xi. (en, HGWN stores IDi, Ki,

honey list � 0} into its database and TIDi, βi, ei, IDhg 

to SC, where honey listrecords the number of the user
logon failures.
Step 3: Ui computes B1 � h(αi

����IDi

����PWi)⊕ ri and
B2 � h(HPWi

����αi

����IDi

����ri)mod n0, where n0 ∈ [24, 28].
Next, Ui stores B1, B2  into his SC.

4.3. Login

Step 1: Ui first inputs IDi, PWi, and BIOi; then, SC
computes αi � Rep(BIOi, βi), ri � B1⊕h(αi

����IDi

����PWi),
and HPWi � h(PWi

����αi

����ri) and checks whether B2 �

h(HPWi

����αi

����IDi

����ri)mod n0 holds. If so, turn to the next
step; otherwise, return a logon failure message and
terminate this session.

Step 2: Ui⟶ HGWN: M1 � TIDi, IDhg, SIDj, D0,

D1, D2, D3, T1}. SC chooses a timestamp T1 and
a random number ru ∈ Z∗p and then calculates Ki

� h(IDi

����βi), xi � ei ⊕Ki ⊕HPWi, D0 � βi ⊕ h(xi

����ru),
D1 � ru ⊕xi, D2 � IDi ⊕ h(ru

����xi), and D3 � h(TIDi

����

IDi

����SIDj

�����ru

����xi

����Ki

����T1).

4.4. Authentication and Key Agreement. After the reception
of Ui’s request to communicate with SIDj, HGWN first
confirms whether the specified sensor Sjis located within its
communication range. Specifically, if HGWN can query its
local database for SIDj, then the authentication can be
conducted as described in Case 1 (see Figure 3); otherwise,
run as shown in Case 2 (see Figure 4).

(i) Case 1:

Step 1: after receiving M1, HGWN records the
current timestamp T2. If |T2 − T1|≤ΔT is true,
then M1is valid; otherwise, this session would be
closed up. Next, HGWN computes xi � h(TIDi

����

xhg)⊕Rh, ru � D1⊕xi, βi � D0⊕h(xi

����ru), IDi � D2⊕
h(ru

����xi), and Ki � h(IDi

����βi) and verifies whether
the equation D3 � h(TIDi

����IDi

����SIDj

�����ru

����xi

����Ki

���� T1)

is true; if so, it turns into the next step; otherwise, it
sets honey list � honey list + 1 and returns a logon
failure message to Ui. Note that once honey
list≥ 10, Ui’s account would be frozen, and the
session is also terminated.
Step 2: HGWN⟶ Sj: M2 � D4, D5, D6, T2 .
HGWN selects rhg ∈ Z∗p randomly and then
computes xj � h(SIDj

�����xhg)⊕Rh, D4 � rhg⊕h(xj

�����

T2), D5 � ru⊕h(rhg

�����xj

�����T2), and D6 � h(SIDj

�����

IDhg

�����ru

����rhg

�����xj

�����T2).
Step 3: After the reception of M2, Sj records the
timestamp T3 and checks the freshness of T2. Next,
Sjcalculates rhg � D4⊕h(xj

�����T2) and ru � D5⊕

h(rhg

�����xj

�����T2) and checks whether the equation

D6 � h(SIDj

�����IDhg

�����ru

����rhg

�����xj

�����T2); if so, it turns to
the next step; otherwise, it terminates the current
session.
Step 4: Sj⟶ HGWN: M3 � D7, D8, T3 .
Sjchooses a random number rs ∈ Z∗p and computes
SKs � h(ru

����rhg

�����rs

����IDhg), D7 � rs⊕h(xj

�����rhg

�����T4),

and D8 � h(IDhg

�����SIDj

�����xj

�����SKs

����rs

����T3).
Step 5: when receiving M3from Sj, HGWN records
the present timestamp T4 and verifies the freshness
of T3. Next, HGWN calculates rs � D7⊕h(xj

�����

rhg

�����T4) and SKhg � h(ru

����rhg

�����rs

����IDhg) and checks

whether D8 � h(IDhg

�����SIDj

�����xj

�����SKs

����rs

����T3) holds; if
so, it turns to the next step; otherwise, it aborts this
session.
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Figure 3: Case 1 of theauthentication and key agreement phase.

Figure 2: Registration phase.
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Step 6: HGWN⟶ Ui: M4 � D9, D10, D11, D12,

D13, T4}. HGWN chooses a new pseudonym TIDi
′

for Uiand continues to compute D9 � rs⊕h(xi

����ru),
D10 � rhg⊕h(ru

����xi), xi
′ � h (TIDi

′
�����xhg)⊕Rh,

D11 � TIDi
′⊕h(xi

����IDi

����ru), D12 � xi
′⊕h(TIDi

′‖xi),
and D13 � h(SKhg

�����xi
′
����� TIDi
′
�����Ki

����T4).
Step 7: after the reception of M4, Ui takes down the
current timestamp T5 and checks the validity of T4.
Next, Uicomputes rs � D9⊕h(xi

����ru), rhg � D10⊕h
(ru

����xi), SKu � h(ru

����rhg

�����rs

����IDhg), TIDi
′ � D11⊕

h(xi

����IDi

����ru), and xi
′ � D12⊕h(TIDi

′
�����xi)and verifies

whether the equation D13 � h(SKhg

����� xi
′
�����TIDi
′
�����

Ki

����T4)matches; if so, then it turns to the next step;
otherwise, it discontinues the session.
Step 8: SC calculates ei

′ � HPWi⊕Ki⊕xi
′ and sub-

stitutes TIDi
′, ei
′ for TIDi, ei .

(ii) Case 2:

Step 1: similarly, after the reception of M1, HGWN
takes down the current timestamp T2. If |T2 −

T1|≤ΔT, then M1is valid; otherwise, the session is
discontinued. Next, HGWN computes xi � h(TIDi����xhg)⊕Rh, ru � D1⊕xi, βi � D0⊕h(xi

����ru), IDi � D2

⊕h(ru

����xi), and Ki � h(IDi

����βi) and verifies

D3 � h(TIDi

����IDi

����SIDj

�����ru

����xi

����Ki

����T1). If the
equation holds, HGWN runs the next step;
otherwise, it sets honey list � honey list + 1,
returns a logon failure message to Ui, and aborts
the session.
Step 2: HGWN broadcasts M2 � SIDj,TIDi, IDhg,

T2} to other gateway nodes.
Step 3: FGWN⟶ HGWN: M3 � D4, IDfh, T3 .
FGWN finds SIDjin its database, then records the
present timestamp T3, and computes xg � h(TIDi
����xfg)⊕Rfand D4 � xg⊕h(xfh

�����Rfh).

Step 4: HGWN⟶ Ui: M4 � IDfg, D5, D6, D7,

D8, T4}. When receiving M3 from FGWN, HGWN
takes down the timestamp T4 and verifies the
freshness of T3. HGWN selects a new pseudonym
TIDi
′and calculates xg � D4⊕h(Kfh

�����Rfh), xi
′ � h

(TIDi
′
�����xhg

�����rh), D5 � TIDi
′⊕h(xi

����IDi

����ru), D6 � xi
′

⊕h(TIDi
′
�����xi), D7 � xg⊕h(xi

����ru), and D8 � h

(SIDj

�����IDhg

�����IDfg

�����TIDi
′
�����xg

�����xi

����T4).
Step 5: after receiving M4, Ui records the time
stamp T5 and checks the validity of T4. (en,
Uicomputes xg � D7⊕h(xi

����ru), TIDi
′ � D5⊕h

(xi

����IDi

����ru), and xi
′ � D6⊕h(TIDi

′
�����xi) and checks

D8 � h (SIDj

�����IDhg

�����IDfg

�����TIDi
′
�����xg

�����xi

����T4). If the

Figure 4: Case 2 of the authentication and key agreement phase.
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equation holds, Uicontinues the next step; other-
wise, it terminates the session.
Step 6: Ui⟶ FGWN: M5 � TIDi, D9, D10, T5 .
Uiselects a random number ru

′ ∈ Z∗pand computes

D10 � h(TIDi

����SIDj

�����IDfg

�����ru
′
�����xg

�����T5).
Step 7: after the reception of M5, FGWN records T6
and verifies the freshness of T5. Next, FGWN
computes ru

′ � D9 ⊕ xgand further checks whether
D10 � h(TIDi

����SIDj

�����IDfg

�����ru
′
�����xg

�����T5)matches. If so,
FGWN continues the next step; otherwise, it dis-
continues the session.
Step 8: FGWN⟶ Sj: M6 � D11, D12, D13, T6 .
FGWN selects rfgat random and computes xj �

h(SIDj

�����xfg)⊕Rh, D11 � rfg⊕h(xj

�����T6), D12 � ru
′

⊕h(rfg

�����xj

�����T6), and D13 � h(SIDj

�����IDfg

�����ru
′
����� rfg

�����

xj

�����T6).
Step 9: after the reception of M6, Sj takes down the
timestamp T7 and verifies the freshness of T6. Next,
Sjcalculates rfg � D11⊕h(xj

�����T6)and ru
′ � D12⊕

h(rfg

�����xj

�����T6) and checks the equation D13 �

h(SIDj

�����IDfg

�����ru
′
�����rfg

�����xj

�����T6). If the equation holds,
Sjturns to the next step; otherwise, it terminates the
session.
Step 10: Sj⟶ FGWN: M7 � D14, D15, T7 .
Sjselects rs at random and computes SKs � h(ru

′
�����

rhg

�����rs

����IDfg), D14 � rs⊕h(xj

�����rfg

�����T7), and D15 �

h(IDfg

�����SIDj

�����xj

�����SKs

����rs

����T7).
Step 11: once receiving M7, FGWN takes down T8
and verifies the freshness of T7. Further, FGWN
computes rs � D14⊕h(xj

�����rfg

�����T7)and SKfg � h

(ru
′
�����rfg

�����rs

����IDfg)and checks whether the equation

D15 � h(IDfg

�����SIDj

�����xj

�����SKfg

�����rs

����T7)is true; if so, it
continues the next step; otherwise, it terminates the
session.
Step 12: FGWN⟶ Ui: M8 � D16, D17, D18, T8 .
FGWN computes D16 � rs⊕h(xg

�����ru
′), D17 � rfg⊕

h(ru
′
�����xg), and D18 � h(IDfg

�����TIDi

����SIDj

�����xg

�����SKfg

�����

rfg

�����rs

����T8).
Step 13: after receiving M8, Uithereupon records
the timestamp T9 and checks the validity of T8.
Further, Ui computes rs � D16⊕h(xg

�����ru
′), rfg �

D17⊕h(ru
′
�����xg), and SKu � h(ru

′
�����rfg

�����rs

����IDfg)and

checks whether the equation D18 � h(IDfg

�����TIDi

����

SIDj

�����xg

�����SKu

����rfg

�����rs

����T8) holds; if so, it continues
the next step; otherwise, it discontinues the session.
Step 14: SC computes ei

′ � HPWi⊕Ki⊕xi
′ and re-

places TIDi, ei with TIDi
′, ei
′ .

4.5. Password Update

Step 1: Uifirst inputs his IDi, PWi, and BIOi. SC
computes αi � Rep(BIOi, βi), ri � B1⊕h(αi

����IDi

����PWi),
and HPWi � h(PWi

����αi

����ri)and checks the equation
B2 � h(HPWi

����αi

����IDi

����ri)mod n0. If the equation holds,
the next step can be run; otherwise, a logon failure
message would be returned and the login request also
would be terminated.
Step 2: Uiinputs a new password PWi

′, and SC computes
Ki � h(IDi

����βi), HPWi
′ � h(PWi

′
�����αi

����ri), ei
′ �

HPWi
′⊕ei⊕HPWi, B1′ � h(αi

����IDi

����PWi
′)⊕ri, and B2′ �

h(HPWi
′
�����αi

����IDi

����ri)mod n0 and then replaces B1, B2,

ei}with B1′, B2′, ei
′ .

4.6. Smart Card Logout

Step 1: Uiinserts his smart card SC and inputs IDi,
PWias well as BIOi. Further, SC computes
αi � Rep(BIOi, βi), ri � B1⊕h(αi

����IDi

����PWi), and
HPWi � h(PWi

����αi

����ri) and checks whether
B2 � h(HPWi

����αi

����IDi

���� ri)mod n0 matches; if so, it turns
to Step 2; otherwise, it returns a logon failure message
and terminates this session.
Step 2: Ui⟶ HGWN: M0 � TIDi, βi, R0, T1 .
Uiselects the current timestamp T1, thereupon com-
putes Ki � h(IDi

����βi), xi � ei⊕Ki⊕HPWi, and
R0 � Ki⊕(xi

����T1).
Step 3: after the reception of M0, HGWN records the
timestamp T2. If |T2 − T1|≤ΔTis true, then M0is fresh.
(en, HGWN computes xi � h(TIDi

����xhg)⊕Rhand
Ki
′ � R0⊕(xi

����T1)and continues to check whether
Ki
′ � Ki � h(IDi

����βi). If the equation holds, it runs the
next step; otherwise, it aborts the session.
Step 4: HGWN deletes all local records IDi, Ki,

honey list}of Ui.

5. Security Analysis

(is section provides a rigorous security analysis for the pro-
posed authentication scheme. On the basis of 12-Criteria, in-
formal analysis first discusses how the proposed scheme resists
against somewell-known attacks. Second, thewell-popular BAN
logic is utilized to validate the correctness of the proposed
scheme as well as the feasibility for authentication and key
negotiation. Finally, the BPRmodel-based formal security proof
demonstrates the security of the proposed scheme well.

5.1. Informal Analysis

Resistance to Insider Attack. In multifactor authenti-
cation schemes, the user’s password, as a second factor,
is of vital for the server/gateway to authenticate the
user. (e server/gateway in its usual sense is worth
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trusting, while it is facing a real possibility that insiders
may disclose users’ sensitive information. At the reg-
istration phase, Ui’s password PWiis masked by
HPWi � h(PWi

����αi

����ri)to transmit to HGWN. (ough
A has the ability to obtain HPWi, he cannot guess the
correct PWi. (at is because riis a random number,
only known to Ui, and αiand derived information from
Ui’s biometric factors are also secret. Additionally, the
two parameters never appear in any communication
channel, and Adoes not possess the ability to crack
hash functions. As a consequence, the proposed scheme
can resist insider attack.
Resistance to Password Guessing Attack.Assuming thatA
has generated the Cartesian products (IDi, PWi) of Ui

and maliciously obtained the biometric factors BIOiand
SC through the reading device, then A can calculate
αi � Rep(BIOi, βi), ri � B1⊕h(αi

����IDi

����PWi), and
HPWi � h(PWi

����αi

����ri)and further check whether the
equation B2 � h(HPWi

����αi

����IDi

����ri)mod n0holds to find
out a correct password. It is noted that there are 232[24]
passwords satisfying the equation, the attempts of which
are enormous, thus the offline password guessing attack
bounds to fail. Furthermore, honey listrecords the
number of user logon failure when HGWN verifies the
identity of Ui, which makes it extremely unlikely that
Acan guess the right password through online password
guessing within finite attempts. Clearly, the proposed
scheme can resist diverse password guessing attacks.
Resistance to Replay Attack. It is known that Ahas the
ability to eavesdrop and intercept messages over the
public channel. So, Amay retransmit the eavesdropped
or intercepted messages in a new round of the protocol
implementation, to make the other party believe that
“he” is legitimate to communicate with him. In the
proposed protocol, however, the timestamp is employed
to demonstrate the freshness of each message, so as to
filter out old messages intercepted byA. For an instance,
A has intercepted M1 � TIDi, IDhg, SIDj, D0, D1, D2,

D3, Ki, T1}, where D3 � h(TIDi

����IDi

����SIDj

�����ru

���� xi

����Ki����T1), and at time T1′, he attempts to resend M1′ � TIDi,

IDhg, SIDj, D0, D1, D2, D3, Ki, T1′}to HGWN for login.
However, A can only change the timestamp in the
message but not that in D3, thus the launched replay
attack bounds to fail. (is instance illustrates that the
proposed scheme can withstand replay attack.

User Anonymity. In terms of user anonymity, it is
required that A cannot find out the true identities of
users or trace their communication trajectories. In this
scheme, each user Uiis assigned a pseudonymTIDi, and
after a round of key negotiation, his pseudonym will be
updated with a new pseudonym TIDi

′. Moreover, the
calculation of TIDi

′depends on Ui’s private key xiand
identity IDi, neither of which is exposed to the open
channel. (erefore,A cannot trace the communication
trajectory of the user via the pseudonym. As analysed
above, user anonymity is effective.

Forward Secrecy. According to the proposed protocol,
Ui’s and Sj’s private keys are both calculated by
a random number and the gateway node’s long-term
key. It helps that even if the long-term key of the
gateway node is leaked for some reason, A cannot
figure out Ui’s or Sj’s private key due to no idea of the
random number. As the session key
SK � SKu � SKs � SKhg � h(ru

����rhg‖rs

����IDhg)depends
on ru, rhg, as well as rs, three of which are severally
masked by private keys of three parties, A cannot
compute the right SK at all. Consequently, the pre-
sented scheme supports forward secrecy.
Effective Smart Card Logout. For those smart cards not
used any more, improper handling may pose a huge
safety hazard. On the basis of the smart card logout
method described in this protocol, Uimust enter his
right IDi, PWi, and BIOisimultaneously while cancel-
ling his SC, so as to prevent A from launching mali-
cious cancellation after the smart card is lost. In
addition, A cannot achieve password guessing attack
and obtain three authentication factors at the same
time, so there is no way for A to masquerade as a le-
gitimate user to cancel the smart card. Hence, the smart
card logout method presented in this protocol is ef-
fective and secure.

5.2. FormalAnalysisBasedonBANLogic. In the light of BAN
logic, a detailed analysis in this section will illustrate that the
interacting parties (Ui, HGWN, and Sj) can achieve mutual
authentication and negotiate a common session key properly
and securely. (e analytic procedures for two cases in the
proposed scheme are described as follows.

5.2.1. Security Analysis for Case 1

(i) Goals:

G1: Ui| ≡ HGWN⟷SK
Ui

G2: Ui| ≡ HGWN| ≡ HGWN⟷SK Ui

G3: HGWN| ≡ Ui⟷
SK

HGWN
G4: HGWN| ≡ Ui| ≡ Ui⟷

SK HGWN
G5: HGWN| ≡ Sj⟷

SK HGWN
G6: HGWN| ≡ Sj| ≡ Sj⟷

SK
HGWN

G7: Sj| ≡ HGWN⟷SK Sj

G8: Sj| ≡ HGWN| ≡ HGWN⟷SK Sj

(ii) Idealized forms:

M1: Ui⟶ HGWN: TIDi, IDhg, SIDj, D0, 〈ru〉xi,

D2, 〈Ui⟺
Ki HWGN, ru〉xi

M2: HGWN⟶ Sj: D4, D5, 〈ru, rhg〉xj

M3: Sj⟶ HGWN: D7, 〈Sj↔
SK
HGWN, rs〉xj

M4: HGWN⟶ Ui: D9, D10, D11, D12,

〈HGWN⟷SK Ui, xi
′,TIDi
′〉Ki

(iii) Assumptions:

A1: Ui| ≡ #(ru, rhg, rs)

A2: HGWN| ≡ #(ru, rhg, rs)

A3: Sj| ≡ #(ru, rhg, rs)
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A4: Ui| ≡ Ui⟺
xi HGWN

A5: HGWN| ≡ HGWN⟺
xj

Sj

A6: Sj| ≡ Sj⟺
xj

HGWN
A7: HGWN| ≡ HGWN⟺

xi

Ui

A8: Ui| ≡ Ui⟺
Ki HGWN

A9: HGWN| ≡ HGWN⟺
Ki

Ui

A10: HGWN| ≡ Ui|⟹ru

A11: Sj| ≡ HGWN|⟹rhg

A12: HGWN| ≡ Sj|⟹rs

A13: Ui| ≡ HGWN|⟹rhg

A14: Ui| ≡ HGWN|⟹HGWN↔SKUi

A15: HGWN| ≡ Sj|⟹Sj↔
SKHGWN

(iv) Main proofs:

From M1 and R6, we can know
S1: HGWN⊲〈ru〉xi

.
From S1, A4, and R1, we can get S2: HGWN|

≡ Ui| ∼ ru.
From S2, A2, R2, and R4, we can get S3: HGWN|

≡ Ui| ≡ ru.
From S3, A10, and R5, we can get S4: HGWN|

≡ ru.
From A2, R2, and SK � h(ru

����rhg

�����rs

����IDhg), we can
get S5: HGWN| ≡ #(SK).
From S3, S5, and R7, we can get S6: HGWN|

≡ (Ui↔
SK
HGWN).

Here, we have achieved G3.
From S6, A2, and R4, we can get S7: HGWN|

≡ Ui| ≡ Ui↔
SK
HGWN.

(en, G4 has been also achieved.
From M2 and R6, we can know S8: Sj⊲〈ru, rhg〉xi

.
From S8, A6, and R1, we can gain S9: Sj| ≡
HGWN| ∼ (ru, rhg).
From S9, A3, R2, and R4, we can gain S10: Sj| ≡
HGWN| ≡ (ru, rhg).
From S10 and R3, we can gain S11: Sj| ≡
HGWN| ≡ rhg.
From S11, A11, and R5, we can gain S12: Sj| ≡ rhg.
From A3, R2, and SK � h(ru

����rhg

�����rs

����IDhg), we can
gain S13: Sj| ≡ #(SK).
From S11, S13, and R7, we can gain S14: Sj|

≡ HGWN↔SKSj. Here, G7 has been proved.
From S14, A3, and R4, we can gain S15: Sj| ≡
HGWN| ≡ HGWN↔SKSj.
So, G8 has been also gained.
FromM3and R6, we can get S16: HGWN

⊲〈Sj↔
SKHGWN, rs〉xi

.
From S16, A5, and R1, we can get S17: HGWN|

≡ Sj| ∼ (Sj↔
SK
HGWN, rs).

From S17, A2, R2, and R4, we can get S18: HGWN|

≡ Sj| ≡ (Sj↔
SK
HGWN, rs).

From S18 and R3, we can get S19: HGWN|

≡ Sj| ≡ Sj↔
SK
HGWN.

Here, we have achieved G6.

From S19, A15, and R5, we can get S20: HGWN| ≡
Sj↔

SKHGWN.
So, G5 has been also gained.
From M4and R6, we can gain S21: Ui⊲〈HGWN

↔SKUi, xi
′,TIDiKi
′ 〉Ki

.
From S21, A8, and R1, we can obtain S22: Ui| ≡
HGWN| ∼ (HGWN↔SKUi, xi

′,TIDi
′).

From S22, A1, R2, and R4, we can obtain S23: Ui|

≡ HGWN| ≡ (HGWN↔SKUi, xi
′,TIDi
′).

From S23 and R3, we can obtain S24: Ui| ≡
HGWN| ≡ HGWN↔SKUi.
So, we have achieved G2.
From S24, A14, and R5, we can obtain S25: Ui| ≡
HGWN↔SKUi.
Finally, we have gained G1.

5.2.2. Security Analysis for Case 2

(i) Goals:

G1: Ui| ≡ FGWN↔SKUi

G2: Ui| ≡ FGWN| ≡ FGWN↔SKUi

G3: FGWN| ≡ Ui↔
SK
FGWN

G4: FGWN| ≡ Ui| ≡ Ui↔
SK
FGWN

G5: FGWN| ≡ Sj↔
SK
FGWN

G6: FGWN| ≡ Sj| ≡ Sj↔
SKFGWN

G7: Sj| ≡ FGWN↔SKSj

G8: Sj| ≡ FGWN| ≡ FGWN↔SKSj

(ii) Idealized forms:

M5: Ui⟶ FGWN: TIDi, D9, 〈ru
′〉xg

M6: FGWN⟶ Sj: D11, D12, 〈ru
′, rfg〉xj

M7: Sj⟶ FGWN: D14, 〈FGWN↔SKSj, rs〉xj

M8: FGWN⟶ Ui: D16, D17, 〈FGWN↔SKUi, rfg,

rs〉xg

(iii) Assumptions:

A1: Ui| ≡ #(ru
′, rfg, rs)

A2: FGWN| ≡ #(ru
′, rfg, rs)

A3: Sj| ≡ #(ru
′, rfg, rs)

A4: Ui| ≡ Ui⟺
xg

FGWN

A5: FGWN| ≡ FGWN⟺
xj

Sj

A6: Sj| ≡ Sj⟺
xj

FGWN

A7: FGWN| ≡ FGWN⟺
xg

Ui

A8: FGWN| ≡ Ui|⇒ru
′

A9: Sj| ≡ FGWN|⇒rfg

A10: FGWN| ≡ Sj|⇒rs

A11: Ui| ≡ FGWN|⇒rfg

A12: Ui| ≡ FGWN|⇒FGWN↔SKUi

A13: FGWN| ≡ Sj|⇒Sj↔
SK
FGWN
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(iv) Main proofs:

From M5 and R6, we obtain S26: FGWN⊲〈ru
′〉xg.

From S26, A7, and R1, we obtain S27: FGWN|

≡ Ui| ∼ ru
′.

From S27, A2, R2, and R4, we obtain S28: FGWN|

≡ Ui| ≡ ru
′.

From S28, A8, and R5, we obtain S29: FGWN|

≡ ru
′.

From A2, R2, and SK � h(ru
′
�����rfg

�����rs

����IDfg), we
obtain S30: FGWN| ≡ #(SK).
From S28, S30, and R7, we obtain S31: FGWN|

≡ Ui↔
SK
FGWN.

So, G3 has been achieved.
From S31, A2, and R4, we obtain S32: FGWN| ≡
Ui| ≡ Ui↔

SK
FGWN.

Here, G4 has been also obtained.
From M6and R6, we getS33: Sj⊲〈ru

′, rfg〉xj
.

From S33, A6, and R1, we get S34: Sj| ≡ FGWN|

∼ (ru
′, rfg).

From S34, A3, R2, and R4, we get S35: Sj| ≡
FGWN| ≡ (ru

′, rfg).
From S35 and R3, we get S36: Sj| ≡ FGWN| ≡ rfg.
From S36, A9, and R5, we get S37: Sj| ≡ rfg.
From A3, R2, and SK � h(ru

′
�����rfg

�����rs

����IDfg), we get
S38: Sj| ≡ #(SK).
From S36, S38, and R7, we get S39: Sj| ≡
FGWN↔SKSj. Here, we have proved G7.
From S39, A3, and R4, we get S40: Sj| ≡ FGWN|

≡ FGWN↔SKSj.
Here, we have achieved G8.
From M7and R6, we gainS41: FGWN⊲〈FGWN

↔SKSj, rs〉xj
.

From S41, A5, and R1, we gain S42: FGWN| ≡
Sj| ∼ (FGWN↔SKSj, rs).
From S42 and R3, we gain S43: FGWN| ≡
Sj| ∼ FGWN↔SKSj.
From A2, R2, and SK � h(ru

′
�����rfg

�����rs

����IDfg), we
gain S44: FGWN| ≡ #(SK).
From S43, S44, R2, and R4, we gain S45: FGWN|

≡ Sj| ≡ FGWN↔SKSj.
Here, we have achieved G6.
From A13, S45, and R5, we gain S46: FGWN|

≡ FGWN↔SKSj.
So, we have also achieved G5.
From M8and R6, we know S47: Ui⊲〈FGWN
↔SKUi, rfg, rs〉xg

.
From S47, A4, and R1, we get S48: Ui| ≡ FGWN|

∼ (FGWN↔SKUi, rfg, rs).
From S48 and R3, we get S49: Ui| ≡ FGWN|

∼ FGWN↔SKUi.
From A1, R2, and SK � h(ru

′
�����rfg

�����rs

����IDfg), we get
S50: Ui| ≡ #(SK).

From S49, S50, R2, and R4, we get S51: Ui| ≡
FGWN| ≡ FGWN↔SKUi.
So, G2 has been gained.
From S51, A12, and R5, we get S52: Ui| ≡ FGWN
↔SKUi. So, G1 has been also obtained.

Consequently, all security goals are amply demonstrated,
both in Case 1 and in Case 2. In the meantime, it also
confirms that the communication participants (Ui, HGWN/
FGWN, and Sj), can authenticate mutually and negotiate
a common key successfully.

5.3. Formal Analysis Based on BPR Model

Theorem 1. For the protocol P, assuming that, in a poly-
nomial time t, Amakes up to qs Send(Π∗I , m)queries, qe

Excute(Πi
U,Πk

HGWN ,Πj

S)queries, and qhoracle queries. Let D
represent the password space subject to Zipf distribution,
wherein C′and s′are Zipf parameters; let l denote the output
length of hash functions. Now, we can get

% AdvAKEP (A)≤ 2C′qs′
s +

qs

2l−1 +
q
2
h

2l
+

qs + qe( 
2

p − 1
. (8)

Proof. Five games Gi(i � 0, 1, 2, 3, and 4)are considered to
demonstrate (eorem 1, and simulation process of each
game is analysed as below, wherein Siindicates an event that
A outputs the right random bit b in Gi, where
i � 0, 1, 2, 3, and 4.

G0: it simulates a true attack under the random oracle
model. A has the ability to access all oracles; so
according Definition 1, we have

AdvAKEP (A) � 2Pr S0  − 1. (9)

G1: it maintains two lists, LHand LM, respectively, re-
cording oracle queries and communications during the
execution of P. Besides, all other queries are run as the
actual protocol. In G1, A launches the passive attack to
intercept all messages Mj(j � 1, 2, 3, 4)through
Excute(∗ )query and then guesses the output result of
Test(Π∗I )query. Due to the impossibility of figuring out
SK � h(ru

����rhg

�����rs

����IDhg), the advantage of a successful
attack does not increase for A, so we can get

Pr S1  � Pr S0 . (10)

G2: here, A can make Send(Π∗I , m)queries and
Hqueries to convince the true communicator of forged
messages. Only when A happens to find some colli-
sions and succeeds in constructing credible messages,
the simulation terminates. In G2, two kinds of colli-
sions may be contained: output collisions of hash
functions and collisions of random numbers selected in
P. According to Birthday Paradox [30], the proba-
bilities of their occurrence are (q2h/2

l+1) and ((qs +

qe)
2/2(p − 1)), respectively. (erefore, we obtain
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Pr S2  − Pr S1 


≤
q
2
h

2l+1 +
qs + qe( 

2

2(p − 1)
. (11)

G3: this game differs from the above games in the case
that when A can guess the correct authentication
factors D3, D6, D8, and D13without H queries, the
simulation terminates. It is indistinguishable from the
previous games except that some instance refuses the
right authentication. (us, we have

Pr S3  − Pr S2 


≤
qs

2l
. (12)

G4: in this game, A has abilities to reach more in-
formation through Corrupt(Πi

U, a) query.

(i) A queries Corrupt(Πi
U, 1), whichmeans he has got

the user’s password and parameters stored in SC.
(en, in qs Send(Π∗I , m) queries, A succeeds in
guessing αiwith the length lα, the possibility of
which is (qs/2lα).

(ii) A queries Corrupt(Πi
U, 2), that is, A has accessed

the user’s biometric factors and parameters stored
in SC. (en, in qsSend(Π∗I , m)queries, A succeeds
in guessing the victim’s password, the possibility of
which is C′qs′

s .
(iii) A queries Corrupt(Πi

U, 3); similarly, A has the
user’s password and biometric factors. (en, the
possibility of A guessing the right xi is (qs/2l).

G4 and G3 are indistinguishable unless the above attack
is successful. So, we have

Pr S4  − Pr S3 


≤max
qs

2lα
, C′qs′

s ,
qs

2l
  � C′qs′

s . (13)

When A has no efficient input to make queries to H,
there is no advantage to distinguish the real SK from
a random number with the same size through Test(Π∗I ).
(erefore,

Pr S4  �
1
2
. (14)

From (2)–(7), we can draw conclusion (1) or (8); this is

AdvAKEP (A) � 2|Pr S4  − Pr S0 |≤ 2C′qs′
s

+
qs

2l−1 +
q
2
h

2l
+

qs + qe( 
2

p − 1
.

(15)

□

6. Performance Comparison

In this section, the proposed protocol is compared with
several existing multifactor authentication protocols in
terms of performance, involving security features, compu-
tation overhead, and storage costs. Specific comparison
results and analysis are described as follows.

6.1. Security Features. On the basis of the security 12-Criteria,
Table 3 presents the comparison results of these diverse au-
thentication protocols, i.e., Guo et al. [22], Wu et al. [20],
Srinivas et al. [21], Amin [19], and our proposed protocol.
Definitely, the proposed protocol can satisfy all 12 evaluation
criteria whereas others can meet 8 pieces at most. In particular,
the new protocol in this paper exclusively provides the re-
pairability and forward security, as well as resistance against
stolen smart card attack. (e protocol presented by Guo et al.
[22] has weaknesses in no repairability, improper treatment of
biometric features, and offline password guessing attack; the
protocol of Wu et al. [20] cannot resist insider attack, stolen
smart card attack, and offline password guessing attack; the
protocol proposed by Srinivas et al. [21] does not protect
against insider attack and offline password guessing attack and
ensure that the user will be not traced; Amin’s protocol [19]
does not provide resistance to insider attack and guarantee of
untraceability of the user. Furthermore, none of these pro-
tocols, except the proposed one, implements forward secrecy.

It should be noted that, the 12 security evaluation criteria
was proposed by Wang and Wang [24]: C1 for no password
verifier-table; C2 for password-friendly; C3 for no password
exposure; C4 for no smart card loss attack; C5 for resistance
to known attacks; C6 for sound repairability; C7 for pro-
vision of key agreement; C8 for no clock synchronization; C9
for timely typo detection; C10 for mutual authentication;
C11 for user anonymity; C12 for forward secrecy.

6.2. Computation Overhead. In this section, we compare the
computation overhead among the above relevant schemes. In
reality, login and authentication are much more frequent than
registration, thus the performance of authentication and key-
agreement protocols depends primarily on the computational
costs of login and authentication phases. As depicted in Table 4,
the proposed scheme is more computationally expensive than
other schemes at the user side. (is happens unsurprisingly
because that fuzzy extractor is employed in this paper to extract
and verify the biometric features, which is more applicable for
high security systems. As for the gateways and resource-con-
strained sensor nodes, the computational costs are nearly the
same. At any side, the schemes proposed by Wu et al. [20] and
Amin [19] have the least computational overhead as they trade
low safety features for high efficiency. In summary, despite other
schemes outperforming in computational complexity, the
proposed scheme can protect against all security threats faced by
other schemes, which is more feasible in the real world.

6.3. Storage Costs. Comparison of storage costs among the
proposed scheme and other relevant schemes is stated in this
section, see Table 5and Figure 5. Primarily, it is recommended
that 32 bits for the (pseudo-) identity, 160 bits for the hash
output, 128 bits for the fuzzy extractor public data, and 128bits
for a random number, as well as 32 bits for a timestamp are
agreed, and these parameters are denoted separately as LI D, Lh,
Lfe, Lr, and LT. As shown in Figure 5, storage overhead on the
user and sensor nodes sides is nearly the same, but that on the
gateway nodes is higher as in the proposed scheme; smart card
logout is achieved with the assistance of honey_list saving in
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gateway nodes’ memories. However, in terms of storage ca-
pacity, gateway nodes are much better than smart cards and
sensor nodes, thus the overhead is acceptable.

7. Conclusion

WSNs are becoming increasingly vital in IoT applications.
Inevitably, multifactor and multigateway authentication

protocols have become a focus. In this paper, through ana-
lysing weaknesses in the existing schemes, we introduced the
widely accepted criteria for evaluating security protocols. In
line with the criteria, we revisited Guo et al.’s scheme and
found some security flaws, i.e., no repairability, improper
treatment of biometric factors, offline password guessing, and
no forward secrecy. (en, we proposed a new three-factor
authentication protocol for multiple gateways using fuzzy
extractor and honey_list technique. Following that, we proved
the correctness and security of the proposed scheme by BAN
logic and BPR model. As a whole, our proposed scheme
outperformed other relevant schemes for keeping efficient in
performance, meanwhile satisfying the security criteria.

Data Availability

No data were used to support this study.

Conflicts of Interest

(e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Authors’ Contributions

L. Xue and Q. Huang contributed equally to this work.

Table 4: Comparison of computation overhead.

Guo et al. [22] Wu et al. [20] Srinivas et al. [21] Amin [19] Ours

Ui

Case 1 13Th 9Th 10Th 7Th 13Th + Tfe

Case 2 18Th 11Th 14Th 8Th 15Th + Tfe

HGWN Case 1 17Th 11Th 14Th 8Th 18Th

Case 2 10Th 7Th 6Th 1Th 11Th

FGWN Case 1 0 0 0 0 0
Case 2 14Th 7Th 17Th 7Th 12Th

Sj

Case 1 6Th 4Th 7Th 5Th 6Th

Case 2 6Th 4Th 6Th 5Th 6Th

Total
Case 1 36Th 24Th 31Th 20Th 37Th + Tfe

Case 2 48Th 29Th 43Th 21Th 44Th + Tfe

Table 5: Comparison of storage costs.

Guo et al. [22] Wu et al. [20] Srinivas et al. [21] Amin [19] Ours
SC LID + 3Lh + Lr LID + 3Lh + Lr LID + 4Lh 2LID + 3Lh + Lr 2LID + 3Lh + Lfe

HGWN/FGWN 3LID + 2Lr 3LID + 2Lr 4LID + Lr + LT 4LID + Lr + Lh 3LID + 4Lr + Lh

Sj 2LID + Lh 2LID + Lh LID + Lh + LT LID + Lh LID + Lh
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Figure 5: Comparison of storage costs.

Table 3: Comparison of security features.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12
Guo et al. [22] ✓ ✓ ✓ ✓ × × ✓ ✓ × ✓ ✓ ×

Wu et al. [20] ✓ ✓ × × × × ✓ × × ✓ ✓ ×

Srinivas et al. [21] ✓ ✓ × × ✓ × ✓ × × ✓ × ×

Amin [19] ✓ ✓ × × × × ✓ × × ✓ × ×

Ours ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
“✓” means the protocol satisfies this property; “×,” the opposite.
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Traditional identity authentication solutions mostly rely on a trusted central entity, so they cannot handle single points of failure
well. In addition, most of these traditional schemes need to store a large amount of identity authentication or public key in-
formation, which makes the schemes difficult to expand and use in distributed situations. In addition, the user prefers to protect
the privacy of their information during the identity verification process. Due to the open and decentralized nature of the
blockchain, the existing identity verification schemes are difficult to apply well in the blockchain. To solve this problem, in this
article, we propose a privacy protection identity authentication scheme based on the blockchain.(e user independently generates
multiple-identity information, and these identities can be used to apply for an identity certificate. Authorities use the ECDSA
signature algorithm and the RSA encryption algorithm to complete the distribution of the identity certificate based on the identity
information and complete the registration of identity authentication through the smart contract on the blockchain. On the one
hand, it can realize the protection of real identity information; on the other hand, it can avoid the storage overhead caused by the
need to store a large number of certificates or key pairs. Due to the use of the blockchain, there is no single point of failure in the
authentication process, and it can be applied to distributed scenarios. (e security and performance analysis show that the
proposed scheme can meet security requirements and is feasible.

1. Introduction

Nowadays, in the Internet of (ings (IoT) environment, a
massive quantity of devices and sensors can feel each other
through the internet to share and process data [1–3]. Users
have lost control of sensitive data, which has caused con-
cerns about data security to become one of the main ob-
stacles to data sharing between parties [4, 5]. Take e-health
systems as an example; with the popularity of wearable
medical equipment, the application of the e-health system
has obtained widespread attention and is constantly
changing our living habits [6–8]. (rough the e-health
system, doctors can analyze the patient’s physique data
obtained by sensors in real time, realize the research on the

effect of drugs, or provide patients with better medical care.
In these scenarios, wearable medical sensors can obtain
parameters related to the patient’s health, such as blood
pressure, heart rate, and body temperature. (rough the
internet, the collected health data are transmitted to the
doctors. Internet-based medical treatment enables doctors
to treat patients no longer limited to geographic locations,
which not only reduces medical costs but also saves treat-
ment time. Even if the patient is located in a remote area,
doctors can monitor the patient’s health in real time through
the transmitted data and give targeted treatment plans.

In this scenario, the patient’s medical data are an im-
portant information resource containing a large amount of
sensitive information, which can be in the form of signals,
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text, voice data, images, etc. (is information needs to be
effectively protected. However, since medical systems are
vulnerable to cyberattacks, sharing sensitive patient infor-
mation in an IoT environment may cause a series of serious
security and privacy issues. For example, if the third party
who obtains the information does not use the data as agreed,
but instead sells or uses other forms of data abuse; this will
pose a severe challenge to the privacy and safety of patients.
In order to ensure that patients’ data are not used by un-
authorized people in the smart medical environment, an
effective identity management solutionmust be used. Firstly,
the amount of data generated by sensors in real-timemedical
treatment is very large, and the data formats are hetero-
geneous. (erefore, for terminals with limited processing
capabilities, it is not feasible to encrypt data before trans-
mitting the data. Secondly, since terminals often have
limited storage capacity, it is not feasible to use existing
identity management and verification methods that require
storing a large number of key pairs. In addition, most of the
existing solutions rely on a trusted third party to implement
identity management and authentication, which not only
leads to the potential danger of a single point of failure but
also makes users lose control of their own identity
information.

Recently, as a decentralized technology, blockchain
[9–11] provides a feasible solution to ensure the data in-
tegrity. (e advantage of blockchain technology is that,
through the consensus mechanism, the distributed storage
of medical data can be realized, and the modification or
deletion of the data of a few participants will not affect other
participants. It is an interesting idea to use blockchain to
solve the problem of relying on trusted third parties in
traditional identity authentication. For the key management
[12] and user identity authentication [13], it is also necessary
to resolve user anonymity, verifiability, and nonrepudiation
[14–16].

In this paper, we propose a blockchain-based identity
authentication scheme, which can realize anonymous user
identity authentication and identity management without a
lot of storage space.(emain contributions of this paper can
be summarized as follows:

(i) We propose a blockchain-based identity authenti-
cation scheme. By introducing the blockchain, users
will generate their own identities and generate
publicly verifiable information for those identities.
Users store public information on the blockchain,
thus solving the problem of relying on third parties
to manage identity information. Users do not need
to maintain a database of publicly verified infor-
mation and can realize identity authentication by
querying the blockchain, which saves the time delay
of waiting for block confirmation.(erefore, during
the identity authentication process, there is no need
to rely on a trusted third party, and there is no need
for users to store the identity information of other
users.

(ii) (e identity authentication scheme we proposed
can support privacy preservation, including

communication privacy protection and user iden-
tity privacy protection. By using the ECDSA sig-
nature scheme, the verifiability and unforgeability of
the identity verification process are ensured. (e
communication process is encrypted by the RSA
encryption algorithm to ensure the security of
communication. In addition, the user can generate
multiple identities, and the corresponding public
information is not related, so the user’s identity
privacy can be effectively protected.

(iii) Our analysis and comparison proved that the
proposed identity authentication scheme meets the
security requirements, and the feasibility of the
scheme was proved through simulation
experiments.

1.1. Related Work. Traditional identity management solu-
tions often rely on a centralized trusted third party [17, 18],
where users’ personally identifying information is controlled
by an organization rather than the user himself/herself. (is
means that the third party has complete control over the
user’s information. (ird-party entities may leak user in-
formation due to software vulnerabilities, hardware damage,
and economic benefits. In addition, a centralized system
inevitably brings a single point of failure problem, and due to
the limited capacity of a single node, it is difficult to achieve
effective identity authentication when the system user is very
large, that is, it lacks scalability.

In order to solve the centralization problem, some
studies have proposed federated identity management
[15, 19, 20]. Allow users to log in to the system with the same
identity in multiple different scenarios. Although this so-
lution avoids the storage of a large amount of identity in-
formation to some extent, the user’s identity is still
controlled and managed by the joint service provider. At the
same time, there have been many proposed schemes to help
meet user privacy protection requirements [21–24]. (ey
focus on user-centric identity management, enabling users
to selectively authorize personal data under various con-
ditions and display credentials provided in response to
authentication requests.

Recently, some researchers have introduced blockchain
technology into identity authentication [25–27]. In [15], the
authors proposed a blockchain-based identity management
and authentication scheme for mobile networks, where
users’ identifying information is controlled by the users
themselves. In [13], the authors proposed a blockchain-
based multi-WSN authentication scheme for IoT. In their
scheme, the nodes of IoT are divided into base stations,
cluster head nodes, and ordinary nodes according to ca-
pability, which are formed to a hierarchical network. A
blockchain network is constructed among different types of
nodes to form a hybrid blockchain model, including local
chain and public chain. In this hybrid model, nodes’ identity
mutual authentication in various communication scenarios
is realized, ordinary node identity authentication operation
is accomplished by the local blockchain, and cluster head

2 Security and Communication Networks



node identity authentication is realized in the public
blockchain. In [28], the authors proposed a new EHR
paradigm which can help in dealing with the centralized
problem of cloud-based EHRs. After that, they proposed an
authentication scheme for blockchain-based EHRs. (e
proposed scheme is an identity-based signature scheme with
multiple authorities which can resist the collusion attack out
of N from N − 1 authorities. In [29], the authors presented a
permissioned blockchain-based identity management and
user authentication (PBBIMUA) scheme for the e-health
environment. (e proposed scheme satisfies the security
requirements of medical data.

It can be seen that the existing blockchain-based identity
authentication schemes can be divided into two categories
according to their application scenarios: multidomain and
single domain. Among the multidomain authentication
schemes, the existing schemes are difficult to solve the cross-
domain system compatibility issues and the privacy security
issues between different domains. In the single-domain
authentication scheme, most of the information used for
authentication is stored in the blockchain in plaintext
messages. However, in the process of identity management
and authentication, the openness and immutability of the
blockchain will inevitably bring security risks and difficulties
in changing identity information.

2. Preliminaries

In this section, we illustrate background knowledge used in
this paper, including the definition of discrete logarithm and
its security assumptions, chameleon hash algorithm, and
description of the verifiable claim.

2.1. Blockchain. Blockchain [30] is a distributed hyperledger
with irreversibility and traceability. Generally, the block-
chain integrates various technologies such as cryptographic
algorithms, P2P communication, consensus, and smart
contracts and can establish trust relationships without a
special trust relationship between peers and no trusted
central authority. Cryptographic algorithms, such as hash
functions and signature algorithms, can guarantee the in-
tegrity and unforgeability of information. P2P technology
can realize point-to-point communication between nodes.
(e consensus mechanism (such as PoW, PoS, and DPos) is
the core of the blockchain. (e nodes participating in the
consensus in the blockchain system are called miners. (ey
are responsible for packaging the transaction data in the
system into a block and obtain the accounting rights by
participating in the consensus, thereby recording the block
on the blockchain.

2.2. EllipticCurveDigital SignatureAlgorithm. Elliptic Curve
Digital Signature Algorithm (ECDSA) [31] is used to create a
digital signature of the data (a file, for example) in order to
allow one to verify their authenticity without compromising
their security. We use Sign and Verify to represent the
signing process and the verification process in ECDSA,
respectively.

(e signing process is as follows:

(1) Choose an elliptic curve Ep(a, b) and the base point
G

(2) Select the private key k (k< n, n is the order of G ),
and use the base point G to calculate the public key
K � kG

(3) Generate a random integer r (r< n), and calculate the
point R � rG

(4) Take the original data m and the coordinate values x,
y of point R as parameters, and calculate
h � Hash(m, x, y)

(5) Calculate s � r − h∗ kmodn

(6) As the signature value, r and s, if one of r and s is 0,
restart from Step 3

(e verification process is as follows. After receiving the
message m and signature value (r, s), the recipient performs
the following operations:

(1) Calculation: sG + H(m)P � (x1, y1) and r1 � x1
modp

(2) Verify the equation: r1 � rmodp

(3) If the equation holds, accept the signature; otherwise,
the signature is invalid

2.3. RSA Encryption. RSA encryption algorithm [32, 33] is
an asymmetric key encryption algorithm. (e encryption
key (i.e., public key) PK is public information, and the
decryption key (i.e., secret key) SK needs to be kept secret.
(e encryption algorithm Enc and the decryption algorithm
Dec are also public.

(e specific description of the RSA algorithm is as
follows:

(1) Choose two different large prime numbers p and q to
calculate the product n � pq, φ(n) � (p − 1)(q − 1)

(2) Choose a large integer e arbitrarily and satisfy
gcd(e,φ(n)) � 1, and the integer e is used as the
encryption key

(3) (e determined solution key d satisfies
e d � 1modφ(n)

(4) (e integers n and e are disclosed, and d is kept secret
(5) Encrypt the plaintext m (m< n is an integer) into

ciphertext c; the encryption algorithm is
c � Enc(e, m) � memodn

(6) Decrypt ciphertext c into plaintext m; the decryption
algorithm is m � Dec(d, c) � cdmodn

3. System Model

As shown in Figure 1, in the system model, we assume a
blockchain network in which each member holds a re-
lated distributed ledger. (e network systems are formed
with the data owner (DO) and the data user (DU). In the
e-health system, data owners are generally patients with
wearable medical equipment, and data users are doctors
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who provide medical assistance to patients. Users es-
tablish a blockchain network maintained by miners.
Authority is responsible for the registration of users and
providing the proof of their valid identity. (e respon-
sibility of the miner is to check the user’s identity in-
formation and add this information to the blockchain as
a transaction for mining user enrolment requests.
After successful execution of the process, users can
complete the authentication process by accessing the
blockchain.

(i) User: the user realizes its own identity control and
management by generating its own identity iden-
tification (PU) and its corresponding public and
private keys. (e user can have multiple indepen-
dent PUs at the same time and store PUs and public
and private keys locally. Only when necessary, the
PU and public key are disclosed to other users.
According to different roles, users can be divided
into data owners (DO, such as patients) and data
users (DU, such as doctors).

(ii) Authority: the authority is an entity that distributes
certificates to users (Steps ① and ②), such as
governments or medical management agencies. (e
certificate distributed to users contains the signature
of the authorities and can be verified by other users.
It is worth pointing out that although the authority
distributes certificates to users, the authority does
not participate in the verification process in
the process of performing identity authentication
(Step ④).

(iii) Blockchain: It is a consortium blockchain main-
tained by miners for publishing users’ PU and
public keys (Step ③). (e miner is the execution
node of the packaged transaction mining block in
the blockchain. It verifies the signature of the
transaction and stores the verified transaction on
the blockchain. Any entity can read the information
on the blockchain (Step ⑤).

4. The Proposed Identity
Authentication Scheme

In this section, we first give the overview of our proposed
privacy-preserving identity authentication scheme. In the
following, we provide a detailed description of our scheme,
which mainly consists of three phases: initialization, regis-
tration, and authentication.

4.1. Overview. In the privacy-preserving identity authenti-
cation scheme, the user independently generates their
identity information (PU) and corresponding public and
private key pairs (PK, SK). Before implementing the au-
thentication process, the user should send PU and PK to the
authority for registration in order to obtain a valid identity
proof (PF). It is worth noting that the user can generate
several different (PU, PK, SK) certifications by different
authorities to obtain multiple verifiable proofs. In order to
achieve the authentication process, the user sends the
publicly verifiable identity proof generated by the authority
and the corresponding public information to the blockchain
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Figure 1: System model.
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network in the form of a transaction. (e transaction is
finally added to the blockchain. After that, the user in the
system can query other users’ public information through
the blockchain and verify the user’s identity. After the au-
thentication is completed, the users can negotiate a session
key through shared secret parameters to ensure the privacy
of subsequent session information.

4.2. Details of the Proposed Scheme. Next, we divided the
proposed system into three phases which are described in
detail, namely, initialization phase, registration phase, and
authentication phase. (e overall process of authentication
is shown in Figure 2.

4.2.1. Phase 1: Initialization. (e initialization phase can be
divided into two parts. One part is the authorities and the
blockchain network initialization. (e other part is the user
initialization. Initially, the users and the authorities initialize
the system, and the system constructs a permissioned
blockchain network, where users (DO and DU) are the
participant and the miners are the maintainer of the block-
chain.(e users write transactions in order to provide identity
authentication function. (e miners verify the transactions in
order to provide valid information for identity authentication.
Specifically, the users and the authorities establish a con-
sortium blockchain, and the miners who maintain the
blockchain network rely on a practical Byzantine fault tol-
erance (PBFT) consensus mechanism. (ey execute the fol-
lowing operations to initialize a series of system parameters:

(1) For two large primes p, q and an elliptic curve Ep,
there is a nonregular elliptic curve additive cyclic
group G of order q and a generator P of G. Choose
SHA256 as the encryption hash function H, elliptic
curve digital signature algorithm (ECDSA) as the
signature algorithm Sig, and RSA encryption algo-
rithm as the asymmetric encryption algorithm Enc.

(2) (e identity of the authority is marked as
AuthorityID(Ai). (e authority Ai generates public
and private key pairs (PKAi

, SKAi
). (en, Ai pub-

lishes PKAi
to the users in the system and the miner

in the blockchain network.
(3) (e identity of the user is marked as UserID(Ui).(e

user Ui generates its own pseudo-identity PUi and
calculates PKPUi

by choosing a secret key SKPUi
.

(en, PUi pushes PKPUi
to the other users in the

system and the miners in the blockchain network.
(4) (e users write a smart contract (SC) in order to

provide the registration function, in which public
and private key pairs are PKSC and SKBC.

(5) (e public parameters can be represented as
(G, g, H, Sig,Enc,PKAi

, PKPUi
, PKBC).

4.2.2. Phase 2: Registration

(1) (e user Ui sends (PUi, PKPUi
) to Ai through a

secure channel.

(2) Upon receiving the user’s message, Ai firstly verifies
(PUi,PKPUi

). If PUi has already been registered or it
is invalid, PUi rejects the request. Otherwise, Ai

generates a verifiable proof PFAi,PUi
and its sig-

nature
σAi,PUi

� Sig(SKAi
, (H(PUi),PKPUi

,PFAi,PUi
,VT))

for PUi, where VT is the valid time of the proof.
(en, Ai sends (PUi, PKPUi

,PFAi,PUi
,VT, σAi,PUi

) to
the user Ui through a secure channel.

(3) Upon receiving σAi,PUi
from Ai, the user Ui sends the

public information to the blockchain. Firstly, Ui

generates a timestamp tsr and then computes CP �

Enc(PKBC, (PF,VT)) and signature σFUi ,R
�

Sig(SKPUi
, (H(tsr),PFAi,PUi

,VT, σAi,PUi
)). Finally,

the user sends (PUi,PKPUi
, tsr,CP, σAi,PUi

, σPUi ,R
) to

the blockchain network.
(4) Upon receiving the message from PUi, the miner

verifies whether the timestamp tsr is within the
allowed range compared to the current time. If not,
miner rejects the transaction; otherwise, miner
continues to check whether the lifetime VT is within
the allowed time. If not, miner stops the session.
Otherwise, miner decrypts CP to get the proof and
verifies the signature σAi,PUi

. If the signature is valid,
miner writes this transaction to the blockchain. (e
user can generate several PUi and corresponding
public and private keys to obtain verifiable proofs of
different authorities and store them locally.

4.2.3. Phase 3: Authentication. After a user’s PUi and public
key are added to the blockchain, the detailed authentication
process is as follows:

(1) User Ui with identity PUi first generates random
value r and timestamp tsa and computes signature
σPUi ,A

� Sig(SKPUi
, H(PUi, r, tsa)). (en, Ui sends

(PUi, r, tsa, σPUi ,A
) to user Uj.

(2) Upon receiving the message from Ui, Uj first verifies
the timestamp and the signature. If tsa is not within
the allowed range compared to the current time or
the signature is invalid, Uj rejects the access request;
otherwise, Uj searches for PKPUi

on the blockchain
with PUi. If there is no PKPUi

, Uj rejects the access
request. Otherwise, Uj verifies the signature σPUi ,A

with PKPUi
. If σPUi ,A

is invalid, Uj stops the session;
otherwise, the user’s identity is verified.

5. Security and Performance Analysis

5.1. Security Analysis. In this section, we first compare the
proposed scheme with four other representative authenti-
cation schemes in terms of authentication, privacy preser-
vation, scalability, and centralized trusted authority. (en,
we introduce the security requirements and give the cor-
responding analysis.

(e security requirements mainly include integrity,
availability, scalability, nonrepudiation, identity authenti-
cation, and communication security. In addition, we
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compared the solution with the existing blockchain-based
solutions in a comprehensive function. (e comparison
results are shown in Table 1. It can be seen from the table that
our scheme not only supports identity anonymity, au-
thentication, nonrepudiation, scalability, and decentralized
functions but also has more advantages in privacy protection
and communication security. In particular, the proposed
scheme does not need to wait for the block confirmation and
cross-blockchain operations during the authentication
process.

(i) Identity anonymity: identity anonymity means
that other users cannot obtain the user’s true in-
formation through the user’s access request. In the
proposed scheme, the user completes the identity
registration by generating the identity information
PUi independently and uploads the corresponding
valid proof to the blockchain network. First, the
user can have multiple PUi information inde-
pendent of the real identity, and the PUi infor-
mation is also independent of each other.
Secondly, in the process of performing authenti-
cation, users also use PUi information independent
of identity information, so the validity of user
identity can be guaranteed.

(ii) Authentication: authentication means that two
users need to be identified before they interact. (e
authentication scheme proposed in this paper is
the identity information generated by the user
independently, and the registration of the identity
and the disclosure of the effective proof are
completed by the blockchain network, that is, the

effective proof is stored in the blockchain network.
(e authenticating party can identify the au-
thenticated party by accessing the blockchain and
realize identity authentication.

(iii) Integrity: the security requirements for integrity
mainly include two aspects: data integrity and
message integrity. Data integrity means that un-
authorized users and devices cannot access and
modify the data. Message integrity means that the
message sent by the user and the device cannot be
tampered with illegally during the interaction. (e
authentication process of this scheme is realized
with the help of the blockchain. (e core of the
verification is that the user transmits the valid
identity certificate to the blockchain network and
stores it in the form of a transaction. In the
blockchain network, every transaction will be
verified by miners, so the integrity of the message
can be guaranteed. In the proposed scheme, the
user’s data are stored on the blockchain network.

Table 1: Security features’ comparison.

Features [34] [35] [36] [13] [21] Our
Identity anonymity √ √ √ √ √ √
Authentication √ √ √ √ √ √
Nonrepudiation √ √ √ √ √ √
Privacy preservation √ √ × × × √
Scalability — — √ √ √ √
Decentralized — — √ √ √ √
Cross-blockchain — — × √ × ×

Blockchain confirmation — — √ √ √ ×

Authority DU DO Blockchain

Initialization

Registration

Authentication

Identity proof

Identity proof

Pseudo-identity information
Deploy smart contract

Deploy smart contract

Publicly verifiable identiy proof transaction

Pseudo-identity information

Global public parameters, public and private keys, an encryption
scheme, a signature algorithm, a hash function

Access request
Signature

verification

Identity information query

Return query result
Search result

Transaction
verification

Figure 2: (e process of authentication.
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Once the verified data are stored, it will be difficult
to be tampered with, so the data integrity can be
effectively guaranteed.

(iv) Nonrepudiation: nonrepudiation means that users
and devices cannot reject the operations they have
implemented and the messages they send. Since
the scheme is carried out through the blockchain,
all operations are stored in the blockchain in the
form of transaction records, and all access requests
and transactions are signed; therefore, the scheme
is undeniable.

(v) Scalability: scalability is one of the important security
requirements of blockchain identity authentication.
Due to the time delay characteristics of the blockchain,
if users frequently complete identity authentication
through transactions, it will consume a lot of resources
and time. In the scheme designed in this paper, users
only need to complete the corresponding proof data
on the blockchain during the registration phase. In the
identity authentication phase, there is no need to wait
for block confirmation, and there is only a need to
search the data on the blockchain to complete the
identity authentication. For scalability requirements,
this solution can be well adapted.

(vi) Privacy preservation: privacy protection mainly refers
to the privacy and security of the user data and
identity in the storage process. In the schemes in
[13, 21, 36], the authority can know the identity of the
user during the registration phase, and then the au-
thoritywill store the information on the blockchain. In
addition, the identity identifier used in the above
solution is the unique identity of the device/user. (is
results in that the user’s identity information is stored
in the blockchain in the plaintext, which will result in
the user’s identity information not being protected
during the communication process, and it also faces
the security risks of the storage process. Different from
using unique identities to achieve authentication,
users in our solution can create multiple independent
identities according to their needs. Although the
authority can still know the user’s identity, the user
can hash the identity information and independently
decide whether to store the information on the
blockchain. In addition, when storing, the message is
encrypted by an encryption algorithm, so the pro-
posed scheme has more advantages in privacy pro-
tection. (erefore, the proposed scheme can more
comprehensively realize privacy protection.

(vii) Communication security: communication security
refers to the security of the user’s communication
data during the identity authentication process. In
the scheme proposed in [13, 36], the certification
information used for authentication not only
contains the unique identities of the authenticated
parties but is also transmitted in the blockchain
network in the form of a plaintext. In the scheme
proposed in [21], the security of communication is

achieved by establishing a blockchain-level bubble,
which can be seen as establishing a safe environ-
mental space. Different from the method in the
above schemes, the communication security in the
proposed scheme is realized by cryptography
methods. In the registration stage, the user uses
public key information to register, and then when
transmitting the identity certificate, the method of
symmetric data encryption is used to ensure the
security of data transmission. In the authentication
process, on the one hand, the user does not need to
send a complete certificate. On the other hand, the
identity identifier used in the authentication is not
unique. (erefore, the proposed scheme has ob-
vious advantages in communication security.

(viii) Cross-blockchain: cross-blockchain authentication
refers to whether a hybrid blockchain combining a
private blockchain and a public blockchain is used
in the process of implementing the authentication
scheme. For different blockchains, each individual
blockchain network is a relatively independent
network.(e block structure and the deployment of
the consensus mechanism may be different, data
information is difficult to interconnect and syn-
chronize, and there is a problem of information
islands. (is makes it difficult to collaborate be-
tween different blockchain networks and greatly
limits the development of blockchain applications.
(erefore, avoiding the use of hybrid blockchains to
complete identity verification and avoiding cross-
domain identity verification are also issues that need
to be considered. Different from the cross-block-
chain identity authentication scheme designed in
scheme [13], the proposed scheme in this article,
only a single blockchain is used to record the
credential information, thereby avoiding the secu-
rity risks caused by cross-chain authentication.

(ix) Block confirmation: block confirmation refers to
whether it is necessary to wait for a transaction
during the identity authentication process. In the
scheme proposed in [13, 36], the identity au-
thentication process needs to invoke the smart
contract in the blockchain, so it needs to wait for
the execution of the smart contract and the con-
firmation of the relevant block, but in this pro-
posed scheme, the verifier only needs to search the
blockchain once to complete the identity verifi-
cation without waiting for the confirmation of the
transaction block. In terms of time cost, the au-
thentication time of using smart contracts depends
on the time to reach consensus in the blockchain. In
the proposed scheme, the authentication timemainly
depends on the search time for related information.

5.2. Performance Evaluation. In this section, we conduct
experiments to evaluate the effectiveness and feasibility of
our scheme. We employ the related cryptographic opera-
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tions in the C/C++ OPENSSL library [37]; the parameters
used are shown in Table 2.

(e complex calculations and large-capacity storage
required in the authentication process are placed on the
blockchain. In order to realize user identity authentication
based on the blockchain, a valid and public identity proof is
stored on the blockchain. In this part, we mainly analyze the
performance of the registration process and the identity
authentication process. Since there are few existing block-
chain-based identity authentication schemes, starting from
the core idea of the scheme, the feasibility of the scheme is
analyzed by analyzing the calculation cost, the communi-
cation cost, and the storage cost of each process in the
scheme.

In the registration phase, the user first sends a request
message to the authority. After receiving the proof
returned by the authority, the user sends a registration
transaction to the blockchain network. From the user’s
point of view, it is necessary to execute the signature
generation algorithm twice, the verification algorithm
once, and the encryption algorithm once. Besides, the user
needs to store the proof returned by Ai and the pseudo-
identity information (PUi) generated by himself. From the
authority perspective, the signature generation algorithm
needs to be executed once. For miners on the blockchain,
it is necessary to execute the signature verification algo-
rithm twice and the decryption algorithm once.

In the identity authentication phase, the userUi first sends
a request to the verifier Uj. After the verifier Uj completes the
message integrity check, it visits the blockchain network and
completes the identity authentication by querying whether
valid identity information exists. It needs to be pointed out
that, at this stage, the verifier Uj does not need to store any
Ui’s information, which reduces a lot of storage overhead
for the verifier. (erefore, at this stage, the access requester
Ui needs to execute a signature algorithm; the verifier Uj

needs to execute a verification algorithm and a blockchain
search request. (e search process here can be imple-
mented by miners or corresponding smart contracts.

In order to show the performance of the solution more
intuitively, the communication cost and the calculation
cost at different phases are shown in Figures 3 and 4,
respectively. (rough the above analysis, this solution
meets expectations and is feasible in terms of computing
and storage overhead.

6. Conclusion

In this article, an identity authentication scheme based on
blockchain-based privacy protection is proposed. (e user
generates identity information independently and completes
the registration of identity certification through the block-
chain. On the one hand, it can realize the protection of real
identity information; on the other hand, it can avoid the
storage overhead caused by the need to store a large number
of certificates or key pairs. Due to the use of blockchain,
there is no single point of failure in the authentication
process, and it can be applied to distributed scenarios. Fi-
nally, the security analysis and performance evaluation
demonstrate that the proposed scheme can meet the security
requirements and is feasible.

Data Availability

(e parameter data used to support the findings of this study
are included within the article.

Table 2: Parameter definitions.

Symbol Description Size
G Bit length of an element in G 512
PUi Bit length of an identity 256
ts Bit length of a timestamp 32
r Bit length of a random number 256
h Bit length of a hash function 256
σ Bit length of a signature 1024
PF Bit length of a proof 1024
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With the rapid development of cloud computing and Internet of )ings (IoT) technology, it is becoming increasingly popular for
source-limited devices to outsource the massive IoT data to the cloud. How to protect data security and user privacy is an
important challenge in the cloud-assisted IoT environment. Attribute-based keyword search (ABKS) has been regarded as a
promising solution to ensure data confidentiality and fine-grained search control for cloud-assisted IoT. However, due to the fact
that multiple users may have the same retrieval permission in ABKS, malicious users may sell their private keys on the Internet
without fear of being caught. In addition, most of existing ABKS schemes do not protect the access policy which may contain
privacy information. Towards this end, we present a privacy-preserving ABKS that simultaneously supports policy hiding,
malicious user traceability, and revocation. Formal security analysis shows that our scheme can not only guarantee the con-
fidentiality of keywords and access policies but also realize the traceability of malicious users. Furthermore, we provide another
more efficient construction for public tracing.

1. Introduction

As a prevalent Internet technology, Internet of )ings (IoT)
[1] has been widely used in various industries, such as smart
healthcare, transportation, and city [2–5]. Due to the limited
computing and storage capacity of many IoT devices, users
often need to store IoTdata in the cloud. )e cloud-assisted
IoT [6] technology can be used to collect and store massive
medical data, so it is expected to greatly improve the effi-
ciency of medical institutions and promote the development
of smart healthcare. Apart from the efficiency concern,
security issue is an important concern hindering the
widespread application of IoT technology [7–10]. Especially
for the smart healthcare system based on cloud-assisted IoT,
the data security issue has become a key challenge, due to the
fact that the sensitive personal health record (PHR) out-
sourced in the cloud is vulnerable to hacker attacks.

Although the traditional encryption technology [11] can
protect the data security, it makes the ciphertext data unable
to retrieve, thus greatly reducing the availability of IoTdata.
An inefficient solution is that data users download ciphertext

data from the cloud, decrypt it, and then search on plaintext
data. However, ordinary users do not have enough storage
and computing power to retrieve the huge amount of cloud
data locally. Public key encryption with keyword search
(PEKS) [12, 13] is a more efficient solution, which can realize
the retrieval of ciphertext by a cloud server without de-
cryption. In a PEKS scheme, a data user can delegate the
cloud server to retrieve all cloud ciphertexts by sending a
search token to it. However, in order to avoid the abuse of
retrieval ability, data owners usually want to control the
retrieval permission.

As an efficient and flexible solution to meet the above
requirements, attribute-based keyword search (ABKS)
[14, 15] can realize data confidentiality, ciphertext retrieval,
and fine-grained access control simultaneously. In a ci-
phertext-policy ABKS (CP-ABKS) system, a data owner
encrypts the file keyword by an access policy and only users
whose attributes satisfy the access policy can retrieve the
ciphertext file. However, the public access policy in CP-
ABKS may disclose privacy information in the smart
medical cloud system. For example, a medical institution

Hindawi
Security and Communication Networks
Volume 2021, Article ID 9929663, 13 pages
https://doi.org/10.1155/2021/9929663

mailto:lulaifeng@snnu.edu.cn
https://orcid.org/0000-0002-5141-4364
https://orcid.org/0000-0002-2395-6000
https://orcid.org/0000-0001-9472-8913
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9929663


wants to share PHR with users whose attributes meet the
policy “(Institution: hospital A AND Patient ID: 202007953)
OR (Institution: hospital B AND Position: oncologist)”; then
it encrypts the PHR keyword by this policy and generates the
corresponding ciphertext. Note that the access policy is
exposed together with the ciphertext in the traditional CP-
ABKS, so anyone can infer that the patient with the identity
“202007953” is likely to have a tumor. Moreover, multiple
users with the same attributes have the same retrieval ability
and the user identity cannot be determined by the user
private key in CP-ABKS, so malicious users may sell their
private keys without worrying about being caught. As in the
above example, if one of the multiple oncologists in hospital
B sells his private key online, it is difficult to accurately
identify and revoke the malicious user who sells his private
key.

1.1.OurContributions. Up till now, there is no secure ABKS
scheme that simultaneously supports hidden policy, trace-
ability, and revocation. To address these issues, we propose a
traceable and revocable hidden ABKS (TR-HABKS) scheme
and an enhanced TR-HABKS (eTR-HABKS) scheme, which
support the above three properties at once. Moreover, the
eTR-HABKS scheme achieves two other remarkable prop-
erties: (1) no identity table for tracing: the scheme only needs
to maintain an identity table for revocation but does not
require any identity table for tracing; (2) public traceability:
besides the trusted authority, anyone without additional
secret information can also run the tracing algorithm to
capture malicious users. Specifically, our TR-HABKS and
eTR-HABKS schemes provide the following properties:

(i) Fine-Grained Search Control. In our schemes, a data
user’s search token is corresponding to his attributes
and can be used to retrieve ciphertext only when the
attributes satisfy the ciphertext policy. To control
the user search permission, our schemes allow the
data owner to encrypt the keyword by a specified
access policy, which can be expressed as an AND-
gates on multivalued attributes.

(ii) Hidden Policy. Our schemes not only guarantee the
confidentiality of the keyword but also protect the
privacy of the policy. Different from those ABKS
schemes which only prove the keyword security, we
also prove that access policies are also indistin-
guishable in the selective security model. Moreover,
our schemes require the data owner to encrypt the
keyword by his private key, so that the adversary
cannot launch the keyword guessing attacks (KGA)
by generating the ciphertext himself.

(iii) Traceability. Both the TR-HABKS and eTR-HABKS
schemes achieve the user traceability in ABKS.
When a malicious user leaks his private key in our
TR-HABKS scheme, then the trusted authority can
determine the identity of the malicious user by a
tracing identity table. In our eTR-HABKS scheme,
everyone can trace the malicious user’s identity
without the help of any identity table.

(iv) Revocation. When the malicious user’s identity is
determined, our schemes can effectively revoke the
user by managing a registration table. In our
schemes, the trusted authority adds each legitimate
user to a registered identity table in the key gen-
eration stage and can easily revoke the malicious
user by deleting his identity from the identity table.

)e properties comparison between our schemes with
other related works can be seen in Table 1. )e symbol “—”
means not applicable.

1.2. Related Work

1.2.1. Attributed-Based Encryption. Attribute-based en-
cryption (ABE) [19] is a practical method for fine-grained
access control and can be divided into key-policy ABE (KP-
ABE) [20] and ciphertext-policy ABE (CP-ABE) [21, 22].
Based on KP-ABE and CP-ABE, dual-policy ABE (DP-ABE)
[23, 24] was also introduced for achieving content-based and
role-based access control simultaneously. However, in tra-
ditional CP-ABE and DP-ABE, the access policy corre-
sponding to the ciphertext may disclose the user’s privacy.
To address this problem, Nishide et al. [25] proposed the first
CP-ABE in which access policies can be hidden by the
encryptor. Later, Lai et al. [26] presented a high expressive
CP-ABE with partially hidden access structure that can be
expressed as a linear secret-sharing scheme (LSSS) [27].
Yang et al. [28] proposed a privacy-preserving CP-ABE to
hide both the attribute names and the attribute values in the
access policy. Based on an optimized vector transformation
approach, Sun et al. [29] proposed a lightweight hiding CP-
ABE scheme for IoT-oriented smart health. )eir scheme
can not only support policy hiding but also support offline
encryption and outsourcing decryption. In order to prevent
key abuse, Hinek et al. [30] first considered the trace
problem in ABE and constructed a traceable ABE scheme.
Liu et al. [31] proposed a high expressive white-box traceable
ABE that supports traceability of themalicious user who sold
his decryption key on the Internet. For a decryption black-
box in ABE, Liu et al. [32] later proposed a black-box
traceable CP-ABE that can trace the malicious user whose
private key was used to construct the decryption device. To
support more flexible attributes, Ning et al. [33] presented a
traceable CP-ABE that simultaneously supports white-box
traceability and large universe. Ying et al. [34] presented a
black-box traceable CP-ABE with hidden policy in
e-healthcare cloud. Recently, several novel ABE schemes
[35–37] were proposed for stronger security and user
revocation in cloud storage system. Unfortunately, the
above ABE schemes cannot search the ciphertext data in
the cloud.

1.2.2. Attribute-Based Keyword Search. Boneh et al. [12] first
introduced the concept of PEKS and constructed the first
concrete PEKS scheme. In the scheme, the user authorizes a
third party to search the ciphertext by giving him a search
token that is associated with a keyword; the third party
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returns the search results to the user but without learning the
keyword information. However, Byun et al. [38] pointed
out that the PEKS scheme [12] cannot resist KGA. Spe-
cifically, anyone can generate a ciphertext by encrypting a
keyword in PEKS scheme, so the third party can use the
search token to continuously retrieve the ciphertexts
corresponding to different keywords to guess the keyword
corresponding to the search token. To resist the above
attack in PEKS, Huang and Li [16] presented a public key
authenticated encryption with keyword search, in which
the keyword needs to be authenticated by the data owner
during the encryption phase. Miao et al. [39] proposed a
verifiable searchable encryption, which can achieve veri-
fiable searchability and resist KGA. In order to support
fine-grained search authorization, Zheng et al. [14] pro-
posed a CP-ABKS scheme based on PEKS and CP-ABE
[21]. In the CP-ABKS scheme, a data owner encrypts a
keyword by an access policy and only users whose attri-
butes meet the access policy can retrieve the ciphertext.
With the help of proxy reencryption and lazy reencryption
techniques, Sun et al. [15] presented a revocable ABKS
scheme that can delegate the search and update workload to
the cloud server. Liu et al. [17] proposed a searchable ABE
with efficient revocation and outsourced decryption for
cloud IoT. Based on online/offline encryption and out-
sourced decryption techniques, Miao et al. [40] presented
an efficient ABKS scheme in the cloud-assisted healthcare
IoT system. To protect access policies, Qiu et al. [18]
presented a hidden policy CP-ABKS against KGA. Later,
Miao et al. [41] presented a privacy-preserving CP-ABKS in
multiowner setting. However, Sun et al. [42] pointed out
that four types of KGA exist in this scheme. To achieve
hidden policy and traceability simultaneously, Liu et al.
[43] presented a privacy-preserving ABKS with user
tracing. However, the security proof cannot ensure the
policy hiding property due to its flawed security model.
Unlike with the formal security model in hidden policy CP-
ABKS [18, 41], the security model in [43] only shows the
indistinguishability of keywords and does not consider the
indistinguishability of access policies.

1.3. Organization. )e rest of this paper is organized as
follows. Section 2 introduces the necessary background
information of the paper. Section 3 defines the algorithm
and model for TR-HABKS. Section 4 presents the TR-
HABKS construction and proves its correctness and secu-
rity. Section 5 presents the eTR-HABKS construction and
compares the efficiencies of the TR-HABKS and eTR-
HABKS schemes. Section 6 concludes the paper.

2. Background

For a set S, let s⟵ RS denote that an element s is chosen
uniformly at random from S. Let Zp denote the set
0, 1, 2, . . . , p − 1 , where p is a prime, let [n] denote the set
1, 2, . . . , n{ }, where n is a natural number, and let PPTdenote
probabilistic polynomial time.

2.1. Access Policy. In our system, the total number of at-
tributes is n, and the access policy is represented by an AND-
gates on multivalued attributes [25]. For each i ∈ [n], let Ai

be the attribute index, and let Si � vi,t 
t∈ni

be the possible
values of Ai, where ni is the number of possible values for Ai.
Let L � Li  be a user attributes set, where Li ∈ Si, and let
P � Pi i∈[n] be an access policy, where Pi ⊆ Si. If Li ∈ Pi for
i ∈ [n], we say that the attributes set L satisfies the access
policy P, written as L⊨P; otherwise, we say that the attributes
set L does not satisfy the access policy P, written as L⊭P. For
ease of description, we use i instead of Ai to represent at-
tribute index in our schemes.

2.2. Bilinear Map. An asymmetric bilinear group generator
G takes as input a security parameter λ and outputs a tuple
G � (p, G1, G2, GT, g1, g2, e), where p is a prime, G1, G2, and
GT are multiplicative cyclic groups of order p, g1 (resp., g2)
is a generator of G1 (resp., G2), and e: G1 × G2⟶ GT is an
efficiently computable bilinear map with the following
properties:

(1) Bilinear: ∀g ∈ G1, h ∈ G2, a, b ∈ Zp, e (ga, hb) �

e(g, h)ab

(2) Nondegenerate: e(g1, g2)≠ 1

2.3. Signature. A signature scheme consists of the following
algorithms:

(PK, SK)⟵ KeyGen (λ): )e key generation algo-
rithm gets the security parameter λ as input. It outputs
a random key pair (PK, SK).
(σ)⟵ Sign (SK, M): )e signing algorithm gets a
private key SK and a message M as input. It outputs a
signature σ.
(0/1)⟵ Verify (PK, M, σ): )e verifying algorithm
gets a public key PK, a message M, and a signature σ as
input. It outputs 1 if the signature is valid, and outputs 0
otherwise.

)e existential unforgeability under a weak chosen
message attack [44] is defined by the following game:

Table 1: Properties comparison.

Scheme [12] [16] [14] [15] [17] [18] TR-HABKS eTR-HABKS
Search ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Fine-grained search control ✕ ✕ ✓ ✓ ✓ ✓ ✓ ✓
Hidden policy — — ✕ ✕ ✕ ✓ ✓ ✓
Resist KGA ✕ ✓ ✕ ✕ ✕ ✓ ✓ ✓
Traceability ✕ ✕ ✕ ✕ ✕ ✕ Private traceability Public traceability
Revocation ✕ ✕ ✕ ✓ ✓ ✕ ✓ ✓
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Query: the adversary sends messages Mj 
j∈[qs]

to the
challenger, where qs is the maximum number of sig-
natures that the adversary can query.
Response: the challenger runs the key generation al-
gorithm and generates the signatures σj 

j∈[qs]
on the

messages Mj 
j∈[qs]

. )en, the challenger gives the

public key PK and the signatures σj 
j∈[qs]

to the
adversary.
Output: the adversary outputs a pair (M, σ).

)e adversary wins this game if verify (PK, M, σ) � 1
and (M, σ) ∉ (Mj, σj) 

j∈[qs]
. )e adversary’s advantage is

defined as the probability that he wins this game.

Definition 1. A signature scheme is said to be existentially
unforgeable under a weak chosen message attack if all
PPT adversaries have only a negligible advantage in this
game.

3. Problem Formulation

In this section, we describe the algorithm definition, system
model, and security model of TR-HABKS.

3.1. AlgorithmDefinition. A TR-HABKS scheme is formally
defined as follows:

(MK, PK)⟵ Setup (λ): the setup algorithm gets the
security parameter as input. It outputs the master key
MK and the public parameter PK. In addition, it also
generates two empty identity tables T1 and T2.
(SKid,L, SKo)⟵ KeyGen (MK, PK, id, L): the key
generation algorithm gets an attributes set L, an
identity id, the master key MK, and the public pa-
rameter PK as input. It outputs a private key SKid,L for a
data user and a private key SKo for the data owner. In
addition, it adds id to T1 and T2.
CT⟵ Enc (ω, P, SKo,PK): the encryption algorithm
gets a keyword ω, an access policy P, the data owner’s
private key SKo, and the public parameter PK as input.
It outputs a ciphertext CT.
TKid,L⟵ TokenGen (SKid,L,PK,ω′): the token gen-
eration algorithm gets a data user’s private key SKid,L,
the public parameter PK, and a keyword ω′ as input. It
outputs a search token TKid,L.
(0/1)⟵ Search (TKid,L,CT, T1): the searching al-
gorithm gets a ciphertext CT, a search token TKid,L, and
an identity table T1 as input. It outputs 1 if (1) L⊨P,
(2) id ∈ T1, and (3)ω � ω′ and outputs 0 otherwise.
(id/⊤)⟵ Trace (SKid,L, PK, T2): the tracing algo-
rithm gets a secret key SKid,L, the public parameter
PK, and an identity table T2 as input. It outputs a
user identity id if SKid,L passes the key sanity check
and outputs symbol ⊤ otherwise. Key sanity check is
a deterministic algorithm to test whether SKid,L

needs to be traced.

T1⟵ Revoke (id, T1): the revocation algorithm gets a
revocation user identity id and an identity table T1 as
input. It outputs an updated table T1.

3.1.1. Correctness. A TR-HABKS scheme is correct if the
following condition holds: Given (MK,PK)⟵ Setup (λ),

(SKid,L,SKo)⟵ KeyGen(MK,PK, id,L),CT⟵ Enc (ω, P,

SKo, PK), TKid,L⟵ TokenGen (SKid,L,PK,ω′), where L⊨P
and id ∈T1; then Search (TKid,L,CT,T1) outputs 1 when
ω�ω′.

3.2. SystemModel. As depicted in Figure 1, our TR-HABKS
system includes four entities: a trusted authority (TA), a data
owner (DO), a cloud sever (CS), and multiple data users
(DUs). Specifically, the role of each entity in our system
model is described below.

TA: TA first runs the setup algorithm, keeps the master
keyMK secretly, and publishes the public parameter PK.
)en, he uses his master key to generate private keys for
DO and DUs. In addition, he creates an identity table T1
for user revocation and another identity table T2 for the
malicious user tracing. When a malicious user sells his
private key on the Internet, TA runs the tracing algo-
rithm and then obtains the malicious user identity id
from T2. Finally, TA deletes id from table T1 and sends
T1 to CS to revoke the malicious user’s search ability.
DO: when DO wants to encrypt a keyword ω under an
access policy P, he runs the encryption algorithm with
his private key SKo and then generates a ciphertext CT
corresponding to (P,ω). Finally, he outsources the
corresponding ciphertext CT to the cloud.
DU: when DU wants to search the data files with the
keyword ω′, he runs the token generation algorithm
with his private key SKid,L and then generates a search
token TKid,L corresponding to (id, L,ω′). Finally, he
sends TKid,L to CS to query documents containing the
keyword ω′.
CS: when CS receives the search token TKid,L from DU,
he first searches id in the table T1. If id ∉ T1, CS returns
0 and aborts; otherwise, CS runs the searching algo-
rithm and returns the search result to DU.

In our threat model, TA and DO are assumed to be fully
trusted; that is, they execute the above algorithm honestly
and will not attack the system. CS is assumed to be an
honest-but-curious adversary who honestly executes the
searching algorithm but tries to infer the privacy of key-
words. Note that the generation of ciphertext needs to use
the private key of DO, so CS cannot generate ciphertext by
itself and carry out keyword guessing attack. DUs in our
system may be malicious adversaries who not only try to
retrieve the ciphertext beyond their retrieval permission but
also leak their private keys to others.

3.3. SecurityModel. In order to realize the confidentiality of
keywords and access policies simultaneously, the security
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model of our TR-HABKS scheme requires that the adversary
cannot distinguish between the encryption of a keyword ω0
under an access policy P0 and the encryption of a keyword
ω1 under an access policy P1. In the selective security model,
the adversary needs to submit two challenge access policies
P0 andP1 before the Setup phase.)e selective security game
includes the following phases:

Inti: the adversary declares two challenge access poli-
cies P0 and P1 that he tries to attack and gives them to
the challenger.
Setup: the challenger calls the setup algorithm
(MK, PK)⟵ Setup (λ) and gives the public pa-
rameter PK to the adversary.
Query Phase1: the adversary can repeatedly ask for
private keys and search tokens as follows:

(1) Private Key Query OKeyGen(id, L): the adversary
submits an identity id and an attributes set L to the
challenger. If (L⊨P0∧L⊭P1) or (L⊭P0∧L⊨P1), then
abort; otherwise, the challenger returns the corre-
sponding private key SKid,L.

(2) Search Token Query OTokenGen(id, L, w): the ad-
versary submits an identity id, an attributes set L,
and a keyword ω to the challenger. )e challenger
returns the corresponding search token TKid,L.

Challenge: the adversary submits two keywords ω0
and ω1 that satisfy the following constraint. If the
adversary has queried the private key or search token
for the attributes set L that satisfies both access
policies P0 and P1, then we require that ω0 � ω1. )e
challenger flips a random coin c ∈ 0, 1{ } and returns
the challenge ciphertext CT∗⟵ Enc
(ωc, Pc, SKo, PK) to the adversary.

Query Phase2: phase 1 is repeated with the restriction
that the adversary cannot query the private key or
search token for the attributes set L when (L⊨P0∧L⊨P1)

and ω0 ≠ω1.
Guess: the adversary outputs a guess c′ ∈ 0, 1{ }.

)e adversary wins this game if c � c′, and his advantage
is defined as Pr[c � c′] − (1/2).

Definition 2. A TR-HABKS scheme is said to be selectively
secure if all PPTadversaries have only a negligible advantage
in the above security game.

)e traceability game of TR-HABKS is described as
follows:

Setup: the challenger runs the setup algorithm
(MK, PK)⟵ Setup (λ) and gives the public pa-
rameter PK to the adversary.
Key query: the adversary queries the private keys
corresponding to pairs (idj, Lj) 

j∈[qs]
, where idj is an

identity, Lj is an attributes set, and qs is the maximum
number of private keys that the adversary can query.
)e challenger returns the corresponding user private

keys SKidj,Lj
 

j∈[qs]
.

Key forgery: the adversary outputs a user private key
SK∗.

In this game, the adversary’s advantage is defined as
Pr[Trace(SK∗, PK, T2) ∉ id1, id2, . . . , idqs

,⊤ ].

Definition 3. A TR-HABKS scheme is said to be fully
traceable if all PPT adversaries have only a negligible ad-
vantage in this traceability game.

Malicious user’s identity

Data owner

Data users
Trusted authority

Data user’s private keys

Data owner’s private keys

Trace and revoke

Search result

Search token

Cloud server

Ciphertexts

Identity tabele T1

Figure 1: System model of TR-HABKS.
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4. Our TR-HABKS Scheme

In this section, we propose the construction of our TR-
HABKS scheme and prove that it is selectively secure and
fully traceable in the generic bilinear group model. We first
adopt the technique from [18, 25] to realize hidden policy.
)e access policy P is embedded in the ciphertext CT as
follows: if vi,t ∈ Pi, we set Ci,t,1 � A

αi

i,t,1, Ci,t,2 � A
αi

i,t,2; other-
wise, we set Ci,t,1 and Ci,t,2 as two random elements in G1.
)at is, if vi,t ∈ Pi, these ciphertext components Ci,t,1, Ci,t,2
are well formed and can be used for successful search;
otherwise, the ciphertext components Ci,t,1, Ci,t,2 are mal-
formed. As it is hard to distinguish the well-formed ci-
phertext components from the malformed ciphertext
components, the user cannot get the access policy from the
corresponding ciphertext. )en, we exploit the signature
technique in [31, 44] to realize the user traceability. On one
hand, we inject the message yid and its signature into the
user private key; then DU cannot rerandomize the private
key component yid. On the other hand, we add the message
yid and the corresponding user identity id in the identity
table T2; then TA can identify the malicious user by the
private key and the table T2. Finally, we add the legitimate
user to the system by storing the user identity id and its
corresponding element Cid in the registered identity table T1
and revoke the malicious user by deleting the corresponding
pair (id, Cid) from the table T1.

4.1. Construction. Setup (λ): TA first runs G(λ) to obtain
(p, G1, G2, GT, g1, g2, e), where G1, G2, and GT are cyclic
groups with prime order p, and e: G1 × G2⟶ GT is a
bilinear map. )en, TA picks a, b, c⟵ RZp and a one-way
hash function H: 0, 1{ }∗ ⟶ Zp. For each i ∈ [n], TA
chooses random exponents ai,t ∈ Zp 

t∈[ni]
and computes

Ai,t,1 � g
ai,t

1 , Ai,t,2 � g
cai,t

1 
t∈[ni]

. Next, TA sets

MK � (a, b, c, ai,t 
t ∈ [ni]

 
i∈[n]

) as his master key and

publishes the public parameter PK � (p, G1, G2, GT, g1, g2,

e, e(g1, g2)
a, gb

1, gc
1, gbc

1 , H, Ai,t,1, Ai,t,2 
t ∈ [ni]

 
i∈[n]

). Finally,

TA creates two empty identity tables T1 and T2.
KeyGen (MK,PK, id, L): DU submits his identity id and

attributes set L � vi,ti
 

i∈[n]
to TA in order to apply for the

user private key. TA first picks xid, yid, β⟵ RZp and sets
K � xid, K0 � g

a/b(c+yid)
2 g

β/b
2 , K1 � yid. For each i ∈ [n], TA

picks λi⟵ RZp and computes Ki,1 � g
β+λiai,ti

2 , Ki,2 � g
λi

2 .
)en, TA sets SKid,L � (K, K0, K1, Ki,1, Ki,2 

i∈[n]
) as DU

private key and sends it to the DU with identity id. Next, TA
picks α⟵ RZp, sets SKo � α as DO private key, and sends it
to DO. After that, TA computes Cid � e(g1, g2)

− aαxid , stores

(id, Cid) in the registered identity table T1, and sends T1 to
CS for search permission revocation. Finally, TA adds
(id, yid) in the identity table T2 and secretly stores T2 for
user tracing.

Enc (ω, P, SKo,PK): to encrypt a keyword under an
access policy P � Pi i∈[n], DO computes C � e

(g1, g2)
aα, C0 � g

bα/H(ω)
1 , C1 � g

bcα/H(ω)
1 . For each i ∈ [n],

DO chooses αi⟵ RZp such that i∈[n]αi � α, computes
Ci,1 � g

αi

1 , Ci,2 � g
cαi

1 , and sets Ci,t,1 for each t ∈ [ni] as fol-
lows: if vi,t ∈ Pi, it setsCi,t,1 � A

αi

i,t,1, Ci,t,2 � A
αi

i,t,2; otherwise, it
sets Ci,t,1 and Ci,t,2 as two random elements in G1. Fi-
nally, DO uploads the ciphertext CT � (C, C0, C1,

Ci,1, Ci,2, Ci,t,1, Ci,t,2 
t ∈ [ni]

 
i∈[n]

) into the cloud.
TokenGen (SKid,L, PK,ω′): to generate a search token for

a keyword ω′ ∈ 0, 1{ }∗, DU picks s⟵ RZp and computes

tok0 � K
H(ω′)s
0 , tok � K + s, tok1 � K1. For each i ∈ [n], DU

computes Ti,1 � Ks
i,1, Ti,2 � Ks

i,2. Finally, DU sends the
search token TKid,L � (tok0, tok, tok1, Ti,1, Ti,2 

i∈[n]
) to CS.

Search (TKid,L,CT, T1): when CS receives the search
token TKid,L � (tok0, tok, tok1, Ti,1, Ti,2 

i∈[n]
) from the DU

with identity id, it first searches the entry (id, Cid) in the table
T1. If no such entry exists, CS returns 0 and aborts; otherwise,
CS obtains Cid from T1 and runs the following search algo-
rithm. If Algorithm. If L � vi,ti

 
i∈[n]

, it computes E � i∈[n]

(e(C
tok1
i,1 Ci,2, Ti,1)/e(C

tok1
i,ti ,1Ci,ti,2, Ti,2)) � e(g1, g2)

αβs(yid+c).

Finally, CS returns 1 if ECtokCid � e(C
tok1
0 C1, tok0) and 0

otherwise.
Trace (SKid,L, PK, T2): if the private key is not in the form

of SKid,L � (K, K0, K1, Ki,1, Ki,2 
i∈[n]

), TA returns ⊤ and
aborts; otherwise, TA runs the following key sanity check
algorithm. K, K1 ∈ Zp, K0, Ki,1, Ki,2 ∈ G2, ∃i ∈ [n], s.t.

e g
bc
1 g

bK1
1 , K0 e A

K1
i,ti ,1Ai,ti,2, Ki,2  � e g1, g2( 

a
e g

c
1g

K1
1 , Ki,1 .

(1)

If the private key SKid,L does not pass the above check,
TA returns ⊤ and aborts; otherwise, TA searches the entry
(id, K1) in table T2 and returns the corresponding id.

Revoke (id, T1): to revoke the search permission of the
malicious user with identity id, TA updates table T1 by
deleting the entry (id, Cid) and sends new table T1 to CS.

4.2. Correctness Proof. We now prove the correctness of our
TR-HABKS scheme. If Scheme. If the user attributes
L � vi,ti

 
i∈[n]

satisfy the access policy P � Pi i∈[n], we have
vi,ti
∈ Pi and Ci,ti,1 � A

αi

i,ti ,1, Ci,ti ,2 � A
αi

i,ti ,2 for each i ∈ [n].
)en,
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i∈[n]

e C
tok1
i,1 Ci,2, Ti,1 

e C
tok1
i,ti ,1Ci,ti,2, Ti,2 

� 
i∈[n]

e g
αiyid
1 g

cαi

1 , K
s
i,1 

e A
αiyid
i,ti ,1 A

αi

i,ti,2, K
s
i,2 

� 
i∈[n]

e g
yid+c
1 , g

β+λiai,ti

2 
sαi

e g
yid+c( )ai,ti

1 , g
λi

2 
sαi

� 
i∈[n]

e g
yid+c
1 , g

β
2 

sαi

e g
yid+c
1 , g

λiai,ti

2 
sαi

e g
yid+c( )ai,ti

1 , g
λi

2 
sαi

� 
i∈[n]

e g1, g2( 
βs yid+c( )αi

� e g1, g2( 

βs yid+c( ) 
i∈[n]

αi

� e g1, g2( 
αβs yid+c( ).

(2)

If the user id is in table T1, then CS can obtain the
corresponding Cid � e(g1, g2)

− aαxid . )erefore,

ECtok
Cid

� e g1, g2( 
αβs yid+c( )e g1, g2( 

aα xid+s( )e g1, g2( 
− aαxid

� e g1, g2( 
αβs yid+c( )e g1, g2( 

aαs
.

(3)

In this case, if ω � ω′, we have

e C
tok1
0 C1, tok0 

� e g
bαyid/H(ω)
1 g

bcα/H(ω)
1 , K

H ω′( )s

0 

� e g
bα c+yid( )
1 , g

a/b c+yid( )( )
2 g

β/b
2 

s

� e g
bα c+yid( )
1 , g

a/b c+yid( )
2 

s

e g
bα c+yid( )
1 , g

β/b
2 

s

� e g1, g2( 
aαs

e g1, g2( 
αβs yid+c( )

� ECtok
Cid.

(4)

4.3. Proof of Selective Security. In this part, we prove the
confidentiality of keywords and access policies in our
scheme by a security reduction to the QLSZ scheme [18].
More specifically, if there are any attacks in our TR-HABKS
scheme, then we can use these attacks to break the QLSZ
scheme in the generic bilinear group model [18, 45]. Fol-
lowed by the definition in [45], we consider three random
encodings φ1,φ2,φT: Fp⟶ 0, 1{ }m, where Fp is an addi-
tive group and m> 3 log(p). For i � 1, 2, T, let

Gi � φi(x): x ∈ Fp . )erefore, there are three oracles to
compute the group action on G1, G2, GT and an oracle to
compute the bilinear map e. We refer to G1 as a generic
bilinear group. In addition, our TR-HABKS scheme only
allows DO to generate ciphertext by his private key, so the
adversary cannot successfully carry out the keyword
guessing attack.

Theorem 1. If the QLSZ scheme is selectively secure in the
generic bilinear group model, then our TR-HABKS scheme is
selectively secure.

Proof. Suppose that there exists a PPTadversaryA that can
break our TR-HABKS scheme with advantage ε in the se-
lective security model. We will build a simulatorB that can
break the QLSZ scheme with advantage ε. Let C be the
challenger corresponding toB in the security game of QLSZ
scheme. For more information about the QLSZ scheme and
its security, please refer to [18].

Inti: simulatorB receives two challenge access policies
P0 and P1 from adversary A and then sends these
policies to challenger C.
Setup: C sends the QLSZ public parameter
PK � (p, G1, G2, GT, g1, g2, e, e(g1, g2)

a, gb
1, H,

Ai,t 
t ∈ [ni]

 
i∈[n]

) to B. )en, B picks c⟵ RZp, sets

Ai,t,1 � Ai,t, Ai,t,2 � Ac
i,t 

t∈[ni]
, and sends the public

parameter PK � (p, G1, G2, GT, g1, g2, e, e(g 1, g2)
a,

gb
1, gc

1, gbc
1 , H, Ai,t,1, Ai,t,2 

t ∈ [ni]
 

i∈[n]
) to A.
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Query Phase1: B answers the adversary’s private key
and search token queries in our TR-HABKS scheme as
follows:

(1) Private key query OKeyGen(id, L): in order to create
the user private key for a pair (id, L) requested by
A, B first sends (id, L) to C to query the corre-
sponding user private key in QLSZ scheme. When
B receives the QLSZ private key SK � (xid, K0′ �

g2
(a+β′)/b, Ki,1′ � g

β′+λi
′ai,ti

2 , Ki,2′ � g
λi
′
2 

i∈[n]
), it picks

yid⟵ RZp, implicitly sets β � β′/(yid + c),
λi � λi
′/(yid + c), and sets K � xid, K1 � yid. )en,

it computes K0 � (K0′)
1/(yid+c) � g

a/b(c+yid)
2

g
β′/b(c+yid)
2 � g

a/b(c+yid)
2 g

β/b
2 , Ki,1 � (Ki,1′)

1/(yid+c) �

g
(β′/(yid+c))
2 +(λi

′/(yid + c))ai,ti
� g

β+λiai,ti

2 , Ki,2 �

(Ki,2′)
1/(yid+c) � g

λi
′/(yid+c)
2 � g

λi

2 . Finally, B sets the
user private key SKid,L � (K, K0, K1,

Ki,1, Ki,2 
i∈[n]

) and sends it to A.
(2) Search token query OTokenGen(id, L, w): in order to

create the search token for a tuple (id, L, w)

requested by A, B first runs OKeyGen(id, L) to
obtain SKid,L � (K, K0, K1, Ki,1, Ki,2 

i∈[n]
). )en,

B picks s⟵ RZp and computes tok0 �

K
H(ω′)s
0 , tok � K + s, tok1 � K1, Ti,1 � Ks

i,1, Ti,2 �

Ks
i,2. Finally, B sets the search token

TKid,L � (tok0, tok, tok1, Ti,1, Ti,2 
i∈[n]

) and sends
it to A.

Challenge: A submits two keywords ω0 and ω1 to B,
where the pair (ω0,ω1) satisfies the following con-
straint. If the adversary has queried the private key or
search token for the attributes set L that satisfies both
access policies P0 and P1, then we require that ω0 � ω1.
Next, B sends ω0 and ω1 to C to obtain the QLSZ
challenge ciphertext CT′ � (C′, C0′, Ci,1′, Ci,t,2′ 

t ∈ [ni]
}i∈[n]). Finally, B sets C � C′, C0 � C0′, C1 �

Cc
0, Ci,1 � Ci,1′, Ci,2 � Cc

i,1, Ci,t,1 � Ci,t,2′, Ci,t,2 � Cc
i,t,1 and

returns the challenge ciphertext CT∗ � (C, C0, C1,

Ci,1, Ci,2, Ci,t,1, Ci,t,2 
t ∈ [ni]

 
i∈[n]

) to A.
Query Phase2: same as Phase 1.
Guess: finally,A outputs a guess c′ ∈ 0, 1{ }, and thenB
sends c′ to C.

According to the above simulation, ifA has advantage ε in
the selective security game against our scheme, thenB can use
A to break the QLSZ scheme with the same advantage ε. □

4.4. Proof of Traceability. In this part, we prove that our TR-
HABKS scheme is fully traceable based on the BB basic
signature scheme, which has been proved to be existentially
unforgeable under a weak chosen message attack in [44]. In
order to prove the traceability, we assume that there exists a
PPT adversary A who can win the traceability game, and

then we construct a simulatorB that can break the BB basic
signature scheme under a weak chosenmessage attack. LetC
denote the BB challenger corresponding to B in the sig-
nature security game. For more information about the BB
basic signature scheme and its security, please refer to [44].

Theorem 2. If the BB basic signature scheme is existentially
unforgeable under a weak chosen message attack, then our
TR-HABKS scheme is fully traceable.

Proof. Before the game starts, challenger C sets a bilinear
group (p, G1, G2, GT, g1, g2, e). G1, G2, and GT are the cyclic
groups of prime order p, g1 is a generator of G1, g2 is a
generator of G2, and e: G1 × G2⟶ GT is a bilinear
map. □

4.4.1. Setup. Simulator B first chooses random values
yj ∈ Zp 

j∈[qs]
and makes signature queries by submitting

the values yj ∈ Zp 
j∈[qs]

to challengerC. )en,C sends the
BB public parameter PK � (p, G1, G2, GT, e, g1, g2, gc

1) and

the corresponding signatures yj, σj � g
1/(yj+c)

2 
j∈[qs]

to B.

For each i ∈ [n], B chooses random exponents
ai,t ∈ Zp 

t∈[ni]
and computes Ai,t,1 � g

ai,t

1 , Ai,t,2 �

g
cai,t

1 }t∈[ni]
. Next, B picks a, b⟵ RZp and a one-way hash

function H: 0, 1{ }∗ ⟶ Zp and computes
e(g1, g2)

a, gb
1, gc

1, gbc
1 . Finally, B sends the public parameter

PK � (p, G1, G2, GT, g1, g2, e, e(g1, g2)
a, gb

1, gc
1, gbc

1 , H,

Ai,t,1, Ai,t,2 
t ∈ [ni]

 
i∈[n]

) to adversary A and initializes an

empty identity table T2.

4.4.2. Key query. When A makes user private key query for
(idj, Lj), B first picks xj, β⟵ RZp and sets Kj � xj,

K0,j � σa/b
j g

β/b
2 � g

a/b(c+yj)

2 g
β/b
2 , K1,j � yj. For each i ∈ [n],B

picks λi,j⟵ RZp and computes Ki,1,j � g
β+λi,jai,ti

2 , Ki,2,j �

g
λi,j

2 . )en,B sets SKidj,Lj
� (Kj, K0,j, K1,j, Ki,1,j, Ki,2,j 

i∈[n]
)

as the corresponding private key and returns it toA. Finally,
B adds (idj, yj) to T2.

4.4.3. Key forgery. Adversary A outputs a user private key
SK∗.

If A wins the above traceability game, then
Trace(SK∗, PK, T2) ∉ id1, id2, . . . , idqs

,⊤ . Hence, the key
SK∗ � (K, K0, K1, Ki,1, Ki,2, Ki,3 

i∈[n]
) satisfies the following

conditions: K1 ∉ y1, y2, . . . , yqs
 , K, K1 ∈ Zp, K0, Ki,1,

Ki,2 ∈ G2, and ∃i ∈ [n], s.t. e(gbc
1 g

bK1
1 , K0) · e(A

K1
i,ti,1

Ai,ti,2, Ki,2) � e(g1, g2)
ae(gc

1g
K1
1 , Ki,1).

Assuming that Ki,1 � g
βi

2 , Ki,2 � g
λi

2 , where βi ∈ Zp and
λi ∈ Zp are unknown, we have e(g

b(K1+c)
1 , K0)e

(g
(K1+c)ai,ti

1 , g
λi

2 ) � e(g1, g2)
ae(g

(K1+c)
1 , g

βi

2 ), and then e(g
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1, K
(K1+c)
0 ) � e(g1, g

a+(K1+c)βi − λi(K1+c)ai,ti

2 ). )erefore, Kb
0 �

g
(a+(K1+c)βi − λ
2 i(K1 + c)ai,ti

)/ (K1 + c) � g
a/(K1+c)
2 g

βi

2 g
− λiai,ti

2 �

g
a/(K1+c)
2 Ki,1K

− ai,ti

i,2 .
Finally, B computes σ � [Kb

0K
ai,ti

i,2 /Ki,1]
1/a � g

1/(K1+c)
2

and then obtains a valid signature σ on message K1, where
K1 ∉ y1, y2, . . . , yqs

 . Hence, if A has advantage ε in the
traceability game, then B can forge a valid BB basic sig-
nature scheme with advantage ε under a weak chosen
message attack.

5. Our eTR-HABKS System

In this section, we describe our enhanced TR-HABKS
system based on our TR-HABKS scheme in Section 4.
Different from the TR-HABKS scheme, the tracing algo-
rithm in this system is public traceable and does not require
any identity table. In addition, the efficiency comparison
shows that the storage overhead of the eTR-HABKS system
is much smaller than that of the TR-HABKS scheme.

5.1. Concrete System

5.1.1. System Initialization. In this phase, TA generates the
system parameter, themaster key for himself, and an identity
table for revocation.

TA first runs G(λ) to obtain (p, G1, G2, GT, g1, g2, e).
For each i ∈ [n], TA chooses random exponents
ai,t ∈ Zp 

t∈[ni]
and computes Ai,t � g

ai,t

1 
t∈[ni]

. )en, TA
picks a, b, c, d⟵ RZp and a one-way hash function
H: 0, 1{ }∗ ⟶ Zp. Next, TA sets MK � (a, b, c, d,

ai,t 
t ∈ [ni]

 
i∈[n]

) as his master key and publishes the public

parameter PK � (p, G1, G2, GT, g1, g2, e, e(g1, g2)
a, gb

1, gc
1,

gd
1 , gbc

1 , gb d
1 , H, Ai,t 

t ∈ [ni]
 

i∈[n]
). Finally, TA creates an

empty identity table T1.

5.1.2. User Registration. In this phase, TA uses his master key
to generate the private keys for the registered DUs and DO.

When DU wants to join the system, he submits his
identity id ∈ Zp and attributes set L � vi,ti

 
i∈[n]

to TA to
apply for his private key. TA first picks xid, r, β⟵ RZp and
sets K � xid, K0 � g

a/b(c+id+dr)
2 g

β/b
2 , K1 � id, K2 � r. For each

i ∈ [n], TA picks λi⟵ RZp and computes Ki,1 �

g
β+λiai,ti

2 , Ki,2 � g
λi

2 , Ki,3 � g
(c+dr)λi

2 . TA sets SKid,L � (K,

K0, K1, K2, Ki,1, Ki,2, Ki,3 
i∈[n]

) as the user private key and
sends it to the corresponding DU.)en, TA picks α⟵ RZp

and sets SKo � α as the data owner private key and sends it to

DO. Finally, TA computes Cid � e(g1, g2)
− aαxid , stores

(id, Cid) in the identity table T1, and sends T1 to CS.

5.1.3. Secure Index Generation. In this phase, DO uses his
private key to generate a secure index for each file and
outsources all the files and indexes in the cloud.

When DO wants to share a file with the specific data
users, he extracts a keyword ω ∈ 0, 1{ }∗ from the file and
encrypts the keyword ω under an access policy P � Pi i∈[n].
DO first computes C � e(g1, g2)

aα, C0 � g
bα/H(ω)
1 , C1 �

g
bcα/H(ω)
1 , C2 � g

b dα/H(ω)
1 . For each i ∈ [n], DO chooses

αi⟵ RZp such that i∈[n]αi � α, computes Ci,1 � g
αi

1 ,

Ci,2 � g
cαi

1 , Ci,3 � g
dαi

1 , and sets Ci,t,2 for each t ∈ [ni] as
follows: if vi,t ∈ Pi, it setsCi,t,2 � A

αi

i,t; otherwise, it setsCi,t,2 as
a random element in G1. Finally, DO stores the encrypted

index CT � C, C0, C1, C2, Ci,1, Ci,2, Ci,3, Ci,t,2 
t ∈ [ni]

 
i∈[n]



in the cloud.

5.1.4. Search Token Generation. In this phase, DU generates
a search token for a keyword ω′ ∈ 0, 1{ }∗, and sends the
search token to CS for the data retrieval request.

DU first picks s⟵ RZp, computes
tok0 � K

H(ω′)s
0 , tok � K + s, tok1 � K1, tok2 � K2. For each

i ∈ [n], DU computes Ti,1 � Ks
i,1, Ti,2 � Ks

i,2, Ti,3 � Ks
i,3. Fi-

nally, DU sets the search token TKid,L �

(tok0, tok, tok1, tok2, Ti,1, Ti,2, Ti,3 
i∈[n]

).

5.1.5. Data Retrieval. In this phase, CS uses the token to
search the data in the cloud and responds the search results
to DU.

When CS receives the retrieval request and the search
token TKid,L � (tok0, tok, tok1, tok2, Ti,1, Ti,2, Ti,3 

i∈[n]
)

from DU, it first searches the entry (id, Cid) in T1. If no such
entry exists, CS returns error symbol ⊥ and aborts; other-
wise, CS obtains Cid from T1 and then runs the following
search algorithm. If Algorithm. If L � vi,ti

 
i∈[n]

, it computes

E � i∈[n](e(C
tok1
i,1 Ci,2C

tok2
i,3 , Ti,1)/e(Ci,ti,2, Ti,2tok1Ti,3)) �

(g1, g2)
αβs(c+id+dr). Finally, CS returns 1 if ECtokCid � e(C

tok1
0

C1C
tok2
2 , tok0) and 0 otherwise.

5.1.6. User Tracing. In this phase, TA traces the malicious
user who sales his private key SKid,L on the Internet and
outputs the malicious user’s identity.

TA first checks whether SKid,L is a well-formed key. If the
private key is not in the form of SKid,L � (K, K0,

K1, K2 Ki,1, Ki,2, Ki,3 
i∈[n]

), it returns ⊤ and aborts;
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otherwise, it runs the following key sanity check algorithm.
K, K1, K2 ∈ Zp, K0, Ki,1, Ki,2, Ki,3 ∈ G2, ∃i ∈ [n], s.t.

e g
c
1g

dK2
1 , Ki,2  � e g1, Ki,3 ,

e g
bc
1 g

bK1
1 g

b dK2
1 , K0 e Ai,ti

, K
K1
i,2 Ki,3  � e g1, g2( 

a
e g

c
1g

K1
1 g

dK2
1 , Ki,1 .

(5)

If SKid,L does not pass the above check, it returns ⊤ and
aborts; otherwise, it returns K1 as the corresponding user
identity.

5.1.7. User Revocation. In this phase, TA revokes the search
permissions of the malicious users. When TA obtains the
malicious user identity id, he updates tableT1 by deleting the
entry (id, Cid) and sends the new table T1 to CS.

5.2. Correctness Proof. )e correctness of our TR-HABKS
scheme is proved as follows. If the user attributes
L � vi,ti

 
i∈[n]

satisfy the access policy P � Pi i∈[n], we have
vi,ti
∈ Pi and Ci,ti,2 � A

αi

i,ti
for each i ∈ [n]. )en,


i∈[n]

e C
tok1
i,1 Ci,2C

tok2
i,3 , Ti,1 

e Ci,ti,2, T
tok1
i,2 Ti,3 

� 
i∈[n]

e g
id·αi

1 g
cαi

1 g
d·rαi

1 , K
s
i,1 

e A
αi

i,ti
, K

id·s
i,2 K

s
i,3 

� 
i∈[n]

e g
id+c+dr
1 , g

β+λiai,ti

2 
sαi

e g
ai,ti

1 , g
λi(id+c+dr)
2 

sαi

� 
i∈[n]

e g
id+c+dr
1 , g

β
2 

sαi

e g
id+c+dr
1 , g

λiai,ti

2 
sαi

e g
ai,ti

1 , g
λi(id+c+dr)
2 

sαi

� 
i∈[n]

e g1, g2( 
βs(id+c+dr)αi

� e g1, g2( 

βs(id+c+dr) 
i∈[n]

αi

� e g1, g2( 
αβs(id+c+dr)

.

(6)

If the user id is in the table T1, then CS has the cor-
responding Cid � e(g1, g2)

− aαxid . )erefore,

ECtok
Cid

� e g1, g2( 
αβs(id+c+dr)

e g1, g2( 
aα xid+s( )e g1, g2( 

− aαxid

� e g1, g2( 
αβs(id+c+dr)

e g1, g2( 
aαs

.

(7)

In this case, if ω � ω′, we have

e C
tok1
0 C1C

tok2
2 , tok0 

� e g
(id·bα)/H(ω)
1 g

bcα/H(ω)
1 g

r·b dα/H(ω)
1 , K

H ω′( )s

0 

� e g
bα(id+c+dr)
1 , g

a/b(id+c+dr)
2 g

β/b
2 

s

� e g
bα(id+c+dr)
1 , g

a/b(id+c+dr)
2 

s
e g

bα(i d+c+dr)
1 , g

β/b
2 

s

� e g1, g2( 
aαs

e g1, g2( 
αβs(id+c+dr)

� ECtok
Cid.

(8)

)e security proofs of our eTR-HABKS scheme are al-
most the same as that in Section 4, so we omit the details
here.

5.3. Comparison. Table 2 compares the storage costs of our
schemes with that of QLSZ scheme [18]. )e length of the
public parameter/ciphertext of all three schemes increases
linearly with i∈[n]ni, where n is the total number of attri-
butes in the system and ni is the number of possible values
for attribute index i. Compared with QLSZ scheme, the
public key and ciphertext size of our TR-HABKS scheme
have almost doubled, but the public key and ciphertext size
of our eTR-HABKS scheme are only increased by 4 and 2 + n

elements, respectively. )e user private key/token size of all
schemes grows linearly with the total number of attributes,
and the user private key/token of the eTR-HABKS scheme is
about 1.5 times as long as that of other schemes. Note that n

is far less than i∈[n]ni, so the system storage overhead of the
eTR-HABKS scheme is much less than that of the TR-
HABKS scheme, although the user storage overhead of the
eTR-HABKS scheme is slightly greater. In addition, the eTR-
HABKS scheme only needs to maintain an identity table T1
for revocation but does not require any identity table for
tracing, which makes our eTR-HABKS scheme more
practical. Figure 2 illustrates the system storage overhead for
tracing (including the public parameter and the storage for
tracing) in our TR-HABKS and eTR-HABKS schemes. We
set the group element size to 160 bits and the random
number and identity size to 1024 bits, and i∈[n]ni � 100.
From Figure 2, it is easy to see that the system storage
overhead for tracing in our eTR-HABKS scheme is constant
and significantly smaller than that grows linearly with the
number of users in TR-HABKS scheme.

Table 3 gives a computation cost comparison that ig-
nores nondominant operations in the schemes. E1, E2, and
ET denote an exponentiation operation in groups G1, G2,
and GT, respectively. P is a bilinear pairing operation and
|Pi| (|Pi|≤ ni) is the number of attribute values in Pi. Let
“Trace (max)” and “Trace (min)” denote the maximum and
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minimum computation cost for successful tracing, respectively.
From Table 3, we can see that the computation cost in the setup
and encryption algorithms of the eTR-HABKS scheme is almost
the same as that of QLSZ scheme, but it is obviously smaller
than that of the TR-HABKS scheme. All three schemes have the
same level of computation overhead in key generation and
token generation algorithms. Compared with QLSZ scheme,
our TR-HABKS and eTR-HABKS schemes do not add any
computation overhead to achieve user revocation but add more
computation overhead to realize user accountability. However,
the increased computation burden has little effect on the
performance of our eTR-HABKS system, because the search
and tracing algorithms can be executed by the cloud with
powerful computing capability.

6. Conclusion

In this paper, we first presented a new privacy-preserving
ABKS construction for cloud-assisted IoT and then proved

that it is selectively secure and fully traceable in the generic
bilinear group model. We also proposed another ABKS
construction with public traceability and showed that it is
more efficient than the first construction. In short, our two
constructions not only reduce privacy leakage by hiding
access policies but also prevent private key abuse by tracing
and revoking malicious users. As our schemes are designed
for just one-owner setting, we aim to construct a traceable
and revocable ABKS scheme with policy protection in
multiowner setting in the future.

Data Availability

No data were used to support the findings of this study.
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Table 3: Computation cost comparison.

Scheme [18] TR-HABKS eTR-HABKS
Setup (1 + i∈[n]ni)E1 + ET (3 + 2i∈[n]ni)E1 + ET (5 + i∈[n]ni)E1 + ET

KeyGen (1 + 2n)E2 + ET (1 + 2n)E2 + ET (1 + 3n)E2 + ET

Enc (1 + n + i∈[n]|Pi|)E1 + ET (2 + 2n + 2i∈[n]|P|i)E1 + ET (3 + 3n + i∈[n]|Pi|)E1 + ET

TokenGen (1 + 2n)E2 (1 + 2n)E2 (1 + 3n)E2
Search (1 + 2n)P + E1 (1 + 2n)P + (2 + 2n)E1 (1 + 2n)P + (3 + 2n)E1 + nE2
Trace (max) — (1 + 2n)P + (2 + n)E1 (1 + 4n)P + 4E1 + nE2
Trace (min) — 3P + 3E1 5P + 4E1 + E2
Revoke — 0 0

Table 2: Storage cost comparison.

Scheme [18] TR-HABKS eTR-HABKS
Public parameter size 4 + i∈[n]ni 6 + 2i∈[n]ni 8 + i∈[n]ni

User private key size 2 + 2n 3 + 2n 4 + 3n

Ciphertext size 2 + n + i∈[n]ni 3 + 2n + 2i∈[n]ni 4 + 3n + i∈[n]ni

Token size 2 + 2n 3 + 2n 4 + 3n

)e storage for tracing — |T2| 0
)e storage for revocation — |T1| |T1|
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Figure 2: System storage overhead for tracing.
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Aiming at enhancing the communication and information security between the next generation of Industrial Internet of +ings
(Nx-IIoT) sensor networks, it is critical to aggregate heterogeneous sensor data in the sensor ontologies by establishing semantic
connections in diverse sensor ontologies. Sensor ontology matching technology is devoted to determining heterogeneous sensor
concept pairs in two distinct sensor ontologies, which is an effective method of addressing the heterogeneity problem.+e existing
matching techniques neglect the relationships among different entity mapping, which makes them unable to make sure of the
alignment’s high quality. To get rid of this shortcoming, in this work, a sensor ontology extraction method technology using Fuzzy
Debate Mechanism (FDM) is proposed to aggregate the heterogeneous sensor data, which determines the final sensor concept
correspondences by carrying out a debating process among different matchers. More than ever, a fuzzy similarity metric is
presented to effectively measure two entities’ similarity values by membership function. It first uses the fuzzy membership
function to model two entities’ similarity in vector space and then calculate their semantic distance with the cosine function. +e
testing cases from Bibliographic data which is furnished by the Ontology Alignment Evaluation Initiative (OAEI) and six sensor
ontology matching tasks are used to evaluate the performance of our scheme in the experiment. +e robustness and effectiveness
of the proposed method are proved by comparing it with the advanced ontology matching techniques.

1. Introduction

In the research era of the Next generation of Industrial
Internet of +ings (Nx-IIoT), the network technology and
intelligent computing has become a huge technical model
for the government to establish a smart world [1, 2]. Security
issues in the Internet of +ings (IoT) have also sparked
concern with researches rolling in. Particularly, Xiong et al.
[3] proposed a LightPrivacy scheme to achieve the tradeoff
between user’s personalization privacy protection and the
availability of task data in mobile group awareness, whose

computational efficiency was significantly improved. Later,
they further presented an ATG framework, which was both
effective and efficient, and suitable for IoT Mobile Edge
Crowd Sensing (MECS) [4]. More recently, Lin et al. [5]
proposed an Ant Colony Optimization (ACO) approach to
protect information by the transaction deletion, which was
able to reduce the side effects while keeping the overall
computing cost low. In this fashion, a large number of
physical objects embedded with sensors devices exchange
information through heterogeneous networks in various
applications such as the smart grid, electronic medical
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treatment, and smart cities [6–10]. To aggregate the infor-
mation of systems efficiently, their entities should be able to
interact with one another in meaningful ways without
special effort by humans or machines. And it is worth
mentioning that many diverse sensor data management
application frameworks have been proposed for uniting and
dealing sensors. At the same time, value-added information
is provided by spatial data sources for public applications,
including sensor networks such as Global Sensor Network
(https://gsn.sourceforge.net/), Hourglass (https://www.eecs.
harvard.edu/∼syrah/hourglass/), and IrisNet (https://www.
intel-iris.net/). However, the heterogeneity of different
sensor networks resulting in a lack of interoperability.
+erefore, to build a secure Nx-IIoT, the way of aggregate
heterogeneous sensor data in different sensor networks is
prominent.

Specifically, there are two aspects of work to be done; one
is to improve the expressive ability of sensor network
models, and the other is to enhance the interaction between
sensor networks to achieve data integration. To address the
first aspect, an increasing number of sensor ontologies have
appeared because of the preponderance of sensor ontology
technique, which is able to model the corresponding net-
works integrally. And to address the other aspect, the on-
tology matching technique has been on the stage of history
in recent years. Furthermore, one of the cutting-edge re-
search institutions in this field is Ontology Alignment
Evaluation Initiative (OAEI) (https://oaei.
ontologymatching.org/). Recently, ontology alignment ex-
traction technique has been used to strengthen the team. To
advance the relevant work, we propose a mechanism for
sensor ontology matching with the Fuzzy Debate Mecha-
nism (FDM) based ontology alignment extraction tech-
nique, which aims to extract the correct sensor ontology
matching pairs in different alignments generated by different
basic matching measures. To be specific, we first express the
similarity between two sensor entities in the three-dimen-
sional vector space through a fuzzy membership function
and then evaluate the similarities in multiple dimensions
and the cosine theorem is introduced to evaluate the distance
of similarity vectors and the golden one.

+e following sections are arranged as follows. Section 2
is an overview of the related work. Section 3 presents a
preliminary analysis of the relevant concepts. Details of
FDM are provided by Section 4. Section 5 externalizes ex-
periments’ results and makes the corresponding analysis,
and Section 6 concludes the work.

2. Related Work

A growing number of sensor ontologies have appeared due
to the sensor ontology possesses powerful sensor network
model expression ability, i.e., SensorOntology 2009 ontol-
ogy, SSN ontology and IoT-Lite ontology, and so on [11–13].
And to enhance the interaction between sensor networks to
achieve data integration, the sensor ontology matching
technique has been brought out these years [14].

In the research upsurge, there are two technical routes:
ontology meta-matching (OMM) techniques and ontology

entity matching techniques. +e ontology entity matching
techniques try to determine the entity correspondence set
between two ontologies directly, while the OMM techniques
try to solve the problem of aggregate different similarity
measures with appropriate weights [15]. +ere are plenty of
popular technical approaches in computing intelligence (CI)
to solve OMM problems, e.g., machine learning (ML),
evolutionary computing (EC), and swarm intelligence (SI).
For example, many ML technologies [16–21] have been
proposed to automatically determine ontology alignment,
and experiments have shown that ML greatly improves
matching efficiency, and the genetics for ontology alignment
(GOAL), which was designed to optimize aggregate weight
sets for different matchers [22–25]. To overcome the dis-
advantage of excessive reliance on reference alignment, Xue
et al. put forward the partial reference alignment (PRA) and
the unanimous improvement rate (UIR) [26]. Furthermore,
Xue et al. proposed a series solution using compact algo-
rithm (CA) and sensor ontology meta-matching technique
to aggregate weight sets for different matchers [27].

However, in the existing ontology matching methods
based on CI, various ontology matchers are regarded as tools
with the same effect and try to aggregate their outputs by
determining the optimal weights [28]. +e matching quality
will decrease if ignoring the influence of different entity
mappings on the matching results of different matching
devices. Furthermore, adjusting weights with this method
can be problematic; that means they may not be reusable in
different ontology matching scenarios. Hence, the influence
of entity mappings on matching result cannot be ignored,
which is addressed by ontology alignment extraction tech-
nique [29]. Recently, the context extraction technique has
been widely applied in semantic field [26, 30], in which
OntoLT uses terminology extraction, ontology structure
mapping, the statistical method, and the language model of
definition to extract ontology concept [31]. Besides, Gaeta
et al. implemented several statistical and data mining al-
gorithms to identify and extract the concepts as well as their
relationships in ontologies [32]. In addition, the rule of
extraction process is typically described as a series of
agreement reaching processes, such as argumentation
frameworks [33]. In concrete terms, the argumentation
framework proposed by Laera et al. relies on preferences
between a formal argument operation pattern and a par-
ticular type of argument, taking into account ontology-based
arguments and propositions specific to the matching task
[34]. Dos-Santos and Euzenat used argumentation as a
supporting or rejecting parameter and proposed a com-
putational strategy to remove inconsistencies in the result
alignment and allow consistency in the argumentation
system [35].

It is worth mentioning that the similarity of ontology
matching and the relation between entities and the similarity
threshold can all be regarded as uncertain problems, in
which fuzzy logic is highly adept [36]. In the proposal of [37],
the ontology matches are expressed by the fuzzy set of
reference concepts or instances that makes the new ontology
be directly compared with the original one. Todorov et al.
proposed a fuzzy ontology alignment using background
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knowledge [38]. UFOM adopts fuzzy set theory as the
general framework of fuzzy ontology matching, which
represents many types of correspondences and describe the
uncertainty in the process of correspondence discovery [39].
And Cross discusses how to extend the process of ontology
concept matching by using similarity measure and inte-
gration of fuzzy sets [40].

3. Problem Definition

3.1. Sensor Ontologies. An ontology is composed of concept
set, attribute set, and instance set, and the ontology O refers
to three tuples (C, Pd, Po), among which C, Pd, Po refer to
concepts set, properties of datatype, and properties of object,
respectively, called ontology entities. +e semantic sensor
network (SSN) (https://purl.oclc.org/NET/ssnx/ssn#) on-
tology can be regarded as the authoritative ancestor of sensor
ontology [41]. It is an OWL 2 ontology put forward by the
W3C Semantic Sensor Network Incubator group (SSN-XG)
(https://www.w3.org/2005/Incubator/ssn), which models
sensors and observation data and represents sensors in ac-
cordance with the function, measurement process, observa-
tion data, and so on. SensorOntology 2009 (https://www.w3.
org/2005/Incubator/ssn/wiki/SensorOntology2009) ontology
developed by Michael Compton, i.e., from CSIRO (Australia)
has come into use as the source of the SSN Ontology. And
OSSN (https://www.w3.org/ns/ssn) is an ontology established
by SSN-XG in the year from 2009 to 2011 [42]. Furthermore,
the resources, entities, and services in the Internet of +ings
(IoT) are summarized by the IoT-Lite (https://www.w3.org/
Submission/2015/SUBM-iot-lite-20151126/) ontology out-
lines, which is a lightweight ontology and a case of an SSN
ontology and the latest version was submitted in 2015 [43].
+e Sensors, Observations, Samples, and Actuators (SOSA)
(https://www.w3.org/ns/sosa) ontology is designed for a
broad target audience and applications that have access to the
ontology and was released in 2017. In addition, SOSA acts as a
minimal interoperability fallback layer; that is, it defines those
public classes and attributes whose data can be securely ex-
changed between the SSN, its modules, and all information
used by SOSA.

3.2. Ontology Matching and Sensor Ontology Alignment
Extraction. Ontology matching is the process of deter-
mining the entity correspondence between source ontology
and target ontologies to bridge the semantic gap between
them. As shown in Figure 1, the input of ontology matching
process is a pair of ontologies to-be-matched, and the output
is the final alignment. +e research on ontology matching
mostly involves the calculation and refinement of similarity
measure, but the research on extracting the final alignment
from similarity measure matrix, which is called ontology
alignment extraction technique, is less.

To be specific, sensor ontology alignment extraction
technique works by extracting entity correspondences from
different matching suggestions generated from different
similarity measures for the same sensor ontology matching
task to form the final alignment [28]. +e framework of

ontology alignment extraction is shown in Figure 1, in which
the systems to finish the matching work are regarded as
ontology matchers. +e set of entity correspondences de-
termined by an ontology matcher is called an ontology
alignment. In addition, a corresponding setA is the align-
ment between two sensor ontologies, where the entity
correspondence is referred to a 4-tuple corr � (e, e′, n,

relation), e and e′ are, respectively, two ontologies’ entities,
and n ∈ [0, 1] is their confidence value, while relation acts as
the equivalence relation.

3.3. Fuzzy Similarity Measure. Since some of the wireless
sensor network (WSN) domain concepts have not yet been
incorporated into a common dictionary, there is no lexical
tool to define the linguistic relationships between all
concepts for mapping purposes. To conquer the difficulty,
our proposal uses a variety of metrics as tools in similarity
calculations. Each tool gives different matching sugges-
tions; the matching results between entities become un-
certain information. In this case, a unified framework for
representing many different modes of inconclusive in-
formation is provided by the use of a fuzzy measure to
depict inconclusive information [44]. For this reason, we
decide to use the fuzzification process to combine them to
get more accurate alignment. In other words, the work of
fuzzy similarity measurement adopted here is supple-
mented by two parts; one is the basic similarity mea-
surements, also known as the entity matching measure
(EMM), and the other is the membership function of
fuzzification.

An EMM is always described as the function to output
similar values with information from two entities as input in
the interval [0, 1], which always plays the role of a basic
ontology matcher. EMM can be grouped into three types:
first is the string-based type, second is the linguistics-based
type, and the third one is called taxonomy-based EMM.

A string-based EMM outputs the edit distance between
entities by considering their IDs, tags, comments, and so on.
In this work, two well-known EMMs were used to improve
the quality of the matching results, namely, the Levenshtein
similarity [45] and the Jaro similarity metric [46]. Given two
strings, se1 and se2, Levenshtein-similarity is defined in the
following:

Levenshtein se1, se2(  �
max 0,min se1


, se2


  − d se1, se2(  

min se1


, se2


 
,

(1)

where |se1| and |se2| are, respectively, the length of se1and
se2; d(se1, se2) is the number of required operations to
transform se1 to se2; given the strings s and t, define s′ as a
character common to t in s; that is, they appear in the same
order in s and t. Similarly define t′ in t. Now, assume that s′
and t′ are transposed at position i when their ith bits are not
the same and the value of Ts′ ,t′ is 50% of the transpositions
of s′ and t′ in number. According to the assumption above,
the Jaro similarity measure of s and t is defined in the
following:
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Linguistics-based EMMs often use external corpus or
dictionaries (e.g., WordNet [47]) to calculate similarity
values through entity tags. Because of the effectiveness of the
WordNet, we usedWordNet-based distances. Besides, based
on the distance WordNet-based on the WordNet electronic
vocabulary, the equation is defined as follows:

WordSim w1, w2(  � max
c1∈sen w1( ),c2∈sen w2( )

sim c1, c2(  ,

(3)

where w1 and w2 are a word derived from two entities and
sen(wi) denotes the number of words wi’s meanings.

+e similarity values obtained by the taxonomy-based
EMMs are based on the consideration of the entity structure
information as well as the superentity and subentity in-
formation. To be specific, in our proposal, the taxonomy-
based EMM makes use of the structure-based distance
calculated by noted algorithm, which adopts a versatile

graph matching method called similarity flooding (SF) [48],
where an iterative fixpoint computation below is applied to
produce congruent relationship between the two ontologies’
elements:

δi+1
� norm δi

+ f δi
  . (4)

In this formula, norm is the normalized process, δi is the
value of the last iteration that changes in each iteration, and
f is a function of increasing the similarity of pairs of ele-
ments based on the similarity of their adjacent elements.

+e flowchart of the fuzzy similarity measure application
process is depicted in Figure 2. +e work in pre-processing
generally includes conversion ontology format and ontology
analysis. And the similarity matrixes are generated from the
four basically similar measures adopted in this article.
Usually, a matcher determines whether two entities are
correct matching pairs by comparing the threshold value
with the similarity value. But it is difficult to find an accurate
threshold to make the matching result completely correct.
+erefore, we introduce the membership function in fuzzy
theory and consider the similarity value from the “low,”
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Figure 1: Framework of ontology alignment extraction.
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“medium,” and “high” dimensions. +e fuzzy process
changes the elements in the similarity matrixes and changes
them into vectors through membership function before
participating in the Debate Mechanism. In this work, the
membership function μ(x) of fuzzy process is defined as
three subfunctions as follows:

μLow(x) �

−
10
7

x + 1, x ∈ [0, 0.7),

0, x ∈ [0.7, 1],

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

μMedium(x) �

2x, x ∈ [0, 0.5),

−2x + 2, x ∈ [0.5, 1],

⎧⎪⎨

⎪⎩

μHigh(x) � x, x ∈ [0, 1],

(5)

where x is an element of a similarity matrix which stands for
the similarity n. According to previous practical experience,
we believe that matching pairs with similarity less than 0.7
are mostly mismatched, and 0.5 is a medium similarity in
similarity interval [0, 1] [28]. +erefore, μLow is used to
measure the degree of low similarity. μMedium describes the
degree of medium size and then uses the direct pro-
portionality function to describe the degree of high simi-
larity as the μHigh. After that, we take the three function
values as the coordinates of the 3D vector f

→
and input them

into the Debate Mechanism.

4. Debate Mechanism

In this work, ontology alignment extraction process is
carried out by the Debating Mechanism, in which the de-
bating rules is utilised to extract the target information. +e
Debating Mechanism contains a classification module of
correspondences, where a fuzzy measure is built to express
the similarities of correspondences, and an argumentation
framework, which is used to negotiate different matching
suggestions between matchers to reach agreement. In ad-
dition, a fuzzy measure is built to express the similarities of
correspondences as is shown in Figure 3 that depicts the
framework of Debate Mechanism.

+e classification module and argumentation framework
are described in the following paragraphs.

In the classification module, assume that a matching task
is working on two ontologies, O and O′, by k(k≥ 2) basic
ontology matchers. Extend an entity correspondence in an
ontology matcher as an argument ar, which is defined as
follows:

ar � c, n, v, h{ }, (6)

where c � (e, e′), v (v ∈ N), and h (h ∈ 0, 1{ }), respectively,
express a correspondence, the artificially preset matcher
number, and the measure factor of similarity value.

Assume that reference vector m
→

� (0, 0, 1); change the
similarity value n into similarity fuzzy vector
f
→

� (μLow(n), μMedium(n), μHigh(n)) in vector space. +en,
we describe h as follows:

h �
1, if cos( f

→
, m
→

)≥ δ,

0, if cos( f
→

, m
→

)< δ,

⎧⎪⎨

⎪⎩
(7)

where f
→

is a similarity fuzzy vector and δ (δ ∈ [0, 1]) is set
as the similarity’s threshold. Especially, while h � 0, the
matcher rejects c; otherwise, it accepts it. Suppose that c is
allocated to one of the five groups Ci, i � 1, . . . , 5, that are,
respectively, defined as follows: k(k≥ 2) is the number of
matchers, ka is the number of matchers that accepts c, kr is
the number of matchers that rejects c, kr � k − ka. Next, classify
c into groups fromC1 toC5 in category column according to the
above situation. For detailed classification, see Table 1.

Since c ∈ C1 is regarded as a correct correspondence
which is accepted by all the matchers, while c ∈ C5 is rejected
oppositely, the correspondences in groups C1 and C5 are
straightway judged as right correspondences or the false
ones in the process of extraction without participating in the
following process. Besides, correspondences of C2, C3, and
C4 groups are in list of the argumentation process.

In the process of argumentation, two arguments are

given as a � c1, f1
�→

, v1, h1  andb � c2, f2
�→

, v2, h2 . Four

relationships are defined between b and a, which are unite,
attack, support, and disprove. To be specific, unite is marked
as U(b, a), and attack, support, and disprove are expressed as
A(b, a), S(b, a), and D(b, a) . +e details are listed in the
following descriptions:

(i) When c1 � c2, v1 ≠ v2, h1 � h2, b is united with a,
which is denoted as U(b, a).

(ii) When c1 � c2, v1 ≠ v2, h1 ≠ h2, b attacks a, which is
denoted asA(b, a).

(iii) When c2 � C2 or c2 � C3, v1 � v2,
cos(f1

�→
, m
→

)> cos(f2
�→

, m
→

), h1 � h2 � 1, or when
c2 � C4 or C3, cos(f1

�→
, m
→

)< cos(f2
�→

, m
→

),
h1 � h2 � 0, b supports a, which is represented by
S(b, a).

(iv) When v1 � v2, c1 � Ci, c2 � Cj, i> j(i, j ∈ (2, 3, 4)),

n1 > n2, h1 � 1, h2 � 0, or when v1 � v2, c1 � Ci, c2

� Cj, i< j(i, j ∈ (2, 3, 4)), cos(f1
�→

, m
→

)< cos(f2
�→

,

m
→

), h1 � 0, h2 � 1, b disproves a, that is depicted as
D(b, a).

+e four relationships between arguments are depicted
in Figure 4. +ere are three matchers, i.e., Matchera,
Matcherb, and Matcherc including their arguments ai, bi,
and ci. Unite and attack happened between arguments from
different matchers, but support and disprove from the same
one.

Security and Communication Networks 5



+e arguments set is defined as a 7-tuple:
ar, strength, U, A, S, D, M , where U, A, S, D are the rela-
tionships mentioned above, M � m1, m2, . . . , mn  is de-
fined as the set of matchers that contains n basic ontology

matchers, argument ar is related to correspondence c, and
astrength n d acts as strength value of c according to a
matcher mi, which is defined as follows:

Strengthmi

c � cos 
ar∈AR

fx

�→
|x ∈ AR∧S(x, ar) , m

→⎛⎝ ⎞⎠ − cos 
ar∈AR

fx

�→
|x ∈ AR∧D(x, ar) , m

→⎛⎝ ⎞⎠. (8)

In this paper, c is an element of corresponding argu-
ments existing in every basic ontology matcher, and we need
to calculate its judgment factor rc(rc ∈ 0, 1{ }) whose value is
determined in argumentation process to determine whether
it can be extracted into the final alignment. Consequently, an
essential challenge is to improve the reliability of an entity
mapping’s judgment element. To meet that challenge, as is
defined in formula (9), each matcher’s correctness factor is
adopted to evaluate the credibility of the matcher depending
on how similar it is to the matching recommendations of
other matchers. And the support strength and disprove
strength in debating process are utilized to offer the evidence
of right mappings. In addition, the rc can be obtained after
full assessment of the factors mentioned above.

To be specific, the argumentation process is arranged as
follows:

Step 1.Apparently, rc is 1 (or 0) when c belongs toC1(or
C5), and the similarity values of corresponding rows
and columns of c can be deleted from the similarity
matrix.
Step 2. Matcher mi’s correctness factor is calculated in
the following:

σmi
�

mi
c|c ∈ C1, C5(  




mi
|c|

. (9)

Step 3. In every matcher, the debating process is
brought forward in accordance with the relationships
“support” and “disprove”:

(1) In the C2 group, most matchers support these
correspondences. +erefore, the success of the
supporting part in defeating the disproving part is
calculated. +e above situation is explained as
follows. +e support strength Ss of matcher m1 is
defined as follows:

Ss
m1
t � cos 

x∈AR

fx

�→
, m
→⎛⎝ ⎞⎠ − cos 

y∈AR

fy

�→
, m
→⎛⎝ ⎞⎠,

(10)

where argument x � c, nx, vx, hx , argument y �

c, ny, vy, hy , S(x, t), D(y, t) and vx � vy. When
three matchers m1, m2, and m3 support c but m4
disproves it, it is determined that the mapping can
be established between e and e′ when Ss

m1
t > Ss

m4
t ,

Ss
m2
t > Ss

m4
t and Ss

m3
t > Ss

m4
t , and rc is set to 1.

Otherwise, c is transformed into C3, performing
step 4.

(2) In a similar way, for the C4 group of argument, it is
necessary to calculate whether the attack of the
opposing side against the supporting side is suc-
cessful. Assuming that the matcher m1’s disprove
strength Ds is defined as follows:

Ds
m1
t � cos 

x∈AR

fx

�→
, m
→⎛⎝ ⎞⎠ − cos 

y∈AR

fy

�→
, m
→⎛⎝ ⎞⎠,

(11)

where argument x � c, nx, vx, hx , argument y �

c, ny, vy, hy , D(x, t), S(y, t) and vx � vy. In this
situation, if the three matchers m1, m2, and m3
disprove c, but m4support, obviously, the mapping
cannot be established between ei and ej

′ when
Ds

m1
t >Ds

m4
t , Ds

m2
t >Ds

m4
t and Ds

m3
t >Ds

m4
t , and

rc � 0. Otherwise, c is converted into C3 group.

Step 4. For the arguments in C3 group, the number of
matchers who took the opposite view was almost even,
due to what they can be divided into two party called
accept party and reject party. +erefore, the core
challenge is to figure out which of the two parties defeat
the other successfully. To end this, the power Pstren of
each party is calculated, which is defined as follows:

P
party
stren � δm1

· Strengthm1
c + δm2

· Strengthm2
c + · · · + δmn

· Strengthmn

c , (12)

where m1, m2, . . . mn are the members of the party.
Assume that for c, if P

accept
stren ≥P

reject
stren , rc � 1. Otherwise,

rc � 0.

Step 5. Select the correspondences with rc � 1, which
are further used to decide the final alignment.

5. Experiment and Results

5.1. Alignment Evaluation Metric. +e alignment can typi-
cally be assessed with two measures, often referred to as
recall and precision [49], which are severally ruled in the
following:
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recall �
|R∩A|

|R|
,

precision �
|R∩A|

|A|
,

(13)

where the alignment given is A, and the reference alignment
is R. Particularly, recall � 1 when found all correct matching
pairs,recall � 1. And precision � 1 stands for that all the
matching pairs found are correct. In order to combine the
two metrics, the f − measure is further employed, which is
regarded as a comprehensive measure of recall and precision
[38]:

f − measure �
2 precision · recall
recall + precision

. (14)

5.2. Experimental Testing Cases. In this experiment, we take
advantage of the testing cases in Bibliographic track (https://
oaei.ontologymatching.org/2016/results/benchmarks/index.
html) from OAEI as well as six pairs of real sensor ontology
matching tasks to verify the sensitivity and availability of our
recommendation. Table 2 shows a brief description of
OAEI’s Bibliographic track, where two ontologies to be
mapped and a reference alignment to evaluate the

effectiveness of ontology matcher are included by each test
case. Table 3 depicts the main features of sensor ontologies.

In this experiment, the similarity threshold, set empir-
ically to 0.85, guarantees the highest alignment quality
achieved on average in all test cases.

5.3. Experimental Results. When performing testing cases
from the Bibliographic track, we compare the result of our
suggestion with OAEI’s participants, i.e., AML, edna, and
LogMapLt from the standpoint of f − measure. Figure 5
shows the experimental results for all types of testing cases in
the Bibliographic track of OAEI.

As can be seen from the presentation information in
Figure 5, for most testing cases, our proposal outperformed
other methods due to the application of a Debate Mecha-
nism that integrates the advantages of various basic simi-
larity measures; the matching problem can be considered
synthetically from different angles in ontology matching. In
some cases, the f − measure for all matching techniques is
nearly zero, which is due to the complexity of testing cases.
By contrast, our proposal does a better job in these cases as
listed in Table 4, which masks a small step forward in our
proposal on the basis of cutting-edge work.

When performing sensor ontology matching tasks, we
compare the result of our proposal with four basic EMM that

Similarity metrix Fuzzy process

Membership
function

Debate
Mechanism

Low

Medium

High

Jaro

Levenshtein

WordNet

SF

PreprocessingSensor
ontology

O1 and O2

nij

fij
→

Figure 2: +e flowchart of fuzzy similarity measure application process.

Ontology
matching

task

Ontology O1
and

ontology O2

Ontology_Alignment1
Ontology_Alignment2

Ontology_Matcher1
Ontology_Matcher2

Ontology_Matchern

Ontology_Alignmentn

Final
alignment

Argumentation
framework

Correspondences
classification

module
Fuzzy measure

Debate Mechanism

. . .

. . .

Fuzzy
vectorsArguments

Figure 3: +e framework of Debate Mechanism.
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Table 2: Descriptions on OAEI’s Bibliographic track.

Testing case Description
101 Two identical ontologies
201–202 Ontologies varying in terminology and semantics characteristics
221–247 Ontologies varying in structure characteristics
248–262 Ontologies varying in terminology, semantics, and structure characteristics

Table 3: Descriptions on sensor ontologies.

Sensor ontology Ontology
scale Description

Semantic sensor network ontology (SSN) 55 entities It is about sensors, actuators and observations, and related concepts
Sensor, observation, sample, and actuator
ontology (SOSA) 42 entities It defines those common classes and attributes whose data can be securely

exchanged in SSN, its modules, and all SOSA uses
IoT-lite ontology (IoT) 40 entities It is about key concepts of IoT
SensorOntology2009 ontology (SN) 152 entities It is the initial version of the SSN ontology, which was developed in 2009
Original semantic sensor network ontology
(OSSN) 107 entities It is an original version of SSN, which was developed in 2009–2011

Table 1: Classification method of correspondences.

ka Category

k C1
((k/2), k) C2
(k/2) C3
(0, (k/2)) C4
0 C5

Matcher c Matcher b

Matcher a

C1

b1

b4

a1

a2

a3

b3

b2

C2

Unit : U (a2, b4)
Attack: A (a1, c2)
Support: S (b1, b4)
Disprove: D (b2, b3)

Figure 4: Four relationships between arguments.
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are mentioned above, i.e., Levenshtein-similarity, Jaro
similarity metric, WordNet-based distances, and similarity
flooding in terms of recall, precision, and f − measure.

Figure 6 depicts the result of our scheme for matching six
pairs of real sensor ontologies and compares them with four
basic EMMs, and the results show our proposal typically
achieves very high capacity with the golden alignment.
Furthermore, the application of fuzzy measure extends the

single-dimensional evaluation on similarities judging by
basic similarity measures to three-dimensional assessment,
which fully express the similarity to gain a high-quality
alignment.

In a word, FDM can significantly improve the accuracy
of search results, and at the same time ensure a high recall
rate, in all kinds of matching tasks that are superior to other
competitors.
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Figure 5: Comparison with OAEI’s participants in terms of f-measure.

Table 4: Comparison with OAEI’s participants in terms of f-measure.

Testing case AML Edna LogMapLt Our proposal
202–8 0.13 0.24 0.28 0.3553
248–8 0.13 0.26 0.28 0.3553
249–8 0.13 0.29 0.29 0.3553
251–8 0.14 0.26 0.28 0.3687
253–6 0.24 0.48 0.49 0.5794
253–8 0.13 0.31 0.29 0.3553
258–8 0.14 0.3 0.29 0.3687
260–8 0.36 0.28 0.28 0.3779
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6. Conclusions

Semantic connections among different sensor ontologies
are of great significance to Nx-IIoT’s communication
quality and information security [50]. +erefore, a sensor
ontology aggregating method based on Fuzzy Debate
Mechanism is proposed, which extracts the ultimate
alignment by performing arguments between different
entity matching measures. A fuzzy similarity measure is
presented to improve the alignment’s quality, which
models two entities’ similarity in the vector space and
their semantic distance is calculated by using cosine
function. +e Bibliographic tracks provided by OAEI and
five real sensor ontologies were used to calculate the
performance of the proposed method in this experiment.
Compared with the most advanced ontology matching
technology and four basic ontology matchers, the ro-
bustness and effectiveness of our proposal are verified.

Looking to the future, there are two challenges in sensor
ontology alignment extraction technique: one is to measure
entity similarity, and the other is how to develop extraction
rules to tune the quality of alignment. In one hand, we need
to further innovate the similarity measurement of domain-
specific ontology to adapt to its fine-grained and complex
structure. In the other hand, there is the need of approaches
that can deal with the problem of uncertainty generated in
the matching process. [50].
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Because of the movements of sensor nodes and unknown mobility pattern, how to ensure two communicating (static or mobile)
nodes authenticate and share a pairwise key is important. In this paper, we propose a mutual-authenticated key distribution
scheme based on physical unclonable functions (PUFs) for dynamic sensor networks. Compared with traditional key predis-
tribution schemes, the proposal reduces the storage overhead and the key exposure risks and thereby improves the resilience
against node capture attacks. Mutual authentication is provided by the PUF challenge-response mechanism. However, the PUF
response is not transmitted in plain forms so as to resist the modelling attacks, which is vulnerable in some existing PUF-based
schemes. We demonstrate the proposed scheme to improve the secure connectivity and other performances by analysis
and experiments.

1. Introduction

Many applications of wireless sensor networks (WSNs) are
working in hostile battlefield environments or unmanned
areas with poor conditions. Sensor nodes and wireless
channels are vulnerable tomalicious attacks, such as physical
capture nodes, data tampering, and side channel attacks
[1–3]. Data encryption is a crucial technology to ensure
secure communication between the cloud and end-devices
[4–6]. (e authentication and key distribution are the
premise and foundation [7, 8].

In 2002, Eschenauer and Gligor proposed a random key
predistribution scheme [9] for the resource limited sensors.
In 2007, Du et al. applied Eschenauer’s scheme into hier-
archical sensor networks and proposed an asymmetric key
predistribution scheme (AP) [10]. (is kind of “probabi-
listic” schemes had low computation and communication
overhead but cannot ensure that any two of communicating
nodes share a pairwise key. Besides, the key storage amount
showed a tradeoff between the network connectivity and

resilience against node capture attacks. In 2009, Boujelben
proposed a key management scheme based on the Blom
matrix [11] to improve the resilience against node capture;
however, the computation cost for matrix operation was too
complicated for common sensors [12]. In terms of public key
algorithms, in 2012, Benamar et al. [13] proposed a dynamic
security key management model for hierarchical sensor
networks based on public key infrastructure (PKI). In 2015,
Lee and Kim [14] proposed a key renewal scheme with
sensor authentication under clustered wireless sensor net-
works based on modular exponentiation which was similar
to the Diffie–Hellman key exchange. (ese schemes in-
creased the connectivity; however, the public key compu-
tational overhead was too large for sensors. In 2010, Han
et al. [15] proposed an approach for dynamic node au-
thentication and key exchange, which reduces the overhead
of mobile node reauthentication. Each sink node authen-
ticates other neighboring sink and sensor nodes and sup-
ports reauthentication with less communication and
computation overhead. In 2015, Erfani et al. [16] proposed a
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key management scheme, which used key predistribution
and postdeployment key establishment mechanisms for
dynamic sensor networks. (e predistributed keys are
loaded to the memory of sensor nodes before network
deployment, and after that, some postdeployment keys are
generated and stored in each sensor node. In Erfani’s ap-
proach, the base station is involved in intracluster authen-
tication and key distribution, which costs too much
communication overheads. In 2020, Tian et al. [17] proposed
a blockchain-based secure key management scheme with
trustworthiness in dynamic wireless sensor networks, which
designed a secure cluster formation algorithm and a secure
node movement algorithm to implement key management.

(is paper proposed a mutual authenticated key dis-
tribution scheme based on physical unclonable functions
(PUFs) in dynamic sensor networks, so as to help the sink
node to authenticate and distribute session keys to the static
and mobile sensors. Lightweight mutual authentication is
guaranteed by a challenge-response mechanism based on the
PUF. To address the PUF challenge-response pairs (CRPs)
exposure problem, the CRPs are not transmitted as plaintext
in order to resist the modelling attack to PUF. In addition,
sensors are not required to prestore any keys in memory,
which not only saves the storage overhead but also improves
the resilience against sensor node capture attacks.

2. Physical Unclonable Function (PUF)

2.1. Review of PUFs. Physical unclonable function (PUF) is a
new encryption component that can extract random dif-
ferences introduced by inconsistencies in manufacturing
processes between gate circuits or connection lines (wires) in
integrated circuits (IC). (ese random differences can be
used to generate an encrypted (response) signal with certain
rules [18]. Random differences in a physical object can be
interpreted as the unique “fingerprint” of a hardware instant.
In addition to IC PUFs [19], there are silicon PUFs [20],
coated PUFs [21], and so on. We use a one-way mapping
function P to describe PUF, which can be expressed as

P: C⟶ R: P(c) � r, c ∈ C, r ∈ R. (1)

(e functional mapping between input c and output r is
instance-specific and unpredictable prior to the actual
fabrication of the circuit. When an electrical stimulus is
applied to the structure, it reacts in an unpredictable (but
instance-wise repeatable) manner due to the complex in-
teraction of the stimulus with the physical microstructure of
the device. (e exact nature of this microstructure depends
on physical factors introduced during manufacturing. (e
applied stimulus is considered as the “challenge,” while the
reaction generated by the PUF is considered as the “re-
sponse.” A specific challenge and its response together form
a challenge-response pair (CRP) (c, r), and the CRP dataset
acts as a unique fingerprint for the instance.

(e attractive features of PUFs are light-weightiness,
unpredictability, unclonability, and uniqueness, which make
PUFs valuable in designing ultralightweight authentication,
key generation, and other security protocols [22, 23]. Device

authentication is the process that an authenticator verifies
the identity of a device client before communication. PUF
CRP can be implemented in the challenge-response au-
thentication mechanism. (e authenticator creates a CRP
database that stores all the challenges and their expected
responses from registered clients. To verify the identity of a
client, the authenticator first selects a challenge from the
database and sends it to the client. (e client generates a
response to the challenge using its on-board PUF and
provides it to the authenticator. By comparing the current
client’s response against the one stored in the CRP database,
the authenticator infers whether the client is trusted or not.

(is new type of schemes speeds up the authentication
process and also lightens the key storage and thereby reduces
key exposure risk. A PUF with a large enough challenge
space to make exhaustive enumeration of its CRP set in-
feasible is termed a strong PUF and is the PUFs of choice in
most practical security applications. We keep ourselves
confined to strong PUFs in this work. Since the assessment
of a PUF implies a physical measurement, it is very sus-
ceptible to circuit noise. Hence, to make it reliable and to
have full entropy, [22] had proposed an error correction
circuit with a very low hardware overhead to reduce the
fuzziness of the PUF’s responses and make it more robust
and reliable. However, in our work, we consider each PUF
structure as a black-box challenge-response system, where a
set of challenges are available and the system responds with a
set of sufficiently different responses.

In 2015, Allam proposed a scheme that depends on the
physical layer mechanisms, which consist of PUF and
Channel Status Information (CSI) for providing point-to-
point real-time hardware-based authentication technique
between two parties communicating directly through
wireless media and effective key exchange to assure an
authenticated secure channel between them [23]. In 2013,
Bahrampour and Atani proposed a Key Management Pro-
tocol for Wireless Sensor Networks based on PUFs, in which
the PUFs were used to design the public keys [24]. In 2017,
Chatterjee et al. proposed a PUF-based secure communi-
cation protocol for PUF [25]. (e PUF was used to generate
the public key based on the bilinear pairing of each device in
the key agreement protocol. In 2018, Braeken improved
Chatterjee’s protocol efficiency by way of employing the
Elliptic Curve Qu Vanstone (ECQV) [26]. In 2019, Li et al.
proposed a PUF-based secure communication system for the
Internet of (ings [27]. In 2020, Zhang et al. proposed a
PUF-based Key Distribution in Wireless Sensor Networks
[28].

2.2. Configurable RO PUFs. (e PUF circuit, which is the
core of authentication and key distribution in our scheme,
should be easily implemented on the FPGA with good
uniqueness and reliability. In our previous work, several
types of configurable RO PUF are proposed, including MUX
based RRO PUF in [29], XOR gate based XCRO PUF in [30],
and tristate configurable TCRO PUF in [31]. In this paper,
the MUX based RRO PUF is chosen. (e MUX based
configurable RO (CRO) PUF was first introduced in [32],
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where each ring oscillator can be reconfigured by using a
multiplexer to select one of two inverters that are connected
to the multiplexer to form an RO. Our reconfigurable RRO
design, as shown in Figure 1, is consisted of a chain of
inverter delay units and an AND gate delay unit. When the
configurable signal of a MUX is “0,” the upper path will be
chosen. On the contrary, when the signal is “1,” the lower
path will be chosen to construct the RO structure. (e
configure procedure extracts the transfer difference of each
MUX and the delay of the upper and lower path.

2.3. Implement of PUFs. (e PUF used in our approach is
implemented and studied based on Xilinx SoC FPGAs and
will be applied to real-world scenarios based on ASIC or SoC
FPGA including ARM core (e.g., Xilinx Zynq-7000 series,
Altera SoC orMicrosemi Smart Fusion2) after validation. As
shown in Figure 2, the main components include MUX,
XOR gate, inverters, and AND gate. In the implementation
of the RRO PUF, the primitive MUXF7 is chosen for the
multiplexer, the primitive LUT1 is adopted for the inverter,
and LUT2 is utilized for the AND gate. Eight delay units that
include seven inverter delay units and one AND gate delay
unit are included in the single RRO array. Each delay unit
occupies one slice and two delay units can be implemented
in one configurable logic block (CLB). (erefore, four CLBs
are needed to implement one RRO PUF array. In order to
make sure that all RROs are identically routed, they are
created as hard macros to avoid the bias introduced in the
placement and routing. (e detailed design can be referred
in authors’ previous work [29].

3. PUF-Based Mutual Authentication and
Key Distribution

3.1. Network Model. Large-scale wireless sensor networks
are usually deployed in a hierarchical clustered structure and
contain heterogeneous nodes, such as a base station (BS),
several sink nodes (SN), and a number of low-energy sen-
sors. BS is assumed to be resourceful and global trusted. It
manages the entire network and stores all gathered infor-
mation by sensor nodes. Sink node is assumed to have higher
hardware configurations than sensors, including memory,
communication, and computation ability. A sink node acts
as a gateway between sensor nodes and BS. Sensors are
divided into nonoverlapping clusters; they collect data from
surroundings and send raw data to the sink node. Sensor
nodes are assumed to have a random linear movement
pattern, while the BS and sink nodes are static like Han and
Erfani schemes [15, 16]. Because of unpredictable position of
mobile sensors, how to ensure a sink node to authenticate
and distribute a pairwise key to every present cluster-
member sensor is difficult.

In our network model, assume there are n sensors,
named S0,...,n−1, and m sink nodes, named SN0,...,m−1. Each
sensor node has a unique ID Si and embeds a chip with a
PUF structure, denoted as PSi. Before network deployment,
all the nodes are divided into m deployment groups (DGs),
denoted as DGi i�0,...,m−1. In each DG, there is 1 SN and

d� n/m sensors, and the SN is called the “Home-SN” of these
d sensors. Nodes in a DG will be thrown into the destination
area together, so as to form a cluster. Figure 3 gives an
example with 3 DGs and 9 sensors.

3.2. Initialization and Network Deployment. Before network
deployment, for each sensor Si, take a random challenge
number cSi as the input of PUF PSi and get the output re-
sponse rSi; prestore the PUF CRP (cSi, rSi) to the Home-SN of
Si by indexing with the sensor ID Si. For example, in Figure 3,
in DG0, take the sink node SN0 as the Home-SN of sensors
S0, S1, and S2. Generate a CRP for each sensor as (cS0, rS0),
(cS1, rS1), and (cS2, rS2) and save them into the memory of
SN0.

After network deployment, the sink node launches the
cluster forming process (not discussed in this paper, please
refer to [33]), which divides all sensor nodes into clusters
with no cross coverage. Each cluster includes a sink node,
which is called the “cluster head” (CH), and n/m sensors,
which are called the “cluster members” (CM). Nodes in the
same DG form a cluster with very high probability since they
are thrown close to each other. It shows an ideal deployment
example in Figure 4.

In order to ensure the secure intracluster communication,
a sink node needs to authenticate and distributes a pairwise
key to every cluster-member sensor. In a short period after
network deployment, assume sensors are static. It is easy for
the sink node to run the authentication and key distribution
according to the challenge-response mechanism based on
PUF CRP. However, after some working time, a sensor moves
into another cluster’s region (as shown in Figure 5), in which
the sink node does not share the PUF CRP of the mobile
sensor. In this situation, the sink node in the present cluster,
called the “Present-SN,” should authenticate the mobile
sensor via the help of the Home-SN. In the following section,
we will describe our approach by two subschemes for static
sensors and mobile sensors, respectively.

(e differences between these two subschemes mainly
happened in the following aspects: (1) there were two entities
in static subscheme: Home-SN and the sensor; there were
three entities in mobile subscheme: Home-SN, Present-SN,
and the sensor; (2) in the static subscheme, the (Present also
Home) SN generated the session key with the sensor; in the
mobile subscheme, the Home-SN generated the session key
between the Present-SN and the sensor; (3) in the static
subscheme, the (Present also Home) SN authenticated the
sensor directly; in the mobile subscheme, the Home SN-
helped the Present-SN to authenticate the sensor.

S0 Sn–1 Sn

Enable

Output

0

1

0

1

0

1

Figure 1: RRO PUF structure.
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3.3. Static Sensors Subscheme. (e approach of a sink node
SN0 authenticating and distributing a pairwise key to a static
sensor S0 is described as shown in Figure 6.

(1) After network deployment and clustering process, in
the cluster C0, the sink node SN0 detects a sensor S0
in its cluster. SN0 reads a PUF CRP in its memory:
(cS0, rS0) by indexing of idS0.

(2) SN0 computes a temporary key keySN0:

keySN0 � H rS0
���� timestamp1 , (2)

where H is a hash function.
SN0 generates a session key keySN0−S0 and encrypts it
by keySN0 to get cipher1:

cipher1 � E keySN0, keySN0−S0( . (3)

E is symmetric encryption (e.g., AES). (en, SN0
encrypts cS0 by using keySN0−S0:

cipher2 � E keySN0−S0, cS0
���� timestamp1 . (4)

(en, SN0 generates a secret random number nonce1
and encrypts it by using keySN0−S0:

cipher3 � E keySN0−S0, nonce1( . (5)

SN0 sends the challenge cS0, cipher1, cipher2, and
cipher3 to S0:

SN0⟶ S0: cS0
���� ‖cipher1‖cipher2‖cipher3timestamp1.

(6)

(3) After receiving the message, the sensor S0 firstly
inputs cS0 into the PUF structure PS0, which is
embedded during the initialization phase, and gets
the output response r0:

r0 � PS0 cS0( . (7)

S0 computes a temporary key, keyS0:

keyS0 � H r0
���� timestamp1 . (8)

(en, S0 decrypts the cipher1 to get the pairwise key,
keyS0−SN0:

plain1 � D keyS0, cipher1( 

� D keyS0, E keySN0, keySN0−S0( (  � keyS0−SN0.
(9)

(e function D is the decryption operation of E.
S0 decrypts cipher2 by using keyS0−SN0 and gets
plain2:

plain2 � D keyS0−SN0, cipher2( 

� D keyS0−SN0, E keySN0−S0, cS0
���� timestamp1  .

(10)

(e sensor S0 checks if the equation plain2 � cS0����timestamp1} is correct.
If not, S0 deduces that the sink node SN0 is not its
valid Home-SN, since it does not share a correct PUF

DG2

DG1

DG0

Deployment
group Sink node Sensor

SN0

SN1

SN2

S0 S1 S2

S3 S4 S5

S6 S7 S8

Figure 3: An example of the deployment model with 3 sink nodes
and 9 sensors.
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Figure 2: Implementation of an RRO in a CLB.

4 Security and Communication Networks



SN0
S1

S0

S2

SN1

S4

S3

S5

SN2

S7

S6

S8

C0

C2

C1

Base station

Sensor

Sink node

Figure 4: (e network deployment.
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CRP of SN0 (cS0, rS0).(e SN0 fails the authentication
by S0 and the scheme quits.
If correct, S0 infers that keyS0−SN0 � keySN0−S0; then
keyS0 equals keySN0, and r0 equals rS0. (is means the
sink node SN0 indeed shares a CRP (cS0, rS0) of the
PUF PS0 and passes the authentication by S0.
S0 decrypts the cipher3 by using keyS0−SN0 and gets
plain3:

plain3 � D keyS0−SN0, cipher3( 

� D keyS0−SN0, E keySN0−S0,nonce1( ( .
(11)

S0 constructs and sends a message authentication
code (MAC) to the SN0:

S0⟶ SN0: MAC (plain3). (12)

(4) SN0 checks if the equation MAC(plain3) � MAC
(nonce1) is correct.
If correct, SN0 infers that the S0 carried out a correct
nonce1 by computing the correct pairwise key,
keyS0−SN0, which is derived by the correct response
rS0 of PUF PS0. (us, the sensor S0 passes the au-
thentication by SN0.
If not, SN0 deduces that the sensor is not a valid S0 as
it declares, since it cannot output a correct response
of rS0 so as to compute a correct keyS0−SN0. S0 fails the
authentication and quits.
From now on, an intracluster pairwise key keyS0−

SN0 � (keySN0−S0) is established and utilized to
encrypt the communications between S0 and SN0.

(e mutual authentication is implemented by PUF
CRP and the intracluster communication security is
assured. Besides, the process is safe from the replay
attack because the temporary key is derived in-
volving the timestamps.

3.4. Mobile Sensors Subscheme. (e network is dynamic
during the working time. As shown in Figure 5, the sensor S6
moves from the cluster C2, where it is thrown on, into the
cluster region of C1. (erefore, the Home-SN of S6 is SN2
and the Present-SN is SN1. However, the SN1 does not share
the PUF CRP of S6, and it should implement the authen-
tication and key distribution via the help of SN2. (e
subscheme is described as shown in Figure 7.

(1) (e sink node SN1 broadcasts the id of sensor S6 to
request help. (is is a round of intercluster
communication.

(2) (e sink node SN2 reads a PUF CRP in its memory:
(cS6, rS6) by indexing of idS6.
SN2 computes a temporary key, keySN:

keySN2 � H rS6
���� timestamp11 . (13)

SN2 generates a session key between SN1 and S6,
keySN1−S6, and encrypts it by keySN2:

cipher11 � E keySN2, keySN1−S6( . (14)

(en, SN2 encrypts the cS6 by using keySN1−S6 to get
cipher22:

reads a PUF CRP in its memory: (cS0, rS0)

SN0 S0

keySN0 = H (rS0 || timestamp1)
cipher1 = E (keySN0 , keySN0–S0)
cipher2 = E (keySN0–S0 , cS0 || timestamp1)
cipher3 = E (keySN0–S0 , nonce1)

cS0 || cipher1 || cipher2 || cipher3 || timestamp1

Input the challenge to the PUT: r0 = PS0 (cS0)
keyS0 = H (r0 || timestamp1)
plain1 = D (keyS0 , cipher1)

= D (keyS0–SN0 , E(keySN0–S0 ,cS0 || timestamp1))

= D (keyS0–SN0 , E (keySN0–S0 , nonce1))

= D (keyS0 , E(keySN0 , keySN0–S0))= keyS0–SN0
plain2 = D (keyS0–SN0 , cipher2) 

plain3 = D (keyS0–SN0 , cipher3) 

check if plain2 = {cS0 || timestamp1} to authenticate SN0

check if MAC (plain3) = MAC (nonce1) to authenticate S0

(plain3)

Figure 6: Authentication and key distribution between SN0 and static sensor S0.
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cipher22 � E keySN1−S6, cS6
���� timestamp11 . (15)

SN2 encrypts the key keySN1−S6 by an intercluster key,
keySN1−SN2, shared between SN1 and SN2:

cipher33 � E keySN1−SN2, keySN1−S6( . (16)

SN2 sends the challenge cS6, cipher11, cipher22, and
cipher33 to SN1:

SN2⟶ SN1: cS6
���� ‖cipher11‖cipher22‖cipher33timestamp11.

(17)

(3) SN1 decrypts the cipher33 to get the session key,
keySN1−S6:

plain33 � D keySN1−SN2, cipher33(  � keySN1−S6. (18)

(en, SN1 generates a secret random number
nonce11 and encrypts it by using keySN1−S6:

cipher44 � E keySN1−S6,nonce11( . (19)

SN1 sends the challenge cS6, cipher11, cipher22, and
cihper44 to the sensor S6:

SN1⟶ S6: cS6
���� ‖cipher11‖cipher22‖cipher44timestamp11.

(20)

(4) After receiving the message, the sensor S6 firstly
inputs cS0 into the PUF structure PS6, which is
embedded during the initialization phase, and gets
the output response r6:

r6 � PS6 cS6( . (21)

S6 computes a temporary key, keyS6:

keyS6 � H r6
���� timestamp11 . (22)

(en, S6 decrypts cipher11 to get the pairwise key,
keyS6−SN1:

plain11 � D keyS6, cipher11( 

� D keyS6, E keySN2, keySN1−S6( (  � keyS6−SN1.

(23)

S6 decrypts cipher22 by using keyS6−SN1 and gets
plain22:

SN2 SN1 S6

reads a PUF CRP in its memory: (cS6, rS6)

keySN2 = H (rS6 || timestamp11)
cipher11 = E (keySN2 , keySN1–S6)
cipher22 = E (keySN1–S6 , cS6 || timestamp11)

cipher44 = E (keySN1–S6 , nonce11)

cipher44 = E (keySN1–S6 , nonce11)

cipher33 = E (keySN1–SN2 , keySN1–S6)

cS6 || cipher11 || cipher22 || cipher44 || timestamp11

cS6 || cipher11 || cipher22 || cipher44 || timestamp11

plain33 = D (keySN1–SN2 , cipher33) = keySN1–S6 

Input the challenge to the PUT: r6 = PS6 (cS6)
keyS6 = H (r6 || timestamp11)
plain11 = D (keyS6, cipher11)

= D (keyS6–SN1, E (keySN1–S6, cS6 ||
timestamp11))

= D (keyS6–SN1, E (keySN1–S6,
nonce11))

= D (keyS6, E (keySN2, keySN1–S6))
= keyS6–SN1

plain22 = D (keyS6–SN1, cipher22) 

plain44 = D (keyS6–SN1, cipher44) 

check if plain22 = {cS6 || timestamp11}
to authenticate SN1

check if MAC (plain44) = MAC (nonce11) to authenticate S6

MAC (plain44)

Figure 7: Authentication and key distribution between SN1 and mobile sensor S6.
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plain22 � D keyS6−SN1, cipher22( 

� D keyS6−SN1, E keySN1−S6, cS6‖timestamp11( ( .

(24)

(e sensor S6 checks if the equation plain22 � cS6
����

timestamp11} is correct.
If not, S6 deduces that the cipher11 and cipher22 are
not generated from its valid Home-SN or not for-
warded from a trusted Present-SN. (e SN1 fails the
authentication by S6 and quits.
If correct, S6 infers that the Present-SN SN1 is trusted
by SN2 and passed the authentication.
S6 decrypts cipher44 by using keyS6−SN1 and gets
plain44:

plain44 � D keyS6−SN1, cipher44( 

� D keyS6−SN1, E keySN1−S6, nonce11( ( .

(25)

S0 constructs and sends a message authentication
code (MAC) to the SN1:

S6⟶ SN1: MAC(plain44). (26)

(5) SN1 checks if the equation MAC (plain44) � MAC
(nonce11) is correct:
If correct, SN1 infers that the S6 carried out a correct
nonce11 by computing the correct pairwise key,
keyS6−SN1, which is derived by the correct response
rS6 of PUF PS6. (us, the sensor S6 passes the au-
thentication by SN1.
If not, SN1 deduces that the sensor is not a valid S6 as
it declares, since it cannot output a correct response
of rS6 to compute a correct keyS6−SN1. S6 fails the
authentication and quits.

4. Simulation, Analysis and Comparisons

We present the security and performance evaluation of the
proposed scheme through simulation experiments and
analysis. We provide extensive simulations to verify the
performance metrics such as secure connectivity, resilience
against node capture, memory consumption, and commu-
nication overhead.We compare the proposed approach with
other key management schemes. In the simulation, we as-
sume 10000 sensor nodes, and 100 sink nodes are randomly
distributed in a 1000×1000m field. Each sensor node has a
fixed speed ranging from 1 to 10m/s.(e radio range of each
sensor node is considered as 50m.

4.1. Mutual Authentication. (e basic idea of the authen-
tication of our approach is the challenge-response mecha-
nism based on the PUF CRP. In both subschemes, mutual
authentication between the sink node and the (static or
mobile) sensor is assured. Furthermore, the scheme quits
before key distribution process if the authentication failed,

that is, an unauthenticated sensor cannot participate the
whole communication network. Compared with the PKI
method, the PUF-based authentication speeds up and re-
duces the storage requirement.

In some proposed PUF authentication schemes [21, 22],
the challenge and response are always sent in plaintext. If
attackers catch an entire PUF CRP, they are able to launch
the replay attack and man-in-the-middle attack. In order to
resist the replay attack, a strong PUF is usually employed to
provide a plenty of CRPs and each of them is only used once.
(en, different CRPs of a PUF are openly exposed in a
dynamic network where a mobile node needs frequent
authentication with new neighbors. (is PUF structure is
vulnerable to the modelling attack that tries to guess and
predict the response value related to a certain challenge.

In our scheme, the PUF response is not transmitted in
plain but converted into an encryption key by hashing with a
timestamp. A node succeeds the authentication if it decrypts
and carries out a correct plaintext. (is is a kind of sym-
metric authentication [34] combined with the PUF chal-
lenge-response mechanism. In order to prevent the replay
attack, a timestamp has been used. (e fact that the PUF
response is not transmitted in plain effectively resists the
modelling attack on PUF.

4.2. Overheads. We mainly consider the energy consump-
tion in terms of storage, communication, and computation
overheads. We mainly consider the following assumptions:
MAC size is considered as 4 bytes, 4 bytes for time stamp,
random nonce as 16 bytes, 32 bytes for key size, and 32 bytes
for challenge/response of a PUF.We also consider 2 bytes for
the node ids.(e ciphertext has the same length with the key.

4.2.1. Key Storage. In our approach, during the initialization
phase, each sensor is not predistributed with any key in its
memory, while each sink node is predistributed with n/m
PUF CRPs. A PUF structure is embedded in a sensor (as a
hardware) during the initialization phase (therefore, the
storage overhead is not discussed in this paper). After the key
distribution, the sensor stores 1 intracluster session key
established with the sink node, while the sink node stores
one intracluster session key for each cluster-member sensor.
All the intermediate data generated in the key distribution
process is deleted to release the storage space. (erefore, the
storage overhead of a sensor is 32 bytes and that of a sink
node is (32 + 32 × 2 + 2)n/m � 98n/m bytes.

Du et al. proposed an AP scheme [10], which is a pure
random key predistribution scheme. (e main idea is to
preload only a small number of keys (denoted as l) in low-
ended sensors, while preloading a relatively large number of
keys (denoted as M≫ l) in each high-ended sink nodes. Any
two nodes cannot establish a secure link if they do not share
a common pairwise keys. (erefore, nodes need to store
more keys to increase the probability of sharing common
keys, which is defined as the secure connectivity. As analyzed
in Erfani’s scheme [16], the sensor memory is partitioned
into two parts: store α predistributed keys in the first part
and β postdeployment keys in the second part. Each pair of
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neighboring nodes establish a common predistributed or
postdeployment key to secure the communication. Erfani’s
scheme claimed that each sink node stores only 1 key; BS
stores a key table, which contained some information about
sensor nodes’ keys. In addition, BS is aware of sink nodes’
keys.

Table 1 compares the amount of memory required for
storing keys in the proposed scheme and other two solu-
tions. (e key storage in sink node of our scheme is higher
than Erfani’s scheme, but the storage of sensor is much lower
than both Erfani’s and AP schemes.(erefore, our scheme is
efficient for resource limited sensor nodes, and this per-
formance also brings an advantage of better resilience
against node capture attack.

4.2.2. Communication Overhead. In this paper, the com-
munication overhead is measured by the message size and
transmission rounds but does not consider the message
overhead consisting of a protocol ID, a message ID, a check-
sum, and the headers and footers of the low-level network
layers.

We analyze the communication overhead for static and
mobile subschemes, respectively.

In the static subscheme, to establish an intracluster
pairwise key, the sensor sends only 1 MAC packet with 4
bytes, while the sink node sends 1 packet with 132 bytes.

In the mobile subscheme, to establish an intracluster
pairwise key, the sensor sends only 1 MAC packet with 4
bytes, while the Home-SN sends 1 packet with 132 bytes and
the Present-SN sends 2 packets with 2 bytes and 132 bytes.

Compared with the random key predistribution schemes
like the AP, nodes do not need key construction or au-
thentication but try to find a common key by sending the key
indexes or encrypted challenges. (e transmitted message
size is linearly related to the size of the keyring. However, if
two neighboring nodes do not share a common key, they
must send further messages to ≥2 hops intermediate nodes.

4.2.3. Computation Overhead. (e most computation
overhead is related to cryptography and authentication
operations, and the PUF computation especially for sensors.
As shown in Table 2, to establish an intracluster pairwise key,
the number of encryption or decryption operations in each
sensor is 3 and 3 or 5 in a sink node. All these schemes use
light weight cryptography methods. (e computation
overhead is higher than the random key predistribution
scheme AP but still acceptable for both sensors and sink
nodes.

4.3. Secure Connectivity. (e security connectivity of a
network is defined as the probability that two entities can
establish a session key to secure the communications. Since
this paper mainly proposes an approach for intracluster
authentication and key distribution, we define the con-
ception of “intracluster secure connectivity” as the proba-
bility that a sink node can establish a pairwise key with a
cluster-member (static or mobile) sensor.

(is scheme is a kind of deterministic key distribution
model, in which any sensor node can successfully establish
a session key with no matter the Home-SN or the Present-
SN. (erefore, the intracluster security connectivity is
100% in this scheme, which is a remarkable improvement
compared with the probabilistic key distribution schemes
[9, 10, 12].

(e random schemes, like AP scheme, must increase
the amount of key storage to achieve high security con-
nectivity. Figure 8 shows the secure connectivity versus
the key pool size P in the AP.(ere are four solid curves in
Figure 8, from bottom to top, corresponding parameters
[l, M] of [5, 125], [10, 250], [15, 375], and [20, 500], re-
spectively. It is observed that the probability of sharing
key increases when the number of preloaded keys in-
creases. For the same parameters [l, M], the probability of
sharing key decreases as the key pool size becomes large.
In Figure 9, we also plot the secure connectivity for
different numbers of preloaded keys in the AP and our
scheme. As analyzed in the above section, the storage
overhead of the sink node in our scheme is 98n/m≈10000
bytes, almost 300 32bytes-keys. It is worth emphasizing
that the key storage of sensor nodes in our proposal is 0,
which is significantly lower than that of AP scheme, but
the connectivity is significantly higher than that of AP
scheme. (e Erfani’s scheme is also claimed of providing
full secure connectivity in [16], however there is a trade-
off between α and β in balancing the storage, connectivity,
and resilience.

4.4. Resilience Against Node Capture. Sensor networks are
usually deployed in an unattended environment, and at-
tackers illegally obtain the secret information of nodes by
capturing nodes and other physical attacks. Resilience
against node capture is defined as the probability F (x) that
the attacker can obtain the key in the uncaptured node
directly or indirectly according to a certain number of
captured nodes x:

F(x) �
number of compromised links between uncaptured nodes

number of uncompromised links
.

(27)

Table 2: Comparison of computation overhead.

Our scheme AP
Cryptography in sensor 3 NA

Cryptography in sink node Static: 3 NAMobile: 5
PUF 1 NA

Table 1: Comparison of storage overhead in different schemes
(bytes).

Our scheme Erfani’s AP
Sensor 32 32(α+ β) 32l
Sink 98n/m 32 32M
BS — 32[n(α+ β) +m] —
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4.4.1. Resilience against the Sensor Capture. Different from
the traditional random key predistribution schemes [4, 5, 7],
in this scheme, the sensor node does not prestore any keys or
other key materials, which not only reduces the storage cost
of the sensor but also improves the resilience against the
sensor capture because the attacker cannot obtain any key
that belong to a safe node despite capturing a sensor
physically. (erefore, our proposal has perfect resilience
against the sensor capture; that is,

F(xS) � 0, (28)

where xS represents the number of captured sensor nodes.

4.4.2. Resilience against the Sink Node Capture. (e sink
node acts as the cluster head, which maintains the intra-
cluster secure communication with the cluster members and
also the intercluster secure communication with other
cluster heads externally. Each sink node is prestored with a

number of CRPs in the initialization phase and uses the
CRPs to authenticate and distribute pairwise keys with its
cluster-member sensors.

(e physical capturing of a sink node breaks up both
the internal and external cluster communication of it. (e
dismissed cluster members (sensors) become isolated
nodes and may join other clusters. By repeating the au-
thentication and key distribution process, the dismissed
sensor obtains a new session key with its new cluster head.
(ere is not any key that belong to a safe node that will be
exposed by a physical captured sink node. (erefore, our
proposal has perfect resilience against the sink node cap-
ture; that is,

F xSN(  � 0, (29)

where xSN represents the number of captured sink nodes.

4.4.3. Resilience against Selective Node Capture. Huang et al.
[35] pointed out that, in many key management schemes,
the selective node capture causes more damage to the
network. In the selective node capture attacks, attackers
attempt to capture nodes that may reveal more valid and
fresh information about uncaptured nodes. In our proposed
scheme, an adversary cannot figure out which sink node
owns the CRP of a certain sensor, because all CRPs are
randomly and safely selected from the CRP pool. (erefore,
unless the adversary compromises all the sink nodes, it
cannot choose a certain sink node to capture to maximize
the uncompromised keys.

4.4.4. Simulation Results. (e AP scheme [10] proposed by
Du et al. is a pure random key predistribution scheme in
cluster sensor networks, with the advantage in saving nodes’
communication and computation overheads. But it is hard
to balance the tradeoff between the security connectivity and
security. Boujelben et al. [12] improved the AP by combining
the Blom matrix in terms of the resilience against node
capture but require quantity of storage overhead for matrix
parameters. Erfani’s scheme [16] is a combination of the key
pre-distribution and post-deployment key management
scheme. When a sensor is captured, all predistributed and
postdeployment keys of the node are compromised. But
since the postdeployment key is not selected form the key
pool, the compromise of such key does not affect the security
of other communications, whereas compromising the pre-
distributed keys of a sensor node will make other com-
munication links insecure, because such keys are selected
from the key pool and might be common with some sensors.
Erfani’s scheme provides better resilience against node
capture attack than the AP, and the resilience of sensor
network depends on the number of predistributed keys α
and key pool size P.

We will compare our scheme with these schemes by
simulation experiments. (e size of key pool in AP, Bou-
jelben’s, and Erfani’s schemes is P � 10000. Similar to the
experiments environment in [16], the keyring size is 100 in
Erfani’s scheme.
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As shown in Figures 10 and 11, the experimental results
prove that, in the random key predistribution schemes, the
resilience against node capture gets worse and worse with
the number of captured nodes increasing, because the nodes
store a large number of keys. In Boujelben et al. scheme, the
nodes store matrixes instead of keys, so the resilience against
node capture is better than that in the AP scheme, but the
storage cost is λ times that of AP (λ is the matrix parameter).

In our scheme, the sensor node does not store any key,
and the sink node stores the CRPs rather than the key as well,
so perfect resilience against node capture is provided.

4.5. PUF Security. In this paper, PUF is the core of the
authentication and key distribution. (e security of the PUF
is crucially important. (e main threats to some PUF-based
schemes [36] include man-in-the-middle attack, replay at-
tack, and the modelling attack to the PUF, because the PUF
CRPs are transmitted in plain form. A PUF is considered
failed when the adversaries can guess more than 75% bits of
the response to a challenge after obtaining enough amount
of CRPs of a given PUF. In our proposal, the response,
generated by a PUF on a sensor on-the-fly, is not sent to the
sink node directly but is utilized as an encryption key to
encrypt the challenge. Such design can successfully protect
the PUF from cloning attack, modelling attack, and side
channel attacks, including electromagnetic analysis attack
and differential fault attack. (e eavesdropping is invalid,
since all the transmitted messages are encrypted with
symmetric algorithm (e.g., AES), the attackers cannot get
any plain information about responses or keys. (e scheme
can withstand the man-in-the-middle attack and tamper
attack, since the encrypted response protects its integrity in
the wireless communications.

In the replay attack, an attacker resends an old message,
which has been sent for key generation request. In the
proposed approach, timestamp has been used in generating
the temporary key to prevent the replay attack. Besides, the
session key is randomly generated between the sink node
and sensor and will not be the same as the a priori key. An
attacker can continuously resend an oldmessage to consume
the energy of sensor nodes; however, these messages will be
discarded.

Table 3 shows the comprehensive comparison results
among different authentication and key distribution
schemes for sensor networks proposed in recent years.
Unlike the key predistribution schemes, for example, AP
[10], our scheme is perfectly resilient against node capture
attacks, because a sensor does not prestore any keys that
might secure other sensors’ communications. PUF CRPs
provide a type of authentication by a challenge-response
mechanism, but Chatterjee’s scheme [23] does not guarantee
mutual authentication between two parties. In addition,
PUFs provide another type of security guarantee implied by

their unclonability and tamper evidence. Such property is
only available to PUF-based solutions. However, PUF CRPs
are sent as plaintext in [23, 25], which make them vulnerable
to impersonation attack, but we avoid this in our scheme by
encrypting the response of the CRPs. Also, in [14, 23, 25, 27],
they used public key algorithm that consumed more com-
putation overhead than the AP [10] and our proposal.
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5. Conclusions

In a dynamic sensor network, how to ensure two com-
municating (static or mobile) nodes authenticate and share a
pairwise key is difficult because the sensors’ mobility pattern
or track is unknown. In this paper, we propose a mutual-
authenticated key distribution scheme for the intracluster
communication. In order to reduce the storage overhead and
the key exposure risk of low-end sensors, we employ a CRO
Physical Unclonable Function (PUF) in the mutual-au-
thentication process, which has the lightweight, unclon-
ability, and unpredictability advantages. Compared with the
classical PUF challenge-response authentication mechanism
in some literatures, the PUF response is not transmitted in
plain forms so as to resist the modelling attacks on PUFs.We
also demonstrate that the proposed scheme improves the
secure connectivity and other performances by analysis and
experiments.
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In recent years, machine learning hasmade tremendous progress in the fields of computer vision, natural language processing, and
cybersecurity; however, we cannot ignore that machine learning models are vulnerable to adversarial examples, with some minor
malicious input modifications, while appearing unmodified to human observers, the outputs of machine learning-based model
can be misled easily. Likewise, attackers can bypass machine-learning-based security defenses model to attack systems in real time
by generating adversarial examples. In this paper, we propose a black-box attackmethod against machine-learning-based anomaly
network flow detection algorithms. Our attack strategy consists in training another model to substitute for the target machine
learning model. Based on the overall understanding of the substitute model and the migration of the adversarial examples, we use
the substitute model to craft adversarial examples. )e experiment has shown that our method can attack the target model
effectively. We attack several kinds of network flow detection models, which are based on different kinds of machine learning
methods, and we find that the adversarial examples crafted by our method can bypass the detection of the target model with
high probability.

1. Introduction

Along with the rapid development of computer technology
and communication technology, the computer network is
acting a more and more important role in information
society nowadays, and it has already become an essential part
of people’s lives. Meanwhile, the rapid development of the
Internet also brings about people many security problems,
and how to protect the transmission of secret information on
the network effectively has become a concern.

With the development of computer technology, especially
the improvement of calculating speed, transferring speed, and
memory capacity, machine learning (ML), especially deep
learning (DL) , has developed very fast and has been widely
used in many fields, such as natural language processing
(NPL) [1], the Internet of things (IoT) [2, 3], computer vision
(CV) [4], and time series prediction [5, 6]. In recent years,
many scholars have also tried to use machine learning al-
gorithm to solve network security detection problems.

Pervez et al. [7] proposed a filtering algorithm, which is
based on a Support Vector Machine (SVM) classifier to

identify malicious network intrusion on the NSL-KDD
intrusion detection database; their method achieves very
high classification accuracy in the training set, but the
performance in the test set is not ideal.

Experimented with a wide variety of attacks and different
k values, Rao et al. [8] used Indexed Partial Distance Search
k-Nearest Neighbor (IKPDS) to recognize attacks. )ey
tested their method with 12,597 samples that were randomly
selected from the NSL-KDD dataset, resulting in 99.6%
accuracy in their experiment.

Azad et al. [9] proposed an intrusion detection method
based on the genetic algorithm and a C4.5 decision tree; they
trained their model on the KDD Cup 99 dataset and got
99.89% accuracy rate and a 0.11% FAR.

Deep Belief Network (DBN) is also used by many
scholars in intrusion detection, by training on 40% NSL-
KDD database. Alom et al. [10] proposed a Deep Belief
Network (DBN)-based intrusion detection model through a
series of experiments. In their experiment, their DBN in-
trusion detection model achieved 97.5% accuracy after 50
iterations, and it can identify unknown attacks effectively.
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Yin et al. [11] proposed the intrusion detection (RNN-
IDS) model based on a cyclic neural network. )ey used the
NSL-KDD database to evaluate the performance of their
model in multi-classification and binary classification; they
also tested the influence of different learning rates and the
number of neurons on the performance of their model. In
the binary classification experiment, the training and test
accuracy of their model achieved 99.81% and 83.28%, re-
spectively, and in the multi-classification experiment, the
training and test accuracy achieved 99.53% and 81.29%,
respectively.

By taking network flow data as images, Wang et al. [12]
proposed an abnormal traffic classification method based
on convolutional neural network (CNN); in their study,
they conduct experiments in two scenarios with three
types of classifiers, and their final average accuracy ach-
ieves 99.41%. Besides, many other machine-learning-
based applications in cybersecurity are also introduced in
[13].

Although the abovementioned developments represent
great strides in many fields, machine learning has its inner
shortages. Szegedy et al. [14] found that machine learning,
especially deep learning, is vulnerable to adversarial ex-
amples. A machine learning (ML) or deep learning (DP)
model can easily be fooled by adding some well-designed
noise to the inputs. Since Szegedy et al. first discovered
adversarial examples for deep learning in 2013, the academic
and security communities have also realized that even the
most advanced machine learning algorithms can easily be
fooled by the adversarial examples, which are carefully
crafted by the attackers. )is will make it difficult for the
machine-learning-based model to play its due role in
practical applications.

)e main contribution of this paper includes the
following:

(i) An untargeted black-box adversarial example gen-
eration method for the machine-learning-based
abnormal network flow detector is proposed in this
paper.

(ii) )e differences in the method of generating
adversarial example between the field of computer
vision and intrusion detection system are discussed
in this paper.

(iii) )e key points about the generate adversarial ex-
ample against anomaly network flow detection are
discussed in this paper.

)e main notations and symbols used in this paper are
listed in Table 1.

)e rest of this paper is organized as follows. In Section
2, the work related to adversarial examples generate method
is reviewed. Section 3 explains the key point of adversarial
example generate method in the field of IDS. Section 4
details our black-box attack method toward the machine-
learning-based network traffic detector. Section 5 introduces
methods and the specific steps of our black-box attack
method. Section 6 is the experimental results and analysis.
Section 7 concludes this paper.

2. Related Work

)e current adversarial example generation algorithms for
machine learning are mainly concentrated in the field of
computer vision. Szegedy et al. [15] first introduced the
concept of adversarial examples for deep neural networks in
2014. )ey introduced a method named L-BFGS to generate
adversarial examples, and it can be expressed as

min
xadv

c‖r‖ + Jθ x
adv

, l
adv

 

s.t. x
adv ∈ [0, 1],

(1)

where c is a constant, calculated the by the line-searching
method; J(·) is the lost function; and r is the perturbation
added to the original picture. )e author opined that the
perturbation added to the input layer will accumulate in the
process of forwarding the propagation of the neural network
until it becomes large enough to cross the classification
boundary.

While L-BFGS Attack uses the method of linear search to
find the optimal value, it is impractical and time-consuming.
Goodfellow et al. [16] proposed a fast method named the
Fast Gradient Sign Method (FGSM) to generate adversarial
examples in 2014; they performed only one step gradient
update along with the sign of gradient at each pixel, and their
method can be expressed as

xadv � x + εsign ∇xJ(θ, x, y)( , (2)

where xadv is the adversarial example, x is the original data,
and ε is the magnitude of the perturbation.

Kurakin et al. [17] proposed their method called Basic
Iterative Method (BIM), which is the straightforward ex-
tension of FGSM by applying it multiple times with a small
step size:

x0 � x,

xn+1 � Clipx,ε xn + αsign ∇xJ xn, ytrue( (  ,
(3)

where Clipx,ε(A) denotes element-wise clipping A, with Ai,j

clipped to the range [xi,j − ε, xi,j + ε].
To further attack a specific class, they chose the least-

likely class of the prediction and tried to maximize the cross-
entropy loss.)is method is referred to as the Iterative Least-
Likely Class method [18]:

x0 � x,

xn+1 � Clipx,ε xn − αsign ∇xJ xn, yLL( (  .
(4)

Using this method, they fooled the neural network with a
crafted adversarial example image taken from a camera
successfully.

)e algorithms to generate adversarial examples intro-
duced above are all based on white-box attacks. Among the
black-box attack methods, Papernot N et al. proposed a
method based on a substitute model; their strategy was to
train a local substitute model, which shares the same de-
cision boundary with the target model. )e dataset used for
training the substitute model is generated by the attacker and
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labeled by the target model. Adversarial examples are crafted
using the substitute parameters, which are known to them.
)e adversarial examples generated by their method can not
only fool the substitute model but also the target model,
because both models have similar decision boundaries [19].
Beyond this, there are many other methods for generating
adversarial examples, such as zeroth order optimization
(ZOO) [20], one-pixel attack [21], natural GAN [22], natural
evolution-strategy-based attack [23], boundary attack [24],
and so on, and they have made great progress in the field of
black-box adversarial example generate research. Besides,
more research can be seen in [25, 26].

In the field of cybersecurity, Hu and Tan [27] performed
a detailed analysis of the robustness of machine-learning-
based malware algorithms. )ey proposed two pretense
approaches under which malware can pretend to be benign
and fool the detection algorithms. Grosse K et al. [28] also
expanded the method that used in the field of computer
version to attack Android malware detection models; on the
DREBIN dataset, they achieved misclassification rates of up
to 69%.

Anderson et al. [29] designed the DeepDGA, which is an
extension of GAN. )ey tried to pseudo-randomly produce
domain names that are difficult for modern DGA classifiers
to detect. )eir technique generates domains on a character-
by-character basis and greatly exceeds the stealth of typical
DGA techniques.

Using the NSL-KDD database, Yang K et al. [30] had
tried to mimic the adversarial attacks against the deep neural
network (DNN) model applied for NIDS in the real world,
and they evaluate three different algorithms (attack based on
substitute model, ZOO, and GAN) in launching adversarial
attacks in the black-box model. In their work, the accuracy,
precision, recall, and fscore of the target DNN model are
significantly decreased under the black-box attack.

Training on the KDD Cup 99 dataset, Lin Z et al. [31]
proposed IDSGAN, an improved framework of GAN against
the intrusion detection system. In their study, the feasibility
of the model is demonstrated to attack many detection
systems with different attacks and excellent results are
achieved; however, currently, the training of GAN is still
unstable, and it has problems such as convergence failure
and model collapse.

Although the main purpose of the adversarial attack by
the adversarial example is to evade detection of the ma-
chine-learning-algorithm-based IDS system, the premise is
that the adversarial examples crafted by the attacker should
retain the attack function of the network behavior. Yang K
et al. [30] retained the attack function by constraining the
perturbations to the original attack traffic. Lin Z et al. [31]
did it by keeping the functional features of each attack
unchanged, but they did not further study how to limit the
perturbations to make the adversarial examples conform to
the physical characteristics of network traffic without
distortion.

3. Adversarial Examples in the Field of IDS

Taking the classification problem as an example, generate
adversarial example is usually to solve the following con-
strained optimization problem:

min x′ J f xadv , l
adv

 

s.t.

‖η‖p ≤ ε,

f(x) � l,

l≠ l
adv

,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

where J(·) is the loss function, f(·) is the target classification
model, x is the original data, xadv is the adversarial example,
l � f(x), ladv � f(xadv), and η is the distance between the
adversarial example xadv and the original data x.

As shown in Figure 1, similar to the field of computer
vision, in the field of IDS, the process of adversarial example
generation is to add a subtle perturbation noise to the
original malicious attack traffic data, so that the attacker can
successfully bypass the detection of machine learning al-
gorithm to carry out a malicious attack on the target model.
De Lucas et al. [32] introduced many key points of adver-
sarial example for traffic data; here, we focus on two key
differences of adversarial example between the field of IDS
and computer vision:

(i) )e direction of the noise η
(ii) )e static of the noise η

Table 1: Notations and terminology used in this paper.

Notations and symbols Description
x )e original data
l )e class that is labeled by the machine learning model
xadv )e adversarial example
ladv )e label of the adversarial examples
J(·) )e loss function
η )e noise that is added to the original data
θ )e parameters of the machine learning model
T(·) )e target machine learning model or deep learning model
ST(·) )e substitute model
D )e constraint vector of the perturbation
ξ )e influence coefficients vector of the features
α )e step size of the perturbation in the single iteration
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3.1. (e Direction of the Noise. In general, the process of
generating adversarial example is to add appropriate amount
of perturbation along with the direction of its gradient. )e
attacker can deceive the target model successfully by making
the adversarial example cross the decision boundary of the
target model; however, there is a key point that we must
make sure the attack function is not lost while we add the
noise to the original data.

In the field of computer vision, a picture file is composed
of many pixels; each pixel is composed of three numbers,
corresponding to three colors, namely, red, green, and blue,
and each pixel shares the same attribute. However, in the
field of intrusion detection, traffic connection data consist of
an indefinite number of packets, and each packet comprises
a lot of information, such as the five-tuple (the source IP, the
source port, the destination IP, the destination port, and the
protocol type), the packet header, and the payloads. Based on
this, a variety of features, such as the protocol type, the load
length, duration, the maximum message length, the mini-
mummessage length, the average message length, and so on,
can be extracted for the input of machine learning model.
However, unlike the picture file, each feature of the traffic
connection represents different physical meanings, and
some features are related to others (for example, the min-
imum and maximum packet length will affect the average
length of the packets). Besides, a small change in the number
of pixel color values has little impact on the overall picture,
while for the traffic connection data, the modification of
some key features may lose critical information and weaken
the attack ability of the original malicious behavior, there-
fore, in the process of traffic adversarial examples generating,
the direction of the noise that is added to the original data
must be strictly controlled.

3.2.(e Static of the Noise. As shown in Figure 1, in the field
of computer vision, the adversarial example is still a panda in
the human vision system (HVS), but after the image is
converted into a digital signal on the three color channels of
red, green and blue, it can successfully mislead the machine
learning-based model to classify the panda as a gibbon. In
order to make the adversarial example xadv visually ap-
proximately the same as the original picture x, the p norm
(||η||p ≤ ε) constraint is usually introduced during the
generation of the adversarial example.

However, in the field of IDS, this condition is not
suitable. Whether the adversarial example is similar to the
original traffic and will cause an exception alarm is not
ascertained through visual observation of the traffic data
directly, but the network monitoring device, besides most of
the machine-learning-based abnormal traffic identification
methods, often extracts traffic characteristics, such as pro-
tocol type, packet length, and duration of information from
traffic data, and then identify malicious behaviors based on
these statistical characteristics. Normally, these statistical
features correspond to different physical meanings; there-
fore, when calculating the distance between the adversarial
example and the original sample, different statistical features
should be based on different influence coefficients ξ. For
example, the length of traffic packet change from 500 bytes
to 510 bytes does no affect the overall traffic information, but
if the protocol type changes from TCP to UDP, it means two
completely different traffic data. )erefore, the constraint
condition of the noise that is added to the traffic data should
be described as


i�n

i�1
ξi · ηi





p≤ ε, (6)
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Figure 1: )e differences of adversarial example generate process between IDS and computer vision.
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where n is the number of traffic data features.

4. Black-Box Attack Method

In the black-box attack scenario, the attacker has no infor-
mation about the structure and parameters of the target model,
and the only capability of the attacker is to input the chosen data
to the target model and observe results labeled by the target
model. )erefore, the current mainstream method of gener-
ating adversarial examples is mainly based on the migration of
the adversarial examples. As long as both models A and B are
trained under similar tasks, the adversarial examples that affect
one model tend to affect the other, even if the two models have
completely different structure and parameters. )erefore, the
attacker only needs to launch attacks on the substitute model in
the white-box method and transfer the adversarial examples
generate from the substitute model to the target model.

Based on the information of the structure and parameters
of the substitute model, the attacker can use any white-box
method to craft adversarial examples. Due to the migration of
the adversarial examples, the adversarial examples that are
effective for the substitute model will also be misclassified by
the target model with high probability. )erefore, the black-
box adversarial example generation mainly includes two
processes:

(i) Substitute Model Training: Based on the same
training task and similar database with the target
model, we train a substitute model ST that shares the
similar decision boundary with the target model

(ii) Adversarial Example Generation: )e attacker uses
the substitute model ST to craft adversarial examples
and then checks whether the adversarial examples
will be misclassified by the target model

)e black-box attack on the target model is achieved
through a white-box attack on the substitute model. In our
paper, the white-box method that we used to create ab-
normal network flow adversarial example xadv is the ex-
tension of BIM [17] and can be expressed as follows:

xadv0 � x,

xadvN+1 � xadvN + D · αO ∇xN
J θ, xN, y(   ,

(7)

where x is the original network flow data, α is the step size, N

is the number of iterations, andD is the constraint vector.)e
constraint vector is used to limit xadv always change in an
allowed direction as the physical constraint of noise.O (x) is a
normalization function, which is used to convert the gradient
vector into a vector with all values between [−1, 1], and it can
be expressed as follows:

O(x) �

xi

max(x)
, xi > 0,

0, xi � 0,

xi

|min(x)|
, xi < 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

5. Generate Abnormal Network Flow
Adversarial Example

In our work, we tried to bypass the machine-learning-based
abnormal network flow classifier by adding small but in-
tentionally worst-case perturbations to data from the
dataset. To achieve this, we assume that we know nothing
about the structure, type, and parameters of the target
model, and we can only make a limited number of query
accesses to the target model.

In our paper, we first train a substitute model that has
similar decision boundaries with the target classifier; then,
based on the migration of the adversarial examples, we used
the white-box generation method mentioned above and the
substitute model to craft adversarial examples. )e black-
box abnormal network flow adversarial example generate
process proposed in this paper is shown in Figure 2, and the
main process includes the following parts:

5.1. Dataset. As shown in Figure 2, the dataset S0 is used for
training the target model and generating adversarial exam-
ples. We chose the KDD cup 99 and the CSE-CIC-IDS2018 as
the datasets in our experiment. )e KDD cup 99 is 9 weeks of
network connection data collected from a simulated US Air
Force LAN and is divided into labeled training data and
unlabeled test data. In this dataset, each connection is de-
scribed by 41 characteristics; among them, there are the basic
characteristics of TCP connections (9 types in total), the
content characteristics of TCP connections (13 types), the
statistical characteristics of time-based network flow (9 types),
and the host-based network flow statistics (10 types in total).
As shown in Table 2, the dataset contains four attack types,
there are Dos, Probing, R2l, and U2r, in the 10% subset of
KDD99, DOS attacks accounted for the largest proportion of
abnormal attacks, up to 98%. U2r type attacks are the least,
only 22. Due to the small amount of U2r and R2L in the
training set, both of them are traffic content-based attacks;
therefore, in our experiment, these two types of attacks are put
in one group. To balance the number of each group, we
extracted 1,000 attacks from each group.

Table 2 shows the types of network attacks contained in
the KDD99 dataset. )e last column is the number of the
attacks in the 10% dataset.

In recent years, the IDS2018 has been widely used in the
research of network security. )e IDS2018 is a diverse and
comprehensive benchmark dataset in the field of intrusion
detection, and it includes and captures network traffic and
system logs of each machine, along with 80 features
extracted from the captured traffic, and includes seven
different attack scenarios: Heartbleed, Brute-force, Botnet,
Web attacks, DoS, DDoS, and infiltration of the network
from inside. In our experiment, we summarized all the attack
types into: Bot, Dos, Brute, and Infiltration.

5.2. Sampling Algorithm. In the case of the black-box attack,
querying the target model too many times can easily attract
the attention of defenders; therefore, reducing the query
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times to the target model as much as possible can not only
improve the efficiency of black-box attacks but also is the key
constraint as to whether the black-box attack method can
really be implemented in the real network environment.

In this paper, similar to Papernot N et al. [33], we use the
reservoir sampling algorithm to reduce the times of query to
the target model. )e reservoir sampling is a random
sampling algorithm, the purpose of which is to select K

samples from the set S that contains N items, where N is a
large or unknown number. As shown in Algorithm 1, the
first K samples of the set S are initially taken as the sampling
result, and then go through the other samples in set S. When
the i-th sample is taken, the selection strategy is to generate a
random number r in the range [0, K + i − 1]. If r is less than
K, replace the r-th sample in the sampling result set R[K] to
the i-th sample in the dataset S. If r is greater than or equal to
K, continue the iteration. After iteration through all the data,
return these K samples. )is algorithm makes the proba-
bility of all samples in the set selected to be equal under the
premise of only accessing the data stream once. Using the
reservoir sampling algorithm can greatly reduce the number
of queries to the target model and improve the training
efficiency of the substitute model.

As shown in step 2 of Figure 2, the original dataset is S0,
and the subset Sρ is obtained after the sampling algorithm.
Using Sρ as a training set, query the target model to label it as
a training set, and that can be used to train the substitute
model with similar decision boundaries on the limited
number of the dataset.

5.3. Substitute Model Training. In the process of generating
adversarial examples, we use the gradient information of the
substitute model as the direction to craft adversarial

example. It is required that the substitute model should have
a similar decision boundary as the target model. From the
point of the black-box attacker, we know nothing about the
structure and parameters of the target model. However,
since we can query the target model, we can estimate the
approximate information of the input layer and output layer
of the target model by observing the input and output of the
target model; then, we can design the structure of the
substitute model.

)e research of Papernot N et al. [19] showed that the
substitute model and the target model only need to go
through a similar training process during the generation of
the adversarial examples, and it is not necessary to have the
same network structure and parameters. In this paper, we
choose Multi-Layer Perceptron (MLP) network as the
structure of the substitute model. )e number of neurons of
the input layer corresponds to the number of features in the
traffic data, and the number of neurons of the output layer
corresponds to the number of attacks of the traffic data. As
shown in Figure 2, the substitute is training on the dataset Sρ,
which is the subset of the original dataset S0 and is labeled by
the target model.

5.4. Generate Adversarial Example. In the field of computer
vision, the process of adversarial example generate is to find
the appropriate perturbation η to satisfy the following
conditions:

F(x + η)≠F(x),

‖η‖p ≤ ε,
(9)

where F(·) is the target model, x is the input picture, and η
is the perturbation added to the original picture when the
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Figure 2: Abnormal network flow adversarial example generate process. We (1) choose an initial network flow training set S0 and (2)
generate subdataset Sρ by sampling algorithm, then (3) label the Sρ by the target DNN model and (4) train the substitute DNN model ST,
finally (5) craft the adversarial example xadv with the substitute DNN model ST, the abnormal network flow data x, and the physical
limitations on network flow dir.

Table 2: Type of malicious attacks in KDD Cup 99.

No. Types of attack Attacks in dataset Quantity
1 DOS Back, land, Neptune, pod, smurf, teardrop 391458
2 R2L Ftpwrite, guesspasswd, imap, multihop, phf, spy, warezclient, warezmaster 1126
3 Probing Ipsweep, nmap, portsweep, Satan 4107
4 U2R Bufferoverflow, loadmodule, perl, rootkit 22
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p − norm of the perturbation η is less than ε; it means that
the perturbation is not perceptible to the human eye.

As mentioned above, we must ensure that the network
flow adversarial examples remain in its attack function and
has no key information lost, otherwise, it has no practical
significance. In the field of computer vision, the modifi-
cation of any pixel on the picture will not have a greater
impact on the content of the picture. )erefore, whether
the perturbation can be perceived by the human eye is
mainly measured by calculating the p − norm of the noise
η, but in the field of IDS, different characteristics have
different effects on the overall network connection prop-
erties. )e change of some features, such as the type of
network connection, will cause the fundamental change of
network connection, and changes in some features will
cause the network connection information not to conform
to the physical properties. )erefore, the adversarial ex-
ample generation process in the network security field is
subject to the following constraints:

(i) Whether the magnitude of perturbation can be
detectable is not decided by a person, but by the
network devices

(ii) Compared to the original connection, the adver-
sarial example cannot lose the key information of
the network connection, which determines that the
direction of the perturbation η added to the original
connection must be strictly restricted

(iii) )e adversarial example must retain the attack
function of the original connection

To address the above issues, as described above, Lin Z
et al. [31] try to keep the attack function by adding un-
modified features to the model, which means only add
perturbation to the features with less influence. However,
this method only limits some features that cannot be
modified but does not limit the direction of the perturbation
added to the modifiable feature.)is may distort the original
connection information; for example, if the original con-
nection contains 1000 bytes of data, and the adversarial
example has only 990 bytes, it will cause 10 bytes data
distortion compared to the original connection.

As shown below, in this paper, we address this issue by
two measures, and this is the primary content of constraint
vector D in equation (7).

(i) Strictly limit the number of modifiable features in
the process of adversarial examples generation. In
this paper, for the features extracted from the net-
work flow data, we only add perturbation to the
noncritical features, such as the length of the packets,
the duration of the connection, and the length of the
package interval.

(ii) Formodifiable features, the direction of perturbation
added to the original connection is strictly limited to
avoid information distortion. For features that can
be modified, we only add positive perturbation to the
original data. For instance, for the length of packets,
we only add perturbation in the direction in which
the length of the packet grows.

We now describe the network flow adversarial example
generate process outlined in Algorithm 2, which is as
follows.

(1) Initially, set the adversarial example xadv as the
original connection input x.

(2) In the iterative process, first calculate the cross-en-
tropy L of the original label of network flow infor-
mation l and the label ST(xadv), and then calculate
the gradient G of L at the sample xadv.

(3) Calculate the perturbation η added in this iteration:

η � D · (αO(G)), (10)

where O(·) is a normalization function (equation
(8)). α is the step size of the sample moving along the
gradient direction, the larger the α is, the greater the
noise is added in a single iteration, and D is the
constraint vector of the perturbation.

(4) Add the perturbation η generated in the iteration to
xadv. If the substitute model is successfully deceived
or the noise generated in the current iteration is 0,
stop the iteration process and return the adversarial
example xadv.

6. Results

6.1. Target Models. To evaluate the capacity of our model
comprehensively and deeply, we first trained several typical
abnormal network flow classification models based on the

Input: S[N], K, where S is the sample set, N is the sample size, and K is the number of samples
Output: R[K], where R is the set of sampling results

(1) set R(K)←X(K)

(2) for i ∈ [K, N − 1] do
(3) r← random integer between [0, K + i − 1]

(4) if r< k then
(5) R[r]←S[i]

(6) end if
(7) end for
(8) return R[K]

ALGORITHM 1: Reservoir sampling algorithm.
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10% subset of the KDD99 dataset and the IDS2018 dataset,
respectively. )e adopted algorithms of the black-box IDS in
the experiments include Convolutional Neural Networks
(CNN), Support Vector Machines (SVM), k-Nearest
Neighbor (KNN), Multilayer Perceptron (MLP), and the
Residual Network (Resnet).

To verify the validity of the network follow adversarial
example, we randomly select 1000 samples from the data of
various abnormal attacks and label it with the target model.
Based on these attack data, we use the method proposed in
this paper to generate adversarial examples and query the
classification results of the target model for these adversarial
examples. )en, we use the recall rate to evaluate the ef-
fectiveness of the adversarial examples, the lower the recall
rate, the more effective the adversarial examples are.

recall �
TP

TP + FN
, (11)

where TP is the number of instances that were correctly
classified and FN is the number of instances that are mis-
classified by the model.

6.2. Attack Based onWhite-Box. To verify the effectiveness of
the attack method proposed in this paper, we carried out a
white-box attack experiment with our method in this section.
In the experiment, we chose CNN as the target model. Firstly,
we used the KDD Cup 99 dataset to train a CNN-based
malicious traffic detection model. )en we randomly selected
1000 records from the Dos attacks, the U2r&R2l attacks, the
Probing attacks, and the Normal network connections, re-
spectively. Finally, we used the method proposed in this paper
and the 4000 records extracted from the original dataset to craft
adversarial examples, we use the target CNNmodel to label the
original data and the adversarial examples, and the confusion
matrix is shown in Figure 3.

As shown in Figure 3(a), for the original dataset, the CNN-
based malicious traffic detection model can make accurate
classifications for different types of attacks, with an accuracy
rate of about 98%, which can well complete the detection of
network flow.However, for the generated adversarial examples,
as we can see from Figure 3(b), the target CNN model has the
highest detection accuracy for different types of network traffic
and only 27.2% for a four-class detection model, which is
completely unusable. )e method of adversarial example
generation proposed in this paper can significantly reduce the
classification accuracy of the machine-learning-based network
abnormal traffic detection model. For Dos attacks, about 74%
of the attack connections can successfully bypass the detection
of the target model, and for other types of abnormal traffic
connections, the effect is similar.

During the experiment, we also adjusted the step size of
the perturbation in the single iteration, and the results are
shown in Figure 4. When the step size is set to 1, the mean
recall rate of the network flow detector is about 33%. With
the increase of the step size, when the step is above 3, the
recall rate of the model stabilized at 25% or so, and increase
in the step size has little effect on the success rate of
adversarial example generation.

6.3. Attack Based on Black-Box

6.3.1. (e Substitute Model. As mentioned above, we choose
theMulti-Layer Perceptron (MLP) network as the structure of
the substitute model. )e fact that the substitute model and
the target model have similar decision boundaries is a key
point for the success rate of our method. Here, we use SCR to
evaluate the similarity of decision boundaries between the
substitute model and the target model, as shown below. )e
higher the SCR value, the more similar the decision
boundaries of the substitute model and the target model.

Input: ST, T, x, N, l, α, where ST is the substitute model, T is the target model, x is the network flow data, N is the iteration steps, l
is original label, and α is the move step
Output: traffic adversarial example xadv

(1) set xadv � x
(2) for i ∈ [0, N − 1]do
(3) loss L � cross entropy (l, ST(xadv))
(4) gradient G � ▽xadvL
(5) perturbation η � D · (αO(G)), where O(·) is shown in equation (8)
(6) set xadv � xadv + η
(7) if ST(xadv)≠ l and T(xadv)≠ l then
(8) break
(9) end if
(10) if xadv � x then
(11) break
(12) end if
(13) end for
(14) return xadv

ALGORITHM 2: Network flow adversarial example generate algorithm.
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SCR �
Number of same classified by the substitutemodel and targetmodel

Total number of the special attacks
. (12)

For different target models, the SCR values of the
substitute model for different types of attacks are shown in
Figure 5. In the dataset used for substitute model training,
normal network connections and Dos attacks account for a
higher proportion, and its SCR values are all around 99%.
On the contrary, Probing, U2l, and R2l account for a rel-
atively low percentage in the dataset, and their SCR values
are relatively low. For the U2r & R2l group with the lowest
SCR, the minimum SCR value is 50% and the maximum is
70%. However, since the number is very small in the whole
dataset, it has little effect on the total SCR value. In general,
the substitute model still has a high similarity decision
boundary with the target model.

6.3.2. Model Attack. Based on the types of black-box
malicious network flow detection models that we had
trained, and the method we used in this paper, for the
KDD99 dataset, the attack results are shown in Figure 6. )e
lower Recall of the adversarial examples under various at-
tacks reflect the great capacity of the adversarial attack in the
experiments.

As shown in Figure 6(a), the mean Recall of these
malicious traffic detection models is 91.8%, which means
that all of these models can very well identify malicious
attacks.

As shown in Figure 6(b), the average Recall of DoS under
all detection algorithms is 19.8%. )e results show the ex-
cellent performance of our black-box attack method in DoS.
Preferably, for the case of MLP, more than 94.2% of the
adversarial DoS network flow examples can evade the de-
tection of the IDS model in each test.

For the case of the Probing, the average Recall is 32.7%.
Although KNN shows better robustness, there are still a large
number of malicious attacks that evade detection of the
target model. On average, about 67.3% of the Probing
network flow adversarial examples can bypass the detection
of the target model.

And, in the worst case of U2R & E2L, the average Recall
of U2R & E2L under all detection algorithms is 42.5%, which
means that about 57.5% of the U2R & E2L network flow
adversarial examples can evade the detection of the target
model in average.

For the IDS2018 dataset, as mentioned above, we
summarized all the attack types into: Bot, Dos, Brute, and
Infiltration. Based on this, we trained three kinds of mali-
cious traffic detection models: the MLP, CNN, and ResNet.
)e Recall of these malicious traffic detection models is
shown in Figure 7(a), as we can see that all of these models
can very well identify malicious attacks with a mean Recall
reach of 90%. Similarly, we randomly choose 1000 samples
from each malicious attack and label them with the target
model. )en, we generate adversarial examples with our
method, and the results are shown in Figure 7(b). For the
MLP-based detection model, an average of 72.2% of mali-
cious traffic data can successfully bypass the detection of the
target model. Among them, the Dos attacks with high
success rate can successfully deceive the target model with
87% probability, and the Bot attacks with low success rate
also have 52.5% probability. For CNN and the ResNet-based
detection model, an average of 70% and 71% of malicious
traffic attack can successfully bypass the detection of the
target model, respectively, and among them, 99.9% of bot
attacks can successfully bypass the detection of the target
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model. )e adversarial examples show weak attacks against
Brute attacks, but more than 30% of the traffic data suc-
cessfully bypass the detection of the target model.

6.3.3. Effect of Sampling Rate on Black-Box Attack. In this
paper, we launch attacks on the substitute model in the
white-box model and then apply the adversarial example to
the target model. )e success rate of this method mainly
depends on the similarity of the gradient information and
decision boundary between the substitute model and the
target model. As shown in step 2 of Figure 2, the substitute
model is trained on Sρ which is the subset of S0, and the
sampling rate is the proportion of Sρ in S0. )e larger the
sampling rate, the closer Sρ is to S0, and the more likely it is
that the substitute model and the target model will have
similar decision boundaries. Based on this, we test on the
Kdd99 dataset, and take CNN as the black-box IDS model.
Different sampling rates are used in the sampling algorithm
to generate network flow adversarial examples, the result of
which is shown in Figure 8:

As shown in Figure 8, when the sampling rate is set to
10%, the adversarial examples for Dos can largely bypass
the detection of the target model. However, the perfor-
mance of the other two types is poor because DOS occupies
a large proportion in the dataset. When the sampling rate is
small, the proportion of probing and U2r&R2l in the sub-
dataset used for training the substitute model will be
smaller, and the substitute model cannot have very similar
decision boundaries with the target model. When the
sampling rate is more than 30%, the mean probability of the
adversarial examples of various attacks escaping the de-
tection of the target model does not change much.
)erefore, our method can generate the network flow
adversarial example effectively, even if the capacity of the
dataset used for training the substitute model is relatively
small.

6.3.4. Effect of Step Size on Black-Box Attack. As described in
step 3 of Figure 2, in the process of generating abnormal
network flow adversarial examples, the amount of perturbation
added to the original network flow data in a single iteration
depends on the gradient and the step size α. A proper step size α
can quickly generate effective adversarial examples. Based on
this, we test on the Kdd99 dataset, take CNN as the black-box
IDSmodel, and then use different step sizes α to craft abnormal
network flow adversarial examples, the results of which are
shown in Figure 9.

As shown in Figure 9, in the process of generating abnormal
network flow adversarial example, take probing as an example.
When the step size changes from 1 to 17, the recall rate de-
creases from 85% to nearly 30%. When α is 5 or 9, the average
Recall is going to be the lowest, about 33%, which means more
than 67% abnormal network flow examples can bypass the
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detection of the target machine-learning-based model. So it can
be seen that an appropriate step size has a big influence on the
success rate of adversarial example generation.

7. Conclusion

In this paper, we made a detailed comparison of the
adversarial example generation technology between the
field of computer vision and IDS, and we analyzed the key
points and corresponding solutions for making adver-
sarial examples in the field of IDS. Firstly, we train a
substitute model with a similar decision boundary with
the target model on the KDD99 dataset and the CSE-CIC-
IDS2018 dataset, and then extend the BIM algorithm to
craft adversarial examples with the structure and pa-
rameters of the substitute model. Finally, we check
whether the adversarial examples can bypass the detection
of the target model or not. Experiments show that our
method can effectively generate network flow adversarial
examples that can be applied to the real world and can
successfully fool most of the machine-learning-based
detection models.

In the future, we will further focus on the research of
adversarial example technology in the field of cybersecurity.
)e research will concentrate on two aspects: first, we will
directly apply the algorithm to real network traffic packets;
Secondly, we will study the more complex malicious attack
adversarial example technology based on multi-sensor data
on network devices.
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Internet of )ings brings convenience to the social life, at the same time, putting forward higher requirements for the security of
data transmission and storage. Security incidents based on industrial Internet of )ings have occurred frequently recently, which
should be given full consideration. )e identity-based authenticated key agreement protocol can solve these security threats to a
certain extent. Recently, a lightweight identity-based authenticated key agreement protocol for Industrial Internet of)ings, called
ID-2PAKA protocol, was claimed to achieve secure authentication and meet security properties. In this paper, we show that the
ID-2PAKA protocol is insecure in identity authentication and cannot resisting ephemeral key compromise impersonation attack.

1. Introduction

)e application field of the Internet of )ings is very ex-
tensive, especially in the industry [1]. As increasingly more
devices such as sensors are connected together [2], related
industries are getting closer and integrated with the In-
dustrial Internet of )ings (IIoT). IIoT can be regarded as a
high degree of integration of industrial automation systems
and IoT systems. With the explosive growth of industrial
information, the large amount of data generated in the
industrial production is a challenge for IIoT. How to ef-
fectively process, analyze, and record these data, and extract
the results of guiding suggestions for industrial production,
is the core difficulty of IIoT [3].

)e system architecture of IIoT is shown in Figure 1.)e
perception layer is composed of widely deployed physical
devices (such as sensors, actuators, manufacturing equip-
ment, facility utilities, and other industrial manufacturing
and automation related objects) and is responsible for real-
time collection of industrial environment and production
resource data. )e network layer makes short-distance ac-
cess and long-distance transmission of perception data a
reality, while the data processing layer is for fully mining and

utilizing the aggregated perception data. )e application
layer is composed of various industrial applications, in-
cluding smart factories and smart supply chains. )ese
intelligent industrial applications utilize numerous sensors
and actuators to achieve real-time monitoring, precise
control, and effective management.

With attendant, incidents based on IIoT security have
occurred frequently recently. For intruders, attacks on IIoT
systems can attract more attention or get more than attacks
on IoTsystems in other industries. Attackers have adopted a
variety of intrusion methods, such as the leakage of in-
dustrial key data, and the illegal hijacking and manipulation
of interconnected terminals [4]. )e IIoT relies on modern
and mature industrial automation systems and integrates a
large number of technologies and applications from the
fields of communications and computers. )e wide appli-
cation of the IoT puts forward more strict security re-
quirements for data transmission and storage. )erefore,
some traditional network attack methods are also suitable
for IIoTsystems. A large number of attacks have occurred in
the past few years. Exposing the various hidden dangers of
IIoT in terms of information security is a major obstacle to
the rising trend of IoT.
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Specifically, the security threats faced by IIoT can be
divided into two categories, namely, the hidden dangers of
the internal structure of IIoT and the hidden dangers of
external network attacks. Among them, attacks against
external networks have the characteristics of wide coverage,
multiple levels, and diverse attack methods. )e solutions to
these security problems usually use a mixture of computing,
encryption, image processing, and identity authentication.

Applying cryptography to network communication can
solve these security threats to a certain extent. Cryptography
realizes the encryption, decryption, user identity authenti-
cation, key agreement, and privacy protection of important
information through strict mathematical theories. It is one
of the important means to protect communication security.
)e key agreement protocol is an important branch of
cryptography, which refers to the rule that two or more
parties in communication negotiate a symmetric encryption
key on a common channel before formal communication.
)e key agreement protocol determines the security of the
symmetric encryption key and thus determines the infor-
mation security of the communication participants.
)erefore, the study of session key agreement protocol can
strengthen the security of the network to a certain extent,
and it is of great significance to the protection of personal
privacy and commercial interests.

Traditional key agreement protocols use certificates to
authenticate the participants of the protocol, which are easy
to be forged and tampered with. )erefore, the traditional
session key agreement protocol still has certain deficiencies
in security. )e identity-based authenticated key agreement
(ID-AKA) protocol integrates identity authentication into
the key agreement process, avoiding the use of digital

certificates and improving the security of the key agreement
protocol [5, 6]. According to whether bilinear pairing is used
in the ID-AKA protocol, it can be divided into the ID-AKA
protocol based on bilinear pairing and the ID-AKA protocol
without bilinear pairing. Although the ID-AKA protocol
without bilinear pairing has an advantage over the ID-AKA
protocol based on bilinear pairing in terms of computational
efficiency, the ID-AKA protocol without bilinear pairing is
not satisfactory in terms of security [7]. Bilinear pairing
operation is a computationally intensive operation, so ID-
AKA protocol based on bilinear pairing has obvious
shortcomings in computational efficiency. )is affects the
comprehensive performance of the ID-AKA protocol based
on bilinear pairs and also seriously affects its practical ap-
plication range [8].

In this paper, we analyze the ID-2PAKA protocol for
IIoT environments from [9] in terms of a security per-
spective and discover some insecure threats. When the
protocol is analyzed, it is insecure in terms of identity au-
thentication. Moreover, there were some threats in resis-
tance to ephemeral key compromise impersonation attack.

)e organization of this paper is arranged as follows.
Related works are firstly introduced in Section 2. )en, we
briefly review the ID-2PAKA protocol in Section 3. Fur-
thermore, Section 4 points out the weaknesses of the ID-
2PAKA protocol. Conclusion will be given in Section 5.

2. Related Work

In recent years, cyberattacks against industrial IoT systems
have emerged one after another, showing a continuous
upward trend. )e security issues of industrial IoT systems

Perception layer

Network layer

Data processing layer

Application layer

Signal processer Sensors

Figure 1: IIoT system architecture.
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have attracted great attention in the information security
industry.

In view of the security issues of the IoT, a large number
of security mechanisms have been proposed [10, 11], es-
pecially the wireless sensor network as an important sup-
porting technology of IoT. In [12], in response to the
vulnerability of wireless sensor network nodes and limited
resources, Zhou and Xiong propose a lightweight smart
card-based wireless sensor network user authentication
scheme, which is based on random values as temporary keys.
)rough the request-response handshake mechanism to
ensure the two-way authentication between the user and the
gateway node, this solution avoids the problem of asyn-
chrony between the smart card and the gateway node. )e
literature [13] presents a two-factor authentication protocol
that provides a powerful authentication and session key
establishment process. )e protocol resists the threat of
multiple users logging in with the same identity. )e au-
thentication process does not require public key operations,
and it uses a cryptographic hash function to achieve higher
efficiency.

)e literature [14] proposes a new method adapted to
resource-constrained wireless sensor networks. Only legit-
imate users can access node resources, and illegal users are
denied access. )e solution is based on ID technology and
elliptic curve cryptosystem (ECC), which provides mutual
authentication and key agreement processes between users
and nodes. In [15], Liu et al. analyze the wireless sensor
network in the perception layer of the IoT and propose an
identity authentication scheme for the wireless sensor net-
work. )e scheme uses ECC, protecting the data confi-
dentiality and integrity of the perception layer of the IoT.
However, this scheme only protects the data security of the
perception layer of the IoT system and does not protect the
IoT terminal devices at the perception layer.

At present, many key agreement protocols for the IoT
environment pay more attention to lightweight require-
ments [16, 17]. In 2016, Farash et al. [18] improved the key
agreement protocol based on heterogeneous sensor network
proposed by Turkanovic. )e improved version can
strengthen the security level. Srinivas et al. [19] proposed a
chaotic mapping-based key agreement protocol for IIoT
environment. However, the author uses a weaker model to
prove the protocol; thus, there is still room for further
improvement in the security of the protocol.

In addition to the traditional key agreement protocol,
some other methods have also been introduced into the field
of IIoT security protection. Recently, Xiong et al. [20]
combined data encryption with game theory, designing a
personalized privacy protection framework. )e advantage
is to find a reasonable balance between retaining quality of
crowdsensing services and privacy. Besides, in order to solve
the key management problem of dynamic wireless sensor
networks in IIoT, Tian et al. [21] presented a key man-
agement scheme based on blockchain. )is scheme used
stake blockchain to replace the base station to implement key
management, avoiding the security threats of untrusted base
stations. )e summary of literature studies is given in
Table 1.

3. Review of ID-2PAKA Protocol

A brief introduction of ID-2PAKA protocol will be given in
this section. It consists of three phases: setup phase, private-
key generation phase, and session key agreement phase. )e
notations and the corresponding meanings used in ID-
2PAKA protocol are shown in Table 2.

)ere are three entities participating in ID-2PAKA
protocol: the initiator P1, the responder P2, and the PKG.
Among them, the PKG is only responsible for generating the
identity-based private key of Pi(i � 1, 2). Other details can
be depicted in the following subsections.

3.1. Setup Phase. In setup phase, the PKG generates the
system parameters according the security parameter k:

(1) With a given security parameter k, the PKG chooses
a prime number q greater than 2k, then generates an
additive cyclic group G1, and a multiplicative group
G2 of order q. )e generator of G1 is P.

(2) )e PKG chooses a bilinear map e: G1 × G1⟶ G2.
(3) )e PKG chooses two one-way hash functions

Hi(i � 1, 2): 0, 1{ }∗ ⟶ 0, 1{ }q.
(4) )e PKG randomly chooses a master private key

s0 ∈ Z∗q and computes the master public key
P0 � s0P.

(5) )e system parameters are set as
q, G1, G2, P, e, H1, H2, P0 , public to all entities.

3.2. Private-Key Generation Phase. In this phase, the iden-
tity-based private keys and the corresponding public keys of
Pi(i � 1, 2) are generated by the PKG. )e main details are
shown in Figure 2:

(1) Pi(i � 1, 2) submits the identity IDi(i � 1, 2) to the
PKG.

(2) )e PKG first authenticates the legality of
IDi(i � 1, 2), then computes the public key
qi � H1(IDi) and the identity-based private key
Pri � (s/(s + qi)).

3.3. Session Key Agreement Phase. )is phase is executed
between the initiatorP1 and the responderP2.)e details are
described in Figure 3:

(1) )e initiator P1 chooses a random number r1 ∈ Z∗q ,
then computes ψ1 � r1P and σ1 � r1Pr1. )en, P1
sends the tuple ψ1, σ1  to the responder.

(2) After receiving ψ1, σ1  from P1, the responder P2
chooses a random number r2 ∈ Z∗q , then computes
ψ2 � r2P and σ2 � r2Pr2. Finally, P2 sends the tuple
ψ2, σ2  to P1.

(3) After receiving response of P2, P1 first verifies
whether the equation e(σ2, P0 + q2P) � e(ψ2, P0)

holds, where q2 � H1(ID2). If verified, P1 computes
X � r1ψ2 and sets the session key as
sk1 � H2(ID1

����ID2
����ψ1

����ψ2
����X).
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(4) In the same way, P2 first verifies whether the
equation e(σ1, P0 + q1P) � e(ψ1, P0) holds, where
q1 � H1(ID1). If verified, P2 computes X � r2ψ1 and
sets the session key as sk1 � H2(ID1

����ID2
����ψ1

����ψ2
����X).

Remark. )e consistency of the computation is verified as

e σ1, P0 + q1P(  � e r1
s

s + q1
P, s + q1( P ,

� e r1sP, P( ,

� e r1P, sP( ,

� e ψ1, P0( ,

e σ2, P0 + q2P(  � e r2
s

s + q2
P, s + q2( P ,

� e r2sP, P( ,

� e r1P, sP( ,

� e ψ1, P0( .

(1)

4. Security Analysis of ID-2PAKA Protocol

)ere are some security vulnerabilities in the proposed ID-
2PAKA protocol that cannot be ignored, which will be
introduced in detail in this subsection. )e security
analysis of ID-2PAKA protocol in this paper is based on
the theory of eCK model, which is mainly composed of

Ephemeral Key Compromise Impersonation Attack and
Secure Authentication.

In the idea of eCKmodel, we can consider the security of
the scheme from the perspective of leaking any two keys,
except for leaking the long-term private key and temporary
private key of a communicating party at the same time. )e
security analysis of ID-2PAKA protocol is given as follows.

4.1. Ephemeral Key Compromise Impersonation Attack.
After analysis, when the ephemeral keys r1 and r2 of both
communicating parties are leaked, the adversary A can
recover the corresponding session key according to the
leaked messages. )us, ID-2PAKA protocol cannot resist
ephemeral key compromise impersonation attack. )e de-
tails are described in the following.

In the case that r1, r2 are known to A and q, G1,

G2, P, e, H1, H2, P0} are public to all entities, so that A can
compute ψ1 � r1P, ψ2 � r2P and X � r1r2P. )e session key
is computed as sk1 � H2(ID1

����ID2
����ψ1

����ψ2
����X). In this way,

the adversary can easily compute the vital session key
without having to do any modification or insertion
operations.

4.2. Secure Authentication. In addition to the ephemeral key
compromise impersonation attack, the ID-2PAKA protocol
is also insecure in terms of identity authentication. )e
verification of either party to the other is based on the
equation e(σ1, P0 + q1P) � e(r1(S/(s + q1))P, (s + q1)P).
However, the equation is essentially established by relying
on the ephemeral key r1. )e processes of disguising P1 and
P2 and completing the session key agreement phase are
described below.

If A pretends to be P1, she first chooses r1′ ∈ Z∗q , then
computes ψ1′ � r1′P0 + r1′q1P and σ1′ � r1′P0, finally sends the
tuple ψ1′, σ1′  to the responder. )e responder P2 verifies the
equation e(σ1′, P0 + q1P) � e(ψ1′, P0). )e correctness is as
follows:

e σ1′, P0 + q1P(  � e r1′P0, P0 + q1P( ,

� e r1′sP, s + q1( P( ,

� e r1′ s + q1( P, sP( ,

� e ψ1′, P0( .

(2)

Table 1: )e summary of literature studies.

Literature studies Description Application
[10, 11] Security mechanisms For wireless sensor networks
[12] A lightweight smart card-based authentication scheme For wireless sensor networks
[13] A two-factor authentication protocol For wireless sensor networks
[14] Uses ID technology and elliptic curve cryptosystem For resource-constrained wireless sensor networks
[15] Protects the data security For the perception layer
[16, 17] Key agreement protocols For lightweight IoT environment
[18] An improved key agreement protocol For heterogeneous sensor network
[19] Uses chaotic mapping For IIoT environment
[20] Combines data encryption with game theory For privacy protection in IIoT
[21] Uses stake blockchain For dynamic wireless sensor networks

Table 2: )e notations.

Notations Meanings
k Security parameter
G1 An additive cyclic group
G2 A multiplicative group
q )e prime order of G1 and G2
p )e generator of G1
s0 )e master private key
P0 )e master public key
Hi(i � 1, 2) )e secure hash functions
Pi(i � 1, 2) )e users
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In the same way, A can pretend to be P2. First, A
chooses r2′ ∈ Z∗q , then computes ψ2′ � r2′P0 + r2′q2P and
σ2′ � r2′P0, finally sends the tuple ψ2′, σ2′  to the initiator. )e
initiator P1 verifies the equation e(σ2′, P0 + q2P) � e(ψ2′, P0).
)e correctness is as follows:

e σ2′, P0 + q2P(  � e r2′P0, P0 + q2P( ,

� e r2′sP, s + q2( P( ,

� e r2′ s + q2( P, sP( ,

� e ψ2′, P0( .

(3)

5. Conclusions

Secure communication is a vital point in IIoT environment,
which should be given full consideration. )ere are many
ID-AKA protocols for IIoT environments suffer from a
variety of attacks. ID-AKA protocols based on bilinear
pairing have advantage in terms of security. In this paper, we
analyze the ID-2PAKA protocol, which is a lightweight
identity-based authenticated key agreement protocol for
industrial Internet of )ings proposed by Gupta et al. re-
cently. )e analysis results show that the ID-2PAKA pro-
tocol cannot obtain the secure identity authentication or
resist ephemeral key compromise impersonation attack. )e
main reason for this situation is that there are some security
flaws in the misusage of ephemeral key and long-term
private key.
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Proactive defense is one of the most promising approaches to enhance cyber-security in the power systems, while how to balance
its costs and benefits has not been fully studied. ,is paper proposes a novel method to model cyber adversarial behaviors as
attackers contending for the defenders’ benefit based on the game theory. We firstly calculate the final benefit of the hackers and
defenders in different states on the basis of the constructed models and then predict the possible attack behavior and evaluate the
best defense strategy for the power systems. Based on a real power system subnet, we analyze 27 attack models with our method,
and the result shows that the optimal strategy of the attacker is to launch a small-scale attack. Correspondingly, the optimal
strategy of the defender is to conduct partial-defense.

1. Introduction

Energy is one of the most important forces to promote the
development of industry in the entire society. ,e energy
systems, the only channels for energy transmission, are
responsible for the stable transmission of energy. As the
primary branch of the energy systems, the power systems
have been the focus to be assaulted in recent years [1]; in
2010, a power plant in Iran was attacked by the Stuxnet virus,
which made the Iranian nuclear power plant lose its power
generation capacity for a short time [2]; in 2014, the
malicious software Black Energy invaded into USA power
turbines during which USA power systems suffered a total of
no less than 79 hacker attacks; in 2015, Ukrainian power
systems were attacked by a malicious code, which caused a
large-scale blackout; in 2016, a great many computers of the
power systems, attacked in Israel by hackers, were in a
suspended state; in 2019, many major hydropower stations
in Venezuela were under cyber-attack, which occurred in
more than half of the regions with a large-scale power outage
for more than 6 days.

,e fundamental reason that energy systems such as the
power systems can be frequently attacked successfully is that
the protection strategy of each system is passive and static
and it does not have an autoimmune function [3]. For such
prominent problems, a lot of researches on proactive defense
have been conducted in the industry areas and the related
works include moving target defense, mimic defense, and
end-to-end hopping [3, 4]. ,e abovementioned proactive
defense technologies have made considerable progress in
theory, but the disadvantage is that it needs to take a huge
cost to build a system with the above defense attributes,
which is often unbearable. For the sake of solving this
problem, many scholars have applied game theory to net-
work security defense, but so far, there have been fewer
reports on game theory that can be employed to solve se-
curity problems in the real power production systems.

In this paper, we firstly introduce some related typical
works in the field of active and proactive defense. Secondly, a
single and dual game model between the hackers and de-
fenders of the power systems, based on the introduction of
game theory, is constructed.,en, the established attack and
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defense model is verified by the production environment
attack data from a real power systems subnet. Finally, the
model that matches the real production environment is used
to predict the hostile attack strategy in the next month and
the key defense points of the power systems under the
current situation are given.

,e significant contribution of this article is to provide a
qualitative method for evaluating external attacks for the
power systems, which is as follows: the idea with the revenue
of the power systems being robbed is proposed for the first
time; taking a subnet in a real power systems as an example,
three single and dual attack and defense models are dis-
cussed in detail, respectively; the theoretical model in line
with the real production environment was established and
verified by the attack data in actual production; the best
revenues of the attack and defense sides are calculated
separately, and the best defense modes for the power systems
when facing different attack scales are given. Overall, the
main contributions of our works are as follows:

(1) Compared with the mimic defense and moving
target defense methods in the current industry, we
propose a relatively low-cost proactive defense
method based on game theory.

(2) By calculating the best benefits of the attacker and
defender in the game, we can predict the most likely
attack behavior and provide more targeted defense
strategy for the power systems.

(3) We have evaluated the benefits of the three combined
attack strategies that are closer to the actual attack
situations for both the attacker and defender and
verified it with actual attack data.

2. Related Work

Currently, there are many related reports on active defense
on active network defense, mainly including moving target
defense (MTD), mimic security defense (MSD), end in-
formation hopping (EIH), game theory defense technologies
(GTD), and information theory approach (ITA) [5, 6].
Deformation networks, adaptive computer networks, self-
cleaning networks, and open-flow random host conversion
technologies are widely reported in MTD, and the essence of
them is to make it difficult for an attacker to accurately grasp
the information of the target systems by proactively
changing its relevant configuration within a certain time
interval. ,e advantage of this theory is that it can improve
the security of the systems attacked by forcing the attacker to
continuously increase attack cost, but the pain points inside
are needing a huge available configuration space to support
the operation of this defense technology. ,e concept of
MSD is fairly similar to that of MTD. Both technologies
enable defenders to realize rapid migration in a diverse
environment, thereby augmenting the difficulty degree of
the hackers. Compared with MTD, MSD has more het-
erogeneous redundant architectures with the disadvantages
that require huge investment cost, while MTD provides
limited heterogeneous redundant architectures, which can
be regarded as a special case of MTD. EIH, composed of

early warning, collaborative control, information manage-
ment, and task switching function modules, mainly protects
the two communication parties by changing crucial infor-
mation such as the protocol, address, and port between the
two communication ends. GTD is a network defense
technology based on game theory, which belongs to the
theory of beforehand decision analysis and has been used in
the field of network security for many years. Although the
abovementioned methods have a certain effect on the actual
environment, the common problem is that these designs are
expensive.

Game theory is an ideal solution to the problem of high
cost in proactive defense methods. Many scholars have done
a lot of research on it. Radha et al. proposed a game theory
optimization routing framework for wireless networks,
which provided a solution for the realization of low-energy
routing [7]. Zhu and Basar explored the game mechanism of
the optimal cross-layer flexible control system to enhance
the robustness and security of the cyber-physical system [8].
Zhao et al. studied the game theory model based on the
distribution market and solved the problem of the coordi-
nated operation of multiple microgrids [9]. Rass and Zhu
analyzed the defense-in-depth strategy of advanced persis-
tent threats and proposed a method to deal with the threats
[10]. Chen et al. used dynamic game theory to design a
network protection and recovery system for infrastructure to
ensure reliable service provision [11]. Miao et al. established
a zero-sum mixed state random game model to solve dif-
ferent types of attacks on cyber-physical systems [12].

,e abovementionedmethod based on game theory does
solve many relevant network security problems. However, it
neither calculates the value of offense and defense benefits
nor does it use real-world attack data of power systems to
verify its theoretical model. ,erefore, the problem solved in
this paper is how to use game theory to model real industrial
control systems and how to qualitatively give the best
protection strategy for power systems.

3. Preliminaries

3.1. Bayesian Game &eory. Bayesian game is also called
incomplete information game, which means that at least one
player among multiple players is not completely clear about
the revenues or revenue functions of the remaining players.
In this article, incomplete information means that the de-
fender on the power systems does not know the method and
purpose of the hackers. Similarly, the hackers are not fully
aware of the power systems. ,us, we need to introduce the
Bayesian game model to analyze the possible behaviors and
revenues of both parties. Bayesian game is not repeated here
because the existing literature is very detailed about it
[13, 14].

3.2. Attack and Defense Model Construction of the Power
Systems. Many factors that affect the safe operation of the
power systems and the main targets that most likely to be
attacked are focused on, including the host, network, and
management. Here, we primarily build the single and dual
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models of the power systems among which the single models
include host, network, and management model and the dual
models include host and network, host and management,
and network and management model.

Under normal circumstances, a considerable revenue,
recorded as the total revenue s, can be obtained by defenders
from their assets inside the power systems. In consideration
of the assets characteristics with wide coverage and multi-
faceted feature, there will always exist potential security
vulnerabilities and this part, denoted as l, is defined as the
inherent loss. ,e hackers frequently utilize various vul-
nerabilities in an attempt to reduce the defender’s revenue.
At this time, the hackers’ benefit and cost are proportional to
the attack size. When the defense side detects that the
malicious forces from outside are attempting to damage the
power system, it will consume a certain cost and adopt
corresponding defense strategies to intercept. Once the
power system is severely damaged, it needs at a significant
cost to repair it. In this paper, the deliberate attack scale from
the outside world is divided into three categories: large-scale,
small-scale, and no-attack.,e defense strategy in the power
systems is divided into complete-defense, partial-defense,
and no-defense. Judging from the data about the centralized
attacks on the power systems organized by government
departments every year, the main targets of the attack are the
host, network, and management. ,e corresponding risk
levels are 2, 3 and 2, respectively. According to the respective
damage levels, specific values are assigned to the parameters
in themodels, as shown in Figure 1, and the specific meaning
is listed in Table 1. Besides, the original benefits in the
adversarial sides are increased by 10 to be convenient for
processing data.

3.3. Single Attack-Defense Models

3.3.1. Host Attack-Defense Model. Considering that each
attack/defense is a frequently organized and complicated
process, all kinds of costs and revenues here are relative
values and greater than zero. ,e expenditure cost from the
hackers on large-scale, small-scale, and no-attack can be
expressed as a matrix sa, and the expenditure cost of the
power systems on complete-, partial-, and no-defense can be
expressed as a matrix sd:

sa �

− t

− (t − Δt)

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

sd �

− p

− (p − Δp)

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(1)

,ere are three defense modes for the power systems to
choose each time, and every defense mode may face any
attack strategies from outside. In the following, the overall
revenue matrix se obtained by the hackers is given in detail,
among which the complete-, partial-, and no-defense in the
power systems are taken as row vectors and the large-scale,

small-scale, and no-attack from the attackers are used as
column vectors, respectively:

se �

q q + Δq q + n
∗Δq

Δq q q + Δq

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

At this time, according to the abovementioned discus-
sion of various parameters in both sides, the total revenue of
the hackers under different attack strategies corresponding
to the different defense modes can be calculated, as shown in
Figure 2. In the complete-defense mode, Figure 2(a) shows
that the gained revenue by the hackers reaches maximum
when they adopt large-scale strategy, with the result that the
revenue in the power systems is forced to drop to the
bottom, but the cost paid by the hackers is also huge. In
partial-defense mode, Figure 2(b) reveals that the two sides
reach the Nash equilibrium when the hackers use small-scale
strategy. In no-defense mode, Figure 2(c) indicates that both
sides also reach the Nash equilibrium when the hackers
employ a small-scale strategy. It can be concluded that the
probability of adopting small- and large-scale strategies for
the hackers, respectively, is 2/3 and 1/3 corresponding to the
three defense modes that the defender can choose. ,ere-
fore, the small-scale attack should be paid close attention to
in-host attack and defense model.

3.3.2. Network Attack and Defense Model. ,e construction
process of the network attack and defense model is the same
as that of the host, and the cost of both sides is exactly the
same as the matrix (1). Considering the openness and ac-
cessibility of the network, the extent of injury from an at-
tacker via the network is slightly higher than that of the host,
so its specific revenue is shown in the following matrix:

se
′ �

2q 2q + Δq 2q + n
∗Δq

n
∗Δq 2q 2q + Δq

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)
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Table 1: Summary of symbols and meaning.

Symbols Meaning
t ,e cost of a large-scale attack
t − Δt ,e cost of a small-scale attack
p − Δp ,e cost of a partial-defense
q ,e benefit made by the attacker with launching a large-scale attack when the defender is in a state of complete-defense
q+Δq ,e benefit made by the attacker with launching a large-scale attack when the defender is in a state of partial-defense
q+ n∗Δq ,e benefit made by the attacker with launching a large-scale attack when the defender is in a state of no-defense
q ,e benefit made by the attacker with launching a small-scale attack when the defender is in a state of partial-defense
q+Δq ,e benefit made by the attacker with launching a small-scale attack when the defender is in a state of no-defense
l Inherent loss
s ,e total benefit obtained by the defender using its own assets
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Figure 2: Under (a), (d), and (g) complete-defense mode, (b), (e), and (h) partial-defense mode, and (c), (f ) and (i) no-defense mode, both
sides benefit when the hackers launch different attack strategies.
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Next, according to the cost of both sides and the revenue
obtained by the hackers, we have calculated their total
revenues in different states, as shown in Figure 2. Although
the defender chooses complete-defense mode in Figure 2(d),
the hackers still make very considerable gains by using large-
scale strategy, owing to the network openness and its own
various flaws such as protocol loopholes. Furthermore, the
hacker revenue in Figure 2(d) is higher than that of the
power systems and both sides have reached the Nash
equilibrium, but considering the cost, this attack strategy will
only be employed at a particular moment; in partial-defense
mode, both sides reach the Nash equilibrium when the
hackers adopt the small-scale strategy, and the revenue of the
hackers is greater than that of the power systems, as shown
in Figure 2(e); in no-defense mode, Figure 2(f) displays that
the two sides also reach the Nash equilibrium when the
hackers use small-scale strategy. At this moment, the hackers
reach the optimal value in terms of costs and revenues.

In these three defense modes, the probability of small-
scale strategy (2/3) is greater than the probability of large-
scale strategy (1/3). It is worth noting that the conditions for
the emergence of large-scale strategy are that the defender
must select complete-defense mode and the hackers are
willing to be at all costs.

3.3.3. Management Attack and Defense Model. ,e con-
struction of the management attack and defense model is
also similar to the network and the cost of both sides is
identical with matrix (1). Different from the above-
mentioned network attack and defense model, the degree of
attack severity through management defects is lower than
that of the host, and its specific revenue is presented in the
following matrix:

se
″ �

q
1/2

q
1/2

+ Δq q
1/2

+ n
∗Δq

Δq1/2 q
1/2

q
1/2

+ Δq

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4)

,en, based on the known costs and the gains obtained,
the total revenues of the attack and defense parties in dif-
ferent states can be calculated, as shown in Figure 2.,e data
in Figure 2(g) indicate that the cost paid by the hackers is far
higher than their revenues when large- and small-scale
strategies are adopted. It can be inferred from the above that
the best attack strategy of the hackers is to keep a static state
and then both sides reach the Nash equilibrium with the
defender being in complete-defensemode. In partial-defense
mode, the hackers would try to remain stationary since
Figure 2(h) indicates that the revenue of the hackers, al-
though higher than in other cases, is still minimal with large-
scale attacks. As a result, the power systems achieve the
maximum revenue with a state of Nash equilibrium. Ob-
viously, the situation in Figure 2(i) is similar to Figure 2(h).

In the management attack and defense model, it is fairly
difficult for the hackers to find out a breakthrough point to
invade the power systems because the various management
measures on it are relatively complete.,erefore, the smartest
choice for an attacker is to use a static observation strategy.

3.4. Dual Attack and Model

3.4.1. Host and Network Attack and Defense Model. In the
general host and network policy configuration process, the
security policy configuration of the host or network is
usually completed first, and then the rest of the policy
settings are completed in turn. ,e default security policy
setting order in this part is host network. It is known that
many security policies are often universal. Here, the security
policies that have been set in the host and can be used in the
network are recorded as cost savings. ,e following lists the
cost savings matrix ss of the host in complete-, partial-, and
no-defense:

ss �

τ

τ − Δτ

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

According to the cost saved by matrix (5), it can be
calculated that the defense cost paid by the power systems in
the case of complete-, partial-, and no-defense of the host is
displayed in the matrix s1, s2, and s3:

s1 �

− p + τ

− (p − Δp) + τ

τ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

s2 �

− p + τ − Δτ

− (p − Δp) + τ − Δτ

τ − Δτ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

s3 �

− p

− (p − Δp)

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(6)

that the overall revenue required by various attack methods
minus its cost is the ultimate revenue of the attack side. ,e
final revenue on the power systems is that its total revenue
subtracts the inherent loss, defense cost, and the plundered
revenue.,us, under the complete-, partial-, and no-defense
of the host, the total revenue of the attack side can be gotten
via the calculation process provided above, which is the
average of the sum of the revenues of the corresponding host
and network single model, as shown in the following matrix:

s
I
hc �

3q

2
(3q + 2Δq)

2
(3q + 2nΔq)

2

(n + 1)Δq
2

3q

2
(3q + 3Δq)

2

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

Facing the three defense modes of the power systems,
Figure 3 analyzes the final revenue that an attacker can
achieve by using three different attack strategies. In the first
place, we discuss the revenues of the attack and defense sides
when the host is in complete-defense mode: with the net-
work being complete-defense, the most likely outcome is
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that the attack side would adopt large-scale strategy to
maximize its revenue, which is very close to the value of the
power systems in Figure 3(a). In Figure 3(b), the revenue
obtained by the hackers using small-scale strategy is almost
equal to that obtained with large-scale strategy, and the two
sides reach the Nash equilibrium; therefore, the possibility of
suffering small-scale attack is the greatest in the case of
network partial-defense; Figure 3(c) shows that the attack
revenue is higher than that of the other two strategies when

small-scale strategy is employed by an attacker to destroy the
power systems, which enable the two sides to reach the Nash
equilibrium, it is why most of the outside invaders launch
small-scale strategy when the network is in no-defense.

Afterwards, we discuss the revenue made by the attack
and defense sides when the host is in partial-defense mode:
as shown in Figure 3(d), small-scale strategy is the most
unfavorable tactic for the hackers and its revenue is negative,
while large-scale strategy makes the hackers’ revenue
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Figure 3: Under (a) Complete-defense of host and network, (b) complete-defense of host and partial-defense of network, (c) complete-
defense of host and no-defense of network, (d) partial-defense of host and complete-defense of network, (e) partial-defense of host and
network, (f ) partial-defense of host and no-defense of network, (g) no-defense of host and complete-defense of network, (h) no-defense of
host and partial-defense of network, and (i) no-defense of host and network, both sides benefit when the hackers launch different attack
strategies.
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basically equal to that of the power systems and the both
sides reach the Nash equilibrium. ,e data in Figure 3(d)
indicates that the power systems are more likely to be
subjected to large-scale attacks when the network is set as
complete-defense mode; obviously, small-scale strategy
makes the revenue of the attack and defense parties achieve
the Nash equilibrium, as shown in Figure 3(e), which
demonstrates that the most probable attack strategy is to
launch a small-scale attack when the network is in partial-
defense mode; the situation in Figure 3(f) is extremely
similar to Figure 3(e).

Finally, we discuss the revenues of the attack and defense
sides when the host is in no-defense mode: it can be seen
from Figure 3(g) that small-scale strategy not only fails to
break the defense of the power systems but also makes the
attack side pay a huge price. On the contrary, large-scale
strategy can maintain the revenues of both parties at a
balanced point. Consequently, it must be alert to large-scale
attack from the enemy when the network adopts complete-
defense; the hackers utilize small-scale strategy to receive the
same revenue as the power systems, and the two sides have
reached the state of Nash equilibrium, as shown in
Figure 3(h), when the network adopts partial-defense. At
this time, we must pay more attention to the loss caused by
small-scale strategy adopted by the attack side; when the
network adopts no-defense, Figure 3(i) displays that small-
scale strategy launched by the hackers has the largest gain
and is also the most desirable strategy compared with the
cost paid by large-scale strategy. ,us, small-scale strategy
remains the focus of attention.

Based on the above discussion, this part lists nine
possible combinations in host and network attack and de-
fense model among which the probability that the hackers
may adopt large- and small-scale strategies is 3/9 and 6/9,
respectively.,erefore, it is critical to be aware of small-scale
strategy implemented by the attack side for most of the time.
In special circumstances, the possibility of an attacker
launching a large-scale strategy is not ruled out.

3.4.2. Host and Management Attack and Defense Model.
,e possibility of an attacker carrying out a malicious attack
on the host andmanagement is also bound to exist.,emain
discussion here is to consider the establishment of host and
management attack and defense model when the host se-
curity policy has been completed. In view of the low cross
degree of the security strategy between the host and man-
agement, the cost saving matrix ss′ of the host during
complete, partial-, and no-defense is as follows:

ss
′ �

τ1/2

τ1/2 − Δτ1/2

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (8)

Similarly, according to the cost saved in matrix (8), the
defense costs paid by the side of the power systems in the
above three cases (complete-, partial-, and no-defense) can
be calculated, respectively, as the matrix s1′, s2′, and s3′ as
follows:

s1′ �

− p + τ1/2

− (p − Δp) + τ1/2

τ1/2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

s2′ �

− p + τ1/2 − Δτ1/2

− (p − Δp) + τ1/2 − Δτ1/2

τ1/2 − Δτ1/2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

s3′ �

− p

− (p − Δp)

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(9)

,e calculation process of the total revenue of the
hackers in this type of model is similar to matrix (7). ,e
total revenue here is the average of the sum of the corre-
sponding host and management single model, as shown in
the following matrix:

s
I
hm �

q + q
1/2

2
q + q

1/2
+ Δq + Δq1/2

2
q + 2nΔq + q

1/2
 

2

Δq + Δq1/2 

2
q + q

1/2

2
q + 2Δq + q

1/2
 

2

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

Under the three defense modes on the power systems,
Figure 4 analyzes in detail the final revenues made by the
attack and defense sides when the hackers adopt three dif-
ferent attack strategies. For the host in complete-defense
mode, the final revenue of the both sides is revealed in
Figures 4(a) and 4(c), respectively: when the management is
in complete-defense, the average revenue of the three different
attack strategies of the hackers is 9.66, which is significantly

lower than the situation where the management is in partial-
and no-defense, as described in Figure 4(a). At this time, the
hacker’s choice of large-scale strategy can effectively prevent
the power systems from maximizing its revenue, but the own
revenue performance of the attack side is fairly poor so that
there are two possible options for the hackers: large-scale
attack or no-attack; when the management is in partial-
defense, small-scale strategy used by the attack side makes the
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most significant contribution to its overall revenue, and the
two sides have reached the Nash equilibrium. In this defense
mode, the hackers are most likely to employ a small-scale
strategy, as shown in Figure 4(b), as shown in Figure 4(c), the
revenue of small-scale strategy is not only close to that of
large-scale strategy but also the paid cost from small-scale
strategy is much smaller than that of the large-scale strategy.
From the perspective of maximizing revenue, the attack side
will still choose a small-scale strategy when the management
side is in no-defense.

For the host in partial-defense mode, the final revenues
of both sides are displayed in Figures 4(d) and 4(f ), re-
spectively: in Figure 4(d), the revenue from utilizing small-
scale strategy is about half that of the power systems, and it is
the least of the three attack strategies. In view of that, the
hackers have two options along with the management being
in complete-defense: one is to be forced to adopt large-scale
strategy when necessary to suppress the revenue of the
power systems to reach maximum, and the other is to re-
main stationary to avoid its own loss; in Figure 4(e), the
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Figure 4: Under (a) complete-defense of host and management, (b) complete-defense of host and partial-defense of management,
(c) complete-defense of host and no-defense of management, (d) partial-defense of host and complete-defense of management, (e) partial-
defense of host andmanagement, (f ) partial-defense of host and no-defense of management, (g) no-defense of host and complete-defense of
management, (h) no-defense of host and partial-defense of management, and (i) no-defense of host and management, both sides benefit
when the hackers launch different attack strategies.
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defender achieves the biggest revenue when the hackers
employ small-scale strategy, while the hackers get the
maximum revenue with large-scale strategy. However, the
maximum revenue obtained by the hackers through large-
scale strategy is very close to the value obtained by small-
scale strategy. To minimize cost and maximize revenue, the
hackers have the highest probability of choosing small-scale
strategy when the management side is in partial-defense; in
Figure 4(f ), the attack and defense parties arrive the Nash
equilibrium when the hackers launch a small-scale strategy.
Taking into account the respective costs and game issues, at
this time, the revenues of both parties also reach each
maximum value.

For the host in no-defense mode, the final revenues of
the both sides are described in Figures 4(g) and 4(i), re-
spectively: from Figure 4(g), it can be inferred that the
revenue inside the power systems is obviously lower than
that in Figures 4(a) and 4(d) in order when the management
side is set as complete-defense mode; similarly, the revenue
inside the power systems in Figure 4(h) is lower than
Figures 4(b) and 4(e); it is also suitable for the revenue inside
the power systems of Figure 4(i), lower than Figures 4(c) and
4(f). ,at manifests that the revenue of the power systems is
more easily plundered by the hackers with the host being no-
defense; the data in Figure 4(g) point that only when the
attack side adopts large-scale strategy can the revenue of the
power systems reach the maximization. When the man-
agement side is set as complete-defense, the hackers also
have two options: launching large-scale attack when nec-
essary to reach the Nash equilibrium or continuing to re-
main silent to avoid any losses; when the management side is
in partial- and no-defense, as shown in Figures 4(h) and 4(i),
both sides will reach the Nash equilibrium with small-scale
strategy adopted by the hackers. ,erefore, in the above
three defense modes, the hackers are more likely to launch a
small-scale strategy.

In summary, this part discusses nine possible combi-
nations in host and management attack and defense model
among which the occurrence probability of large-scale,
small-scale, and no-attack strategy is 3/12, 6/12, and 3/12,
respectively. So, it is critical to be aware of small-scale
strategy implemented by the attack side most of the time.
Under special conditions, the possibility of the attackers
launching a large-scale and no-attack strategy is not
excluded.

3.4.3. Network and Management Attack and Defense Model.
,e third possible combination is network and management
attack. Whenever a huge amount of cost is invested and a
certain level of authorizations is still not available through
the network path, the hackers will choose to use social
engineering to seek management loopholes to breakthrough.
When a certain authorization is obtained by means of
management defects or a specific Trojan horse is implanted
in a specific location, the hackers will successfully conduct
the attack via the network path. ,e setting order of security
policies here is the network management. Given that
management vulnerabilities can often provide vital support
for network attacks, the cost savings when the network is in
complete-, partial-, and no-defense are denoted as τ/2,
(τ − Δτ)/2, and 0, respectively. In the light of the cost savings,
the paid defense costs in the above three cases can be cal-
culated, as exhibited, respectively, in matrix s1′, s2′, and s3′:

s1″ �

− p +
τ
2

− (p − Δp) +
τ
2

τ1/2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

s2″ �

− p +
(τ − Δτ)

2

− (p − Δp) + τ1/2 − Δτ1/2

τ1/2 − Δτ1/2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

s3″ �

− p

− (p − Δp)

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(11)

,e calculation process of the total revenue of the
hackers in this type of model is similar to matrix (9); the total
revenue here is equal to the average of the sum of the
corresponding single network and management model, as
displayed in the following matrix:

s
I
cm �

2q + q
1/2

2
2q + q

1/2
+ 2Δq

2
2q +(n + 1)Δq + q

1/2
 

2

nΔq + Δq1/2 

2
2q + q

1/2

2
2q + 2Δq + q

1/2
 

2

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (12)
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Next, we calculate the final revenues of the both sides
that the revenue of the hackers acquired by various attack
methods minus the attack cost is its ultimate value. ,at
the total revenue on the power systems minus the inherent
loss, defense cost, and plundered revenue is its final
revenue. Under the three defense modes on the power
systems, Figure 5 analyzes in detail the final revenues
made by both sides when the hackers utilize three different
attack strategies. For the network in complete-defense
mode, the final revenues of the two sides are presented in

Figures 5(a) and 5(c), respectively: when the management
side is set as complete-defense mode, Figure 5(a) indicates
that the hackers can only obtain the maximum revenue by
adopting large-scale strategy due to the rigorous defense
on the power systems. At the same time, that strategy can
effectively stop the power systems reaching its top value
with the two sides being the Nash equilibrium, which
demonstrates that large-scale strategy needs the most
attention; when the management side is set as partial-
defense mode, the two sides reach the Nash equilibrium
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Figure 5: Under (a) complete-defense of network and management, (b) complete-defense of network and partial-defense of management,
(c) complete-defense of network and no-defense of management, (d) partial-defense of network and complete-defense of management,
(e) partial-defense of network and management, (f ) partial-defense of network and no-defense of management, (g) no-defense of network
and complete-defense of management, (h) no-defense of network and partial-defense of management, and (i) no-defense of network and
management, both sides benefit when the hackers launch different attack strategies.
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with the hackers using small-scale strategy, which ex-
presses that the probability of small-scale attacks is the
highest; ,e data in Figure 5(c) show that not only do the
revenues of the two parties get the maximum value but
both sides also reach a state of Nash equilibrium when the
hackers launch small-scale attacks, which represents that
small-scale strategy should be highly attached importance.
For the network in partial-defense mode, the final reve-
nues of the both sides are shown in Figures 5(d) and 5(f ),
respectively: when the management side is set as com-
plete-defense, in order to suppress the emergence of the
maximum gain on the power systems, the only option for
the hackers is to employ large-scale strategy, as illustrated
in Figure 5(d), so it is necessary to hinder large-scale
attacks; when the management side is set as partial-
defense, the attack side is more likely to seek small-scale
attacks because under this situation, as presented in
Figure 5(e), its output cost is fairly low and the revenue is
only 0.1% lower than large-scale attack; when the man-
agement side is set as no-defense, Figure 5(f ) indicates
that the revenues of both sides have reached respective
peaks and the state of Nash equilibrium with small-scale
attacks by the hackers. For the network in no-defense
mode, the final revenues of both sides are shown in
Figures 5(g) and 5(i), respectively; when the management

side is set as complete-defense, the situation in Figure 5(g)
is the same as that in Figure 5(d). At this time, the
probability of the hackers being forced to adopt large-
scale attack strategy is greater; the data trends in
Figures 5(h) and 5(i) are respectively similar to those in
Figures 5(e) and 5(f ), and both sides have acquired each
optimal value and reached the Nash equilibrium with
small-scale strategy.

Based on the above discussion, here we list nine possible
combinations in network and management attack and de-
fense model among which the probability of the large- and
small-scale strategy is 3/9 and 6/9, implying that the
probability that the hackers will implement small-scale
strategy is far greater than the probability of large-scale and
no-attack strategy most of the time.

4. Experiment Analysis

First of all, the experimental part of this article is to verify the
dual attack and defense model established previously to
ensure that the constructed model can be applied to the
power production systems.,en, we predict the best defense
strategy on the power systems in the next month according
to the construction model.
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Figure 6: A certain production subnet in the power systems.
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A production subnet in the power systems is taken as an
example, as shown in Figure 6. ,e entire production sys-
tems network is an internal private network, divided into
multiple subareas, and its terminals of each subarea include
personal PCs, cameras, electric vehicles, and temperature
detectors. As can be seen from Figure 6, Web Application
Firewall (WAF), the admission device, and other security
devices are respectively connected at the core switching layer
with the purpose to monitor abnormal traffics and prevent
malicious attacks on the power systems.

4.1. Model Validation. WAF is one of the most commonly
used network security protection devices in the power
systems and is well known for its ability to detect malicious
attacks in accordance with rules in a timely manner. To
accurately predict the probability of attacks of different
scales every day, a total of 454 sets of real-time data are
extracted with a time step of 10 minutes.

,e average value of the high-, medium-, and low-risk
events in the WAF is used as the basis for judging, so as to

infer the frequency of various attacks inside the power
systems every day. Here, the high-, medium-, and low-risk
attacks correspond to the large-, small-, and no-attack
strategies of the hackers in turn. ,e calculated daily
probability of high-, medium-, and low-risk attack events is
48%, 51%, and 1%, as shown in Figure 7(a). A total of 27
possible combined attacks are discussed in this article among
which the odds of launching large-scale, small-scale, and no-
attack by attackers are 9/30, 18/30, and 3/30, with the
conclusion that the basic attack strategy of the hackers is
mainly small-scale strategy combining with large-scale and
no-attack strategy followed occasionally. ,e probability of
high- and medium-risk events in Figure 7(a) is 48% and 51%
higher than the probability of no security event, respectively.
,e data in Figure 7(a) show that the probability of no-attack
on the power systems is extremely small, which is very close
to the change trend inferred from the theoretical model.
Obviously, the actual attack data in the power systems also
confirm the results of the attack and defense model, which
indicates that the models constructed in the article are
consistent with the actual production environment.
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Figure 7: (a) ,e probability of high-, medium-, and low-risk events in the power systems; (b) the type of attack events that occurred.
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Figure 7(b) reveals 17 types of attack events that occurred in
454 sets of data, which are recorded by waf in the experi-
mental stage.

4.2. Building Revenue Function. Taking the value of the
above risk types as empirical values, the monthly revenue
function formula (13) of both the sides is given, and then we
discuss how the power systems should take precautions to
maximize its revenue:

f(I) � 30∗(0.48x + 0.51y + 0.1z). (13)

Among which, x, y, and z correspond to the final rev-
enues obtained by the attack side using large-scale, small-
scale, and no-attack. Assuming that the attack plan chosen
by the hackers is the same within one month, thus the total
monthly revenue of the power systems can be calculated.
Considering that in actual production, the hackers are less
likely to launch an attack on a single target and most of them
would take the form of a combined attack. ,erefore, this
article only discusses the revenues of the both parties in the
dual model.

In the first place, the revenues of both parties in the host
and network attack defense model are discussed. ,e three
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Figure 8: Under (a) complete-defense of host, (b) partial-defense of host, and (c) no-defense of host, both sides benefit when the hackers
launch different attack strategies; under (d) complete-defense of host, (e) partial-defense of host, and (f) no-defense of host, both sides
benefit when the hackers launch different attack strategies; under (g) complete-defense of network, (h) partial-defense of network, and
(i) no-defense of network, both sides benefit when the hackers launch different attack strategies.
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models corresponding to complete-, partial-, and no-defense
of the host are described in Figures 8(a) and 8(c), respec-
tively. ,e changes in the three figures are exactly the same,
both of them reach the Nash equilibrium during partial-
defense.,e probability of this situation in Figure 8(c) in the
actual production environment is almost zero. ,us, only
when the host is in complete-defense and the network is in
partial-defense can the power systems gain abundant rev-
enues. ,erefore, this defense mode should be the main one
in the next month.

,en, the revenues of both parties in the host and
management attack and defense model are discussed. ,e
three models corresponding to complete-, partial-, and no-
defense of the host are shown in Figures 8(d) and 8(f), re-
spectively. ,e data trends in the three figures are the same as
those in Figure 8, which implies that the power systems have
the largest gain when the host side is in complete-defense and
management side is in partial-defense. It is clear that this
defense mode should be dominated in the next month.

Finally, the revenues of both parties in network and
management attack and defense model are discussed. ,e
three models corresponding to complete-, partial-, and no-
defense of the network are shown in Figures 8(g) and 8(i),
respectively.,e data trends in the three figures are the same
as in Figures 8(d) and 8(f), which also means that the power
systems have the largest gain when the network side is in
complete-defense and the management side is in partial-
defense. In the next month, this defense mode should be the
optimal choice in the power systems.

5. Conclusions and Future Work

In summary, the idea of modeling cyber-attack and defense as
contending for power system benefit is proposed for the first
time. ,en, we have taken a subnet of the power systems as a
case and employed the attack data in the actual production
environment to verify the 27 dual attack-defense models
constructed in this paper. By this approach, we derive the
monthly benefit function applicable to this environment and
calculated the benefits of both sides and the best defense mode
on the power systems in the next month. Additionally, this
paper analyzes in detail the possible attacks from the per-
spective of the attackers and evaluates the impact on the power
systems, thereby changing its defense strategy from passive to
proactive; we explored the optimum proactive defense strategy
for the power systems from the angle of the game between the
attacker and defender. In the next step, we will combine with
actual production business processes to further study more
specific proactive strategies to achieve the transition from
qualitative defense to quantitative defense strategies.

Data Availability

No dataset was used in this experiment. ,e supporting data
for the experimental results are all fromWAF equipment, and
the data template on the official website cannot be seen (the
link may have expired). See the hyperlink (https://pan.baidu.
com/s/1cxUE51JPnwS3KG5i0VE-Ew; Extraction code: Jw25)
for the specific data the authors extracted.
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