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Infection diseases are among the top global issues with negative impacts on health, economy, and society as a whole. One of the
most effective ways to detect these diseases is done by analysing the microscopic images of blood cells. Artificial intelligence (AI)
techniques are now widely used to detect these blood cells and explore their structures. In recent years, deep learning architectures
have been utilized as they are powerful tools for big data analysis. In this work, we are presenting a deep neural network for
processing of microscopic images of blood cells. Processing these images is particularly important as white blood cells and
their structures are being used to diagnose different diseases. In this research, we design and implement a reliable processing
system for blood samples and classify five different types of white blood cells in microscopic images. We use the Gram-Schmidt
algorithm for segmentation purposes. For the classification of different types of white blood cells, we combine Scale-Invariant
Feature Transform (SIFT) feature detection technique with a deep convolutional neural network. To evaluate our work, we
tested our method on LISC and WBCis databases. We achieved 95.84% and 97.33% accuracy of segmentation for these data sets,
respectively. Our work illustrates that deep learning models can be promising in designing and developing a reliable system for

microscopic image processing.

1. Introduction

Despite decades of efforts and research in controlling infec-
tion diseases, they are still among the most challenging
issues in public health. According to the World Health
Organization (WHO), infectious diseases are now the
world’s most deadly communicable disease and are ranked
as the 4th leading cause of human death. They are among
the top global problems with human, social, and economic
impacts across the globe. Therefore, the development of
robust systems for early diagnosis and investigating the
source of the epidemic are critical to address this global,
life-threatening issue.

One important part of the body’s immune system is
white blood cells (WBC). The white blood cells protect the
body against infectious diseases. There are five different

types of white blood cells, named as lymphocytes, mono-
cytes, eosinophils, basophils, and neutrophil. The number
of white blood cells, as well as their structure, is important
in the diagnosis of different infection diseases, such as
HIV, rubeola, poliovirus, and chickenpox [1, 2]. This test,
named as hemogram test, is done by evaluating the blood
cells under a microscope. However, due to the different types
of white blood cells and their complex structures, the study
of blood vessels manually is highly prone to error [3]. There-
fore, a lot of researchers have explored different techniques
to help with automatic detection of white blood cells with
high accuracy accurately.

In recent years, researchers have investigated and pro-
posed different computational intelligence techniques for
infection diseases diagnosis. These techniques include but
not limited to transfer learning and deep learning [4-6].
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Many researchers have focused on using these computa-
tional techniques to detect the white blood cells due to their
importance in diagnosing a variety of infectious diseases.
Most of these studies have focused on classification and seg-
mentation of the white blood cells. Given the importance of
detecting white blood cells, in this paper, we will first review
the prior literature on classification and segmentation of the
white blood cells. We will present a deep learning method
using convolutional neural networks to improve the prior
studies. One of our motivations to use convolutional neural
networks is because they do not require seeing the entire
object. Therefore, it can be a good choice to deal with cells
at the edge of the microscopic images as well. We use the
Gram-Schmidt algorithm to segment the nuclei in the
peripheral blood samples. Next, we use Scale-Invariant Fea-
ture Transform (SIFT) feature detection to extract the most
predictable features. To keep spatial neighbourhood depen-
dences, which are specifically important in processing image
data, we will use convolutional neural networks to learn con-
textual dependencies. For the classification purpose, we use
the weighted two-phase test sample sparse representation
method (WTPTSSR) that is an improvement of the method
two-phase test sample representation (TPTSR) method [7].
Our motivation to choose WTPTSSR over TPTSR is that this
approach keeps the locality information. Therefore, it could be
more appropriate for the image classification context.

The rest of this paper is organized as follows. In Section
2, we will review the different techniques that have been used
for image segmentation and classification. In Section 3, we
will describe our proposed method in two parts. First, we
will explain the segmentation and classification steps in
detail. Following that, the simulation experiments of
segmentation and classification phases will be discussed in
Section 4. Next, we will describe our experiments and will
report the results of our proposed method. Eventually, we
will provide a discussion on how our approach provides
insights in detecting white blood cells and how our method
can be further improved by future research.

2. Related Work

The diversities of the white blood cells make their detection
very challenging. Many researchers have investigated differ-
ent techniques in this domain. These studies mostly relied
on image classification and segmentation to detect the white
blood cells and investigate their structures. Otsu’s threshold-
ing method is used recurrently in the circular histogram to
segment the white blood cells [8] by Wu et al. In this paper,
Otsu’s method is applied to components H and S of the HSI
color model. Gautam and Bhadauria improved the contrast
of the blood microscopic image and used Otsu’s threshold-
ing for the segmentation of the white cell nucleus [9].
Mohapatra et al. did the preprocessing step by applying the
median filter on the images in order to eliminate possible
noises and used K-means clustering in the Lab color model
to divide pixels of the blood microscopic images [10]. K
-means clustering and the Lab color model for segmentation
of the white cells nuclei have been also explored [11, 12].
Theera-Umpon used c-means fuzzy clustering and morpho-
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logical operators to segment white cell nuclei [13]. Pan et al.
used ELM classifications to extract white blood cells via
utilizing visual simulations [14]. They demonstrated that
ELM has equivalent performance compared to the SVM
and can find efficient samples actively and train the
classification model in real time, without the need to adjust
the parameters.

Ko et al. [15] provided a step-by-step integration method
for nucleus segmentation based on the mean-shift clustering.
They also used GVF (extreme learning machine) active
curve to segment the cells’ cytoplasm. Hamghalam et al.
used a combination of Otsu’s thresholding method and a
snake method-based active curve to segment the nucleus
and the cytoplasm in the white blood cells [16]. Rezatofighi
et al. proposed a new method for the segmentation of white
blood cell nuclei based on Gram-Schmidt orthogonality
[17]. They further improved their work by proposing an
active curve for cytoplasmic segmentation [18].

For microscopic image edge detection, Nakib et al. [19]
used a microcanonical annealing approach to optimize their
criterion function through benchmarking two-dimensional
exponential entropy. In [20], genetic algorithms and wavelet
were used to automatically estimate the number of thresh-
olds for multilevel thresholding of the histogram. They
examined their approach of different images, including
microscopic blood images. The detection process is designed
to detect the ovals in blood images and extract the best of the
ovals with DE algorithm. They used the Gram-Schmidt
orthogonality algorithm to segment the white blood cells.
In order to characterize and extract the types of white blood
cells, which could have five different types, the SIFT algo-
rithm and deep convolutional neural network were used.
The deep convolutional neural network they used consists
of three layers of convolution and two full layers of pooling.
To address the small data size, they used WITPTSSR algo-
rithm [21].

3. The Proposed Method

In this section, we will first outline the segmentation process,
which is primarily based on Gram-Schmidt orthogonality.
We will then do the classification process, using Scale-
Invariant Feature Transform (SIFT) feature detection and
convolutional deep neural network.

3.1. Segmentation. We used Gram-Schmidt orthogonality to
segment the nuclei in the peripheral blood samples. To do
that, we first extracted a three-dimensional vector for each
pixel based on their RGB components. Subsequently, the
weight vector has been calculated, to tune the network for
the input data set. To extract the area of interest, we used
the idea presented in [22]. That is, we calculate the inner
product of the weight vector w and the pixel feature vectors
(Figure 1). This way, the purple area of the original image
will have the highest brightness intensity, whereas the rest
of the image will darken.

The Gram-Schmidt process takes a finite linearly
independent set S={v,, -+, v;} for k< =n and will gener-
ate an orthogonal set S’ ={u, -, u;} to span the same
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FIGURE 1: The relationship between the vector w; and the vectors
V1> V,, and v in the three-dimensional space.

k-dimensional subspace of R” as S. To do that, a projection
operation is defined as follows:

Y <UV>
proj, = <

where <u, v > represents the inner product of operator v on
vector u.

Given this definition, the Gram-Schmidt orthogonality
method will be as follows [19]:

Uy =v,
U

e, = ———
F )

— 3V
Uy =V, = Proj,;,

U
62 =
[,
U3 = v3 = proj,; — proj,;, (2)
Us
83 =
[Jus]|”
k-1
U=V = Z Proj,’,
=
Uy
ek= .
(A

Using this method, the w;_ vector will be used for the set
S={v, -, v,}. Subsequently, the maximum projection on
v, and orthogonal to other vectors in the set is calculated
as below:

k-1

we=v- ) proj,\. (3)
1

Eventually, we can do the segmentation based on appro-
priate thresholds that are chosen with respect to the histo-
gram of the result. Given that the platelet areas are smaller
than the nucleus, we can remove the small pieces and the
remaining part will only include the nucleus. To eliminate
the effect of the color difference and the nucleus illumination
intensity between image samples, three different weighting

vectors are calculated for each image. Eventually, we will
apply the “AND” reasoned action on the three resulting
images to get the segmentation phase results. This process
is illustrated in Figure 2.

3.2. Classification

3.2.1. Scale-Invariant Feature Transform. Scale-Invariant
Feature Transform (SIFT) feature detection has been used
for feature extraction [23]. SIFT is based on the image
gradients and is invariant to scaling and rotation [24]. It
is rotation-invariant, which means even if the image is
rotated, we can achieve the same result. It is scale-
invariant which means changing the image scale will not
affect the results. In addition, this method shows a high
degree of resistance to other complex forms of transforma-
tion and illumination changes. SIFT extracts key points
and feature vectors in three steps, presented in the follow-
ing section [23].

Step 1. At this step, the incoming image is alternately
convolved by Gaussian functions to obtain the smoothed
samples of the original images. Then, the smoothed images
are subtracted from each other to get the images of Differ-
ence of Gaussians (DOG).

Step 2. Next, the resulting DOG images are examined, and
the maximum and minimum local points are selected as
the key point. The maximum and minimum local points
are the points that have the maximum or minimum values
in both dimensions and scales compared to their neighbours.
This feature ensures that the key points and the extracted
feature vector remain invariant to the scale changes.

Step 3. Once the key points and the scales of each point are
calculated in Step 1 and Step 2, the feature vectors for each
key point will be calculated. First, the gradient image is
calculated, which will be used to extract the key points. Sub-
sequently, the direction of the region around the central
pixel will be set on the gradient rotation of the central pixel.
At this point, the gradient image is sampled for the 16 * 16
regions around the central pixel of the gradient rotation.
This step ensures that the extracted feature vector is invari-
ant to rotation.

Next, the samples in a region are quantized in 8 main
directions. The 16 x 16 region around the central pixel is
divided into 16 regions of 4 x4, and the histogram of
gradient direction is calculated in each of these regions.
Eventually, these sixteen 8-dimensional histograms form
the final 128-dimensional feature vector [24].

3.3. Convolutional Neural Networks. In natural images, the
values of pixels in a spatial neighbourhood have a high spa-
tial dependency on each other and this dependence is inde-
pendent from the neighbourhood location in the image [25].
To keep these dependencies and also to make the model
invariant to spatial transformation, a convolutional neural
network convolves a set of filters (F = {fl,fz, -~-,ka}) on
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Threshold Computing

Removing Fine Regions

FIGURE 2: Segmentation of white cells using the Gram-Schmidt algorithm.

the input image and will result in the two-dimensional
named as z in the following equation:

z=f, *x. (4)

These filters are learned from the input data and their
gradients using a back propagation algorithm. To calculate
the feature map units, the convolutional filters are transmit-
ted through a nonlinear active function such as sigmoid
function or Rectified Linear Unit function. Subsequently, a
pooling layer is applied on the output of the feature map
units, to make it invariant to the transmissions. Pooling
action P could be done using maximizing or averaging of
feature map unities of the neighbourhood G:

Pg = max;egh;. (5)

For the pooling phase, we used the maximum pooling
method. This technique is used more often for the pooling
phase as it takes care of negative values and does not blur
the output units [26]. The result of the pooling layer will
be sent to a regular fully connected network. In the last layer
(the output layer), softmax activation is often used; however,
in our work, we used the WTPSSR method instead of soft-
max function. The WTPTSSR method is a sparse method
that will be described in detail in the next section. Subse-
quently, the whole network is trained using back propaga-
tion of the network error, which is calculated based on
crossentropy of the last layer output.

NC
c=~) yloglog (7,)- (6)

The convolution network considered in this paper has
the convolution layer and two max-pooling layers. Weight
filters in the convolution layers are 3 3, and zero padding
is not considered in the layers.

3.4. Weighted Two-Phase Test Sample Sparse Representation.
The weighted two-phase test sample sparse representation
method (WTPTSSR) is an improvement of the method
two-phase test sample representation (TPTSR) method [7].
The TPTSR method represents the test samples as a linear
combination of the training samples. It then calculates the
M nearest neighbours for each test sample based on the
training samples that are most appropriate for the corre-

sponding test sample. However, this method loses the local
information, while in a lot of cases, locality is very important
and holds a high recognition ratio [4]. The WTPTSSR
method was presented to address this problem [27, 28].
WTPTSSR is identical to TPTSR, except that it adds locality
on the [, regularization. The steps of the WTPTSSR methods
are as follows:

(1) Input: A € R™¥ training sample matrix, where N is
the number of training samples and m is the number
of features of each sample, and y € R™! is the pilot
sample

(2) Columns A and Y are normalized to have normal-
ized I, norms

(3) The M nearest neighbours for test samples are deter-
mined based on the equation below:

X=(AT«A+tx WEs W) « AT xy, (7)

where W is a diagonal matrix and a local adaptor that pen-
alties the distance between y and each pilot sample and is
calculated as follows [29]:

W = diag ([dist(y, a,), dist(y, a,), ---dist(y, a,,)])
k

dist(y, a,) =||y - 4,
(8)

where k is the local adaptor parameter. Note that if k = 0, the
method will be transformed to TPTSSR. Then, the following
equation will be calculated for all the training samples:

con; = ||y - a;x;[- (9)

Subsequently, M pilot samples with the lowest con,
value will be selected and construct matrix A.

(4) In the next step, we will solve the linear equation

(10), to calculate linear combination of the M train-
ing samples:
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TaBLE 1: Numerical results of core segmentation.

Evaluation metrics Hamghalam et al. [16]

Salem [34] The proposed method

LISC data set Sharks WBCis data set LISC data set Sharks WBCis data set LISC data set Sharks WBCis data set

T, 93.20 89.64 87.9 91.3 96.49 97.33
RDE 2.73 4.54 53 3.87 1.98 1.49
OR 0.076 0.084 0.103 0.066 0.062 0.052
UR 0.081 0.083 0.089 0.071 0.071 0.065
ER 0.179 0.194 0.24 0.156 0.128 0.134
TaBLE 2: The confusion matrix when HoG descriptor is applied.
Predicted class True class
Basophil Eosinophil Lymphocyte Monocytes Neutrophil Accuracy

Basophil 45 4 5 1 81%
Eosinophil 5 24 7 2 61%
Lymphocyte 1 56 2 0 91%
Monocytes 13 22 2 45%
Neutrophil 0 1 54 94%

X=(ATA+yl) ATy, (10) T, AuomaticU Avtanual 100, (12)

where y is a positive constant and I is the identity matrix

Since each of the M selected samples belongs to the same
class, the degree of collaboration between each class needs to
be determined [30]. Assume that ¢, is a sample of the i
class represented by daj,d), -, a. Using the following
equation, we will examine the degree of collaboration
between training samples of the iy class in representing y
pilot sample:

(11)

2

(5) Note that smaller con; represents a greater contribu-
tion to the test sample. Therefore, the class of pilot
sample y is determined as the class that gives the
lowest value of collaboration

In the next section, we will present how our model
worked on LISC and WBCis databases. We will also com-
pare our model with four other baseline methods.

4. Results and Experiments

4.1. Segmentation Results. To assess the segmentation, we
compare the similarity between manual and automatic
segmentation. Higher similarity metric indicates more
accurate segmentation. Similarity is calculated using the
below equation:

max (AAutomatic’ AManual)

where A jiomatic 1S the area of the automated segmented core
and App,ua 1S the area of the manually segmented core.

4.2. RDE Criterion. The relative distance error criterion
(RDE) is used to assess the extracted segments [26, 31].
Assume that e, e,, ---.e, are the E pixels and t,, 6,1,
are the T pixels, where E is the boundary of the image
obtained from automated segmentation and T is the bound-
ary of the image from manual segmentation. n; and n are
the number of segmented pixels in E and T boundaries,
respectively. With these assumptions, RDE is defined
according to the following equation:

1 1 &
RDE=_ [ (/) d +
2 npo=

where d; and d, parameters are defined based on equation
) )

ny

, (13)

(14), and distance(e;, t;) indicates the Euclidean distance
between ¢; and t;.

d, =min {distance(e;, t;) [ j=1,2,---n,}.  (14)

[4

4.3. OR, UR, and ER Criteria. Q indicates the number of
pixels result from the manual segmentation that are not
found in the automatic segmentation. Up represents the
number of pixels that result from automated segmentation
and are not found in the manual segmentation. Dy repre-
sents the number of pixels in the manually segmented object.

The OR, UR, and ER criteria, which, respectively,
indicate oversegmentation, subsegmentation, and error
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TaBLE 3: The confusion matrix when SIFT and CNN descriptors are applied.

Predicted class True class

Basophil Eosinophil Lymphocyte Monocytes Neutrophil Accuracy
Basophil 53 0 2 0 0 81%
Eosinophil 0 35 2 2 0 61%
Lymphocyte 0 1 58 1 1 91%
Monocytes 0 2 42 2 45%
Neutrophil 0 2 1 54 94%

TaBLE 4: Comparing the accuracy of the proposed method in detecting the white blood cells with four baseline methods.

Classification Sample

Reference Segmentation method method size Accuracy
The proposed method Gram-Schmidt orthogonalization WTPSSR 260 97.14%
The proposed model by Rezatofighi et al. [17] Gram-Schmidt (;1:2}1113 egonahzatlon and SVM 400 86.10%
The proposed model by Zhang et al. [26] Histogram threshold Distance classifier 199 92.46%
The proposed model by Balki et al. [6] Entropy threshold and iterative threshold = Distance classifier 71 90.14%
The proposed model by Horne et al. [2] Gram-Schmidt orthogonalization and LvVQ 400 94.10%

snake

TaBLE 5: Comparing the accuracy of the proposed approach when
using different classification methods (the segmentation is done
using SIFT and convolutional deep neural network across these
models).

Feature extraction Classification Sarpple Accuracy
method method size

CNN + SIFT WTPSSR 260 97.14%
CNN + SIFT SVM 260 78.5%
CNN + SIFT Distance classifier 260 81.2%

ratio, are calculated according to equations (15), (16), and
(17) [3, 13, 32, 33].

OR = L, (15)
Up+Dp
U
UR= —F | (16)
Up+Dp
+U
pro & Ur (17)
DP

Table 1 illustrates the numerical results of the proposed
method for nucleus segmentation in comparison with the
methods proposed in [16, 34]. As mentioned earlier, in LISC
(Leukocyte Images for Segmentation and Classification) and
WBCis (Wight Blood Cell Images for Segmentation) data-
bases, the evaluation parameters are only calculated for
white blood cells.

4.4. Classification Results. We used 260 samples of images
containing 720 x 576 pixels, all of which are colored images,
to detect blood cells that contain 5 different classes. In

Table 1, the results of the proposed procedure are applied
to 260 white cell images such as neutrophil, basophil, mono-
cyte, eosinophil, and lymphocyte. Tables 2 and 3 are the
confusion matrix where HoG descriptor and SIFT are used
along with CNN to extract features, respectively. In
Table 4, we compare the accuracy of the proposed method
against four baseline models. In Table 5, we compare how
different classification techniques, namely, SVM, WTPSSR,
and distance classification, perform. Note that the same fea-
ture extraction method (the combination of CNN and SIFT)
is used for this comparison.

5. Conclusion

Infection diseases remain a major public health issue
globally. One of the effective ways to detect several life-
threatening infectious diseases is using white blood cells. In
this paper, we present an approach to detect different types
of white blood cells in microscopic images. We used the
Gram-Schmidt process for the segmentation step, and for
the classification, we used the Scale-Invariant Feature
Transform (SIFT) technique along with a convolutional
deep neural network. In the classification phase, instead of
using a softmax classification method, we utilized a sparse
method which improved accuracy of our model to 97.14%.
While our work provides promising results, there are some
areas for further improvement that future research should
explore. The first limitation of our work, like many other
researches in this domain, is lack of a benchmark to evaluate
and compare our results. Future research should create a
benchmark for this domain and analyse how different
methods would work in a single data set comparatively.
Second, we did not have access to a large enough data set.
Increasing the data sample size as well as the variety of the
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sample images could also greatly increase the accuracy and
generalizability of the model. To increase the data set size
and variety with the aim to increase the data independency
and the classification accuracy, one potential solution would
be to collect databases available in different health centres.
Creating such a data set as the benchmark in this domain
could be a very big step towards developing methods with
higher accuracy and, more importantly, will improve the
generalizability of the findings. Lastly, to apply our proposed
model on a more complex data set, we can enhance the deep
convolutional neural network by increasing the number of
layers and the dimension of each layer to meet the complexity
of a more complicated system.

Data Availability

The image data used to support the findings of this study
have been deposited in the WBCis repository (https://
github.com/zxaoyou/segmentation_ WBC).
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Texture analysis (TA) techniques derived from T2-weighted imaging (T2WTI) and apparent diffusion coefficient (ADC) maps of
rectal cancer can both achieve good diagnosis performance. This study was to compare TA from T2WI and ADC maps between
different pathological T and N stages to confirm which TA analysis is better in diagnosis performance. 146 patients were enrolled
in this study. Tumor TA was performed on every patient’s T2WI and ADC maps, respectively; then, skewness, kurtosis,
uniformity, entropy, energy, inertia, and correlation were calculated. Our results demonstrated that those significant different
parameters derived from T2WI had better diagnostic performance than those from ADC maps in differentiating pT3b-4 and
pN1-2 stage tumors. In particular, the energy derived from T2WI was an optimal parameter for diagnostic efficiency. High-
resolution T2WT plays a key point in the local stage of rectal cancer; thus, TA derived from T2WI may be a more useful tool

to aid radiologists and surgeons in selecting treatment.

1. Introduction

The incidence and mortality of colorectal cancer in China
have maintained an upward trend, which ranks third and
fifth among all malignant tumors. Among them, rectal cancer
accounts for half of colorectal cancer in China. [1].
Pathological T and N stages of rectal cancer were impor-
tant prognostic factors affecting patients [2]. The patients of
rectal cancer with lymph node metastasis require neoadju-
vant chemotherapy. pT1-2 stage patients do not require
neoadjuvant chemotherapy due to a low recurrence rate;
conversely, pT3-4 stage patients need neoadjuvant chemo-
therapy [3, 4]. The prognosis of pT3 stage rectal cancer var-
ies greatly based on extramural depth (EMD) of tumor
invasion [5]. The 5 mm cutoff of EMD has been determined
to be the most discriminating and simple to use in clinical
practice regardless of differences in overall survival and local

recurrence [5-7]. Therefore, an accurate preoperative evalu-
ation is essential because individualized treatment measures
are required for different local staging patients.

Diftusion-weighted imaging (DWI) could improve con-
trast between the lesion and normal tissue, which could
improve the accuracy of rectal cancer detection. Compared
with T2WI alone, T2WI combined with DWT has the best
accuracy and specificity for the diagnosis of rectal cancer;
moreover, that can improve accuracy of rectal cancer
staging [8, 9].

Texture analysis (TA), as a new image postprocessing
technology, can quantitatively describe tissue heterogeneity
in medical images. About rectal cancer, there are many TA
studies involved on T2WI and ADC maps. The study of
Yang et al. [10] reported that T2WT histogram parameters
could differentiate the positive and negative lymph node.
TA derived from T2WI can be used for prediction of the
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TasLe 1: MRI sequences.

MRI sequence TR (ms) TE (ms) TSE factor Slice thickness (mm) Gap (mm) FOV (cm) Matrix NSA  b-value
Sagittal T2WI 3577 70 20 3 0 24x24x7.2 300X 266 3 —
Coronal T2WI 3000 75 18 2 0 18x18x0.4 300x218 3 —
Axial T2WI 3000 75 18 3 0 18x18x7.2 368 x273 3 —
DWI 2750 76 — 3 0 22x22x7.2 112x108 2 0, 1000

TR: repetition time; TE: echo time; TSE: turbo spin echo; FOV: field of view; NSA: number of signal averaged.

FIGURE 2: Example image for delineating a rectal lesion tumor edge
on the ADC map.

rectal cancer T stage. [11]. In addition, our previous research
results showed that TA from ADC maps could predict the
local stage of rectal cancer [12].

In the present study, we investigated to compare TA
from T2WT and ADC maps between different pathological
T and N stages and to evaluate diagnostic performance to
further confirm which TA analysis is better in diagnosis
performance.

TaBLE 2: Clinical and pathological data of patients.

Characteristics No. of patients (n = 146)
Gender

Male 86

Female 60
Tumor location

Upper rectum 55

Middle rectum 66

Low rectum 25

Differentiated grade

Well differentiated 28
Moderately differentiated 67
Poorly differentiated 51
Pathological T stage
T1 8
T2 37
T3a 25
T3b 54
T3c 17
T4 5
Pathological N stage
NO 91
N1 40
N2 15

2. Materials and Methods

2.1. Patients. This retrospective study was approved by the
Institutional Review Board of Changshu Hospital of
Soochow University. As this study has retrospective nature,
requirements for written informed consent were waived.
Inclusion criteria were (1) biopsy-proven nonmucinous ade-
nocarcinoma and (2) the complete pathological T and N stage
report. Exclusion criteria were (1) motion artifacts and
magnetic sensitive artifacts affecting image quality and (2)
treatment with preoperative chemotherapy or radiotherapy.

Finally, 146 patients were enrolled in the final study
between October 2016 and October 2020.

2.2. MRI. All MRI examinations were performed on 3.0 T
scanner (Intera Achieva TX, Philips Medical System) using
a phased-array surface coil.

MR sequences included sagittal, oblique axial (perpen-
dicular to the tumor axis), and oblique coronal (parallel to



Computational and Mathematical Methods in Medicine 3
TaBLE 3: Texture parameters between the pT1-3a and pT3b-4 stages.

Texture parameters pT1-3a (n=70) pT3b-4 (n=76) p value ICC

T2WI
Skewness 0.785+0.397 0.871£0.384 0.185 0.863
Kurtosis 1.109 + 0.425 1.378 £0.593 0.002 0.885
Energy (x107) 0.685 (0.580, 0.871) 0.515 (0.452, 0.605) <0.001 0.847
Entropy 9.226 (8.480, 9.488) 9.590 (9.342, 9.869) <0.001 0.913
Uniformity 0.812+£0.068 0.798 £0.073 0.228 0.905
Inertia 159.572 (126.822, 195.283) 163.749 (125.463, 203.394) 0.738 0.865
Correlation (x107) 1.358 £0.470 1.304 £ 0.502 0.508 0.886

ADC
Skewness 0.382+£0.311 0.516 £ 0.360 0.018 0.838
Kurtosis 0.661 +0.375 0.809 +0.390 0.020 0.875
Energy (x107) 0.949 (0.625, 0.693) 0.690 (0.583, 1.445) 0.102 0.912
Entropy 9.672 £1.203 10.093 £1.235 0.039 0.903
Uniformity 0.761 £0.057 0.769 £0.070 0.502 0.887
Inertia 922.235 (621.034, 1189.230) 737.177 (520.237, 1060.946) 0.086 0.866
Correlation (x107%) 0.448 (0.349, 0.638) 0.482 (0.384, 0.641) 0.267 0.903

TaBLE 4: Texture parameters between the pNO and pN1-2 stages.

Texture parameters pNO (n=91) pN1-2 (n=55) p value ICC

T2WI
Skewness 0.763 £0.380 0.940 £ 0.389 0.007 0.852
Kurtosis 1.253 £0.552 1.243 £ 0.510 0911 0.856
Energy (x107%) 0.639 (0.530, 0.786) 0.516 (0.437, 0.613) <0.001 0.867
Entropy 9.342 (8.788, 9.662) 9.537 (9.135, 9.773) 0.039 0.883
Uniformity 0.810 £ 0.064 0.797 £ 0.081 0.333 0.915
Inertia 163.749 (125.463, 203.394) 157.387 (119.347, 184.395) 0.186 0.856
Correlation (x107%) 1.341 +0.473 1.312+0.510 0.729 0.863

ADC
Skewness 0.403 £0.283 0.532+£0.414 0.045 0.878
Kurtosis 0.682 £0.346 0.832+£0.437 0.033 0.863
Energy (x10°) 0.832 (0.589, 1.493) 0.710 (0.592, 1.503) 0.747 0.902
Entropy 9.863 £1.212 9.938 £1.278 0.722 0.893
Uniformity 0.762 £ 0.067 0.771 £ 0.060 0.392 0.907
Inertia 830.845 (529.492, 1116.510) 918.167 (593.935, 1180.040) 0.202 0.916
Correlation (x107) 0.484 (0.377, 0.734) 0.458 (0.373, 0.637) 0.330 0.905

the tumor axis) T2WI and oblique axial DWI (Table 1). The
position and scanning parameters of oblique axial DWI were
consistent with oblique axial T2WI. The ADC map is
automatically generated by DWI with a b value of 0 and
1000 s/mm”.

2.3. Textural Feature Calculation. TA was performed on
axial T2WI and ADC maps, respectively, using in-house soft-
ware (Omni-Kinetics, GE Healthcare) by two authors (Zhihua
Lu and Ming Li). The regions of interest (ROIs) involve as
much tumor tissue as possible on the largest tumor slice,
excluding necrosis, cysts, and gas (Figures 1 and 2). Then,

texture features based on T2WI and ADC maps were calcu-
lated automatically. The seven texture features that we chose
included skewness, kurtosis, and uniformity (first-order statis-
tics) and entropy, energy, inertia, and correlation (second-
order statistics).

2.4. Histopathologic Analysis. A pathological T (pT) and N
(pN) staging report was performed based on the eighth edi-
tion of the American Joint Committee on Cancer (AJCC
8th) [13]. The histopathological report of local T and N
staging was referred to as the gold standard in this study.
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TaBLE 5: Performance of texture parameters to discriminate high-stage tumors.

Parameters AUC p value 95% CI Sensitivity (%) Specificity (%) Cutoff value

Discriminate pT3b-4 stage
T2-kurtosis 0.638 0.0028 0.555, 0.716 53.9 75.7 >1.332
T2-energy 0.793 <0.0001 0.718, 0.856 60.5 87.1 <0.528
T2-entropy 0.743 <0.0001 0.664, 0.811 76.3 64.3 >9.329
A-skewness 0.605 0.0248 0.521, 0.685 30.3 914 >0.730
A-kurtosis 0.618 0.0121 0.534, 0.697 50.0 77.1 >0.818
A-entropy 0.602 0.0292 0.518, 0.682 75.0 429 >9.395

Discriminate pN1-2 stage
T2-skewness 0.640 0.0029 0.556, 0.718 70.9 54.9 >0.729
T2-energy 0.713 <0.0001 0.632, 0.784 67.3 73.6 <0.547
T2-entropy 0.602 0.0313 0.518, 0.682 72.7 48.4 >9.288
A-skewness 0.618 0.0243 0.535, 0.698 40.0 90.1 >0.729
A-kurtosis 0.601 0.0489 0.516, 0.681 29.1 93.4 >1.219

Notes: T2-: texture parameters from the T2WI map; A-: texture parameters from the ADC map; CI: confidence interval; AUC: area under the curve.

2.5. Statistical Analysis. First, the Kolmogorov-Smirnov test
was used; data were presented as mean + standard
deviation or median + interquartile range. To assess the dif-
ference of texture parameters between pT1-3a vs. pT3b-4
stage and pNO vs. pN1-2 stage from the T2WI and ADC
maps, the t-test or Mann-Whitney U test was performed.
Subsequent receiver operating characteristic (ROC) curve
analysis was performed with those significant different
parameters from the T2ZWT and ADC maps. The correlations
between those significant different parameters from the
T2WI and ADC maps and pathological T and N stages were
used by the Spearman analysis. Intraclass correlation coeffi-
cients (ICCs) were calculated for interobserver agreements.
SPSS and MedCalc software was used for statistical analysis.
The significant level was set as p value < 0.05.

3. Results

3.1. Clinical and Pathological Findings. 146 patients com-
prised 86 males (41-89 years; median, 68 years) and 60
females (41-84 years; median, 67 years). Detailed clinical
and pathological data are listed in Table 2. According to
the design of this study, 70 patients were grouped as pT1-
3a and 76 patients were grouped as pT3b-4. 91 patients were
grouped as pNO, and 55 patients were grouped as pN1-2.

3.2. Texture Parameters in Differentiating pT1-3a and pT3b-
4 Stages. On T2WI, the pT3b-4 stage tumor demonstrated
significantly higher kurtosis and entropy and lower energy
than the pT1-3a stage tumor (all p < 0.05, Table 3). On the
ADC map, the pT3b-4 stage tumor demonstrated signifi-
cantly higher skewness, kurtosis, and entropy than the
pT1-3a stage tumor (all p < 0.05). No significant differences
were found in other TA parameters between different T
stages. The results of ICCs are shown in Table 3.

3.3. Texture Parameters in Differentiating pNO and pN1-2
Stages. On T2WI, the pN1-2 stage tumor demonstrated sig-
nificantly higher skewness and entropy and lower energy

100 —

Sensitivity
1

100-Specificity

—— T2-kurtosis -—-— A-skewness
--- T2-energy - A-kurtosis
rrrrrr T2-entropy —— A-entropy

F1GURE 3: The ROC map of texture parameters in differentiating
pT3b-4 from the pT1-3a stage.

than the pNO stage tumor (all p <0.05, Table 4). On the
ADC map, the pNI1-2 stage tumor demonstrated signifi-
cantly higher skewness and kurtosis than the pNO stage
tumor (all p <0.05). No significant differences were found
in other TA parameters between different N stages. The
results of ICCs are shown in Table 4.

3.4. Performance of Texture Parameters to Distinguish the
pT3b-4 and pNI-2 Stages. For differentiating pT3b-4 from
pT1-3a stage tumors, energy derived from T2WI had the
largest AUC (79.3%). Kurtosis derived from the ADC map
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TaBLE 6: Correlations between significant different parameters from the T2WI and ADC maps and pathological T and N stages.
Parameters Pathological T stage Parameters Pathological N stage
R, p value R, p value
T2-kurtosis 0.266 0.001 T2-skewness 0.229 0.005
T2-energy -0.494 <0.001 T2-energy -0.359 <0.001
T2-entropy 0.445 <0.001 T2-entropy 0.175 0.035
A-skewness 0.199 0.016 A-skewness 0.196 0.018
A-kurtosis 0.235 0.004 A-kurtosis 0.168 0.043
A-entropy 0.221 0.007
Notes: T2-: texture parameters from the T2WI map; A-: texture parameters from the ADC map.
had the largest AUC (61.8%) (Table 5, Figure 3). Further- 100 ]
more, energy derived from T2WI showed a better correla- 4
tion with the pathological T stage (R;=-0.494) than .
kurtosis derived from ADC maps (Table 6). 80 —
For differentiating pN1-2 from pNO stage tumors, i
energy derived from T2WI had the largest AUC (71.3%). 4
Skewness derived from ADC maps had the largest AUC 60—
(61.8%) (Figure 4). Furthermore, energy derived from i .
T2WI showed a better correlation with the pathological Z i
N stage (R,=-0.359) than skewness derived from ADC B 40
maps (Table 6). i
4. Discussion 20
The present study showed that kurtosis, energy, and entropy ]
from T2WTI and skewness, kurtosis, and entropy from ADC .
maps could significantly differentiate pT1-3a and pT3b-4 0
. I T T T I T T T I T T T I T T T I T T T I
stages. In addition, we found that skewness, energy, and 0 20 40 60 80 100

entropy from T2WI and skewness and kurtosis from ADC
maps could significantly differentiate pNO and pN1-2 stages.
Among the aforementioned significant different parameters,
those parameters derived from T2WT had higher AUC dif-
ferentiating pT3b-4 and pN1-2 stage tumors than those
derived from ADC maps. Furthermore, those parameters
derived from T2WI showed a better correlation with patho-
logical T and N stages than those derived from ADC maps.
The results indicate that the diagnostic performance of TA
parameters derived from T2WI was better than that derived
from ADC maps.

High-resolution T2WI plays a key point in the local
stage of rectal cancer. In recent years, some studies applied
TA derived from T2WI in order to improve the preoperative
stage and predict prognostic factors of rectal cancer [10, 11,
14]. In our study, the pT3b-4 stage tumor demonstrated
higher kurtosis and entropy and lower energy than the
pT1-3a stage tumor. In addition, the pN1-2 stage tumor
demonstrated higher skewness and entropy and lower
energy than the pNO stage tumor. Theoretically, higher
entropy and lower energy reflect higher heterogeneity of
the lesion [15]. This may interpret our results. Yang et al.
[10] have reported that the lymph node-positive group had
a significant lower energy and higher entropy than the
lymph node-negative group.

DWTI could improve contrast between the lesion and
normal tissue. It has been widely used in preoperative imag-

100-Specificity

-—-— A-skewness
--— T2-energy - A-kurtosis
—————— T2-entropy

—— T2-skewness

FiGure 4: The ROC map of texture parameters in differentiating
pN1-2 from the pNO stage.

ing of rectal cancer because T2ZWI combined with DWT can
improve the accuracy of rectal cancer staging [8]. Our previ-
ous research and other studies have shown that the ADC
value estimated from DWI was related to tumor aggressive-
ness [16-18]. TA parameters derived from ADC maps were
more sensitive and reliable markers for the accurate opera-
tive stage and evaluate the efficacy to treatment in rectal
cancer [12, 19]. In our study, the pT3b-4 stage tumor dem-
onstrated higher skewness, kurtosis, and entropy than the
pT1-3a stage tumor. In addition, the pN1-2 stage tumor
demonstrated higher skewness and kurtosis than the pNO
stage tumor. Higher value of skewness and kurtosis reflects
more complexity and heterogeneity in tumors. Our result
concluded that skewness and kurtosis derived from ADC
maps as imaging biomarkers might be differentiating the
positive lymph node of rectal cancer.

ROC curves showed that significant different parameters
derived from T2WTI had higher AUC differentiating pT3b-4



and pNI1-2 stage tumors than those derived from ADC
maps. Energy was shown to be the best performance in pre-
dicting pT3b-4 and pN1-2 stage tumors among TA parame-
ters with yielding AUC of 79.3% and 71.3%, respectively.
Furthermore, the Spearman correlation analysis showed that
energy derived from T2WI had the better correlation with
pathological T and N stages than parameters derived from
the ADC map. Therefore, our results indicated that the diag-
nostic performance of TA parameters derived from T2WI
was better than that derived from ADC maps. The reason
may be that high-resolution T2WI can reflect much more
details in the image of the lesion. In addition, T2WT is the
preferred sequence for the preoperative stage of rectal can-
cer. Thus, TA derived from T2WI may be a more useful tool
to aid radiologists and surgeons in selecting treatment.

There are some limitations. First, rectal cancer often
grows infiltrating along the bowel wall. Lesions and normal
bowel walls are often unclear; then, the measurement cannot
accurately delineate the entire tumor. So, the measurement
in our study was performed on a single slice of the largest
tumor slice. Second, we evaluated seven TA parameters in
our study because these parameters have been proven by
previous studies to be related to the heterogeneity of the dis-
ease. No other more parameters were included for the group
study. Third, we only included pathological T and N stage as
the grouping standard. More prognostic factors should be
included in the later period for further research.

In conclusion, our study showed that the diagnostic per-
formance of TA parameters derived from T2WI was better
than that derived from ADC maps. In particular, the energy
derived from T2WI was the optimal parameter for diagnos-
tic efficiency. Thus, TA derived from T2WI may be a more
useful tool to aid radiologists and surgeons in selecting
treatment.
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In this paper, a vector-borne disease model with two delays and reinfection is established and considered. First of all, the existence
of the equilibrium of the system, under different cases of two delays, is discussed through analyzing the corresponding characteristic
equation of the linear system. Some conditions that the system undergoes Hopf bifurcation at the endemic equilibrium are
obtained. Furthermore, by employing the normal form method and the center manifold theorem for delay differential equations,
some explicit formulas used to describe the properties of bifurcating periodic solutions are derived. Finally, the numerical
examples and simulations are presented to verify our theoretical conclusions. Meanwhile, the influences of the degree of partial
protection for recovered people acquired by a primary infection on the endemic equilibrium and the critical values of the two

delays are analyzed.

1. Introduction

Vector-borne diseases (VBDs) are one of the complex infec-
tious diseases that endanger human beings. Vectors are living
biological agents, such as ticks, mosquitoes, and fleas, with the
ability to transmit parasites, bacteria, or viruses between peo-
ple or from animals to people. It is reported that VBDs cause
more than 1 billion infections and 1 million deaths worldwide
every year [1]. Malaria is the most prevalent parasitic vector-
borne disease caused by plasmodium parasitizing the human
body [2-5]. Plasmodium enters stem cells through the blood
to parasitize and reproduce. It then invades red blood cells to
reproduce after maturity, causing red blood cells to burst in
batches and attack. The source of malaria infection is malaria
patients and those with Plasmodium. The natural transmis-
sion medium of malaria is female mosquitoes of the genus
Anopheles, which is transmitted by biting the human body,
and a few by blood transfusion and vertical transmission, with
Anopheles gambiae being a major carrier of the disease [2, 5,
6]. Different types of malaria have different incubation

periods, some of which are about 7-12 days, and some of
which are more than 6 months. The morbidity and mortality
of malaria are high [7]. According to the latest WHO reports,
in 2018, there were estimated 228 million malaria cases world-
wide, of which the death toll was about 405,000. It has led to
great global economic and social losses, especially in the trop-
ical and subtropical regions on five continents [3].

The population is generally susceptible to malaria.
Although there is a certain degree of immunity after several
infections, its acquisition process is so slow that it may take
years or decades to develop, and it gradually weakens over
time [5, 7, 8]. The remaining plasmodium may escape from
the immune function due to the antigenic variation and
reproduce again (recrudescence); even if the parasite has
been eliminated by human immunity or drugs after the initial
onset of malaria, the possibility of relapse is not excluded
with time. That is, reinfection likely occurs [6, 7]. It is shown
that time delay is of great significance in many biological
modelling, and its change may affect the dynamic behavior
of the system [4-6, 9-19], such as stability, uniqueness, and
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oscillation of solution. So, it is instructive to consider a math-
ematical model with time delays to research the influence of
immunity on disease control of malaria transmission.

Considering the incubation period of virus transmission
in the vector population, some vector-borne epidemic
models with a delay were considered [4-6]. In [5], Xu and
Zhou proposed a delayed vector-borne epidemic model and
reinfection, investigated its existence and stability of equilib-
rium, and analyzed its dynamical behavior. It suggested that
there are two effective preventive measures to reduce infec-
tions: one is to minimize vector to human contacts and the
other is to use insecticides to control vector. According to
[4, 5], a vector-borne disease model with delay-saturated
infection rate and cure rate was given by [6]. The existence
and local stability of the epidemic equilibrium were dis-
cussed, and the length of the delay of the system preserving
stability was estimated. This paper develops an improved
vector-borne disease model with two delays and reinfection
to consider the time required for the malaria virus to spread
to the host population and vector population.

The remainder of this paper is organized as follows. In
Section 2, an improved vector-borne disease model is formu-
lated. In Section 3, the stability of the equilibrium and the
existence of local Hopf bifurcation are discussed. In Section
4, some explicit formulas determining properties bifurcating
periodic solutions are obtained by employing the normal
form method and the center manifold theorem for the delay
differential equations developed by Hassard et al. [20]. Some
numerical examples and simulations are performed in Sec-
tion 5 to demonstrate the main theoretical results, and the
conclusions of this paper are summarized in Section 6.

2. Model Description

Generally, in the mathematical model of a vector-transmitted
disease, the host population size at time ¢, denoted by N, (),
is divided into three subclasses: susceptible, infected, and
recovered, with numbers denoted by S(t), I(t), and R(¢),
respectively. The vector population size at time t, given by
N,(t), is partitioned into two subclasses: susceptible vectors
M(t) and infectious vectors V(t). Based on the models [4-
6], we consider an improved vector-borne disease model with
two delays and reinfection as follows:

Zf —bBS(t=T)V(E-71) —yS(2),

O OB, S( =) V(1= 7,) + BB RO V(D) ~ (1, + PIO)
‘2_1: = yI(t) - bB, RV (E) — w,R(1),

dd_M — BB, M(t - 1)I(t - Ty) — i, M(E),
__b,82 (t=m)I(t=15) — i, V(1)

(1)

where A, and A, are the recruitment rates of the hosts and
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FIGURE 1: The phase graph of system (2) with 7, =7, =0.

vectors, respectively. b is the average number of bites per
mosquito per day. 8, and f3, represent the infection rates
from vector to human and human to vector, respectively.
¢, and p, are the natural death rates of the hosts and vectors,
respectively. 0(0 < o < 1) is the degree of partial protection of
individuals that recovered from primary infection. y is the
recovery rate per capita of the infective host population. 7,
and 1, are two delays, in which 7, represents the incubation
period of the host population, and 7, denotes the incubation
period of the vector population. The term bf,S(t —7,) V(¢
—1,) represents the incidence number of the susceptible
host infections caused by the infective vector at time ¢ — 7.
bB,M(t—1,)I(t - T,) denotes the number of infections of
the susceptible vectors that bite the infected host at time ¢
- 7, and become infective at time .

According to [21], system (1) is equivalent to the follow-
ing model:

ds
dt

VRS V(e )+ b, (51 =S 1) ) Vo) - #1100,

av fbﬁ2<

= A =B, S(t - )V (t=71) 1, S(2),

<r—rz>)1<tfrz> V().
(2)

Notice that Nj(t) = A, — 4,N,(t), i = 1,2, and its solution
is N;(t) = N;(0)e " + (A;/u,) (1 —e#").

Obviously, tlirgloNi(t) =Ajlu, (i=1,2). So, for t — 0o
and any €>0, 0<S+I<N,(t) < (A,/y,) + € holds by limit
theorem, which follows that 0 <S+1I<A,/y,. Similarly, 0
<V <A,/u, also holds. Thus, all the solutions of system
(2) enter into the region:

A A
:{(S,I,V)eRi|OSS+Ig “Losve2, 820,120}.
1 Hy
(3)

For the existence of the equilibrium of system (2), accord-
ing to [5], one can have the following result.
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Lemma 1. For system (2), E’ = (A,/u,,0,0) is a disease-free
equilibrium if Ry<1, and E* =(S",I*,V*) is an endemic
equilibrium if Ry > I, where Ry= (V" A AR, B,)1 (1, 1,% (1,
+7y)) is the basic reproductive number, S* = (A;u,(bB,I" +
U/ (AP Bol” + 5 (BB + 15)), V™ = (bALB,I) (s

(bB,I* +u,)), and I* satisfy the following equation:
P,(I"Y + P,I* + P, =0, (4)

where

P,=u, bzﬂé(baﬁr/‘z + ) (DALB, + pyps,)
+ b7 Bop p(DALB, + py ),

Py = b (¢, +y) (DAL, + i)
+ bﬁz”12M22(b0ﬁ1A2 +pH,) + b)’ﬁzlhzl/‘;
- b3A1A2/31ﬁ22(b‘751A2 + iy Hy)s

Py = 1y (y +¥) (1= Ry). (5)

The disease-free equilibrium E° denotes no infection, and
the endemic equilibrium E* represents that the disease will
exist and persist. The basic reproductive number R, describes
the expected number of secondary infections, which is
mainly sensitive to parameters b and f3; but not affected by
parameter o [5]. The process of deriving R, using the next-
generation method [22-24] is presented in Appendix A.

3. Stability of Endemic Equilibrium and
Hopf Bifurcation

The Jacobian matrix of the linear system (2) at E* = (S*, I*,
V*)is

—u, — b Ve 0 ~bB,S*e ™M
A
—-At * * * AT 1 * *
~(o—e?)bp, V"~ —y-bof, V' bR, e v bof, (L -1 =S
J= (0 e )/31 U —y—bop, BiSTe ™ + ‘7/31<M1 ) ; (6)
0 b, (22 - v*)ﬂfz —u, — b, I" e
2

and the characteristic equation det (AI —J) =0 is

X+ myA* + my A+ mg+ (n,A? + md+ng)e '

+ (qz)‘z +qA+ %)e_hz +(rnA+ ro)e_A(TIHZ) =0,

(7)

where
my =y, +2u, +y+bof, V",
my = (g +y +bo V) (1) + py) + ity
My = py iy (fy +y + bo B, V),
n,=bp, V",
ny =bB V' (uy +py +y+baf V"),
ny=bp, V(4 +y+bof, V"),

q, = bﬁ21*>

* * A * *
g, =bB,I" (2p, +y +bof,V )—bo/)’1<‘u—1—l =S )bﬁz
1
A
-<—2—V*>,
Hy
* * Al * *
Go=bPyI "y (py +y +bof, V") —bof, ”__I -8 )bB,
1

(e-7)
. —_ - M N
Hy !

A
rn= bzﬁlﬂZV*I* - bp, <_2

-V*bB,S",
Hy ) !

A
ry= b2ﬂ1ﬁ2V*I* (M +y+boB, V7)) - b3ﬂ%ﬁzS*GV* (*2 - V*>

Hy
A A
_ b3 2 O,V*<71_I*_S*>(72_V*>
{ Fif: /41 t

b BB B, (ﬁ* - v)}

2

Case (1). 1, =7, =0.
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FIGURE 2: The endemic equilibrium E* is asymptotically stable with 7, =23 < 7,

Characteristic equation (7) becomes

AN +ALN +A A+A,, =0, (9)

where A, =m, +n,+q,, Ay =m; +n, +q,+r;, and A
=my + 1y + q, + 1.

When the following condition (H1) holds, all roots of
equation (9) have negative real parts.

(H1): A, >0,A;;>0,A,,>0,A,A;; —A;,>0.  (10)

Hence, according to the Routh-Hurwitz criterion, the fol-
lowing conclusion can be drawn.

Theorem 2. If (H1) holds, the endemic equilibrium E* is
locally asymptotically stable when 7, =1, =0.

Case (2).7,>0,7,=0.

The characteristic equation (7) becomes

A+ ApA’ + Ay A+ Agy + (ByyA” + By A+ By )e M1 =0,
(11)
where Ay =m, + 4y, Ayy = my + 4y, Ay = My + G4, By, =115,
B,, =n, +r,and B,y =n, + 1.

Suppose A = iw, (w; > 0) is a root of equation (11), replac-
ing it into equation (11) and separating the real and imagi-
nary parts, then, we can obtain

Apw)* = Ay = (Byy — Bpw,?) cos w, T, + By, sin w7,
w,* = Ay w, = —(Byy — Bp,w,?) sin @, 7, + By, cos w,1,.
(12)

It follows that

“’16 + (Azz2 =24, - 3222)“’14 + (A212 - lez —2A50A5 + 2320322)‘*’12
+Ay® — By’ =0.

(13)
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FIGURE 3: The endemic equilibrium E* is unstable with 7, =24 > 7.

Let z=w,’, p,=Ay° =24y = By)*, py =4y° = B,)* -2
AyyAy, + 2By Byy, and p, = Ayy* — Byy?, then, equation (13)
is equivalent to

(14)

f(z)=2>+p,2° +pz+p, =0.

It is easy to get that the two roots of f'(z) = 32% + 2p,z
+py =0are z; = (1/3)(-p, + /p3 - 3p;) and z, = (1/3)(-p,

- /P31 -3py)-
According to [25, 26], we can get the conditions that
equation (14) exists positive roots.

Lemma 3. For equation (14),

(i) If p, < 0, then equation (14) has at least one positive
root

(ii) If p,>0 and A;=p3—3p, <0, then equation (14)
has no positive roots

(i) If py>0 and A, =p5—3p, >0, then equation (14)
has positive roots if and only if z,=(1/3)(-p,+

VA;)>0and f(z,) <0

By Lemma 3, it is easy to see that the stability of E* will
not change when 7 changes if (ii) is set up. However, the sta-
bility may change when 7 crosses through some critical
values if equation (14) has a positive root.

Assume that z,, z,, and z; are three positive roots of
equation (14), then, there are three positive numbers w;; =
VZ1> Wy =/Z;, and w3 =,/z;. It follows from equation
(12) that

oS @ T = (Azzwl - Azo) (Bzo - Bzzw12) + By 0, (w13 - A21w1)
(Byo — Bzzw12)2 +B,,%w,?
(15)
Denote
T(j) _ L arccos (Azz‘*’l2 *Azo) (Bzo - Bzzwlz) + By w; (“"13 *A21w1) " 2]1
a 1k (B _Bzz“’lz)2 + By w,? Wy’

(16)

where j=0,1,2, -, k=1,2,3, then, +iw,; isa pair of purely

imaginary roots of equation (11) for 7, :‘rgjk) . Let 7,y =
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FIGURE 4: The bifurcation diagrams with 7, as parameter and 7, = 0. A Hopf bifurcation exists at 7, = 7,,.

min {Tg(;()}, w,, be the w,, that corresponds to the mini-

ke{1,2,3}
i‘,?, and A(t,) = a(1;) + iw(t;) be the root of equation
(11) near 7, = ngk) satisfying (x(‘rﬁjk)) =0 and w(TYk)) =Wy
Furthermore, we consider the transversality condition.
By differentiating both sides of equation (11) with respect

to 7, we get

mum 7

At 302+ 240 + A,y

[ :| 2B,,A + B, T,
dr, AR+ AL+ Ay L+ Ay

A(ByA* +Byd+By) A

(17)

It follows that

e { [ﬁr }=Re {(3A2+2A22A+A21)e“1 +2B,A+ By i}

2
dTl T1=Tio )L(BZZA + BZIA + BZO) A
[30,* + (243, - 44, - 2B}))w,* + A3 — 2A,A,, — B} + 2By By, ] w,?
Bl w* + (Byy — Bzzw12)2w12
!
w’f (wlz)

T 24 22, 2"
By, + (Byy — Byyw,?) w,

Thus,

_[d(Rer)
sign {d—

T

The transversality condition is satisfied when f'(w?) # 0.

According to [27], and applying Lemma 3 and the above
transversal condition to system (2), the following theorem is
obtained.

Theorem 4. For system (2), when 7, =0,

(i) ifpy = 0and A, = p5 — 3p, < 0 hold, then, the endemic
equilibrium E* is locally asymptotically stable for all
T,>0

(ii) if py <0 o0r py>0, Ay =p5—3p,>0,z,>0, and f(z,
) <0, then, the endemic equilibrium E* is locally
asymptotically stable for 7, € (0,1,,)

(iii) if the conditions of (ii) and f'(z,) # 0 hold, then, it
undergoes a Hopf bifurcation at E* when 1, =1,

Case (3). 7, > 0,7, >0.

Fixing 7, in its stable interval and regarding 7, as a
parameter, we analyze the roots of characteristic equation
(7). Let A=iw(w>0) be a characteristic root of equation
(7). By performing some calculations as those in case (2),
we can obtain

(M +myA* + m A+ mo)e)”2 + (1A% + m A + no)e_’hl e
+ (A + g A+ qp) + (A +1y)e " =0,
(20)
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FIGURE 5: The endemic equilibrium E* is asymptotically stable with 7, =23, 7, =21 < 13.

Ajy cos wt, + Ay, sin wt, = Ay,

Az sin wt, — A3, cos wT, = Ajs,
@ + ks’ + kg0 + k0’ + kyo? + ko +ky =0,
where
Ay = (ny - n,w?) cos wt, + ny sin Wt +my — myw’
317 Mo~ 1t 1 0~ MW,
Asy = (ny = ny0?) sin 0, — n, cos T, + @’ — M
2= Mo~ 17 1 19>
— i 2
Az =10 sin T, — 1y COS WT| + g,w" — g,
Ass =—1,w COs WT| + 1 sin wT| — q, W,
22 22 _
ko =ng +my — g — gy + 2nymy cos W, — 2ryq, COS WT,

ky =2(nymy —ngm, —r,qy + 704, sin @z},

_ 2 2
k, = ny + mj — 2nyn, — 2nym, cos wt, — 2n,M, COS WT;
2
—2mym, + 2nym; cos wt| — 1| + 2ryq, €os wT + 24,4,

2
—2r,q, cos wT| —qj,
ky=2(ny+mn, —nym, +r,q,) sin wt|,

k,= n% + mg +2n,m, cos wt, —2n; COS Wt —2m, — q%,

ks = —2n, sin wt;. (23)
Furthermore, we suppose that
(H2): equation (22) has finite positive roots wg’> (i=1,2

k).
Then, for every fixed wgi), there exists a sequence of crit-

ical values Tg»)

A A, —ALA
arccos {731 ;4 22 35 } +
A5 + A5,

such that equation (22) holds, where

. 1 2j
R R—
W,

o0
(24)
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Let 7; =min {79,i = 1,2,---,k}, when 7, = 75, then equa-
tion (7) has a pair of purely imaginary roots +iw;.

Next, we also check the transversality condition. By tak-
ing the differentiation of (20) with respect to 7, and further
calculating, we can obtain

.

F1(A) = (3A% + 2myA + m, )€™ + (2myA + ny) M=)
ATy

T fa®)
f(A)

T,
+7)

(25)

where

- (nz)nz +mA+ no)‘rle ) (29,A +q;)

+r e = (1 A+ )T e,

FA) = (A +mpA® + m A% + mpA)e'™ + (m,A° + mA* + ngd) =),

(26)
Thus, we can get
Re l:ﬂ] - - _ P31Q;1 + P322Q32 , (27)
Lol - Q5+ Q5

where

Q=

[(now;‘ - nz(w;f) sin 37, -, (w})” cos wiT, + (w5)*
- ml(w;)z} Cos Wy T, — [(now; - nz(a);)3) COS Wy T,

*\2 - * * #\3 . ® ok
+ 1 (w3)” sin w7 + Myw; — m,y(w)) } sin w375,

Qoo = [ (105 — ()" sin wj, —my (@3)° cos wyT, + (w5)"

P31

- ml(w;)z} sin w, T, + [(now; - nz(w;)s) COS w5 T,

$\2 . 5 #\3 * %%
+ny(wy)” sin wyT) — m,(w;) +m0w2} Cos W5 T,

_ *\2 *
= [ T,1,(w3) —Tln0+n1> COS W5 T,

% . % #\2 % %
+ (2n, — Tn))w; sin w; T, - 3(w;) +ml] COs W, T,

2 .
+ [(Tlnz(w;) —Tln0+n1) sin w; T,

* * * . * __%k
2ny — T 1 )W, COS W,T| — 2m,w, | sin w, T,

* k. *
+(ry —1T,) €COS Wy T, — T,7 w5 Sin W T, +q,
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% . * 2 . *__%
+(2n, — 11w, sin wy T, — 3(w;)” + ml] sin w; T,

2 . %
- [(Tlnz(a)z) — TNy + nl) sin w; T,
* * * * *
— (21, — T,n;)w; cOs W, T| — 2M,w; ] COS W5 T,
. * * * *
= (r = 1y7y) Sin W3 T) — T |7 W) COS W T +24,w;.

(28)

Therefore, when
(H3): P3;Qy + P3,Qs, # 0 holds, then Re {[dMdr,], .
} #0, i.e., the transversality condition is satisfied.

According to the above discussions and based on [27], we
can get the following result.

Theorem 5. Let 7, € (0, 7,,), if (H2) and (H3) hold, then, the
endemic equilibrium E* is locally asymptotically stable for T,
€[0,75) and is unstable for T,¢€ (15,400). System (2)
undergoes Hopf bifurcation at the endemic equilibrium E*
for T,=1j.

4. Properties of Hopf Bifurcation

From the analysis in the last section, we can see that for some
critical values of delays, system (2) can occur in a series of
periodic solutions at the equilibrium. On the basis of Theo-
rem 5, we will employ the normal form method and the cen-
ter manifold theorem introduced by Hassard et al. [20] to
provide the properties of bifurcating periodic solutions in
this section. Without loss of generality, we assume that 77}
<13, 77 €(0,Tyg), Ty =T5 + s uy (1) = S(78) = 8%, up(t) = I(
1t) —I*, and u5(t) = V(7t) — V*. Then, equation (2) can be
rewritten into the following functional differential equation
in the Banach Space C = C([-1,0], R?).

u(t) = Ly(ut) + F(u, uy), (29)

where u(t) = (u,(t), uy (t), u5(t))" € R?, 1,(0) = u(t +6), L,
: C— R?% and F(y,- ): Rx C — R? are defined as follows:

L,(0) = 55+ )| '900) + 5o~ ) + g

F(u, ¢) = (1, + p)(Fp, Fy, Fa)T’
(30)

where

$(0) = (¢,(6), $,(6), 65(0))" € C,

—t 0 0
A= —gbB, V" —(u +y+bof, V") baﬁl(%—l*—s*> ,

0 0 1_.”2

—bB, V" 0 -bB,S"

B'=| bB,v* 0 bBS

0 0 0

0 0 0

c=|o 0 o |

0 bB, (ﬁ—v*) —bB,I*
2

2

Pzt (- 51) 03 (<2 ) - b0, 0)05(0) - boB s 0)050),
Fy = —bB,,(~1)9(-1).
(31)
Based on the Riesz representation theorem, we know that

there exists a function of bounded variation components #(
0, u), 6 € [-1, 0], such that

L(9) J a0.09(0).90) € C(FLOLR). (32)

In fact, we can take
(13 +M)(A' +B' +C'), 6=0,

(T3 +4) (B' + C'),

n(0, u) =
(15 +u)C, 6 e (-1,-%),
0, 0=-1.
(33)
Define A(p) and R(yu) by
d¢(0)
0 0¢[-1,0),
AWd=4 o (34)
|| ants woco), 0=0.
R o 0€[-1,0), 35
<m¢—{F(M’¢>’ oo (35)

Then, system (29) can be further represented as

u(t) = A(p)u, + R(p)ur, (36)
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FiGure 7: The bifurcation diagrams with 7, as parameter and 7, = 23. A Hopf bifurcation exists at 7, = 7.

where u,(0) =u(t+0)=(u(t+0), u,(t+0), us(t+0)),0
€[-1,0].
For ¢ € C([0, 1], (R?)"), we define

Ag(s) = (37)

where 1(0) =7(0,0). Let A=A(0), then A and A* are a pair
of adjoint operators. From the discussions in Section 3, we
know that +iw; 75 are a pair of eigenvalues of A(0), it follows
that they are also a pair of eigenvalues of A*. Next, we calcu-

late the eigenvectors of A(0) and A* with respect to iw;7;
and —iw; 75, respectively.

Suppose that g(6) is an eigenfunction of A(0) corre-
sponding to iw; 7;. Then, by the definition of A, we can take

q(0) = (1, g5, q5)" €273, (39)
where

4, = (iw;‘ +u, + bﬁzl* e—itu;T;) (iw; oy + bﬂl V*e_iw;.rr)
2 0B, (Aglpsy) — V7)o ims

>

.k * ,—iw;T]
4= iwy +p, +bp, Ve 2N
’ —bB,S*ee:

(40)

Similarly, g*(s)=D(1, 43, %) €% 5€[0,1] is the
eigenfunction of A*(0) corresponding to —iw; 7}, where

| —iw) +py + b Ve
BT (o e bp, v

>

(—iw} +py +y+boP V) (=iws +py + b, V)
B, (Asliy) — V*)e"i7 (o — 57 b, V*

*

a3 =

(41)
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From equation (38), we can get

0 O
(" (5),q(0)) =" (0)(0) - [ J 7" (- 0)dn(0)q(E)de

J-1Jé=0

B ro= 0 6

~D(L35.3) (g D [
00 d(0)(1, g, 43) e

(1, 45-95)e
0 sk ok
=D[1 0ot 0,05 - (1353)| ee’“zfﬂdme)(l,qz,qﬂ
-1

= D[1+4,85 +4585 + 77bBye T (V7 433 - 5", + 834s)

e [ A
v (2 Y- )]
2

Thus, one can choose D as

(42)

D=1+ a5 +,05 + T1bB,E7 (V' 45 - 5"+ 330

e [ Ay L1
e (e
2

which satisfies (g*(s), g(6)) = 1.

Next, using the methods given in [20], we can calculate
some explicit expressions as follows that are used to deter-
mine the qualities of bifurcating periodic solution.

(43)

11

911 =D73[-bB,(q5 + 95) + 35 (1 - 0)bB, (45 + q5)

o . o (45)
- boB, (9,45 + §,95)) — 43 6P, (9,95 + 4295

9o, = 2D1; [_bﬁl%ezm;ﬁ +4, (bﬁl%ezwzrr —obp,q; - Ubﬁlzb%)

-3 bﬁzzlzzhez'lwzr;} >
(46)
9, =Dr; {_bﬁl [ZW(131) (_ %) €T ¢ W(S) < Tfi) it
75 T
<1> T iw; T —lw 7
+ Wy | - q621+2W11 bl UL
+ Tﬁ |:bﬁ1 (ZW“) (_ T_i) —lwz'r, + W ) uuzrl‘
T
+ W<2:)> (_T )q T 4 2W11 <_ %)q WZTI)
15
- obp, <2W11)(0) + W(zo (0)+ Wzo (0)g; + (0)43)
)

)
3
—bop, <2W§1)(0)‘12 + Wéo <2

(0 )‘132W11)( )‘13)]
—iw; T 3 — Wit
=338, [2WAY) (~1)gpe T + Wi (-1),e4"

+ W<zo (-1)g, eiins +2Wn (-1)gse lw;ﬂ }’

(0)g, + W.

a0 =2D7; [_bﬁ1‘13‘372iwm +; (17181‘13‘372!“051T —obfq; - abﬁﬂzqs) ( )
. 47
-4 bﬁz‘bqaeizwzrz] >
(44) where
i) w70 i9p, —iw; 70 2w’ 70
W, (6) = 0)el im0 4 0)e @it 4 | o2wiTif,
20( ) w;T; ( )e 36021‘2 ( )e le
igll iwiti0 Zgll - —iw; TS
W, (0)=- 0)e' 2" + 0)e im0 +E,,
11( ) w;T; q( )e w;T; ( )
)
E = Ay Ay Ay
27\AC A A )
2 2 2
21w} + py + b, Ve Hm 0 bp,S e Heim (48)
s . A
A = (0 — g 2T ) bp,V* 2iw; +p, +y+bofV —bﬁlS*e*z""ZT1 - bof, (”—1 -I" - S*)
1 bl
0 -bp, < ) e 2w 21w} + py + b, 1" e 2
Hy
py +bBV* 0 bp,S*
+ ) I*
A= |~ -OBBYV" y+ Arbop v —%

A
0 -bp <—2
? Hy

- V*) Yy + b3, I
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Figure 8: The bifurcation periodic solutions of I(¢) with 7, = 23 and 7, = 22, 28, 38 (from the top to the first of the bottom). The bifurcation

periodic solution is unstable with 7, =23 and 7, = 38.

Ay, Ay, and Ap; are the third-order determinants
obtained by substituting the first, second, and third columns

of A, by vector (P, P,, P;)", respectively. A,,, A,,, and A,,
are also third-order determinants obtained by replacing the
first, second, and third columns of A, by vector

(Q, Qy, Q3)T, respectively, where

P, = ~bp, g,
P, =bp,q;e T — 0bp,q; ~ 0bP, 4,
Py =—bB,q,q;¢ 4,
Q, =-bp, Re {q;},
Q,=(1-0)bB, Re {q;} — boP, Re {q,q5}
Q; =-bp, Re {q,35}-

Thus, the following quantities can be calculated:

i 1 1
c(0) = m (920!]11 - 2|911|2 - §|goz|2) + 5921’
_ Re {¢(0)}
Re {/\/(T;)}
B, =2Re{c(0)},

e (1m (e (0)) + iy 1 {1 ) ).

w,T;

2

Ty=-

(50)

Therefore, based on [20], we can obtain the main results

in the present section as follows.

Theorem 6. For system (2), the periodic solution is supercrit-
ical (resp., subcritical) if u, > 0 (resp., u, < 0). The bifurcating
periodic solutions are orbitally asymptotically stable with an
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FIGURE 9: The system appears irregular periodic behaviors when 7, =31 and 7, = 31.

asymptotical phase (resp., unstable) if B, <0 (resp., 3, > 0).
The period of the bifurcating periodic solutions increases
(resp., decreases) if T, > 0 (resp. T, < 0).

5. Numerical Examples and Simulations

We select the parameters to simulate the above theoretical
results as follows:

A=9,b=0.3,

B, =0.002, 4, =0.01,
0=0.8,y=0.6,
A, =9,

B, =0.005,

u, =0.05.

By calculations, we can obtain that the endemic equilib-
rium of system (2) is E* = (S*,I*, V*) = (102.5734, 85.6437
,129.5701). Under the above parameters, the condition
(H1) is satisfied. According to Theorem 2, we know that

TaBLE 1: The relationships among the partial immunity o, the
endemic equilibrium E*, and the critical values 7,, and 7;.

o 1 0.8 0.6 0.4 0.2

S 97.4478 102.5734  111.3948  129.1222  170.4044
I 107.0566 85.6437 63.4246 41.2030 21.8956
V* 1372619 129.5701  117.9896 99.5023 71.3613
Tyo 21.5895 23.3291 26.6112 34.3647 56.7849
75 17.8120 21.4739 25.5925 30.6267 44.0800

the endemic equilibrium E* of system (2) is asymptotically
stable when 7, =7, =0 (see Figure 1). When 7, >0, 7, =0,
we get p,=-4.7847 x 107 <0, 7,5 =23.3291, z; =0.0053,
and f'(z,) =0.017 # 0; from Theorem 4, the endemic equi-
librium E* is locally asymptotically stable for 7, € (0, 7y,)
and is unstable for 7, > 1, and a Hopf bifurcation occurs
at 7, = 7, (see Figures 2-4). When 7, > 0, fixing 7, = 23 that
belongs to its stable interval (0, 7,,), then, by calculation, we
obtain that a positive root of equation (22) is w = 0.0933 and
75 = 21.4739, which follow from Theorem 5 that the endemic
equilibrium E* is locally asymptotically stable for 7, € (0, 75 )
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and is unstable for 7, € (75,+00), a Hopf bifurcation exits at
T, =75 (see Figures 5-7).

The numerical results show that ¢, (0) = 1.0266 x 10~ —
4.7626 x 107, 1, = —0.0024 < 0, B, = 2.0531 x 10~ > 0, and
T, =2.3115x 107® > 0, which imply that, for system (2), its
periodic solution is subcritical at 75 and unstable, and the
period of the bifurcating periodic solutions increases (see
Figure 8). Also, when the two delays are greater than their
critical values, the system will produce irregular periodic
behaviors, which is depicted in Figure 9.

Besides, the influences of the parameter ¢ on the endemic
equilibrium E* and the critical values 1, and 7; of the two
delays 7, and 7, are shown in Table 1. When o decreases,
I* and V* also decrease, but S*, 7,,, and 75 increase, which
suggests that the degree of partial protection for recovered
people acquired by a primary infection can change the
densities of distributions of susceptible and infective peo-
ple and can also affect on the stability of positive equilib-
rium. It is noteworthy that it can not change the direction
of Hopf bifurcation and the stability of bifurcating peri-
odic solutions.

6. Conclusions

In this paper, we considered a vector-borne disease model
with two delays and reinfection based on the models pro-
posed by [4-6]. Some theoretical analyses of this model were
implemented. From the characteristic equations, firstly, we
discussed the conditions of the endemic equilibrium E*,
which is locally asymptotically stable in the model without
delays by the Routh-Hurwitz criterion. Then, by setting 7,
=0, regarding 7, as a bifurcating parameter, and setting 7,
in its stable interval, regarding 7, as a parameter, respectively,
we employed the Hopf bifurcation theorem to analyze the
conditions for the stability of equilibrium and existence of
Hopf bifurcation. Furthermore, when 7, is in its stable inter-
val, for parameter 7,, the directions and stability of Hopf
bifurcation were investigated, and some explicit formulas
were derived by using the normal form theory and center
manifold theorem. In the end, our numerical examples and
simulations verified the correctness of theoretical conclu-
sions. As the facts show, the disease will be persistent under
the set of parameters, and the number of the host population
and vector population will fluctuate. Also, when both delays
exceed their critical values, the stability of the system and
the properties and behaviors of the bifurcating periodic solu-
tions may lead to change. The oscillatory behavior and phe-
nomenon that an increased partial immunity may give rise
to instability will prompt medical workers engaged in infec-
tious diseases to remain vigilant against the virus even if they
have noticed that the number of infected populations
decreases. The qualitative analysis and numerical simulation
used in the research of dynamic behavior of system can pro-
vide theoretical basis for revealing the development process,
transmission pattern, and change trend of diseases and give
important reference to the analysis, prediction, and control
of human infectious diseases.
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Appendix

A. The Derivation Process of R, Based on the
Next-Generation Method

R, is the dominant eigenvalue of the next generation matrix
G = FV~! whose entries are interpreted as the number of sec-
ondary infections produced by infected vectors and hosts in
the process of their infection. Here, the notation we use fol-
lows [22-24]. For system (2), we calculate

o BB
_ H
A
b
Hy
+ 0
V= (” Ly > (A1)
0 Hy
. BB
_ ST
b, A,
(b +7)ty

Thus, Ry = (6> A, A, B, B,)/ (w42 (p, +7))- Note that we
use RS as in [5], though it is called R,. Either way, its thresh-
old behavior R, > 1 remains unchanged.

B. The Derivation Process of Coefficients g,,
911> 90> and g,, of Equation (47)

Using the algorithms and marks presented in [20], when u
=0, the projection system of system (2) on the center mani-
fold C, can be calculated. For the solution u, of equation (29),
we define z(t) =(q*,u,), which follows from equations
(35)-(39) that

2() =(q" ) = (A" (0)q", u;) +q" (0)F(0, uy) = iy 732+ 9(2, 2),
(B.1)

where  g(z,2) =g*(0)F(0, u,) = g,4(0)(2°/2) + g,,(6)2Z +
902(0)(2°12) + g,, (0)(2°212) -+
Let
W(t,6)=u,(6) - 2Re {z(t)a(®)},  (B2)
then, on the center manifold C,, we can have
W(t,0) = W(z(t),z(t),0), (B.3)
where
2 z 22
W(z,z,0) = W,,(0) -+ Wi,(0)2Z + W, (0) -t W30(9)€+~~~
(B.4)

z and z are local coordinates on C, in the directions of g*
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and g*. From equations (39) and (B.2), we can see

w (6) = W(5,6) + 2(1)q(8) + Z(07(0) = (1, q,) 577z
2
= = —iw; 750 Z —
+ (1,4, %)Te 1397 + Wy (0) > + Wy (0)zz

2 3

z z
+ W02(9)7 + W30<9)g+"'-

(B.5)

Therefore, we can obtain
2

2
_ 1 z 1 _ 1 z
u,(0)=z+z+ W§0>(0)7 + W(”)(O)zz+ W((]z)(o)7+...,

2 2
—_ 2 Z 2 _ 2 Z
13, (0) = 24, + 2, + W) (0) 5 + Wi (0)22 + W3/ (0) 5+,

2 2
—_ 3 Z 3 _ 3 z
us,(0) = 2 + 24, + Wi (0) 5 + Wi (0)22 + Wy (0) 5+,

2
Uy (~1) = 2675 + 2697 + w§1>(—1)% + Wl (-1)zz
52
+ W(()1>(—1)%+-~-,

2

—iwiTy —— Wity 2 Z 2 =

tyy(~1) = 2,57 + 2, + Wil (<1) 5 + W) (-1)2z
2

FWE ()T

9(2.2) =q"(0)F(0,u;) = D(1,43,43) F(0, u;) = D(1, 43, 43)7;

=3 bB,uy, (= 1)us, (-1)}.

Substituting 1,,(0), uy(0), u3,(0), 1y, (1), uz, (1), uy,(
—17/75), and uy,(—7}/7;) into the above expression of g(z,
zZ) and comparing the coefficients yield the coefficients g,,
9115 9op» and g, of equation (47).

Obviously, g,y g;;> and g,, can be determined directly
by substituting system parameters, but W,,(0) and W,,(6)
in g,, need to be calculated through some methods [25, 26].

15

2
—iWy TS | 55 W TS 3 Z 3 =
Uy (—1) = 2575 + 2, 5T + WS >(-1)7 + W (-1)zz

+ W(()S)(—l)%+---,

T* (2) * ZZ
1) _ -t | == T 1
Uy | —— | =29, 2" +2q,e 2 + Wy | —— | =
T, T5) 2
T

oy T - 2
+wi <— %) zZ+ W) (—T

T4 P PR 77 Z2
1 i, T - 5T 3) 1
”3r <__*> Zq3€ 21 +zq3e 2t 4 W20 <__ J—

T2 3
* *\ 52
+ W<131) (— T—i) zZ + Wffz) (— T—i) S
T5 5 /) 2

Furthermore, we can get g(z, z) as follows:

T Ty

1 1

0By | —— Jua | — =
P )

* *

bB,uy, (— :_l) s, (— :_1> — 0B,y (0)1t3, (0) — borB, 1y (0)145,(0)

_ T* 5 . 77
=Dr, {_bﬁl"‘n (_ T_i) Usy (‘ T_i> +9, {bﬁﬂ/‘u (_ T_i> Uz, (
2 2 2

2

_bﬁzl"zr(_l)”y(_l)

T

- i) — b, uy,(0)us,(0) - bo, u2t(0>u3t(0)j|

By equations (36) and (B.2), we can get

. . [AW-2Re{q"(0)F(0,u4,)q(6)},6 € [-1,0),
W=i,-2q-%4=

{ AW =2 Re {g"(0)F(0, u,)q(0)} + F(0,u,),0 =0,
2 AW+ H(z %6),

(B.8)
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where
2 z
H(z,z,0) = H,,(0) -t H,,(0)zz + Hy, (0) 2t (B.9)
Thus, we have
. z? z?
W(t,0) - W =-H(z,2,0) = —H,(0) 27 H,,(0)2z - Hy, () 27
(B.10)
From equation (B.4), we can get
2 2 3

AW(t,B):AWZO(B)%+AW11(9)22+AW02(6)Z +AW30(6)26+

2
=2iw" 15 W, (0) St

(B.11)

W =Wy (0)zz + W, () (22 +22)+---

Therefore, we can obtain

(A= 2iw Ty ) Wy (0) = -

For 6 € [-

H(z,2,0)=-g(2,2)q(0) - g(z

1,0), we have

,2)4(6). (B.13)

By comparing coefficients of (B.9) with (B.13), one can
get

H,y(0) = (B.14)

~(9204(0) + 90,9(9))

—(9119(0) + 91,9(9))-

From equations (B.12) and (B.14) and the definition of A,
we can obtain

Hy, (6) = (B.15)

Wzo(e) =2iw; 75 Wy (0) + 9204(0) + 90,4(6). (B.16)
Since g(6) = g(0)e>™?
ing to (B.16), we can get

= (1,4, q5) €70, then accord-
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Similarly,
WH(G) =9114(9) + 9,,9(0) (B.18)
g iws T gll - —iwiTi0
= — p) 2 LTy E ,
W”(@) (A);Tz (0)@ + w2T2 q( )e + 2

(B.19)

where E, = (E\), E?, EP)) e RO,

Next, we seek the appropriate constant vectors E, and E,
in expressions (B.17) and (B.19). From equation (B.12) and
the definition of A, we can have

JO dr(0) W0 (6) = 2iw} T3 Wi(0) — Hoyp(0),  (B.20)

JO dn(0)W,,(0) = -H,,(0), (B.21)

where #(6) =7(0,0). Thus,
H,0(0) = =g509(0) = 9,q(0) + 275 (Py, Py, Ps)T> (B.22)
Hy1(0) =-g,,9(0) — 9,,9(0) + 75 (Q1> Q,, Q3)T- (B.23)

where P, =-bp,q,e*™, P,=bp q,e2:" —obp,q; —0b
B14,95> and Py = _bﬁzqz%e%lwﬂz andﬁ Q, =-bp, Re {q;},
Q= (1__ 0)bB, Re {q;} — boP, Re {q,q;}, and Q;=-bp,
Re {q,35}-

Note that

(w331 = f ! WZTZGd’I( ))q(0) =

(—iwy 731 - f e_lwzrzed”l( ))a(o ) =

Substituting expressions (39) and (B 22) into equation
(B.20), we can have

0
(ziw; 1 - J ezlwifif’dq(e)> E, =21} (P, P,, Py)",
-1

gZO iwy 7560 g02 - —1w*1*9 2iw; 750
W, (6 1730 1130 4 B Pini0,
20(0) = W37 (0)e 3057 (0)e 1€
(B.17) (B.24)
where E, = (E(l) E? E<3)) eR? which leads to K, E, = 2(P,, P,, P;)", where
1= BB . 161 = 2P By B35
2iw; + py + bB, VFeHrm 0 bp,S" e Heii
I B A
_ 2 2iw T * PO _ * —21wIT] 1 px _ Q*
K - (0 ¢ )bﬁlv 2i0] + i, +y+boB V' —bB,S"e bop, <_.141 I'-S$ ) (8.25)

A
0 -bp <_2 -
2\t

v* ) e—2iw; 75

PR
2iw; T

2iw; + p, + bP,I"e”
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It follows that

, (B.26)

where A, = K|,

Pl 0 bﬁ] s* e*Ziw;rr

i A
P, 2iw;+u, +y+bofV:  —bB,S e T — bop, (J - - s*)

Ay = #

A B B
P, -bp, <J - V*> e 2T 2w} + p, + b, e 2
Hy
2iw} + py + b, V*e et P,

- . A
Ay = (a — gt ) bB,V* P, —bB,S"e i —bop, <—1 - s*) ,
Hy

bﬁls* e—waz‘rl

0 Py 20w} + py + b, 1" e
20w} + py + b, Ve 0 P,
A= (U—e’z"wzrf)bﬁlV* 2iw; +p +y+bof, V' P,
137~ .
A e
0 -bp, <—2 - V*)e’z""lrz P,
Hy

(B.27)

Similarly, substituting expressions (B.19) and (B.23) into
equation (B.21), we can have

0
J d’?(e)Ez = _T; (Qp Q2> Qg)T) (BZS)
-1
which leads to K,E, = (Q;, Q,, Q5)", where
bV 0 bB,S*
* * u +y I
K,= | “(1-0bBYV" u +y+bopV —%
A
L
Hy
(B.29)
It follows that
EY = ﬁ
4,
@ _ 4y
E = B
2 T (B.30)
B® = L2,
A
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where A, = |K,|,
Q 0 bp,S*
. w +y)I°
Ay, = Q p ty+bofV _% ,
A
Q; -bB, <_2 - V*) Uy + 0B I
Hy
gy + 6B VT Q b, S’
I*
A= |-(1-o)bpvt Q -tV ;w ,
0 Qs +bBI”
p + 0B V* 0 Q
_|-(1=0)bB V" +y+boB VT Q,
Ay = A .
0 -bB, <—2 - V*> Q,
Hy
(B.31)
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Pneumonia is an infamous life-threatening lung bacterial or viral infection. The latest viral infection endangering the lives of many
people worldwide is the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which causes COVID-19. This paper is
aimed at detecting and differentiating viral pneumonia and COVID-19 disease using digital X-ray images. The current practices
include tedious conventional processes that solely rely on the radiologist or medical consultant’s technical expertise that are
limited, time-consuming, inefficient, and outdated. The implementation is easily prone to human errors of being misdiagnosed.
The development of deep learning and technology improvement allows medical scientists and researchers to venture into various
neural networks and algorithms to develop applications, tools, and instruments that can further support medical radiologists. This
paper presents an overview of deep learning techniques made in the chest radiography on COVID-19 and pneumonia cases.

1. Introduction

Pneumonia is life-threatening and one of the top diseases,
which causes most deaths worldwide. It was projected that
1.4 million children die of pneumonia every year, in which
18% of the total children who died are below five years of
age. In December 2019, at the epicentre in Wuhan, China, a
novel coronavirus, severe acute respiratory syndrome-
coronavirus-2 (SARS-CoV-2), causing COVID-19, emerged
and is now a worldwide pandemic. As of 29™ September
2020, COVID-19 has been confirmed in 215 countries and
territories, involving 33,558,131 cases with 1,006,471 deaths
globally, which is a 3% mortality rate [1]. Most reported
infections were in the USA, Brazil, India, Russia, South
Africa, Mexico, Peru, Colombia, Chile, Spain, and many
others [1]. Countries have declared emergencies and national

lockdown while cases have been reported to increase at an
alarming rate [2].

Pneumonia is the inflammation of the alveoli inside the
lungs [3]. The inflammation will build up fluid and pus that
subsequently causes breathing difficulties. The patient will
show symptoms such as shortness of breath, cough, fever,
chest pains, chills, or fatigue. Antibiotics and antiviral drugs
can treat bacterial and viral pneumonia. COVID-19 was orig-
inally called novel coronavirus-infected pneumonia (NCIP)
[3]. The symptoms are similar to other variations of viral
pneumonia and more [4] of which include rapid heartbeat,
breathlessness, rapid breathing—also known as acute respi-
ratory distress syndrome (ARDS), dizziness, and heavy
perspiration [3]. COVID-19 damages the cells and tissues
that line the air sacs in the lungs [3]. The damaged cells
and tissues can disintegrate and clot the lungs causing
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difficulties in breathing [3]. Nevertheless, an immediate diag-
nosis of COVID-19 and the consequent application of
medication and treatment can significantly aid and prevent
the deterioration of the patient’s condition, which eventually
can lead to death [5].

Hence, it is a challenge to diagnose a patient with COVID-
19 via medical imaging. Deep learning models mimic human-
level accuracy and precision in analysing and segmenting a
medical image without human error [6]. However, deep
learning cannot substitute medical professionals like physi-
cians, clinicians, and radiologists in medical diagnosis [6],
but it can assist medical experts in the field in executing and
processing time-consuming works, such as determining chest
radiographs for the signs of pneumonia and distinguishing
the types of pneumonia and its severity [6].

2. Background of COVID-19

Coronaviruses are single-stranded ribonucleic acid (RNA)
viruses, with the size of the virus approximately 26 to 32 kilo-
bases. In late December 2019, a new (novel) coronavirus was
identified in China, causing severe respiratory disease,
including pneumonia. US Department of Health and Human
Services/Centers for Disease Control and Prevention (CDC)
reported that Chinese authorities declared an outbreak
caused by a novel coronavirus, SARS-CoV-2 [7]. The corona-
virus can cause mild to severe respiratory illness, known as
Coronavirus Disease 2019 (COVID-19). The outbreak began
in Wuhan, Hubei Province, China, and has spread to many
countries worldwide—including Malaysia. World Health
Organisation (WHO) declared COVID-19 a pandemic on
11 March 2020. CDC also stated the coronavirus could be
spread mainly through close contact from person to person,
face to face, and physically near each other within 6 feet [8].

The SARS-CoV-2 spreads more efficiently than influenza
but not as efficiently as measles, one of the most contagious
viruses. The respiratory ailment spreads throughout droplets
of air. The infection is transmitted primarily via close contact
and infects through respiratory droplets distributed in the air
when a person coughs or sneezes. When a person contami-
nated with SARS-CoV-2 coughs, sneezes, sings, talks, or
breathes, he or she produces respiratory droplets which range
in size from large droplets visible to the human eye to smaller
droplets. The tiny droplets can also form particles as they dry
very quickly in the airstream [8]. Breathing difficulty is an
indication of plausible pneumonia and requires prompt clin-
ical deliberation and care. Research indicates that people
suffering from COVID-19 often show hyperthermia and
breathing problems [9]. Currently, there are no antibodies
or definitive treatment for COVID-19 patients available to
the public. The US Food and Drug Administration (FDA)
had no authorised or approved vaccine to prevent COVID-
19 [8] until 12 December 2020, when the Pfizer-BioNTech
coronavirus vaccine, which offers up to 95% protection
against COVID-19, has been authorised as safe, effective,
and only for emergency use [10]. However, the World Health
Organisation (WHO) encouraged the facilitation of vaccines
by public persuasion instead of making the injections
mandatory [11].
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Early diagnosis of COVID-19 is critical to prevent human
transmission of the virus to maintain a healthy population.
Reverse transcription-polymerase chain reaction (RT-PCR)
test is used to detect COVID-19 disease. It shows high
specificity but is inconsistent with sensitivity in sensing the
existence of the disease [12]. It demonstrates a certain
proportion of false-negative results. However, when the
pathological load is high during the symptomatic phase, the
test is more accurate. The (RT-PCR) test kits are also limited
in some geographical regions, especially third-world coun-
tries [13]. The turnaround time is 24 hours in major cities
and is even longer in rural regions [9]. There is an urgency to
explore other possibilities to distinguish the ailment and enable
immediate referrals for the SARS-CoV-2-infected patient [9].
The chest X-ray plays a crucial role and is the first imaging
technique to diagnose COVID-19 [14]. The virus presents on
the Chest X-ray as ground-glass opacities, with peripheral,
bilateral, and primary basal distribution [12]. These presenta-
tions seem comparable to those resulting from non-SARS-
CoV-2-related viral, bacterial, fungal pneumonia [9, 12].

Furthermore, researchers found it problematic to differ-
entiate viral pneumonia from other forms of bacterial and
fungal pathogens [15]. Both chest X-ray and CT scan are
not encouraged to be used as the primary diagnostic tool to
screen/confirm and evaluate respiratory damage in
COVID-19 because of the high risk and rapid increase in
disease transmission [9, 13]. CT scans are discovered to be
less explicit than RT-PCR but highly sensitive in sensing
COVID-19 and can act as a fundamental role in disease
analysis/treatment [13]. Nevertheless, the American College
of Radiology has endorsed CT scans’ practice as a primary-
line assessment [16]. There are further concerns in using
CT scans as a first-line test for the augmented risk of trans-
mission, access, and cost, contributing to the recommenda-
tion [9]. As the pandemic became calamitous, radiological
imaging is considered compulsory where portable chest X-
rays are a useful and practical alternative [12]. However,
the images’ valuation placed a severe responsibility for radio-
logical know-how, which is frequently lacking in regions with
limited resources. Therefore, automated decision-making
tools could be essential to appease some of this problem
and to quantify and identify disease development [9].

2.1. Background on Deep Learning (DL). Artificial intelli-
gence (AI) is a computer science branch that allows machines
to execute human intelligence tasks. With the evolution of Al
and Internet-of-Things, medical equipment has rapidly
changed, which provides many possibilities in medical radi-
ology. Machine learning (ML) techniques can achieve the
objective of AL It is the subset of Al to allow computer
systems with the learning ability and implement tasks with
the data automatically without manual programming. Deep
learning (DL) is a subset of machine learning related to
methods simulating the neurons of the human brain [17,
18]. The implementation of ML is to apply DL as an essential
subject with its technology in classification, recognition, and
identification of images or videos. The algorithm instructs
the information to process patterns impersonating the
human neural system. DL is currently an essential subject
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with its technology in classification, recognition, and identifi-
cation of images or videos. DL functions on algorithms for
cognitive method simulation and data mining developing
concepts [19]. DL maps input data consisting of hidden deep
layers required to be labelled and analyzed concealed pat-
terns within the complex data [20]. Between ML and DL,
DL can automatically classify features and provide accurate
results with high-end GPU help whereas ML requires a wider
range of data to be preprocessed as the features need to be
extracted manually. ML integrates various computational
models and algorithms to mimic the human neural system
whereas the DL-based network is more profound and is
created with many hidden layers compared to conventional
ANN. DL algorithms do not require many feature classifica-
tions and acquire directly from the data to display their
higher problem-solving aptitudes. DL can interpret data
and extract a wide range of dimensional features, notwith-
standing if the features are visible or invisible to the naked
human eye. This diminishes manual data preprocessing such
as segmentation. DL can handle complex data representa-
tions and mimic trained physicians by identifying and detect-
ing the features to make clinical decisions. DL architectures
are applied in medical X-ray detection and various areas such
as image processing and computer vision in medicine [17].
DL progresses in the medical sector to comprehend higher
results, expand disease possibility, and execute valid real-
time medical image [21, 22] in disease recognition systems
[23]. Table 1 shows the neural network’s significant contribu-
tions to deep learning [23, 24].

Figure 1 below shows the mind map of the types of
machine learning and deep learning techniques created [25].

Convolutional neural network (CNN) most often apply
to image processing problems where a computer identifies
the object in an image. CNN can also be used in natural
language processing projects as well. CNN modelling is
adequate for processing and classifying images. A regular
neural network has three layers: an input layer, a hidden
layer, and an output layer. The input layer has different
forms, whereas the hidden layer performs calculations on
these inputs. The output layer delivers the outcome of the
calculations and extractions. Each of the layers contains
neurons and has its weight connected to the neurons in the
previous layer. Hence, the data that is provided in the net-
work does not produce assumptions via the output layer.
However, the regular neural network cannot be applied if
the data consists of images or languages. This is where convo-
lutional neural network (CNN) comes in. CNN treats data as
spatial data. Unlike regular neural network, the CNN
neurons are not connected to every layer from the input
layers to the hidden layers, and finally, the output layers only
choose the neurons closest to it with the same weight. CNN
upholds the spatial aspect of the dataset, which means that
it undergoes a filtering process that simplifies complex
images to better-processed images that are understood. The
CNN is made up of many layers, consisting of several indi-
vidual layers known as the convolutional layer, the pooling
layer, and a fully connected layer. Inside, the layer of the
CNN also consists of the rectified linear unit layer (ReLU).
The ReLU layer activates the function to ensure nonlinearity

TaBLE I: Significant contributions of the neural network to deep
learning [23, 24].

Milestone/contribution Year
McCulloch-Pitts neuron 1943
Perceptron 1958
Backpropagation 1974
Neocognition 1980
Boltzmann machine 1985
Restricted Boltzmann machine 1986
Recurrent neural networks 1986
Autoencoders 1987
LeNet 1990
LSTM 1997
Deep belief networks 2006
Deep Boltzmann machine 2009

as the data progresses through each layer in the network.
Without ReLU, the data that is provided at the input layer
would lose the dimensionality that is required in the network.
The fully connected layer performs classification on the data-
sets. The CNN works by placing a filter over an array of
image pixels and creating a convolved feature map. The anal-
ogy is like looking at an image through a window allowing
specific features within the image to be seen. This is also
known as the typical 2D convolutional neural network. The
pooling layer reduces the sample size of the particular feature
map, which speeds up the process by reducing the parame-
ters the network needs. The output is the pool featured
map, consisting of two execution methods, i.e., max pooling
and average pooling. Max pooling takes the maximum input
of a particular convolved feature, whereas the average pool-
ing takes the convolved feature’s average. The next step is
feature extractions, whereby the network creates a picture
of the image data based on its mathematical rules. The
images’ classification requires the network to move into the
fully connected layer by flattening and simplifying the
images. A complex set of neural network connections can
only process linear data. If the data is unlabelled, unsuper-
vised learning methods can be applied by using autoencoders
to compile the data in a low dimension space performing
calculations, then, additional layers are reconstructed to
upsample the existing data.

CNN is the reason DL is so well known, but it has limita-
tions and fundamental drawbacks. The max-pooling or
successive convolutional layers lose valuable information.
CNN needs a large amount of data to work, and it loses infor-
mation in the pooling area, which in turn reduces spatial
resolution, resulting their outputs to be invariant to small
changes in the inputs. Currently, the issue is addressed by
building complex architectures around CNNs to recover the
lost information.

Generative adversarial network (GAN) trains two
networks which comprise the artificial data samples that
resemble data in the training set and the discriminative net-
work that distinguishes the artificial and the original model:
in simple means, GAN has a generator data, and the other
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FiGure 1: Mindmap of machine learning (ML) algorithm created by Robert Herman from mind meister [25].

is the discriminative data. The generator data is the counter-
feiter that consistently produces artificial data, and the
discriminator will try to expose the counterfeiter. Each time
the discriminator manages to identify the image as a counter-
feit, the generator will keep improving it until it is as accurate
as possible.

Capsule networks is an artificial neural network that is
significantly new. It is a network that applies local capsules
in an artificial neural network that consists of complicated
internal computations on the inputs and encapsulates these
computations’ results into a small vector of highly informa-
tive outputs. CapsNet architecture reached state-of-the-art
performance on MNIST and had better performance than
CNNs on MultiMNIST [26].

3. Radiology Perspective of Coronavirus Disease
2019 (COVID-19)

In December 2019, a lower respiratory tract feverish illness of
unfamiliar derivation was informed in a cluster of patients in
Wuhan City, Hubei Province, China. Coronavirus disease
2019 (COVID-19) is accountable for this epidemic to date.
Other corresponding pulmonic conditions have been docu-
mented as being triggered by other strains of the coronavirus
family. The most notable instances are the severe acute respi-
ratory syndrome (SARS) and the Middle East respiratory
syndrome (MERS). The SARS epidemic was under control
with no human contaminations reported since 2003 whereas
minor MERS occurrences continue to be stated. Hence,
imaging is an essential analytical procedure tool observing
disease development and coronavirus-related pulmonary
syndrome [27]. Imaging structures in critical and chronic
phases of SARS and MERS are inconsistent and inexplicit
[28]. The first accounts of imaging discoveries of COVID-
19 have also been described as inconclusive [29-31].
Researchers are conducting various studies to distinguish
further and identify the imaging features of this new corona-
virus syndrome, but the information is still inadequate.

The incident of COVID-19 intensified beyond human
beings comprehension; more clusters and incidences are
reported daily by the several ten thousand in some parts of
the world. The disorder’s etiologic and medical structures
are comparable to SARS and MERS; the knowledge and apti-

tude from those pulmonary syndromes can support handling
the sharp increase of COVID-19 eruption. This review
segment will allow us to be familiar with the radiologist and
imaging spectrum of coronavirus syndromes and discuss
the reported imaging features of COVID-19.

SARS was discovered in 2003 as the first epidemic of the
new era in Guangdong Province, China, which its clinical
discovery presented as novel viral pneumonia. The clinical
disease-infested 8,422 individuals demanded 916 lives before
it was confined, and no occurrence has been reported ever
since [32]. MERS was revealed in Saudi Arabia, where a
patient’s sputum consisted of the novel coronavirus in 2012
[32]. The disease has infected 2,492 individuals worldwide,
and 858 human lives were lost, as the latest discovery was
reported in December 2019 [32].

There are various imaging features of SARS and MERS
that share similarity to one another, but some differences
are shown in Table 2. The analysis of COVID-19 is hypothe-
sised on the foundation of indications of pneumonia (e.g.,
dry cough, lethargy, myalgia, malaise, and dyspnea similar
to symptoms of SARS and MERS) as well as past travelling
activities to China or acquaintance with a COVID-19 patient.
The development of the diseases and their severity rely on
chest imaging to acquire valuation, discovery, and identifica-
tion. A portable chest X-ray (CXR) is used as the first-line
modality for COVID-19 patients instead of CT scans, as CT
scans are applied in specific situations. Portable chest X-ray
(CXR) has the benefit of discarding patients’ need to travel
from one location to another and diminish the use of
personal protective equipment (PPE). The arrangement is
to avoid nonessential imaging and transportations to the
radiology department. Czawlytco et al. discovered that chest
X-ray is insensitive in the early detection of COVID-19 with
a sensitivity of only 59% [33]. Chest X-ray is not recom-
mended for patients with flu/influenza-like symptoms. It is
also not recommended to be used on confirmed COVID-19
patients with mild symptoms. Therefore, chest X-ray is desig-
nated for COVID-19 patients with acute respiratory status or
COVID-19 patients with mild symptoms but has high-risk
factors for developing severe disease. Chest radiography
and tomography cannot be used as first-line screening or
diagnosis in COVID-19, even with a normal chest X-ray
and CT images, the possibility of COVID-19 cannot be ruled
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TasLE 2: Comparison of clinical and radiological features of COVID-19, SARS, and MERS [32].

Feature COVID-19 SARS MERS

Clinical sign or symptom
Fever or chills Yes Yes Yes
Dyspnea Yes Yes Yes
Malaise Yes Yes Yes
Myalgia Yes Yes Yes
Headache Yes Yes Yes
Cough Dry Dry Dry or productive
Diarrhoea Uncommon Yes Yes
Nausea or vomiting Uncommon Yes Yes
Sore throat Uncommon Yes Yes
Arthralgia Yes Uncommon

Imaging finding

Acute phase

Initial imaging

Unilateral, focal (25%); progressive (most
common, can be unilateral and
multifocal or bilateral with multifocal

Normal 15-20% of patients
Abnormalities
Peripheral multifocal airspace
Common opacities (GGO, consolidation,
or both) on chest radiography
and CT.
Rare Pneumothorax
Not seen Cavitation or lymphadenopathy
Bilateral, multifocal, basal
Appearance airspace; normal chest
radiography findings (15%)
Follow-up Persistent or progressive airspace

imaging appearance opacities
Indications Of Consolidation (vs. GGO)
poor prognosis
Unknown, but pleural effusion
and interlobar septal thickening
have not yet been reported

Chronic phase

Transient reticular
opacities
Air trapping

Fibrosis More than one-third of patients

Peripheral multifocal airspace opacities
(GGO, consolidation, or both) on chest
radiography and CT.

Cavitation or lymphadenopathy

Bilateral, multifocal basal airspace on
chest radiography or CT (80%); isolated

15-20% of patients 17% of patients

Peripheral multifocal airspace
opacities (GGO, consolidation, or
both) on chest radiography and
CT.

Pneumothorax Pneumothorax

Cavitation or lymphadenopathy

Unilateral, focal (50%); multifocal

unilateral (20%) (40%); diffuse (10%)

Extension into upper lobes or
perihilar areas, pleural effusion
(33%), interlobular septal

consolidation) thickening (26%)

Bilateral (like ARDS), for or more lung Greater involvement of the lungs,
zones, progressive involvement after 12d  pleural effusion, pneumothorax

Yes Yes

Common (usually persistent)

Rare One-third of patients

Note: SARS: severe acute respiratory syndrome; MERS: Middle East respiratory syndrome; COVID-19: coronavirus disease 2019; GGO: ground-glass opacity;

ARDS: acute respiratory distress syndrome [32].

out as a patient might be asymptomatic, and the lung condi-
tion maintains to be expected. However, information of
COVID-19 patients initially declared hostile on the virus
using the real-time reverse transcriptase-polymerase chain
reaction (RT-PCR) was discovered to have COVID-19 via
early CT findings [32]. In the meantime, initial findings in
imaging may show normal conditions of the lungs. Hence,
standard chest imaging does not rule out the possibility of
being infected with SARS-CoV-2 [32].

3.1. Artificial Intelligence on Chest X-Ray (CXR) and CT
Scans. With the struggle against the SARS-CoV-2 rapid

infection, active screening and immediate medical response
for the infected patients are desperately needed. RT-PCR is
a common screening application which is manual, time-con-
suming, intricate, and arduous with only a 63% positivity rate
[34, 35]. Research regarding early identification of COVID-
19 by using CXR and other imaging modalities is still in
development. The Guardian reported information shared
by a respiratory physician that SARS-CoV-2 pneumonia is
different from common viral pneumonia cases [36]. How-
ever, the images of several viral cases of pneumonia are com-
parable with other infectious and inflammatory lung diseases
[34]. The COVID-19 symptoms being similar to other viral



pneumonia can result in wrong diagnosis and prognosis in
many hospitals, especially in the emergency department
which is overloaded and understaff [34].

Today, many biomedical problems and complications
such as brain tumour detection, lung disease detection, breast
cancer detection, and other oncological emergencies are
using artificial intelligence (AI) solutions [34]. Convolutional
neural network (CNN), a deep learning technique, has been
advantageous in revealing image features that are not obvious
in the original image [34]. The accuracy of the deep learning
algorithm relies on imaging quality, and CNN can improve
imaging quality in low-light images from a high-speed video
endoscopy, discover pulmonary nodules through CT images,
identify paediatric pneumonia from CXR images, and
automatically labelling of polyps in a colonoscopy and cysto-
scopic image analysis from videos [34]. Hence, only con-
firmed positive COVID-19 patients’ images were selected.
Wang et al. (2017) have shown to accumulate datasets that
allow significant developments in medical imaging tools to
progress in the prediction of various pneumonia and the out-
come towards the infected patient [37, 38]. Rajpurkar et al.
(2017) and Cohen et al. (2019) works on both organised
models to foresee various pneumonia [37, 39, 40]. Deep
learning models and algorithms are tools that can be devel-
oped for triage cases during the shortage of physical tests,
particularly RT-PCR [37, 41, 42]. The American College
Radiology (ACR) only recommended portable CXR in an
ambulant care facility when required and strongly discourage
CT to apply and inform decisions on a suspected COVID-19
patient and whether or not to conduct RT-PCR test, admit
the patient, provide other treatment, and dissuade the patient
from being quarantines or others [33]. However, deep learn-
ing models and algorithms should predict patient outcomes
and permitting the physician to immediately facilitate care
and management [37, 43]. COVID-19 can be considered in
extraordinary extreme situations, where physicians could be
faced with decisions to select which patient to assign for
which healthcare resources based on the severity level [43].
The tools would serve to monitor the development of
SARS-CoV-2 positive patients’ ailment evolution [37].

3.2. Approached Techniques and Convolutional Neural
Network Architecture. Deep learning (DL) is a subsection of
machine learning, and a convolutional neural network is a
type of deep learning commonly applied in the computer
vision domain. Examples of CNN architectures are LeNet,
AlexNet, GoogLeNet, Visual Geometry Group (VGG) Net,
ResNet, and others [44]. The goal is to apply deep learning
neural network architectures to create practical applications
to improve diagnosis and prognosis performance [44].

Deep CNN was created with LeNet designed to recognise
handwritten digits. However, LeNet has limitations, and
thus, its successor AlexNet was the first deep CNN that
accomplished outstanding results for the organisation and
recognition tasks on the image. Due to hardware limitations
in early 2000, deep CNN architectures’ learning capacity was
restricted to small sample size images. AlexNet was made
applicable to all types of images—its depth was extended
from LeNet’s five layers to eight layers: five convolutional
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layers, two fully connected hidden layers, and one fully
connected output layer generalised for different image reso-
lutions. However, it caused overfitting issues. The overfitting
issue was fixed with the dropout algorithm, which arbitrarily
eliminated some transformational units during the training
process. DenseNet is a modern CNN architecture that
requires fewer visual object recognition parameters. It is the
product of the previous layer that combines with the output
of a future layer. The objective of DenseNet is to recognise
visual objects by densely connecting all the layers. ResNet is
known as the residual net, which divides a layer into two
branches, where one branch does nothing to the signal, and
the other processes ResNet adds the previous layer with the
future layers. Usually, a deep neural network tends to
randomly overfit and sometimes produce more preliminary
results than a network with a few layers.

CNN is based on biological processes of the visual cortex
of the human and the animal brain. CNN consists of multiple
layers where a higher layer is connected to a lower layer to
study abstract features of the images by considering the
spatial relationships between the receptive fields. This allows
CNN to recognise patterns and identify images within the
layers of images. Various CNN models apply different layers,
number of neurons, and receptive fields in the respective
layers and algorithm [44]. Integrating transfer learning into
the technique modifies the CNN models applied to pretrain
many radiology image datasets to diagnose COVID-19 prob-
lems [44]. This technique bypasses the hassle to train all the
images from scratch everytime new cases or images are iden-
tified. However, this method is not valid with the amount of
radiology images dataset available for the public.

Based on the studies in Table 3, several studies use deep
learning for COVID-19 diagnosis using radiology images.

Table 3 includes some research conducted with deep
learning models using two types of medical images, i.e.,
chest-X-ray (CXR) and CT images. Based on the table, the
majority of the researchers used CXR images because of their
availability. The CXR requires low memory space and high
results performance which reassure researchers to apply
these images into the respective deep learning models. There
are a total of 52 researches using various deep learning
methods to achieve results. Out of the 52 journals mentioned
above, 34 of the studies used CXR images, 17 studies used CT
images, and 4 of the studies used CT and CXR images. More
CXR images from COVID-19 patients found in the public
databases encouraged researchers to study deep learning
utilising these images. Journals from the medical field often
mentioned that CT images show higher accuracy perfor-
mance, but these accuracies were debunked because it was
not explicitly shown in the deep learning-based CAD sys-
tems. The nature of the CT images that produce many
cross-sections just for one patient result in high memory
usage for the facility to handle. In general, CT images were
previously deemed more accurate than CXR images because
the CT images’ cross-section images are individually labelled.
Hence, studies that utilised the combination of CT and CXR
images show promising results. However, studies with 3D
data have lower performance than 2D data, mainly because
there are primarily 2D data available for the public to use.
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TaBLE 3: Summary of deep learning methods and CNN architectures for COVID-19 using radiology images. CT images are computer

tomography images, and CXR images are chest X-ray images.

Al methods to establish

Results for detecting

No. Papers Data Types of images the algorithm CNN architecture COVID
Total images: 4,356,
COVID-19 images:
1,296, pneumonia . Area under the curve
1 (44, 45] images: 1,735, CT 3D deep learning ResNet-50 and COVNet (AUC): 0.96
nonpneumonia images:
1,325
Total images: 618,
COVID-19 images: 219,
influenza-A (HINI, 3D CNN model for Location-attention Accuracy of 86.7%,
2 [44,46] H3N2, H5N1, H7N9, CT : :
. segmentation network and ResNet-18 average time: 30 s
and others), images: 224,
normal healthy lungs
images: 175
(PA) posterior-anterior
images: 5,941, normal
images: 1,583, bacterial
pneumonia images: Drop weights based . 0
3 [44,47] 2786, non-COVID-19 CXR Bayesian CNNs Bayesian ResNet50V2 Accuracy of 89.92%
viral pneumonia images:
1,804, COVID-19
images: 68
Internal validation:
accuracy: 82.9%,
o . . o specificity: 80.5%,
4 [44,4g) COVID-19 images: 453, CT Inception migration sensitivity: 84%; External
training images: 217 learning model .
testing dataset: accuracy:
73.1%, specificity: 67%,
sensitivity: 74%
Total images: 1,065, ) o
COVID-19 images: 325; Modified inception ACCUI:aC}". 79.30%,
5 (44, 48] . ) CT . specificity: 0.83,
viral pneumonia transfer-learning model o
. sensitive: 0.67
images: 740
Total p atients: 1.33’ Multilayer perception
severe/critical patients: Area under the curve
6 [44, 49] - CT and long short term
54, nonsevere/critical memory (LSTM) (AUC): 0.954
patients: 79 Y
Total images: 4,266,
COVID-19 images:
2,529, CAP images:
1,338, influenza A/B Accuracy: 94.98%, AUC
images: 135, standard 97.71%, sensitivity:
7 [44,50] images: 258, total CT 2D deep learning CNN ResNet 152 90.19%, specificity:
patients: 3,177, COVID- 95.76%, the average time
19 patients: 1,502, is taken to read: 2.73 s
influenza A/B patients:
83, CAP patients: 1,334,
healthy subjects: 258
Total 1,136 cases from 5
hospitals, COVID-19 3D deep learning Specificity: 0.922,
8 [451 images: 723, non- T method UNet #++ & ResNet-50 sensitive: 0.974
COVID-19 images: 413
. ResNet-50, ResNet101, . )
9 [44,52] COVID-19 patients: 50, CXR 5 pretrained CNN ResNet52, InceptionV'3, ResNet-50: accuracy:

ordinary people: 50,

[V
and inception-ResNetV2 98.0%
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TaBLE 3: Continued.

Al methods to establish Results for detecting

No. Papers Data Types of images the algorithm CNN architecture COVID
Total images:13,975, total . ) N
10 [44, 53] patients:13,870 CXR Deep learning CNN COVID-net Accuracy: 92.4%
11 [44,54]  Total patients: 157 cr CNN ResNet-50 Area under the curve
’ P : (AUC): 0.996
: _ . 0
12 [34, 44] 1,345, COVID-19 CXR CNN DenseNet-201, Accuracy: 98.3%
. SqueezeNet
images: 190
Total COVID-19 images: . .
13 [44,55] 531, CXRimages: 170,  CT and CXR CNN1w1th_ transfer Pretrained AlexNet Acc;uacy. .CXR {mages:
. earning 98.3%, CT image: 94.1%
CT images: 361
Total images: 5,232, Pret_r ained on ImageNet,
. . trained using AlexNet,
normal images: 1,346, Deep learning . . Ensemble model:
. K R ResNet18, inception V3,

14 (6] bacterial pneumonia CXR framework using accuracy: 96.4%, recall:
. . . DenseNet121,
images: 2,538, viral transfer learning 99.62% (unseen data)

neumonia images: 1,345 GoogLeNet, and
b T ensemble model
DenseNet201 accuracy:
Total images: 5,247, normal and pneumonia:
bacterial pneumonia Pretrained deep CNN AlexNet, ResNet18, 98%, normal images,
15 [5] images: 2,561, viral CXR and used for transfer DenseNet201, and bacterial, and viral
pneumonia images 1,345, learning SqueezeNet pneumonia: 93.3%,
normal images: 1,341 bacterial and viral
pneumonia: 95%
Total images: 306,
COVID-19 images: 69,
norm.al images: 79., Défep transfer learning: AlexNet, GoogLeNet,
bacterial pneumonia using GAN network to .
. . . Restnet18 with
images: 79, viral generate more images to . GoogLeNet accuracy:
16 [17] . CXR . performance measures in
pneumonia images: 79. help detect the virus. different scenario and 80.56%
The dataset number Three deep transfer
. . classes
increases to 8,100 images models.
after using the GAN
network.
Dataset was collected
from medRix and . .

17 [56] bioRxiv: COVID-19 CT Multitask learn.mg and DenseNet-169, ResNet- F1 score: 0.90, AUC: 0.98,
. self-supervised 50 accuracy: 0.89
images: 349, total

patients: 216
Total images: 2,200, Machine learning
B . . 3 . 0,
18 36] COV.ID 19 images: 800, CT technique using ResNet High accuracy: 91%,
viral pneumonia - overall accuracy: 87.6%
) Microsoft Azure
images: 600
Total images: 15,495, UNet, UNet++, DLA, F1 score: 85.81%,
19 [57] normal images: 12,544, CXR CNN model DenseNet-121, CheXNet; sensitivity: 98.37%,
COVID-19 image: 2,951 inception-v3, ResNet-50 specificity: 99.16%
Diverse datasets from a Deep fully convolutional DSC: 0.780, sensitivity:

20 [>8] different source cr networks (FCN) UNet, ResDense FCN 0.822, specificity: 0.951

Total images: 954,
COVID-19 images: 308, Deep learning modules Sensitivity: 0.91,
21 [59] normal images: 323, CXR using stacked DenseNet; GoogleNet  specificity: 0.95, F1 score:

pneumonia images: 323
images

architecture concept 0.91, AUC: 0.97
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TaBLE 3: Continued.

Al methods to establish

Results for detecting

No. Papers Data Types of images the algorithm CNN architecture COVID
Total images: 7,406, COVID-19 and normal:
- 1 . . 0,
“Sormal imagen 00, 2D fve pretained oy RESNtS0, ResNetton, Gy 0
22 [52]  opmalimages: £805 CXR ve prefraine ResNet152, InceptionV3, e
viral pneumonia images: based models and incention.ResNety ~ bneumonia accuracy:
1,493, bacterial P 99.5%, COVID-19 and
pneumonia images: 2,772 bacterial accuracy: 99.7%
. Sensitivity (train):
T(l);al l:;%ii)ﬁ?f;g?_ 3D pretrained the deep 78.93%, specificity
23 [60] P ’ CT learning system and DNN (train): 89.93%,
normal): 1,266, . . o o
COVID-19 images: 924 validate it. sensitivity (val): 80.39%,
’ specificity (val): 81.16%
Totla é IE?C%:;;IC?ED_ 2D pretrained ResNet 50 Sensitivity: 93%,
24 [61] ’ ’ CT using the feature DRE-net specificity: 96%,
normal): 275, ramid network (FPN) accuracy: 99%
COVID-19 images: 88 by Yoo
Total images: 624, AlexNet, GoogLeNet, 000
25 [62] COVID-19 images: 50 CXR 2D GAN+TL ResNet18, SqueezeNet Accuracy: 99%
Total images (COVID-
19, bacterial, and VGG19, MobileNet Sensitivity: 98.66%
normal): 1,427, COVID- 2D transfer learning 2 S 1Ivity: 98.66%,
26 [63] . . CXR Inception, Xception, specificity: 96.46%,
19 images: 224, bacterial (TL) .
; . Inception ResNet v2. accuracy: 94.72%
and viral pneumonia
images: 714
Total images (COVID-
19, pneumonia, normal): 2D transfer learning ) o
27 [64] 6,008, COVID-19 CXR (TL) Three ResNet models Accuracy: 93.9%
images: 184
Total images (COVID-
28 [65] 1% Ppneumonia and CXR 2D convolutional AE: COVIDomal Accuracy: 76.52%
normal): 8,850, autoencoder (CAE) ’ Y ¥ 700570
COVID-19 images: 498
Total images (COVID-
29 [eg) % pneumoniaand CXR 2D CNN +k-NN+SVM Accuracy: 98.70%
normal): 2,905,
COVID-19 images: 219
Total images (COVID- 2D using Sensitivity: 89.39%,
19, pneumonia, and hyperparameters specificity: 99.75%,
30 (671 normal): 2,905, CXR Bayesian optimisation ANN + AlexNet accuracy: 98.97%, F-
COVID-19 images: 219 algorithm score: 96.72%
T?;al 1221%:15051?:) ertli) _ 2D patch-based Sensitivity: 76.90%
31 [68] o P i CXR convolutional neural ResNet-18 IVIEY: 755576,
normal): 502, network specificity: 100.00%
COVID-19 images: 180
Total images (COVID-
19, pneumonia, and Ensemble: Resnet50 and Sensitivity: 91.24%,
32 [69] normal): 2,905, CXR 2b VGG16 specificity: 99.82%
COVID-19 images: 219
Total images (COVID-19
33 [70] and normal): 2,492, CT 2D TL and DenseNet201 Accuracy: 99.82%
COVID-19 images: 1,262
COVID-19, pneumonia, Sensitivity: 97.09%,
34 [71]  and normal images from CXR 2D Xception specificity: 97.29%,

Cohen et al. [37]

accuracy: 97.40%
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TaBLE 3: Continued.

No.

Papers

Data

Types of images

Al methods to establish
the algorithm

CNN architecture

Results for detecting

COVID

35

(72]

Total images (COVID-19
and normal): 380,
COVID-19: 180

CXR

2D

5 pretrained models+
SVM

Accuracy: 94.7%

36

(73]

Total images (COVID-
19, pneumonia, normal,
and non-COVID-19):
2,905, COVID-19
images: 219

CXR

2D pretrained models
such as ResNet101,
Xception, InceptionV3,
MobileNet, and NASNet

InstaCovNet-19

Accuracy: 99.08%,
accuracy: 99.53%

37

(74]

Datasets contain
COVID-19, pneumonia
and normal images.

CXR

2D

5 pretrained CNNs

Accuracy: 95.00%

38

[75]

Datasets contain
bacterial pneumonia,
non-COVID viral
pneumonia, and
COVID-19 images.

CXR

2D

5 COVID-CAPS

Sensitivity: 90%,
specificity: 95.8%,
accuracy: 95.7%

39

(76]

Total images (COVID-19
and normal): 5,000,
COVID-19 images: 184

CXR

2D

5 TL + pretrained models

Sensitivity: 100%,
specificity: 98.38%

40

(55]

Total images (COVID-19
and normal): 526,
COVID-19 images: 238

CXR+CT

2D

TL + AlexNet model

Sensitivity: 72%,
specificity: 100%,
accuracy: 94.1%

41

(77]

Total images (COVID-19
and normal): 320,
COVID-19 images: 160

CXR+CT

2D Apache spark
framework

TL + inceptionV3 &
ResNet5

Sensitivity: 72%,
specificity: 100%,
accuracy: 99.01%

42

(78]

Total images (COVID-
19, pneumonia, and
normal): 4,575,
COVID-19 images: 1,525

CXR

2D CNN used for deep
feature extraction, and
LSTM is used for
detection using the
extracted feature

LSTM+CNN

Sensitivity: 99.2%,
specificity: 99.9%,
accuracy: 99.4%

43

(79]

Dataset 1 images
(COVID-19, pneumonia,
and normal): 4,448,
COVID-19 images:
2,479, dataset 2 images
(COVID-19, pneumonia,
and normal): 101,
COVID-19 images: 52

CXR

2D

3D inception V1

Dataset 1: accuracy:

99.4%; dataset 2:
sensitivity: 98.08%,
specificity: 91.30%,

accuracy: 93.3%

44

(80]

Total images (COVID-
19, pneumonia, and
normal): 1,343,
COVID-19 images: 446

CXR

2D

Conditional GAN:
LightCovidNet

Accuracy: 97.28%

45

(81]

Total images (COVID-19
and normal): 8,504,
COVID-19 images: 445

CXR

2D

TL VGG-16 model

Sensitivity: 98.0%,

specificity: 100.00%,

accuracy: 94.5%

46

(82]

Total images (COVID-19
and normal): 746,
COVID-19 images: 349

CT

2D

TL+ ensemble of 15
pretrained models:
EfficientNets(B0-B5),
NasNetLarge,
NasNetMobile,
InceptionV3, ResNet-50,
SeResnet 50, Xception,
DenseNet121,
ResNext50, and
Inception_resnet_v2

Accuracy: 85.0%
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Al methods to establish

Results for detecting

No. Papers Data Types of images the algorithm CNN architecture COVID
Total images (COVID-19 P o
47 [83] and normal): 2,482, CT 2D AE + random forest Speccn;lat)f. 9978 '8777(;) ’
COVID-19 images: 1,252 accuracy: 27.877%
Total images (COVID-19 e 0
48 [84]  and normall): 50, CXR 3D COVIDX-net Sensitivity: 100.00%,
COVID-19 images: 25 specificity: 80.00%
2D using modern and
traditional machine
Total images ( ;I?Iillim(%\lfnl\it)hcl)i(rilst;ar Deep learning models:
49 [85] (COVID-19 and CXR kernel) and (R])SF) X MobileNets V2, ResNet50 accuracy:
Normal): 800, —nearest nei hbc;r ResNet50, GoogleNet, 98.8%
COVID-19 images: 400 (k-NN), decisigon tree DarkNet, and Xception
(DT), and CN 2 rule
inducer techniques
Total images 2D CLAHE and
(COVID-1 9gan d Butterworth bandpass ~ The hybrid multimodal Sensitivity: 99.9%,
50 [86] Normal): 800 CXR filter was applied to deep learning system specificity: 100.0%,
COVID-19 in.la es" 400 enhance the contrast ~ COVID-deep net system. accuracy: 99.3%
ges: and eliminate the noise.
e o TOPSIS is applid for
Datasets from Cohen decision matrix that razirilghma;‘k:;g a;,f:l(]iﬂe
et al. [37]. Total images embedded a mix of 10 entr(g) b uispuse)d fo
51 [87] (COVID-19 and CXR evaluation criteria and caleula tF:e Ythe criteria’s Coeficient value: 0.9899
normal): 800, COVID-19 12 diagnostic models, . .
. weights. SVM is selected
images: 400 also known as as the best diagnosis
multicriteria decision model &
making (MCDM)
2D hybrid deep learning
Total images framework, pretrained
deep learning models Sensitivity: 99.98%,
52 (88] (COVID-19 and CXR incorporating of a COVID-CheXNet specificity: 100.0%,

normal): 800,
COVID-19 images: 400

ResNet34, and high-
resolution network
model

system accuracy: 99.99%

The table also shows that deep learning models produced
more stable results with more data.

3.3. COVID-19 Radiology Data Sources for Potential
Modelling. This section describes the radiology imaging data
source available for researchers to exploit the capabilities of
deep learning techniques using CNN architectures to over-
come COVID-19. The variability of the data requires different
AI methods to study. Radiology images like CXR and CT
images are high-dimensional data requiring CNN-based
models to process the images like LeNet, AlexNet, GoogLeNet,
VGGNet, and ResNet [44]. AlexNet is a category of CNN
designed by Alex Krizhevsky in 2012. It is a popular CNN that
sets the essential milestones to its incomers like network-in
network [89] by Lin et al. [90], VGGNet [91] by Simonyan
et al., and GoogLeNet (Inception v-1) by Szegedy et al.

CNN architecture application requires a large dataset for
training, testing, and validating. Table 4 describes the avail-

able data sources for COVID-19 radiology images, mainly
CXR and CT images.

The data sources depicted in Table 4 are the standard
open-source radiology images available for the public to
access, study, and characterise using CNN architectures.
However, based on the table, there are minimal COVID-19
data to comprehensively utilise AI techniques to conduct an
intensive study. This creates concerns and difficulties when
utilising these techniques in real-world practice with a
limited number of datasets available.

4. Challenges in the Interpretation and
Application of Imaging Features of COVID-
19 and Suggestions to Overcome

In theory, utilising Al is to eliminate fake news that can be
found on the worldwide web and various social media plat-
forms to ensure authenticity, responsible, and dependable
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TABLE 4: Available data sources about COVID-19 radiology images for both chest X-ray and CT images.
No. Sources Data type No. of images Image type Types of images Links
Viral pneumonia (SARS,
varicella, influenza) and
COVID-19, bacterial
pneumonia (Streptococcus
, spp.» Klebsiella spp., . ) . https://github.com/
1 J.B. .Cohen S Escherichia coli, Mycoplasma Raw Hmages: 910, jpg and CXR ieee8023/covid-
GitHub . annotated images: 210 png
spp., Legionella spp., unknown, chestxray-dataset
Chlamydophilla spp.) and
COVID-19, fungal
(Pneumocystis spp., lipoid)
and COVID-19
https://www.eurorad
European org/advanced-
2 Society of  Total cases or images unknown pdf CXR and CT Or8 he he
Radiology search?search=
COVID
Normal images: 1,576,
Posterior-anterior (PA), pneumonia A.R].)S images: 2, .
anterior-posterior (AP) lateral viral pneumonia images: 1,493, png, jpg, https://www.kaggle
4 Kaggle . COVID-19 images: 58, SARS  jpeg,and  CXRand CT  .com/bachrr/covid-
for X-rays and axial or coronal . : .
images: 4, bacterial pneumonia  others chest-xray
for CT scans - .
images: 2,772, bacterial
Streptococcus images: 5
Total: 349 images COVID-19 images: 349, non-  jpg and https://github.com/
5 UCSD-AI4H £ 216 patient COVID-19 i .397 CT UCSD-AI4H/
rom patients images: png COVID-CT
Images were segmented by a  Image volumes—9 volumes, a
radiologist using 3 labels: total of >800 slices, COVID-19 http://
6 MedSeg ground-glass (mask value=1),  masks 350 annotated slices. ipg CT medicalsegmentation
consolidation (=2), and pleural ~Lung masks > 700 annotated .com/covid19/
effusion (=3). slices
https://www.kaggle
COVID-19 COVID-19 images: 219, .com/
7  Radiography normal images: 1,341, viral png CXR tawsifurrahman/
Database pneumonia images: 1,345 covid19-
radiographydatabase

information about the pandemic. However, scientists face
many challenges and limitations shown in Table 5 below to
produce ethical and reliable results for the public.

When implementing a DL model, test and train images
from the same goal are used to distribute data and predict
the medical images into their respective categories. The idea
is impossible to achieve due to limited data availability or
weak labels [9]. Despite many cases happening worldwide,
we have very limited COVID-19 CXR or CT image data pub-
licly available. Therefore, it is difficult to train the DL models
and distinguish the images between COVID-19-related CXR
and CT and non-SARS-CoV-2 viral, bacterial, and other
pathogen-related CXR and CT images. The Radiological
Society of North America (RSNA) [97] and Imaging
COVID-19 Al Initiative in Europe [98] are aimed at provid-
ing easily accessible data to the public. These data allow
various features across categories to enhance interclass vari-
ance, leading to better DL performance. Due to lack of data,
the model will overfit and produce weakly generalised results
[99]. Hence, data augmentation has been proven to be effec-
tive in training discriminative DL models. Examples of data

augmentation techniques are flipping, rotating, colour jitter-
ing, random cropping, elastic distortions, and generative
adversarial network- (GAN-) based synthetic data generation
[100]. Medical images found in ImageNet have different
visual characteristics showing high interclass similarities
[101]. Thus, traditional augmentation methods that perform
simple image alterations are less effective [102]. GAN refers
to the specialised algorithms and cavernous learning systems
towards the compelling predictions and transformation of
data from one to another that produce dynamic data and
images so that better recognition and analysis can be done.
GAN-based DL models are applied to generate data artifi-
cially. Therefore, to overcome the data-scarce situation,
GAN is used to develop effective data augmentation strate-
gies for medical visual recognition.

Based on the journal written by Afshar et al., CNNs that
were applied to identify positive COVID-19 CXR images are
prone to lose spatial information between image instances
and require a large dataset to compensate for the loss.
Capsule networks, a.ka COVID-CAPS, is an alternative
modelling framework capable of handling small datasets.


https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/ieee8023/covid-chestxray-dataset
https://www.eurorad.org/advanced-search?search=COVID
https://www.eurorad.org/advanced-search?search=COVID
https://www.eurorad.org/advanced-search?search=COVID
https://www.eurorad.org/advanced-search?search=COVID
https://www.kaggle.com/bachrr/covid-chest-xray
https://www.kaggle.com/bachrr/covid-chest-xray
https://www.kaggle.com/bachrr/covid-chest-xray
https://github.com/UCSD-AI4H/COVID-CT
https://github.com/UCSD-AI4H/COVID-CT
https://github.com/UCSD-AI4H/COVID-CT
http://medicalsegmentation.com/covid19/
http://medicalsegmentation.com/covid19/
http://medicalsegmentation.com/covid19/
https://www.kaggle.com/tawsifurrahman/covid19-radiographydatabase
https://www.kaggle.com/tawsifurrahman/covid19-radiographydatabase
https://www.kaggle.com/tawsifurrahman/covid19-radiographydatabase
https://www.kaggle.com/tawsifurrahman/covid19-radiographydatabase
https://www.kaggle.com/tawsifurrahman/covid19-radiographydatabase
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TaBLE 5: Challenges of radiology imaging addresses and AI applications.
No Applications Type Challenges Al methods Sources
of data
Limited availability of annotated medical
CXR images and medical image classification DeTraC deep convolution neural
1 . . : : : (14]
images remains the biggest challenge in medical network
diagnosis.
Finding optimal parameters for the SVM
classifier can be seen as a challenge. Finding
) .CXR optimal parameters for tbe SVM cl.asmﬁer can COVIDetectioNet [92]
images be seen as a challenge. Finding optimal values
for the relief algorithm can be seen as another
limitation of the study
Redundant data such as interferential vessels
can be misdiagnosed as pathology. Radiologists AlexNet, VGG-16, VGG-19,
3 CT  have difficulty differentiating COVID-19 and  SqueezeNet, GoogleNet, MobileNet- [93]
images other atypical and viral pneumonia diseases, V2, ResNet-18, ResNet-50,
) which are the same in CT imagery and have ResNet-101, Xception
CO\./ID-19. elarly <.ietect10n similar symptoms.
1¥1n§c:id1%§%y;?; gCe; Due to the sudden existence and infectious
YP iyma o CXR nature of COVID-19, systematic collection of
4 & images the extensive data set for CNN training is Patch-based convolutional network [68]
8 formidable. Biomarkers found in the CXR
images can be misleading.
The research is dealing with images taken
directly from patients w1th. severe COVI.D—19 Multiclass classification and
or some form of pneumonia. However, in the . . . . .
CXR hierarchical classification, using
5 . real world, more people are unaffected by . [94]
images . S texture descriptors and also
pneumonia. The limited number of data .
. . R . pretrained CNN model
available provides a limitation to provide
feasible results.
CXR Insufficient pulmonary diseases data limit us to Localise the areas CXR
6 images conduct verification techniques symptomatic of the (93]
8 ques. COVID-19 presence
7 imCarges Shortage of radiology image labelled “data”  Segmentation deep network (Inf-net)  [96]

Capsule network consists of capsules in the convolutional
layers. It has the potential to improve further diagnosis capa-
bilities. Hence, using capsule network to pretrain the images
is expected to improve the accuracy where each capsule in the
convolutional layers represents a specific image instance at a
specific location through several neurons. The routing agree-
ment in the capsule network helps CNN models to identify
spatial relations.

5. Conclusion and Future Works

COVID-19 has disrupted the lives of people worldwide. The
number of casualties related to the disease cannot be
contained and has increased by the thousands daily. Al tech-
nologies have existed to help us live comfortably and have
many successes and contributions in streamlining processes
and procedures. However, the spread of COVID-19 is excep-
tionally lethal as it transmits faster and broader than ever.
The coronavirus is also continuously revolutionising with
new spikes, and protein mutations have been reported in
countries like Malaysia, United Kingdom, South America,
Australia, the Netherlands, and Singapore. The clinical impact

of this discovery and its infectivity or aggressiveness is still
unknown. Whether or not the mutation will affect the devel-
opment of radiography imaging is also still a mystery.

Based on the worldmeter website: https://www
.worldometers.info/coronavirus/, some countries failed to
respond to the disease, some are barely tackling the situation,
and some are handling the situation much more successfully.
Hence, a country that managed to have the situation under
control might experience a spike increase overnight if society
became lenient in taking proper measures.

Although many researchers have published their works,
the number of contributions and Al applications towards
tackling COVID-19 is rudimentary. With the petrifying
number of deaths and infected patients discovered daily
and the virus’s mutation undergoing speedily and unknow-
ingly, we are nowhere near applying AI on radiography
imaging to identify that the patient is infected with SARS-
CoV-2. The development of Al and radiography imaging is
slow due to the limited availability of COVID-19 datasets.
With the number of people affected worldwide, AI methods
require massive data and several computational models and
CNN architectures to learn and acquire knowledge. The


https://www.worldometers.info/coronavirus/
https://www.worldometers.info/coronavirus/
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current data that most researchers acquired from open-
source websites is insufficient. Even with the best available
data, it is far from perfect; as the data alone cannot explain
the pandemic’s whole situation. Therefore, for future
research and development, in terms of acquiring radiography
imaging data, the best way is to have access to reliable, global,
open data, and research to build an infrastructure that allows
researchers who are experts in the field of radiology, artificial
intelligence, deep learning, and imaging to navigate and
understand this data and its development.

Most of the COVID-19 radiography image datasets are
stored in different formats, standards, sizes, and quality,
which are obstacles for scientists to speed up development
for COVID-19-related AI research. Therefore, in future
development, COVID-19 radiography images should have
standard operating procedures to allow researchers or scien-
tists and anyone who has the passion and are interested to
contribute and utilise the information freely. A future study
on deep learning models identifying and distinguishing the
difference between COVID-19 images and viral pneumonia
is essential. The study would help radiologists and physicians
understand the virus and evaluate future coronaviruses using
CT and CXR images more efficiently and effectively.
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Progressive acute respiratory distress syndrome (ARDS) is the most lethal cause in patients with severe COVID-19 pneumonia due
to uncontrolled inflammatory reaction, for which we found that early intervention of combined treatment with methylprednisolone
and human immunoglobulin is a highly effective therapy to improve the prognosis of COVID-19-induced pneumonia patients.
Objective. Herein, we have demonstrated the clinical manifestations, laboratory, and radiological characteristics of patients with
severe Coronavirus Disease-2019 (COVID-19) pneumonia, as well as measures to ensure early diagnosis and intervention for
improving clinical outcomes of COVID-19 patients. Summary Background Data. The COVID-19 is a new infection caused by a
severe acute respiratory syndrome- (SARS-) like coronavirus that emerged in China in December 2019 and has claimed millions
of lives. Methods. We included 37 severe COVID-19 pneumonia patients who were hospitalized at Taizhou Public Health
Medical Center in Zhejiang province from January 17, 2020, to February 18, 2020. Demographic, clinical, and laboratory
features; imaging characteristics; treatment history; and clinical outcomes of all patients were collected from electronic medical
records. Results. The patients’ mean age was 54 years (interquartile range, 43—64), with a slightly higher male preponderance
(57%). The most common clinical features of COVID-19 pneumonia were fever (29 (78%)), dry cough (28 (76%)), dyspnea (9
(24%)), and fatigue (9 (24%)). Serum interleukin (IL)-6 and IL-10 were elevated in 35 (95%) and 19 (51%) patients, respectively.
Chest computerized tomography scan revealed bilateral pneumonia in 35 (95%) patients. Early intervention with a combination
of methylprednisolone and human immunoglobulin was highly effective in improving the prognosis of these patients.
Conclusions. Progressive acute respiratory distress syndrome is the most common cause of death in patients with severe
COVID-19 pneumonia owing to an uncontrolled inflammatory response. Early intervention with methylprednisolone and
human immunoglobulin was highly effective in improving their prognosis.

1. Introduction

In December 2019, a novel coronavirus was identified in
patients with viral pneumonia in Wuhan, which was later
named Coronavirus Disease-2019 (COVID-19) by the World
Health Organization (WHO) on January 11, 2020 [1, 2].
Given the possibility of airborne transmission in humans,

the virus has infected more than 100 million people and
spread worldwide into hundreds of countries [3-5]. Most
coronaviruses usually cause mild illness, but there are two
f-coronaviruses, severe acute respiratory syndrome
(SARS)-coronavirus and Middle-East respiratory syndrome
(MERS)-coronavirus, which can lead to severe acute respira-
tory syndrome with a mortality rate of 10% and 37%,
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respectively [6, 7]. Recent studies have revealed that COVID-
19 causes severe pneumonia, respiratory distress syndrome,
and multiple organ failure, leading to a high mortality rate
[8-10].

This study is aimed at describing the clinical, laboratory,
and radiological characteristics of critically ill patients with
COVID-19, as well as the effective outcomes after early
detection and intervention. These findings could provide a
useful medicinal strategy for the treatment of severely ill
patients with COVID-19 pneumonia.

2. Materials and Methods

2.1. Ethics. This study was approved by the ethics committee
of the Enze Hospital of the Zhejiang Enze Medical Center
(group). Data collected from enrolled cases were shared with
the WHO. Written informed consent was obtained from all
patients before data collection.

2.2. Clinical Records and Data Collection. Thirty-seven adult
patients with severe COVID-19 pneumonia, diagnosed fol-
lowing the WHO interim guidelines [1, 11], were hospital-
ized at Taizhou Public Health Medical Center in Taizhou
City, Zhejiang Province from January 17, 2020, to March
11, 2020. The medical records obtained from patients were
analyzed by the respiratory research team of Zhejiang Enze
Medical Center (group) Taizhou Hospital and Enze Hospital.
The clinical features; laboratory investigations; chest imaging
characteristics; treatment history, including antiviral therapy,
hormone therapy, human immunoglobulin therapy, and
respiratory support; and recovery data were retrieved from
electronic medical records. The source data included demo-
graphic data; symptoms; comorbidities; laboratory results;
chest computerized tomography (CT) scan; and treatment
measures, including laboratory results, such as complete
blood count, blood clotting parameters, liver and kidney
functions, serum electrolytes, erythrocyte sedimentation rate,
C-reactive protein (CRP) level, procalcitonin (PCT) level,
creatine kinase level, blood gas analysis, troponin level, and
cytokine levels. All data were examined by two physicians.

2.3. Laboratory Investigations. Real-time fluorescent poly-
merase chain reaction (RT-PCR) was used to confirm novel
coronavirus infection by detecting viral nuclei from respira-
tory tract specimens. Diagnosing severe respiratory symp-
toms requires fulfilling an oxygenation index criterion
(PaO,/FIO, of <300 mmHg). Clinical stability was defined
as an oxygenation index of >300 mmHg with stable clinical
symptoms. The time of symptom remission was defined as
the time from the diagnosis of severe illness to the time of
symptom relief. The time of oxygenation improvement was
the time of diagnosis of severe disease to the time of oxygen-
ation index of >300 mmHg. The apparent absorption time of
the internal lesion was regarded as the time from the diagno-
sis of severe disease till obvious absorption of the pulmonary
lesion on CT. The discharge criteria were defined as normal
body temperature for more >3 days, significant improvement
of respiratory symptoms, pulmonary imaging showing sig-
nificant inflammatory absorption, and two consecutive nega-
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TaBLE 1: Baseline characteristics of patients infected with COVID-
19. Data are median (IQR) or n/N (%), where N is the total
number of patients with available data.

Patients (n=37)

Age, years
Median (IQR) 54 (43-64)
Range 27-86
<40 6 (16%)
40-70 30 (81%)
>70 1(3%)
Sex
Male 21 (57%)
Female 16 (43%)
Current smoking 3 (8%)
Comorbidity 9 (24%)
Hypertension 6 (16%)
Diabetes 2 (5%)
Chronic obstructive pulmonary disease 2 (5%)
Hypothyroidism 2 (5%)
Signs and symptoms at admission
Fever 29 (78%)
Cough 28 (76%)
Sputum production 6 (16%)
Dyspnea 9 (24%)
Myalgia 3 (8%)
Fatigue 8 (22%)
Diarrhea 3 (8%)
Headache 4 (11%)
Dizzy 5 (14%)
Pharyngula 3 (8%)
More than one sign or symptom 32 (86%)

Clinical outcome
Discharged 37 (100%)
Died 0 (0%)

tive respiratory nucleic acid test results (sampling interval of
at least >24h).

2.4. Medical Treatment. Laboratory tests and chest CT were
performed on the patients on admission. Next, 5 million
units of aerosolized a-interferon in combination with oral
lopinavir/ritonavir (500 mg) were administered twice daily
to reduce viral activity. During hospitalization, vital signs
and blood oxygen saturation were closely monitored. Blood
gas analysis was performed promptly to determine the oxy-
genation index and the development of severe or new symp-
toms (chest tightness) were monitored. Respiratory support
(high flow oxygen inhalation through a nasal catheter) was
immediately administered to severely ill patients along with
intravenous methylprednisolone (0.5-1mg/kg daily),
human immunoglobulin (0.3 -0.5g/kg daily), and fluids.
Albendazole tablets (200 mg thrice daily) were administered
to increase the efficacy of antiviral drugs. Human



Computational and Mathematical Methods in Medicine

TaBLE 2: Laboratory findings of patients infected with COVID-19.

TaBLE 2: Continued.

Blood routine

Patients (n = 37)

Blood routine Patients (n = 37)

Leucocytes (x109 per L;
normal range 3.5-9.5)

Increased
Decreased

Neutrophils (x109 per L;
normal range 1.8-6.3)

Increased
Lymphocytes (x109 per L;
normal range 1.1-3.2)
Decreased

Platelets (x109 per L;
normal range 125.0-350.0)

Increased
Decreased
Coagulation function

Activated partial thromboplastin
time (normal range 23.5-36.0)

Increased
Decreased

Prothrombin time
(s; normal range 12.5-14.0)

Increased
Decreased

D-dimer (ug/L; normal
range 0.0-0.55)

Increased
Blood biochemistry

Alanine aminotransferase

(U/L; normal range 9.0-50.0) ALT

Increased

Aspartate aminotransferase

(U/L; normal range 15.0-40.0) AST

Increased

Serum creatinine (gmol/L;
normal range 62.0-97.0)

Increased

Creatine kinase (U/L;
normal range 38.0-174.0)

Increased
Troponin(ng/mL;
normal range 0.00-0.08)
Increased
Infection-related biomarkers
C-reactive protein (mg/L;
normal range 0.0-5.0)
Increased

Erythrocyte sedimentation rate
(mm/h; normal range 0.0-20.0)

Increased

Procalcitonin (ng/mL;
normal range 0.0-0.05)

6 (4.3-7.6)

5 (14%)
2 (5%)

4.5 (2.7-6.6)
9 (24%)
0.8 (0.6-1.0)
28 (76%)
200 (141-258)

1 (3%)
7 (19%)

30.2 (28.1-32.7)

1 (3%)
0 (0%)

11.9 (11.3-12.5)

2 (5%)
28 (76%)

0.32 (0.22-0.71)

9 (24%)

22 (16.5-36)
7 (19%)
28 (21.5-39.5)
9 (24%)
42 (29.5-54.5)
5 (14%)
88 (66.5-161.5)
8 (22%)
0.01 (0.01)

0 (0%)

19.1 (10.0-50.8)
32 (86%)
42 (29.5-54.5)
31 (84%)

0.05 (0.03-0.07)

Increased 14 (38%)
Interleukin-6 (pg/mL;
normal range 0.1-2.9)

Increased 35 (95%)
Interleukin-10 (pg/mL;
normal range 0.1-5.0)

Increased 19 (51%)

12.85 (6.3-27.7)

5.1 (3.4-9.2)

immunoglobulin was stopped based on the patients’ condi-
tion, and the dose of methylprednisolone was gradually
reduced accordingly. Empirical antibiotics were adminis-
tered to patients who showed elevated white blood cell count
and/or significantly elevated C-reactive protein (CRP) level.
Critically ill patients were evaluated for oxygenation index
at least once daily until clinical signs and symptoms were
relieved.

2.5. Statistical Analyses. The categorical variables were
described as frequency and percentages, and the continuous
variables were described using mean, median, and interquar-
tile range (IQR). All statistical analyses were performed using
SPSS (version 20.0) software (IBM, Armonk, NY, USA).

3. Results

The study population consisted of 37 critically ill inpatients
diagnosed with COVID-19 pneumonia. The mean age of
the patients with severe COVID-19 pneumonia was 54 years
(IQR, 43-64), with a slightly higher male preponderance
(57%). Nine (24%) patients had one or more comorbidities.
The most common clinical features of COVID-19 pneumo-
nia were fever (29 (78%)), dry cough (28 (76%)), dyspnea
(9 (24%)), and fatigue (9 (24%)). As of March 11, 2020, all
patients were discharged (Table 1).

At admission, patients had absolute lymphocytosis (28
(76%)) and thrombocytopenia (7 (19%)), but leukopenia
was rare (2 (5%)). Among the coagulation parameters, only
one (3%) patient showed a slightly increased activated partial
prothrombin time, two (5%) showed a decreased prothrom-
bin time, 28 (76%) showed a decreased D-dimer level, and
a few (9 (24%)) showed an increased D-dimer level (IQR,
0.22-0.71 ug/mL). Liver function was impaired to varying
degrees in nine (24%) patients with elevated alanine amino-
transferase/aspartate aminotransferase levels, and renal func-
tion was impaired in five (14%) patients with elevated
creatinine levels. A slightly increased creatine kinase level
was found in eight (22%) patients. The troponin levels were
in the normal range in all patients.

A vast majority of patients (32 [86%]) showed an
increased CRP level (IQR, 10.0-50.8mg/L). Thirty-one
(84%) patients had an increased erythrocyte sedimentation
rate (IQR, 29.5-54.5 mm/h). Serum PCT levels were partially
increased in 14 (38%) patients, although it was not significant
(IQR, 0.03—0.07 ng/mL). Serum interleukin (IL)-6 and IL-10



TaBLE 3: Radiographic findings of patients infected with COVID-
19.

Patients (n = 37)

Ground-glass opacity 27 (73%)
Patch shadow 37 (100%)
Interstitial abnormalities 25 (68%)
Consolidation 22 (59%)
Nodule 10 (27%)
Normal 0 (0%)

Local patchy shadowing 2 (5%)

Bilateral patchy shadowing 35 (95%)

Data are n/N (%), where N is the total number of patients with available data.

TaBLE 4: Treatment of patients infected with COVID-19.

n/N (%) Median (IQR)
No. of patients 37 37
Oxygen therapy
Nasal cannula 32 (86%) NA
High-flow nasal cannula 5 (14%) NA
Antiviral treatment NA
a-Interferon 37 (100%) NA
Lopinavir/litonavir 37 (100%) NA
Arbidol 23 (62%) NA
Glucocorticoids 30 (81%) 7 (4-11)
Intravenous immunoglobulin therapy 25 (68%) 4 (3-5.5)
Antibiotic treatment 9 (24%) 7 (4.5-7.5)

Data are median (IQR) or n/N (%), where N is the total number of patients
with available data.

levels were elevated in 35 (95%) and 19 (51%) patients,
respectively (Table 2).

Abnormal CT findings were detected in all patients. Only
two (5%) patients had unilateral lobar lesions, while the
remaining 35 (95%) had bilateral lobar lesions. Chest CT in
most patients showed multiple manifestations, the most
common being a patch shadow, which was found in all
patients. The other findings were ground glass shadows (27
(73%)), interstitial changes (25 (68%)), consolidation
shadows (22 (59%)), and nodular shadows without pleural
effusion (10 (27%)) (Table 3).

All patients received oxygen; 32 (86%) and five (14%)
patients received high-flow oxygen through a nasal catheter
without invasive ventilation. All patients were treated with
5 million units of aerosolized a-interferon and lopinavir/rito-
navir therapy (500mg, twice daily). Albendazole tablets
(200 mg thrice daily) were administered to 23 (62%) patients.
Based on the white blood cell count and CRP level, nine
(24%) patients were treated with antibiotics, including peni-
cillin, macrocyclic lipids, and quinolones. The duration of
antibiotic treatment was 2-11 days (median, 7 days; IQR,
4.5-7.4). Thirty (81%) patients received intravenous methyl-
prednisolone intravenous infusion (0.5-1mg/kg daily) for
was 3—18 days (median, 7 days; IQR, 4-11 days), depending
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on the clinical condition. Twenty-five (68%) patients were
treated with human immunoglobulin (0.3-0.5g/kg daily),
and 24 (65%) of them were treated for 3-11 days (median,
4 days; IQR, 3-5.5) (Table 4).

The median duration from symptom onset to diagnosis
of severe illness was 7.5 days (IQR, 4.5-7.5), the median
duration for symptom remission was 5 days (IQR, 2.5-11),
and the median duration for saturation improvement was 5
days (IQR, 3-9). Significant absorption of pulmonary lesions
was observed in 28 (76%) patients within a median duration
of 9 days (IQR, 6-11) (Table 5).

4. Discussion

Among the 37 laboratory-confirmed severe COVID-19
patients, nine (24%) had underlying diseases, mainly hyper-
tension, but a significant number of previously healthy
patients had worsened clinical status during treatment. The
main symptoms of patients with severe infection are fever,
dry cough, chest tightness, and weakness. A few patients
may have muscle pain, pharyngeal pain, dizziness, headache,
loss of appetite, etc. COVID-19 patients rarely have gastroin-
testinal symptoms, such as diarrhea, which is different from
the symptoms of SARS-coronavirus and MERS-coronavirus
infections [11, 12].

Similar to recent reports [13-15], a reduced absolute
lymphocyte count was found in 76% of critically ill patients.
Reduced IL-6 and IL-10 levels were found in 95% and 19%
of patients, respectively, suggesting that COVID-19 may
have a role in cellular immune deficiency. The virus spreads
through the mucous membrane along the respiratory tract,
which provokes a series of immune reactions leading to cyto-
kine storm, eventually causing a change in the peripheral
blood lymphocyte count. IL-6 may play a proinflammatory
role in pulmonary inflammation, and a significant increase
in IL-6 level was found in the majority of patients, suggesting
that severe COVID-19 may cause a significant exudation of
IL-6 into the lungs. A decrease in the absolute lymphocyte
count and increased IL-6 and IL-10 levels may indicate dis-
ease worsening.

In our study, PCT level, D-dimer level, clotting parame-
ters, and troponin level were not much altered or slightly ele-
vated, unlike in previous reports involving patients infected
with SARS-CoV and MERS-CoV [16]. We speculate that
our patients were not critically ill enough to require intensive
care and did not develop coagulation disorders, liver and kid-
ney dysfunctions, and myocardial injuries. Furthermore, it
also suggests that PCT level, coagulation parameters, tropo-
nin level, and other common indicators cannot predict dis-
ease worsening.

Chest CT of patients with severe COVID-19 mainly shows
bilateral patchy and frosted glass shadows. In our study, the
involvement of multiple lobes was found in most patients,
some of them showed consolidations, interstitial changes,
and nodule shadows. No patient showed pleural effusion.
The oxygenation index is a sensitive indicator of the progress
of COVID-19. Patients diagnosed with COVID-19 were
closely monitored for vital signs immediately after admission,
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TasLE 5: Clinical outcome of patients infected with COVID-19.

Patients, n Median (IQR), days
Time of severe 37 7.5 (4.5-7.5)
Time of symptom remission 37 5(3-10)
The time of oxygenation improvement 37 5(3-9)
Obvious absorption time of intrapulmonary lesion 28 9 (6-11)

Data are median (IQR). Time of severe was onset of symptoms to the diagnosis of severe, symptoms diagnosed with severe time represent the time to relieve
symptoms, improve oxygenation time expressed as a diagnosis of severe oxygenation index of 300 mmHg or to time, and lung lesions significantly absorbed
within the said time view demonstrate the focal area of the lungs to the CT diagnosis of severe time, one of the most obvious time to absorb the time

obviously. One patient is still in a critical stage.

and oxygen saturation was measured twice daily. Blood gas
analysis was also performed periodically.

We evaluated the pattern of changes in symptoms.
Disease aggravation was reflected by chest tightness. To
detect disease progression early, blood gas analysis should
be performed immediately to determine the oxygenation
index. Because some patients cannot withstand imaging
due to advanced disease, and imaging findings may be
detected much late (advanced disease), it is not recom-
mended to intervene after the appearance of chest CT fea-
tures [17, 18].

In patients diagnosed with COVID-19, we immediately
administered a-interferon along with lopinavir/ritonavir.
However, a considerable number of patients were in the crit-
ical stage, suggesting that the antiviral drugs may not be as
efficacious as expected. Many patients had diarrhea and other
adverse effects; hence, the administration of antiviral drugs
remains to be discussed further.

For the diagnosis of severe COVID-19, inflammatory
mediators produced by viral infections need to be assessed
[19, 20]. Considering cytokine storm, short-term use of a
small dose of corticosteroid can reduce the risk of acute respi-
ratory distress syndrome [21]. Therefore, methylpredniso-
lone (0.5-1mg/kg) was administered to most patients in
addition to human immunoglobulin in order to prevent cyto-
kine storm. After patients showed a good response, the oxy-
genation index returned to >300 mmHg. The intervention
continued for an average of 9 days after review. Timely
administration of glucocorticoids and human immunoglobu-
lin could effectively inhibit the progression of COVID-19 and
reverse the condition [22, 23]. However, it needs further
study whether glucocorticoids prolong the time of virus
excretion from the body. In the treatment of severely ill
COVID-19 patients, we added albendazole, whose efficacy
against COVID-19 needs further evaluation.

Severe COVID-19 patients were subjected to early inter-
vention under close monitoring. All patients improved and
could be discharged alive, which is notably different from
previous reports [21, 24]. We believe that the severity of the
disease is independent of its prognosis [25, 26], suggesting
that symptoms, clinical signs, laboratory results, and chest
imaging findings are more reliable for assessing the prognosis
of COVID-19 pneumonia.

Progressive acute respiratory distress syndrome is the
most common cause of death in patients with severe
COVID-19 pneumonia owing to an uncontrolled inflamma-

tory response. Early isolation, early diagnosis, and early treat-
ment with methylprednisolone and human immunoglobulin
can reduce the mortality rate of patients with COVID-19
pneumonia.
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As one of the key issues in the field of emotional computing, emotion recognition has rich application scenarios and important
research value. However, the single biometric recognition in the actual scene has the problem of low accuracy of emotion
recognition classification due to its own limitations. In response to this problem, this paper combines deep neural networks to
propose a deep learning-based expression-EEG bimodal fusion emotion recognition method. This method is based on the
improved VGG-FACE network model to realize the rapid extraction of facial expression features and shorten the training time
of the network model. The wavelet soft threshold algorithm is used to remove artifacts from EEG signals to extract high-quality
EEG signal features. Then, based on the long- and short-term memory network models and the decision fusion method, the
model is built and trained using the signal feature data extracted under the expression-EEG bimodality to realize the final
bimodal fusion emotion classification and identification research. Finally, the proposed method is verified based on the
MAHNOB-HCI data set. Experimental results show that the proposed model can achieve a high recognition accuracy of 0.89,
which can increase the accuracy of 8.51% compared with the traditional LSTM model. In terms of the running time of the

identification method, the proposed method can effectively be shortened by about 20 s compared with the traditional method.

1. Introduction

Emotional computing is widely used in the fields of games,
mental health, learning, and education. The goal is to develop
a computing system that can carry out “emotional communi-
cation.” It is required that the algorithm’s type recognition,
degree judgment, and feedback speed of emotions should
be as close as possible to real human emotional responses
[1-4]. As one of the key issues in the field of emotional com-
puting, emotion recognition has rich application scenarios
and important research value and has attracted widespread
attention in recent years [5-7]. Taking medical work as an
example, real-time and accurate grasp of the physical and
psychological conditions of unconscious patients play an
important role in the recovery of patients. Therefore, it is of
great significance to use the existing pattern recognition tech-
nology to study difficult problems such as the physical condi-
tion of unconscious patients.

Emotion recognition methods can be divided into two
categories: single-modality and multimodality [8-10].
Single-modal data acquisition is easier, and analysis methods
are more mature. Therefore, most previous researches
focused on monomodal emotion recognition, that is, emo-
tion recognition for a pattern of data, such as traditional
audio, facial expressions, physiological signals, or a certain
form of data in text and body movements [11].

Multimodal emotion recognition can use all the charac-
teristics of different signals such as human expressions and
brain signals, so that the complementary characteristics of
multiple modalities in expressing emotions are reflected in
the final algorithm results, thereby improving the recognition
accuracy [12, 13].

As the product of current artificial intelligence technol-
ogy and big data collection, deep neural network combines
multimodal emotion recognition methods with deep learning
networks. Through multilayer network model iterative


https://orcid.org/0000-0002-5512-6925
https://orcid.org/0000-0002-0012-7752
https://orcid.org/0000-0001-6813-8071
https://orcid.org/0000-0003-4233-7181
https://orcid.org/0000-0001-6168-6171
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9940148

training and learning [14, 15], the signal data can be
extracted and calculated effectively. And based on the contin-
uous learning of its own network, the network model param-
eters can also be adjusted in time. The problem of feature
redundancy and lack of key features is solved, and the corre-
sponding emotion recognition performance is improved.

The rest of this article is organized as follows. The second
chapter introduces the related research in recent years. The
third chapter introduces the bimodal emotion recognition
method based on deep learning, including facial expression
feature extraction and EEG signal features. The fourth chap-
ter introduces the experimental simulation analysis of the
feasibility and optimality of the method proposed in this
paper based on the MAHNOB-HCI data set. The fifth chap-
ter is the conclusion of this article.

2. Related Works

In recent years, researchers have conducted extensive
research on various types of modal information that can
express emotions. Studies have found that changes in human
emotions can cause changes in expression, behavior, psychol-
ogy, and physiology. Among them, facial expressions, pos-
tures, and physiological signals can independently express
certain emotions [16-18].

In the research of monomodal emotion recognition,
video, speech, text, and physiological signals all have certain
expressions of emotion. Reference [19] uses ConvNet and
DBNs to obtain information from videos, which has good
performance on some emotions. Reference [20] summarized
the methods and achievements of emotion recognition using
electroencephalogram (EEG) in recent years. Reference [21]
uses the convolutional-recurrent neural network (CRNN)
to perform emotion recognition on multichannel EEG data
and achieves ideal results.

But it needs to be pointed out that these types of emotional
information are comprehensively displayed in the process of
people communicating with each other. At present,
researchers found that unimodal data has certain restrictions
on the expression of emotions, and each mode has different
sensitivities to different emotions [22]. Since each modal has
a certain expression of emotion, some researchers have begun
to conduct multimodal fusion emotion recognition research.
Reference [23] uses a dual-mode autoencoder to study the
emotional performance of EEG and eye movement signals.
Experiments show that compared with the fusion of the two,
the effect of identifying EEG features and eye movement fea-
tures separately is poor. Reference [24] introduced a new
method of modeling spatiotemporal information using
three-dimensional convolutional neural networks (C3D) and
combined it with a multimode deep belief network
(MMDBN), which can represent audio and video stream cas-
cades. Experiments on the eNTERFACE multimodal emotion
database show that this method improves the performance of
multimodal emotion recognition and is significantly better
than the latest research scheme. Reference [25], based on the
radial basis function and support vector machine network
model, proposed a multimodal emotion recognition metric
learning (MERML); a unified analysis of audio and video has
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a good performance in emotion recognition. This type of
method usually only combines features by simple splicing,
which easily causes feature redundancy. For video signals con-
taining very large sample data, this will cause unnecessary
experimental costs.

At the specific algorithm level of multimodal emotion
recognition, with the breakthrough of deep learning methods
in the computer field, neural network models are gradually
applied to emotion recognition tasks [26]. The recurrent neu-
ral network (RNN) model has received extensive research
and attention due to its obvious advantages in processing
sequence tasks. Although recurrent neural networks can rely
on cyclic connections to capture certain sequence context
information, RNNs have the problem of vanishing gradients
during back propagation. That is, as the number of neural
network layers increases, the amount of values transferred
is small and cannot cause parameter disturbances. An effec-
tive technology to overcome the problem of RNN gradient
disappearance is adopted, namely, the Long Short-Term
Memory (LSTM) network [27]. The LSTM network structure
selectively “forgets” some inputs and “shields” some outputs
through the “gate” structure so as not to affect the weight
update of the next layer, so that the LSTM network can learn
the best timing information related to the classification task
[28]. In emotion recognition tasks, because of the continuity
of facial expressions and EEG signals, emotional expressions
are highly correlated in time series. However, single-point
facial expression pictures and EEG signal data are often in
the process of facial expression changes, which are prone to
misjudgment [29, 30]. Therefore, for sequence emotion rec-
ognition tasks, LSTM’s processing of sequences is similar to
the processing method of the human brain on emotion rec-
ognition tasks, and the algorithm has the advantage of natu-
ral adaptability.

In view of the existing research work on emotion recogni-
tion, this paper proposes a deep learning-based expression-
EEG bimodal fusion emotion recognition method. The main
contributions are as follows:

(1) Aiming at the problem of low accuracy of single-modal
emotion recognition, combined with the advantages of
human expression signal recognition and EEG signal
emotion recognition, the accuracy of emotion recogni-
tion is improved, and the six emotions of anger, dis-
gust, fear, happiness, sadness, and surprise are
realized via accurate classification and identification

(2) Facing the recognition accuracy and real-time require-
ments of emotion recognition models, it is based on
the improved VGG-FACE network to realize the
extraction of expression features and EEG features.
First, the self-attention mechanism is introduced
between the hierarchical networks to better distin-
guish each training layer and enhance the robustness
of the system. The penalty term is introduced in the
loss function to further improve the network and real-
ize the diversification of the state vector of each layer.
At the same time, it reduces the time of model training
and learning and has a good recognition effect
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FIGURE 1: Recognition system framework based on VGG-LSTM network model.

3. Bimodal Emotion Recognition Method Based
on Deep Learning

3.1. Expression-EEG Interactive Emotion Recognition Model.
The system framework is shown in Figure 1. The LSTM emo-
tion recognition model proposed in this paper for interactive
collaboration between EEG signals and face video mainly
includes two stages: feature extraction and interaction collab-
oration. In the feature extraction stage, first select key signal
frames that need to be focused for data preprocessing and
then extract features with strong expression and generaliza-
tion capabilities. In the interactive collaboration stage, the
features of the two modalities are first fused and learned.
The special feature is that this article will also use the spatial
frequency band attention mechanism to calculate the impor-
tance of the visual images of the , 3, and y waves in the EEG
signal. Reinforcement learning (RL) is performed through
the time-domain attention mechanism to calculate the key
signal frame time information that needs to be focused at
the next time point and feed it back to the feature extraction
stage. Finally, the emotion recognition result is outputted by
the emotion classifier. Under this model, a closed loop is
formed between the input signal and the model action—a
process of selectively and repeatedly focusing on the multi-
modal signals of human emotions for emotion recognition.

3.2. Facial Expression Extraction. This paper uses fine-tuning
to complete the retraining of the pretrained network. The
advantage of fine-tuning is that you can use limited data to
make the model achieve the desired effect. This paper uses
the face data set FER2013 (the Facial Expression Recognition
2013 Dataset) to fine-tune the existing VGG-FACE network.

VGG-FACE is a 16-layer or 19-layer CNN architecture
developed by the Visual Geometry Group (VGG) of Oxford
University, which performs well in face recognition tasks
[31]. Unlike VGG trained on the ImageNet data set, VGG-
FACE is trained on a data set that only contains face data.
And a deep convolution neural network model (DCNN)
without pretraining as a baseline for experimental compari-
son was also introduced.

All the above network models are fine-tuned using the
FER2013 data set. It was verified on the FER2013 test set
and SFEW validation set to observe its performance. The
experimental results are shown in Table 1.

As can be seen from the data in the above table, most of
the pretrained network experimental results are better than
the DCNN without pretraining, because the pretrained net-
work has better initialization model parameters. Whether it
is on FER2013 or SFEW, the best results are the VGG-
FACE network pretrained on the face data set. The network
reached an accuracy of 89.21% on the FER2013 test set and
an accuracy rate of 78.24% on the SFEW test set. According
to the experimental results, this paper finally uses a pre-
trained 16-layer VGG-FACE network. The network is fine-
tuned on FER2013, and the acquired features are outputted
to the LSTM unit to identify timing features.

The attention mechanism can be introduced between the
input and output of the model, so that the performance of the
model can be improved [32]. As shown in Figure 2, the main
working principle of the attention mechanism is as follows:
imagine the elements in the source as a series of <K, V > data
pairs, determine the element Q, calculate the correlation
between Q and each K, obtain the weight coeflicient of each
K corresponding to V, and then perform weighting on V
and get the final attention value Y

!
Yo = z Similarity(Q, K;) - Vi, (1)
i=1

where [ represents the length of source, and the meaning
of the formula is as described above. The self-attention mech-
anism does not refer to the attention mechanism between the
target and the source but occurs between the internal ele-
ments of the source or target. The attention mechanism can
be understood as the situation of K=V =Q. The self-
attention mechanism can more easily capture the long-
distance interdependent features in the input sequence.

In the applied stacked LSTM network, three LSTM stacks
are used to ensure that the model can learn higher-level tem-
poral feature representation. Sequence data operations based
on LSTM mean that the addition of layers increases the
abstraction level of the input observation time and has better
expressive capabilities.

In order to make each layer of LSTM in the stacked
LSTM network have different proportions, the network
model in this paper is further improved, and a self-
attention mechanism is introduced between each layer of
the LSTM network. It is worth noting that, unlike the



TaBLE 1: Experimental simulation results of fine tuning of each
model.

Network Pretraining ~ FER 2013 test set ~ SFEW test set
model data set results (%) results
Baseline
DCNN Null 56.21 54.35
GoogLeNet ~ ImageNet 61.23 59.21
CaffeNet ImageNet 67.41 56.22
Residual ImageNet 72.34 68.34
network
VGG ImageNet 76.21 71.23
VGG-
FACE Faces 89.21 78.24
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FIGURE 2: Schematic diagram of attention mechanism.

attention mechanism, it can be updated iteratively through
its own information. The flowchart of this part of the method
is shown in Figure 3. This network model is mainly com-
posed of a stacked LSTM network embedded with a self-
attention mechanism. The hidden state and unit state of the
stacked LSTM are used as the input of the self-attention
mechanism module, and the output is the corresponding
weight vector.

u' =v’ tanh (WX, +b), (2)

a' = Softmax(u'), (3)

where the dimension of vector X, is # x r, the dimension
of vector W, is r x d, b and v' are vectors of dimension d,.
W,, b, v’ are the parameters of the network model, and X, is
the input of the self-attention mechanism module, which
represents the hidden state Y, or the unit state Z, of a certain
layer in the stacked LSTM.

1 2 I
= (yﬁ 8 ),---,yp), (4)

1 2 1
z,= (=" 2. (5)

Dot multiplying the weight vector a’ with the state value
of LSTM, we can get

G, =a'X, (6)

where G, is the weighted vector Y, or Z, obtained after the
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stack LSTM is updated. After calculation by the self-attention
mechanism, different weights can be assigned to each layer of
the network in the stack LSTM according to their impor-
tance. The network has been optimized to a certain extent,
and the expression ability of the hierarchical features is
improved.

Since the self-attention mechanism between adjacent
time steps tends to assign similar weights, this paper adds a
penalty term to prevent this problem from occurring and
makes the weight vectors of different levels more diverse.
While optimizing the weight, the penalty term not only
reduces the redundant feature information but also makes
the hierarchical relationship in the stacked LSTM more dif-
ferentiated. This paper uses the statistical variance method
to optimize the network.

1 T L
_ZZ ‘th ﬁtz ))’ (7)

D\]

L

e 12 il zﬂt, (8)

In the formula, «,; and f,;, respectively, represent the
attention weight of the hidden state and the unit state at dif-
ferent time steps and levels: minimize it together with the
original loss function.

~log (p(y[a)) — P, ©)

where —log (p(y|a)) represents the cross-entropy loss
function, a represents the actual output of the model, and y
represents the sample label.

3.3. EEG Feature Extraction

3.3.1. EEG Feature Collection. EEG signals are the distribu-
tion of potentials on the scalp produced by brain neuron
activity and are usually obtained by using an EEG device.
The electrodes placed on the scalp transmit the electrical sig-
nals generated by the brain to the signal collector and then
perform preamplification and electronic filtering (such as a
50 Hz notch filter). Then, through the power amplifier and
A/D converter, the analog signal is converted into a digital
signal that can be processed by the computer and then trans-
mitted to the computer for relevant analysis and processing.

According to the recommendations of the International
Electroencephalography Society, the current electrode place-
ment for EEG acquisition generally adopts the international
10/20 system standard, as shown in Figure 4. Divide the con-
necting lines of the root of the nasion, vertex, and inion in
equal proportions of 10%, and then divide the connecting
lines of the nasion, external, ear hole, and inion into 10 equal
parts. The electrode position is determined according to the
intersection of the concentric circle centered on the vertex
and the radius, and most of them are placed at the position
of an integer multiple of 10% or 20% of the connecting line,
so it is called a 10/20 system. There are a total of 21 elec-
trodes, of which Al and A2 are reference electrodes, as
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FIGURE 4: Schematic diagram of piecewise linear transformation.

shown in Figure 4(b). The beginning of each electrode name
uses one or two letters to indicate its area, as shown in
Table 2. After the electrode name, a number or letter is used
to indicate the distance from the center. An odd number
means the left brain, and an even number means the right
brain: the larger the number, the farther away from the center
line. The position of the center line uses the mark “z” to rep-
resent the number 0 to distinguish it from the letter O. Mod-
ern 32-lead or 64-lead electrode caps are also based on the
10/20 system expansion. However, it should be noted that
different EEG systems often have different names for simi-
larly located electrodes.

3.3.2. Data Preprocessing. The EEG signal will be affected by
the experimental equipment and the breathing movement of

TaBLE 2: Correspondence of electrode code.

Symbol Name
Fp Front pole
F Frontal
C Central
P Parietal
(@) Occipital
T Temporal

the collected person during the collection process. Noise may
interfere with the EEG signal, making the measurement
result of the original signal unreliable. The purpose of pre-
processing is to improve the overall recognition quality of
EEG signals for more accurate analysis and measurement.



The main categories of noise are low frequency baseband
drift (BW) caused by breathing and body movement, high
frequency random noise caused by power system interfer-
ence (50 or 60 Hz), muscle movement, and random offset
caused by poor electrode contact with the muscle
interference.

Figure 5(a) shows the original EEG signals collected. In
the filtering process, a 35 Hz Butterworth filter and a 50 Hz
power interference removal filter are designed to eliminate
power frequency interference, myoelectric interference, and
electromagnetic interference in most power systems. Then,
the signal is filtered by wavelet packet decomposition to
remove baseband drift, and the EEG signal that removes
interference and baseband drift is shown in Figure 5(b).

3.3.3. Feature Extraction Process. Face video is the facial
activity signal of experimental participants collected by
an ordinary camera, which belongs to the visual signal.
The method of collecting EEG signals is to allow experi-
ment participants to wear electrode EEG caps while
watching emotion-inducing videos, so as to obtain EEG
signals from 32 different positions on the human cerebral
cortex. It is difficult to directly merge two heterogeneous
signals. For this reason, this paper proposes to extract fea-
tures with strong expression ability and generalization
ability and at the same time make the features of the
two modalities effectively interact and cooperate. For face
videos, facial expression features are extracted based on
VGG-FACE. The feature extraction process of the face
video is as follows: first, the face area in the video frame
is detected by the VGG-FACE model. Then, use the
VGG-FACE model to extract features from the face area.
Finally, use the fully connected layer to process the fea-
tures and output the final feature vector x,,.

The feature extraction of the EEG signal is more compli-
cated: Firstly, the original EEG signal is removed by the
wavelet soft threshold algorithm to remove artifacts, thereby
obtaining a relatively pure signal. Then, the EEG signal is
divided into segments with a duration of T. Next, extract
the spectral energy information of the three brainwave fre-
quency bands of a wave, 3 wave, and y wave from the " seg-
ment data and visualize it on the 32 electrodes of the
corresponding electrode caps to obtain the three frequency
bands of EEG images. The rising § wave of human emotion
activation will be significantly enhanced in the forehead.
Finally, CNN is used to extract the layer features e, ,, eg,
and e, of the EEG images of the three frequency bands to
fuse, as shown in equations (10) and (11).

In the calculation, the spatial frequency band attention
mechanism is used to calculate the importance e, of the three
groups of features, and finally, the fully connected layer is
used to process the e/, output feature vector x, ,.

!
€= ea,n

Qen,l + eﬁ,neen,Z + ee,neen,?)' (10)

In the formula, 6,, ,, 6,,, ,, and 6,, ; represent the impor-

en,1>
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tance assigned to e, ,, g, and ey ,respectively:

€xXp (Wh,ihn—l + bn,i)
Z?Zlexp(wh,jhn_l + bn)j)

en,i —

. i=1,2,3. (11

In the formula, W, ; represents the weight matrix to be
learned, b,,; represents the deviation, and h,_; represents
the hidden state of the multilayer LSTM at a time point n —
1.

3.4. Expression-EEG Bimodal Fusion Emotion Recognition.
This paper integrates facial expressions and speech signals
for emotion recognition and uses the decision fusion method
[33] to solve the fusion problem of two different modalities.
The purpose of the decision fusion is to deal with the catego-
ries generated by each model and use specific criteria for
redifferentiation. In the realization of this article, both facial
expression recognition and speech emotion recognition use
the Softmax function for classification. Their outputs are
defined as

Sface — {Siace) Sgace’ Sgace,‘ . ‘)Siace } , (12)

h h h h
Sspeech _ {Sipeec , S;peec , S;peec "”)Sipeec }, (13)

where k is the number of emotional categories, and the
weighted decision fusion calculation is
S=wy S8 +w $Peh ) rw, = 1. (14)
In the formula, w, and w;, respectively, represent the
weights assigned by the two modes.

4. Experimental Scheme

In order to verify the feasibility and practicability of the
method mentioned above, the experimental simulation robot
hardware environment is a Lenovo ThinkPad E14, AMD
Ryzen 7 4700U 8-core processor, 16 GB RAM, and integrated
graphics. The software environment is operating system Chi-
nese Windows 10 and English version software Microsoft
Visual Studio 2012.

This paper uses the Caffe deep learning framework to
implement model training and testing on the MAHNOB-
HCI data set. The data of 35 experimental participants in
the MAHNOB-HCI data set is divided into training set A,
validation set A1, and test set B ata ratio of 5:1: 1. In the pro-
cess of data preprocessing, the face video of the data set is
downsampled to 8 fps. At the same time, the face image in
the video is detected and cropped, and the image size is
rescaled to 300 x 300. In the training process, this paper uses
the Adam method [24] to update the parameters. The sample
set used for each update is obtained by extracting a
minibatch = 12 samples from the training set A through the
experience playback mechanism. In order to prevent the
model from overfitting, the value of the dropout is set to
0.5. Set the value of the maximum time step Nmax to 30. In
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FIGURE 5: Schematic diagram of comparison before and after EEG signal processing.

addition, all fine-tuned VGG-16 networks used in this article
have fixed parameters and are only used to extract features.
In the experiment, rotation, flip, color distortion, and image
transformation are used to expand the data. The whole data
set was initially trained for 100 cycles with a batch size of
50. The initial learning rate of the model is 0.015, which is
set to 0.001 after 10000 iterations. Set the weight decay and
momentum to 0.00015 and 0.87, respectively. It is worth not-
ing that the deep emotion recognition model is trained using
a stochastic gradient descent scheme.

4.1. Sentiment Recognition Model Optimization and Analysis

4.1.1. The Effect of LSTM Stacking Layers on System
Recognition Rate. In order to explore whether the number
of LSTM layers will improve the experimental results accord-
ingly, this paper is based on the baseline model to conduct
comparative experiments under different layers of LSTM.

Figure 6 shows the effect of LSTMs with different layers
on the recognition rate of the system. Experimental data
shows that, compared with a single-layer network, a multi-
layer LSTM has a better recognition effect and can better
extract abstract features in a sequence. When L =5, the rec-
ognition effect on the selected data set is the best, and the rec-
ognition rate can reach 0.89. When L > 5, the displayed effect
gradually decreases. Therefore, the number of LSTM layers
selected in this paper is 5.
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FIGURE 6: The recognition accuracy of LSTM under different layers.

TaBLE 3: Identification accuracy rate under different processing
conditions.

5-layer LSTM

Treatment conditions Recognition Running time

accuracy (s)
Ordinary 0.82 121.34
Add attention 0.89 10231
mechanism

4.1.2. The Effect of Hierarchical Attention Mechanism on
System Recognition Rate. After introducing the attention
mechanism, different levels can be selectively paid attention
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FIGURE 7: Model parameter sensitivity analysis.

to at each time step. In order to study whether the attention
mechanism has a certain influence on the improvement of
the network, this paper designs a corresponding comparative
experiment.

As shown in Table 3, the introduction of the attention
mechanism has improved the recognition effect of the model.
After introducing the attention mechanism, the proposed
model can achieve a high recognition accuracy of 0.89, which
can increase the accuracy of 8.51% compared with the tradi-
tional LSTM model. In terms of the running time of the iden-
tification method, the proposed method can effectively be
shortened by about 20s compared with the traditional
method. The attention mechanism is used to assign different
proportions to each layer in the stacked LSTM, which is con-
ducive to the network to filter out more useful information
and improve the level of expression of the model and is more
conducive to the extraction of image abstract features. Exper-
imental results show that the introduction of the attention
mechanism can improve the recognition effect.

4.1.3. The Impact of Penalty Items on System Recognition
Rate. In the attention mechanism, the weight coefficient of
attention is used to improve the recognition effect. Among
them, the addition of penalty terms «,; and ,; can be used
to update the weight coefficient, and the recognition models
obtained by different weight coeflicients are different. By
introducing variance, the difference between different weight
coeflicients is obtained, and then, the back propagation algo-
rithm is used to maximize the variance.

In order to analyze the sensitivity of different penalty
terms «, and f,; in the proposed model to optimize the
model parameters, the MAHNOB-HCI data set recognition
task was verified experimentally.

The optimal values of model parameters are analyzed in
the self-collected data set, as shown in Figure 7. In the first
experiment (a), «,; was fixed at 0.001 according to the setting
of multiple experiments, and f3,; was changed in [0.1, 0.2, 0.3,
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0] to learn different models. It
can be observed that the accuracy of the model generally
increases first, reaches the maximum value at 0.7, and then
decreases. The results show that when «,; is set to 0.7, the net-
work model has no effect on parameter selection.
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FIGURE 8: Schematic diagram of the confusion matrix of the
MAHNOB-HCI data set.

Experiment (b) fixed the value of «,; to 0.7 and changed
B,; in the set [0, 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, and
0.1] for comparison experiments. The results show that the
recognition performance is very sensitive to the value of the
parameter f3,;, and f3,; = 0.005 guarantees the excellent recog-
nition performance of deep learning features.

4.2. MAHNOB-HCI Data Set Identification Analysis. Based
on the above determination of the model structure and
related parameters, this paper uses the MAHNOB-HCI data
set to perform expression testing on the final fusion network.
The confusion matrix of the final identification result of the
test set is shown in Figure 8. Each row represents the category
to which the video really belongs, and each column repre-
sents the category given by the fusion network.

It can be seen from Figure 8 that the expression-EEG
interaction model proposed in this paper performs very well
in identifying “happy” and “surprise” samples, and the recog-
nition accuracy can reach 0.95 and 0.92, respectively. In addi-
tion, it can be noticed that the fusion network has a low
ability to recognize expressions of “disgust,” but the recogni-
tion accuracy rate also reaches 0.79. As can be seen from the
above figure, most “disgust” samples are mistaken for



Computational and Mathematical Methods in Medicine

ae]
=]
<
g 08
£
&8
E S 06+
(=1
L
o =
S % 04
s .8
>\U
3
5 0.2 1
Q
<

0-

Anger Disgust

Fear

Happy Sadness Surprise

Expression classification

= The proposed method

= MMDBN
= MERML

FIGURE 9: Emotion recognition accuracy rate under different methods.

“anger,” “happy,” and “sadness,” while most “sadness” sam-
ples are classified as similar emotions, such as “anger,” “dis-
gust,” and “fear.”

4.3.  Comparison of Facial Expression Recognition
Classification Algorithms in MAHNOB-HCI Data Set. The
MAHNOB-HCI data set contains expression signals and
EEG signals. In order to ensure that the signal characteristics
in each modal can better reflect the emotional information of
the modal, the characteristics of the two signals are, respec-
tively, fused to obtain the fusion characteristics representing
each modal. The MMDDN method in reference [24], the
MERML method in reference [25], and the method proposed
in this paper have different methods for fusing multimodal
features. The two method models are classified and identified
under the MAHNOB-HCI data set, and the results are shown
in Figure 9.

As shown in Figure 9, the proposed method has a higher
accuracy in the classification and recognition of various emo-
tions than the comparison method. The recognition accuracy
rates of “anger,” “disgust,” “fear,” “happy,” “sadness,” and “sur-
prise” were 0.82, 0.79, 0.83, 0.95, 0.82, and 0.92, respectively.

Based on the above analysis, compared with other
methods, the multimodal fusion feature obtained by sepa-
rately fusing each modal feature in this paper has better per-
formance in emotion recognition. It shows that with the
reduction of the cost of multimodal feature selection, the
classification performance of each emotion is also improved
to a certain extent.

5. Conclusion

Multimodal emotion recognition is an important and chal-
lenging research problem in human-computer interaction.
Facing the accuracy and real-time requirements of emotion
recognition, this paper proposes a deep learning-based
expression-EEG bimodal fusion emotion recognition method.
This method is based on the improved VGG-FACE network
model to realize the rapid extraction of facial expression fea-
tures and shorten the training and learning time of the net-

work model. The wavelet soft threshold algorithm is used to
remove artifacts from EEG signals to extract high-quality
EEG signal features. Then, the signal features extracted in
the expression-brain electrical bimodal state are based on the
long and short-term memory network model and the decision
fusion method to realize the final bimodal fusion emotion
classification and identification research. In terms of the run-
ning time of the identification method, the proposed method
can effectively be shortened by about 20 s compared with the
traditional method. The attention mechanism is used to assign
different proportions to each layer in the stacked LSTM, which
is conducive to the network to filter out more useful informa-
tion and improve the level of expression of the model and is
more conducive to the extraction of image abstract features.
Experimental results show that the introduction of the atten-
tion mechanism can improve the recognition effect.

Analysis of the experimental results shows that the pro-
posed method can reduce the model emotion recognition
time by about 20s compared with the traditional method,
and the accuracy of the six typical emotion recognition can
be maintained above 0.79. The focus of future research will
be to explore the platformization of the proposed method
and strive to realize the commercialization of the proposed
method.
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Due to the complexity of human emotions, there are some similarities between different emotion features. The existing emotion
recognition method has the problems of difficulty of character extraction and low accuracy, so the bidirectional LSTM and
attention mechanism based on the expression EEG multimodal emotion recognition method are proposed. Firstly, facial
expression features are extracted based on the bilinear convolution network (BCN), and EEG signals are transformed into three
groups of frequency band image sequences, and BCN is used to fuse the image features to obtain the multimodal emotion
features of expression EEG. Then, through the LSTM with the attention mechanism, important data is extracted in the process
of timing modeling, which effectively avoids the randomness or blindness of sampling methods. Finally, a feature fusion
network with a three-layer bidirectional LSTM structure is designed to fuse the expression and EEG features, which is helpful to
improve the accuracy of emotion recognition. On the MAHNOB-HCI and DEAP datasets, the proposed method is tested based
on the MATLAB simulation platform. Experimental results show that the attention mechanism can enhance the visual effect of
the image, and compared with other methods, the proposed method can extract emotion features from expressions and EEG

signals more effectively, and the accuracy of emotion recognition is higher.

1. Introduction

With the rapid development of computer and artificial intel-
ligence technology, computer intelligence is paid more and
more attention. Emotion recognition is one of the important
research issues of human-computer interaction and the key
technology of computer intelligence [1]. The purpose of
emotion recognition research is to build a robot system that
can recognize human emotions and give correct feedback
so as to make the human-computer interaction process more
friendly [2]. Emotion recognition is the detection of human
emotional states by computer technology such as classifica-
tion recognition; that is, humans hope to make computers
feel, understand, and even express their own emotions very
well through intelligent technology and, at the same time,
hope to complete relevant instructions through human emo-
tional manipulation computers and realize the computer
intelligence of emotion calculation [3].

The commonly used emotional signals at present include
external intuitive emotional signals such as voice and posture
and internal bioelectrical signals such as electroencephalo-
gram and electrocardiogram [4]. Among them, the voice sig-
nal is the most convenient and direct way to get each other’s
emotional state from many external emotional signals [5].
But for the speech process, deliberately concealed informa-
tion cannot make an accurate judgment. For the intrinsic
bioelectric signals such as EEG and ECG, although there is
no intuitive expression of emotional information such as
voice signals, the emotion recognition system built by bio-
electric signals is more reliable because the bioelectric signals
are not easy to be modified by subjective manipulation.
Among the many bioelectrical signals, the EEG can reflect
the activity of hundreds of millions of neurons in the cerebral
cortex and has the characteristics of convenient collection,
simple cost, and high time resolution [6]. Studies have shown
that different emotional states reflect different EEG signals in
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the cortex of the brain. Therefore, EEG signals can be used as
effective intrinsic bioelectrical signals to express human emo-
tional information [7]. How to effectively process the EEG
signal and extract the emotional information contained in
the EEG signal is currently the main research issue of the
emotion recognition of the EEG signal.

In order to build an emotion recognition system that is
more in line with the human emotional processing mecha-
nism, breaking through the bottleneck of multimodal
emotion recognition technology which combines different
physiological signals to assess emotional states has become
a research hotspot [8]. The multimodal emotion recognition
system can combine multimodal information and reduce the
redundancy between different modes to make the emotional
information complementary to each other so as to achieve a
better emotion recognition effect [9]. Although some prog-
ress has been made in multimodal affective recognition
technology, the current effect of affective recognition has
not reached an ideal state due to the short research period.
Therefore, how to construct a multimodal affective recogni-
tion system will be another key issue in affective computing
research [10].

Based on the above analysis, an expression electroen-
cephalogram multimodal affective recognition method based
on the bidirectional LSTM and attention mechanism is
proposed to solve the problems of the single mode, which
are difficulty of deeply extracting signal characteristics and
low accuracy of affective recognition.

(1) The bilinear convolution network (BCN) has designed
a new projection layer and uses a one-dimensional
filter to extract the optimal feature space. Therefore,
the proposed strategy based on BCN extracts facial
expression features, converts the EEG signal into three
bands of image sequences, and uses BCN to fuse its
image features to obtain more accurate expression
EEG multimodal affective features

(2) In order to avoid the randomness or blindness of
sampling methods, the attention mechanism is intro-
duced in the LSTM network, and a characteristic
fusion network with a three-layer bidirectional LSTM
structure is designed to combine emoticons and EEG
characteristics to improve the accuracy of emotion
recognition

2. Related Works

Emotion is the role of the human cognitive process and con-
scious process, and it is an indispensable part of the human
physiological process. Speech emotion recognition is rela-
tively mature at present, and speech emotion recognition
has been applied in different industries. The construction of
a speech emotion recognition system mainly includes three
parts: the establishment of a database, the extraction of emo-
tion features, and the construction of an emotion classifica-
tion model. In order to evaluate emotions more effectively,
the research of the speech recognition system has been widely
used by relevant researchers [11]. The establishment of an
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effective database is the basis of building a speech affective
recognition system. Obtaining a subset of affective features
that effectively represent the degree of emotional difference
is the key to building a speech affective recognition system.
The construction of a speech affective classification model
is the key to achieving speech affective recognition. Reference
[12] identifies three basic elements of the database, feature
extraction, and classification method in the voice emotion
recognition system, discusses the performance of the voice
emotion recognition system, and uses the HMM (hidden
Markov model), GMM (Gaussian mix model), and SVM
(support vector machine) to achieve emotion recognition.
A speech emotion recognition algorithm based on an
improved stack kernel sparse depth model is proposed in
Reference [13]. The algorithm is improved based on an auto-
matic encoder, denoising automatic encoder, and sparse
automatic encoder. The evaluation results on the test dataset
show that the algorithm is better than the existing new algo-
rithm in speech emotion recognition accuracy, but it is easy
to be affected by the external environment in practical appli-
cation, and there are many restrictions.

Among many bioelectrical signals, the EEG signal, as the
product of brain neural activity, is more used in emotion rec-
ognition than other bioelectrical signals [14]. EEG signals are
obtained by recording the potential changes in the cerebral
cortex, which can be affected by external stimuli or human
emotions, consciousness, and other activities. Reference
[15] uses a classifier model to identify human emotional
states or emotions through EEG signals and uses a classifier
based on DBN (deep belief network) to classify and identify
emotions using extracted features. Finally, the feasibility of
the proposed method is analyzed from the indicators of accu-
racy, sensitivity, and specificity, and the results show that the
proposed method can accurately identify emotions. Refer-
ence [16] provides an effective method of emotion recogni-
tion based on FAWT (flexible analytic wavelet transform).
FAWT decomposes the EEG signal into different subband
signals, uses the information potential to extract the features
from the decomposition subband signal of the brain electrical
signal, and then enters it smoothly into the random forest
and support vector machine classifier that classifies the emo-
tion. Compared with the existing method, the method shows
better performance in human emotion classification. In the
emotion recognition of electro-electrical signals, the current
research difficulties are the establishment of effective data-
bases and the extraction of EEG emotional characteristics;
the above methods are based on a single modal database;
although it has better popularity, the accuracy is not high.

At present, emotion recognition through a single signal
has achieved a good recognition effect, but emotion recogni-
tion through a single signal is often disturbed by other sig-
nals, making the emotion recognition system in the process
of emotion recognition have certain limitations. Therefore,
in order to overcome the problem of the low recognition rate
of the single modal emotional signal and the mutual influ-
ence between emotional signals, multimodal emotion recog-
nition has become a research hotspot in emotion computing
[17]. Multimodality is the combination of a variety of emo-
tional signals, and various emotional signals complement
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each other. From the perspective of human perception of the
emotional mechanism and processing mode, multimodal
emotion recognition can more truly realize the simulation
and reconstruction of a human emotional processing mech-
anism. So, the construction of a multimodal emotion recog-
nition system is of great significance for the realization of
emotion computing [18]. Reference [19] proposes a multi-
modal emotion recognition method that integrates speech
and brain electrical signals, induces joy, sadness, anger, and
neutral emotion through sound stimulation, collects the cor-
responding speech and brain electrical signals, extracts the
nonlinear geometric and attribute characteristics of brain-
power, constructs the characteristic fusion algorithm based
on the constraint Boltzmann machine, and constructs the
multimodal emotion recognition system by using the sec-
ondary decision algorithm through decision fusion. The
results showed that the overall recognition rate of the multi-
modal emotion recognition system constructed by feature
fusion was 1.08% and 2.75% higher than the single modal
voice signal and brain electrical signal, respectively. However,
the proposed method cannot quickly locate the emotional
key information from the multimodal signals containing a
large amount of redundant information, so the overall effi-
ciency of the model needs to be improved. In Reference
[20], a novel visual expression feature extraction and classifi-
cation method based on the displacement of specific contin-
uous landmarks in the continuous frame of voice is proposed.
The discrete wavelet transform is used to analyze the
displacement signal of the landmark, and a variety of dimen-
sionality reduction schemes are used to reduce the complex-
ity of the derived model and improve the efficiency. The
experimental results on the SAVEE, RML, and eNTER-
FACEOQ5 databases show the effectiveness of the proposed
method of visual feature extraction, but the improvement of
the interactive collaborative fusion of heterogeneous multi-
modal signals of human emotion can further improve the
accuracy of recognition. The basic idea of the traditional
multimodal emotion recognition method is to manually
design and extract the features of each mode, then fuse the
multimodal signals, and finally train the pattern classifier
using the marked dataset. However, this kind of method
has low efficiency in processing large-scale human emotion
data [21]. In recent years, popular deep learning methods
have a strong ability of feature expression.

At present, most of the emotion recognition methods
based on EEG and face videos regard the signals of two
modes as time series and construct the LSTM emotion recog-
nition model for the two modes, respectively, to learn the
recognition results of each sequence and finally fuse the
recognition results at the decision level. Reference [22] estab-
lished a psychophysiological database, which classified the
EEG, GSR, and heart rate of 30 participants exposed to the
affective virtual environment. 743 features were extracted
from physiological signals. Then, by using feature selection
techniques, the dimensions of the feature space are reduced
to a smaller subset of only 30 features. Using KNN, SVM, dis-
tinguished analysis (DA), and classification tree (four classi-
fication techniques), the emotional psychophysiological
database is classified into four emotional clusters and eight

emotional tags. The experimental results show that physio-
logical signals can be used to classify emotional experiences
with high accuracy.

Although more and more researchers pay attention to
multimodal emotion recognition technology, the overall
emotion recognition rate is relatively low, which is not
enough to be applied in real life. Therefore, multimodal emo-
tion recognition will be the key research part in emotion
computing [23, 24].

3. Feature Extraction Based on the Bilinear
Convolution Network

The input signals for emotion recognition are facial expres-
sions and electroencephalogram signals collected by the par-
ticipants when they watch the emotion-induced video.
Among them, the facial expression is the facial activity signal
collected by the ordinary camera and belongs to the visual
signal [25]. The EEG (electroencephalogram) signal refers
to the electrophysiological signal generated by the spontane-
ous and rhythmic movement of brain neurons recorded in
the scalp surface in chronological order, and it belongs to
the physiological signal. EEG signals are collected by allowing
participants to wear electrode brain caps while watching
emotion-induced videos to obtain EEG signals from 32 dif-
ferent locations in the human cerebral cortex. It is difficult
to fuse two heterogeneous signals directly so that the method
proposed in this paper extracts the features with strong
expression and generalization capabilities, while effectively
interacting and synergizing the features of the two modes.
The feature extraction process is shown in Figure 1.

For facial expressions, BCN is used to extract facial
expression features. Compared with traditional feature
extraction methods, BCN has a stronger ability to mine
potentially distributed expression features of the data [26].
As shown in Figure 1, for EEG signals, the first step is to con-
vert the EEG signals into image sequences of three bands.
This kind of visualization processing preserves the time-
space characteristics of the EEG signals while unifying the
two modes into images. Then, the features of EEG images
are extracted based on the BCN and spatial band attention
mechanism, explained as follows:

(1) Feature Extraction Process of the Facial Expression. First,
use the Faster RCNN model to detect the face area in the
video frame, then use BCN to extract features from the face
area, and finally use the full connection layer to process fea-
tures to output the final feature vector f .

(2) Feature Extraction Process of the EEG Signal. First, the
original EEG signal is removed by the wavelet soft threshold
algorithm to get a relatively pure signal. Then, the EEG signal
is divided into each segment with a duration of T' (1/T corre-
sponds to the frame rate of the facial expression) using the
data processing method. At the same time, the spectrum
energy information of «, 8, and 8 bands of EEG was extracted
from the ¢-th band data, and the EEG images of three bands
were visualized on the corresponding 32 electrodes of the
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electrode cap. As human emotional activation increases,
B-wave forehead development increases significantly. Finally,
BCN is used to extract layer features f, . fg,,, and f,, from

three bands of EEG images; then, the importance f/, of the
three groups of features is calculated using the spatial band
attention mechanism, and the f! output eigenvector X, 18
processed using the full connection layer. f, is calculated as

f:z :fa,neen,l +fﬁ,n9en,2 +f9,n68n,3’ (1)

where 6,, ,, 0,,,,, and 6,, ; represent the importance assigned
t0 f oo f g and f g ,» respectively. The importance of each fea-

- is as follows:

ture 0, ;

exp (wh,ihn—l + bn,i)
Z}Llexp (wh,jhn—l + bn,j)

en,i —

, i=1,2,3, (2)

where wy, ; is the weight matrix to be learned, b, ; is the devia-
tion, and h,_, is the hidden state of # — 1 in the multilayer
network.

The network structure of BCN is shown in Figure 2,
which consists mainly of six network layers, namely, two pro-
jection layers, one one-dimensional convolution layer, two
full connection layers, and one Softmax layer. BCN and
traditional CNN have a big difference, mainly reflected in
its network input as the SIFT feature matrix rather than the
original picture, and we designed a new projection layer to
find the optimal combination between key points and the
optimal feature space and the characteristic direction of the
use of the one-dimensional filter to learn the characteristics
with high differentiation [27].

When constructing the input feature matrix, assuming
that M key points have been located from each expression
image and the N-dimensional SIFT feature vector is
extracted for each key point, then the input of BCN is an M
x N feature matrix. The feature matrix is then entered into
the BCN for feature learning and classification [28]. In this
process, the eigenmatrix first passes through a projection
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layer containing the multichannel left multiple projection
matrix to find the optimal combination of key points. Simi-
larly, in the second projection layer, the right multiple projec-
tion matrix will further optimize the feature space.

Suppose H, = {hﬁlj) li=1-C}(t=1,--N;) is the t-th
left multiple projection matrix containing C; channels, hflj)
is the j-th channel of H,, and Nj is the number of left multiple

projection matrices; then, the left multiple projection layer
can be defined as

G
1
Ot: ZhEJ) Iz t:1)2>'”)Nl) (3)
=1
where O, is the ¢ channel of the output feature and I; is the j

channel of the input matrix. Similarly, for the projection
layer of the right multiple projection matrix, we have

C

T

0,= Y hL,

=1

t= 1,2)...)N

- (4)

-

After the above operation, the right multiple projection
layer projects each row of the input matrix from the current
feature space to another feature space with a strong character
and also plays the role of feature dimension reduction.

A one-dimensional convolution layer uses a set of multi-
channel filters to filter the characteristics entered, and the
layer is often used in conjunction with the maximum pooling
layer. In the process of convolution of input features, the one-
dimensional filter can produce a strong response to local
features with a specific structure and suppress the response
value of local features different from the structure, which
makes the filter capture the key local structure in the feature
matrix. After the filtering operation, the convolution
response is maximized to obtain the output characteristics
of the convolution layer.

The output of the maximum pooling layer will pass
through a nonlinear activation function to increase the flexi-
bility of BCN before it is transferred into the full connection
layer. Assuming that the output matrix of the maximum

pooling layer can be represented by Q=[Q,; ] i) (where

C, I, and ] represent the number of channels, the number
of rows, and the number of columns of the matrix, respec-
tively), the nonlinear activation process can be expressed as
follows:

F.;;j=tanh (b + Q). (5)
In the formula, F = [F; | cxixg 1 the output matrix of the

nonlinear response function, and the size of the matrix is the
same as that of the input matrix, and B is the element value in
row D and column E on the ¢-th channel of the matrix.

In the formula, F=[F]. , represents the output

matrix of the nonlinear response function, and the size of
the matrix is the same as that of the input matrix, and F;;

represents the element value on the ¢ channel of the matrix
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F that is in column j and row i. The nonlinear activation
function is a hyperbolic tangent function, which is repre-
sented by tanh (-), while b, represents the global offset to
the ¢ channel of the input matrix during the nonlinear
transformation.

The full connection layer and Softmax layer used in the
BCN are the same as those in traditional CNN, where the full
connection layer first stretches the nonlinear transformation-
after response matrix to vectors and projects it, then finally
classifies it through the Softmax layer. When training BCN,
the training dataset is first divided into several batches of data
and then input into the network in turn. According to the
defined loss function, the difference between the prediction
probability and the actual category of samples is calculated.

4. Interactive Collaborative Process Based on
the Bidirectional LSTM and
Attention Mechanism

4.1. Feature Fusion. Feature fusion is used to integrate differ-
ent types of features to achieve redundancy and get features
that are conducive to analysis and processing. Generally,
there are two intuitive fusion methods in neural networks:
add and concatenate. The add method is the addition of fea-
ture maps, which increases the amount of information
describing the features of the image, but the dimension
describing the image itself does not increase, but the amount
of information in each dimension is increasing, which is
obviously beneficial for the final image classification. Concat-
enate is a merge of the number of channels; that is, the
features describing the image itself increase, while the infor-
mation under each feature does not increase. Direct stitching
of multilayered information in the network cannot make bet-
ter use of the complementarity between features, so consider
mapping features to multiple subspaces for weighted fusion
and stitching them together.

Similar to the general neural network method, the num-
ber of subspaces is a superparameter. For each subspace,
the corresponding central variables are defined and ran-
domly initialized, and the mapping matrix is also initialized
at the same randomness, calculating the adaptive weight
based on the distance between the feature and the central var-
iable. As with neural network model parameters, eventually,

all mapping matrices and central variables are obtained by
training neural networks through BP algorithms.

Assuming that layer n features are extracted, each feature
is represented by f,(i = 1, 2,--+,n), the feature dimension is df
, the mapping matrix SW = [SW, SW,,---,SW,] € Rk s
defined, the features are mapped to a subspace, weighted
fusion is performed under the subspace, and the central var-
iable M = [M,, M,,---,M,] € R™% is defined, where df = k x
dk and k represent the number of subspaces set, and dk rep-
resent the feature dimension mapped to a subspace. The
adaptive weights are computed, and the subspace features
are stitched together. The feature fusion process is as follows:

sw, = e HDIIFSWML

Sf; = iswi’j (f,SW)), (6)

i=1
SF = Concat(Sf |, Sf,,---,5f}).

In the formula, sw; ; represents the weight corresponding
to the i feature in the j subspace, Sf; represents the feature
after the j subspace is added and fused by weight, and SF
indicates the final feature fusion formed by the stitching of
each subspace feature fusion.

4.2. LSTM with the Attention Model. The attention model
contains two kinds of attention mechanisms. The calculation
process of the soft attention mechanism is subtle, can be eas-
ily embedded in a known framework, and can spread the gra-
dient in the attention model [29]. The hard attention
mechanism is a random process in which the hidden state
is sampled with a certain probability. In order to transfer
the gradient, Monte Carlo sampling is usually used to esti-
mate the gradient, which makes the hard attention mecha-
nism not well embedded as a module in known models.
Therefore, in order to facilitate model training, the soft atten-
tion mechanism is introduced into the LSTM network to
form the AM-LSTM (attention mechanism-LSTM) network.

The attention model weights the input vector x, in each
time step to generate a new vector 4, as follows:

a; = (P(wxuxt + wxaht—l + ba)' (7)
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FIGURE 3: Structure diagram of a three-layer bidirectional LSTM network.

In the formula, ¢ represents the sigmoid activation func-
tion, w represents the weight matrix, and b, represents the
offset vector. The importance of each element in the input
vector x, is determined by the current input x, and hidden
state h,_;.

The attention response is multiplied by the point of the
input vector to output a new input vector x ,, which is calcu-
lated as follows:

X, =a,®x,. (8)

The activation function in the LSTM network module
then iteratively calculates based on the new input vector ele-
ment. The computational unit of the recurrent neural net-
work for the attention module is formalized as follows:

i,= a(wxﬁt +wph,_ + bi),
fo=0(wyx, + agh, s + b)),

0= G(on;t +wyohy g + bo) > )
¢ =f, X ¢y +i, ®Cl.‘>(wxc?t +wyh, g+ bc),

h, =0, ® tanh (c[ °fp>-

i, f, 0, and ¢ are the input gate, forget gate, output gates,
and memory units. To prevent overfitting, the dropout algo-
rithm is introduced in the training process. In the training
process, the parameter of the weight layer is randomly sam-
pled with a certain probability p, and f, is the vector pro-

duced by the Bernoulli distribution with probability p. Most
attention mechanisms use Softmax to calculate the weights
of each element so that the sum of weights is guaranteed to
be 1, but in this case, the attention weights between elements
influence each other, even if they are of the same importance.
So using the sigmoid activation function, the weights can be
normalized between 0 and 1.

4.3. Feature Fusion Based on the Bidirectional Long-Term and
Short-Term Memory Network. Feature fusion can be divided
into early fusion and delayed fusion. Early fusion cannot
learn the time series dynamics of each feature for tasks that
require time series modeling. Delayed fusion may lose the
time series information that exists in the feature representa-
tion of multiple models. To solve the above problem, the pro-
posed method designs a three-layer bidirectional LSTM
network to fuse features, as shown in Figure 3.

The first layer of the bidirectional LSTM network uses a
separate bidirectional LSTM layer to model each feature in
time series. The second layer combines hidden features from
the RGB image model and hidden features from the depth
image model using linear functions, using the sigmoid func-
tion to add nonlinear factors, and generating new feature
representations at each time step. The third layer uses the
bidirectional LSTM network to model the output of the sec-
ond layer in time series.

Assuming that x}" is the feature representation extracted
from RGB or depth models at time ¢, the three levels of the
network are described as follows:

(1) Layer 1. The input of this layer is x}", assuming that ¥
represents a two-way long-term and short-term memory
network layer, and A" is the implicit layer representation of
t moment.

h =P (x]"). (10)
(2) Layer 2. This layer uses a linear function to fuse the char-

acteristics of the hidden layer and a sigmoid function to add
nonlinear factors.

f,= a(w(hﬁGB, thN) + b). (11)

In the formula, w is the weight matrix, 1 is the hidden

layer of the RGB feature at time t, i*" is the hidden layer of
the BCN feature, b is the offset, and o is the sigmoid function.



Computational and Mathematical Methods in Medicine

(3) Layer 3. This layer uses a bidirectional LSTM layer to
model the time series of fused feature f,.

=¥ (f,). (12)

The final output is used as the input to the fully con-
nected layer for final prediction.

4.4. Loss Function Used in Training. The BP (backpropaga-
tion) algorithm is commonly used in training neural net-
works, and the most intuitive function of the loss function
is to update the model parameters by calculating its backpro-
pagation gradient. The use of different loss functions tends to
make the model more focused on learning some aspects of
the data characteristics and can better guarantee the unique
characteristics of the extracted features later, so the loss func-
tion has a guiding effect in network optimization [30].
Classification networks are generally trained with the
cross-entropy loss function, which is as follows:

L=~

(13)

— ) log—————
T b
N5 ijlewj x;+b;

where ijxi + b represents the full connection layer output

and yi represents the real category label corresponding to
the input sample. The essence of the loss function decline is
to increase the proportion so that the samples of this class fall
more within the decision boundary of this class.

However, for facial expression recognition, the cross-
entropy loss function cannot guarantee that the distance
between classes of extracted features increases. It mainly con-
siders whether the samples can be classified correctly and
lacks the constraint of the distance between classes and
within classes [31]. Generally, the problem of the loss func-
tion in face recognition is solved in two ways. On the one
hand, it combines the measure learning method; on the other
hand, it is improved on the basis of this Softmax cross-
entropy loss function. Add an additional loss function after
the cross-entropy loss function to strengthen the constraint
on the interclass distance, making the interclass feature
distance of the same sample become compact but not
sufficiently constrained between classes [32, 33]. The cross-
entropy loss function is improved directly by normalizing w
and x and converting them to cosine distances.

N cos 0,

L:—%Zlog f

& Z 08 0; ’ (14)
i= j=1

Then, introduce the interval constraint and use the AM-
Softmax method to calculate the following:

es(cos By[—m)

1 N
L=-—Ylo (15)
N; ges(cos 9yi+m

s cos 9j

) + Z;:L#yie
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For all features, feed into the Softmax classifier, using the
above loss function, as follows:

loss(F) = iL(fl) (16)

On this basis, the loss of the fused part is added, and the
loss function calculation process is shown in Figure 4.

For the feature fusion part, the fused features are fed into
the Softmax classifier, and loss(SF) is used to represent the
above loss function. For the decision fusion section, loss(DF)
is used to represent the above loss function [34, 35]. Add all
the loss functions as the final loss function, in the following
form:

Loss = loss(F) + loss(SF) + loss(DF). (17)

5. Experimental Scheme and Result Discussion

To verify the validity of the proposed method, the MATLAB
simulation platform experimented on the MAHNOB-HCI
dataset and the DEAP dataset and used RA (recognition
accuracy) and F1-score as evaluation indicators for recogni-
tion. In addition, the two-dimensional arousal-valence emo-
tional space is used in the experiment, and its principle is
shown in Figure 5.

In the figure, the horizontal valence represents the
validity, indicating the positive and negative degrees of
emotion, and the vertical arousal represents the activation
degree, indicating the intensity and depression of emotion.
By setting validity and wakefulness, complex and subtle emo-
tions can be expressed and distinguished, such as ecstasy and
cheerfulness, which describe varying degrees of pleasure and
elation, which express two different kinds of joy. The two-
dimensional affective space has become the main dimen-
sional space used for dimension affective recognition because
of its simple structure and rich emotional expression ability.

The MAHNOB-HCI dataset is a multimodal affective
recognition and latent labeling dataset, which includes 527
sets of original face videos and audio and electroencephalo-
gram signals collected from 27 participants who watched 20
videos. After watching each video, the participants used the
activation and effect value of the calibration emotions, which
were divided into 9 levels (1-9, respectively). Emotions are
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FIGURE 5: Schematic diagram of the two-dimensional arousal-
valence emotional state space.

also calibrated using discrete affective tags, which categorized
the activation and validity of experimenters’ emotions into
three categories.

DEAP is a multimodal emotion recognition dataset that
includes face videos, external physiological signals, and elec-
troencephalogram signals collected from 32 participants dur-
ing 40 music videos. The data of 10 participants do not
include facial expression videos. After viewing each video,
the participants used the activation and validity of the cali-
brated emotions (values 1-9). The dataset divides emotional
activation and validity into three levels according to their
numerical size.

The results of model recognition are evaluated using two
indicators: recognition accuracy and F1-score, where recog-
nition accuracy RA represents the percentage of the number
of samples correctly classified in the test set to the total num-
ber of samples in the test set. F1-score is a statistical measure
of the accuracy of a multiclassification model. It can be
viewed as a weighted average of model accuracy (precision)
and recall rate (recall), which can take into account both
the model accuracy and the recall rate. Recognition accuracy
and F1-score are calculated as follows:

RA = ,
N data

~ 2Np
~ 2Ngp + Npp + Npy |

(18)
F1

In the formula, N4, represents the total number of sam-
ples of emotion data in the test set; Nrp, Np, and Ny repre-
sent the total number of positive, false, and missed tests in all
the test samples, respectively.

5.1. Visual Effect Comparison of the Attention Mechanism.
Select samples from the MAHNOB-HCI dataset for a single
set of emotion recognition tests and visualize the emotional
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FIGURE 6: Visualization results of the attention mechanism in high
activation data samples.
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FIGURE 7: Visualization results of the attention mechanism in low
activation data samples.

key information on each step to Figures 6 and 7. Only four
time steps are selected to visualize the time domain attention
mechanism. The top bar in the graph represents the impor-
tance of three bands of EEG signals «, 3, and 0 at each time
from bottom to top.
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FIGURE 8: Arousal dimension video emotion salient feature learning
results.

As you can see from the above two figures, the proposed
method can locate valid information quickly and accurately
and analyze the data more frequently in areas of valid infor-
mation to obtain more accurate identification results. As can
be seen from Figure 6, as the participants become more
nervous (and more emotionally active), the EEG f-wave
gradually dominates, which is consistent with the conclu-
sion that the EEG ff-wave in physiology dominates when
humans are in an emotional state of stress, anxiety, panic,
and so on. With the enhancement of the EEG f-wave, the
human body will be more and more in a tense state. Under
this condition, the human body and mind energy expendi-
ture is rapid, and it is easy to feel pressure and fatigue. As
can be seen from Figure 7, a-wave dominates when the
human emotional state remains stable at a low activation
level. Physiological studies have shown that when the main
frequency of the human brain wave is a-wave, the human
being is awake and relaxed, and it is also the best state
for human thinking.
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FIGURE 9: Valence dimension video emotion salient feature learning
results.

5.2. Comparison of the Learning Effect on Facial Emotion
Significant Features. In the learning phase of facial expression
features, four methods (proposed method and References
[14, 20, 28]) were used to compare the results of feature
learning based on the DEAP dataset in the two dimensions
of arousal and valence, respectively, as shown in Figures 8
and 9. The R-squared coefficient and loss function Loss are
used as the evaluation indicators of feature learning. The R
-squared coefficient of the regression task represents the
degree of fit between the predicted value and the label value
by calculating the change of the data. The larger the value
of the R-squared coefficient, the better the fit degree and
the better the feature extraction effect. The R-squared coeffi-
cient function is as follows:

Rzzl_M. (19)

Z(Yact - Y)2
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TaBLE 1: Comparison of dimensional emotion recognition results of
different methods.

Arousal Valence
R? Loss R? Loss
Ref. [16] 0.442 0.263 0.477 0.174
Ref. [19] 0.535 0.181 0.469 0.115
Ref. [20] 0.687 0.152 0.642 0.338
The proposed method 0.749 0.174 0.706 0.127

In the formula, Y, is the emotional reality tag sequence,

Y, is the emotional prediction value sequence, and Y is the

average value of the emotional reality tag sequence.

From Figure 8, it can be seen that compared with other
methods, the proposed method has the highest R-squared
coeflicient on the arousal dimension, and the loss is very
low, which is close to 0.05, indicating that the feature extrac-
tion effect is the best. As can be seen from Figure 9, the
squared coeflicient of the proposed method is 0.63, the loss
is very close to 0.002, and the network structure is simpler
than several other methods. Therefore, the proposed method
achieves better feature extraction results in the two-
dimensional arousal-valence emotional state space.

5.3. Compared with the Dimensional Emotion Recognition
Results of Other Methods. The two-dimensional emotional
spatial expression was used to compare the results of dimen-
sional affective recognition with those of References [16, 19,
20] in the MAHNOB-HCI dataset, as shown in Table 1.

As can be seen from Table 1, although the proposed
method is inferior to the optimal method in terms of loss,
the correlation coefficient better reflects the degree of fit
between the emotional prediction value and the emotional
tag value. Moreover, the recognition accuracy of the proposed
method has exceeded the results of many methods, and the
recognition accuracy of the hierarchical attention mechanism
built on this basis performs best. Finally, the loss is optimized
and the accuracy of the recognition rate is 0.749 and 0.706 in
two dimensions, respectively, indicating that the proposed
method can more effectively extract the emotional characteris-
tics of the emoticon and the brain electrical signal to combine.

54. Comparison of Results from Multiple Emotion
Recognition Methods. To demonstrate the performance of
the proposed method, the results of this paper are compared
with those of References [16, 19, 20], as shown in Table 2.
As can be seen from Table 2, the recognition accuracy and
F1 of the proposed method are significantly improved com-
pared with those of other methods. Because other methods
directly analyze multimodal emotional signals that contain a
lot of redundant information, the proposed method intro-
duces the attention mechanism, which compresses the redun-
dant information and improves the accuracy. On the
MAHNOB-HCI dataset, the accuracy of affective activation
recognition and F1 were improved by 1.1% and 0.021, respec-
tively, and the accuracy of affective efficacy value recognition
and F1 were improved by 0.4% and 0.024, respectively, com-
pared with the methods in Reference [19], which showed bet-
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TaBLE 2: Comparison of recognition results of different methods.

Arousal Valence
RA (%) F1 RA (%) Fl
Ref. [16]/MAHNOB-HCI 67.8 0.620 74.8 0.742
Ref. [19]/MAHNOB-HCI 73.5 0.711 74.9 0.715
Ref. [20]/MAHNOB-HCI 63.4 — 66.7 —
s aposse Meodl 746 0732 753 0739

The proposed method/DEAP  86.8 — 86.2 —

ter recognition results. And the recognition accuracy on the
DEAP dataset is higher than that on the MAHNOB-HCI data-
set because the DEAP dataset has more information, which is
conducive to feature learning and classification.

In addition, it can be seen from Table 2 that the recogni-
tion of the emotional effect value is better than that of emo-
tional activation. This is because the degree of emotional
activation is used to show the degree of emotional motiva-
tion, and the value of the emotional effect is used to show
whether people are good or bad in evaluating their emotional
state. Compared with the value of the emotional effect, it is
easier to analyze and understand intuitively. In particular,
FAWT in Reference [16] decomposes EEG signals into differ-
ent subband signals on the MANOB-HCI dataset, extracts
features from them using the information potential, and
smoothes them into random forests and SVM classifiers that
classify emotions. It achieves good results in validity value
recognition. Overall, the method proposed is more effective.

6. Conclusion

At present, most emotion recognition focuses on speech sig-
nals, facial expressions, ECG, EEG, and other bioelectrical
signals. However, when the emotional signal of a single chan-
nel is interfered by other signals, the emotion recognition rate
is often reduced. Therefore, a multimodal emotion recogni-
tion method based on the bidirectional LSTM and attention
mechanism is proposed. Facial expression and EEG features
are extracted based on BCN, and the attention mechanism
is introduced into the LSTM network. Facial expression and
EEG features are fused by a feature fusion network with a
three-layer bidirectional LSTM structure to improve the
accuracy of emotion recognition. The proposed method is
tested on MAHNOB-HCI and DEAP datasets based on the
MATLAB simulation platform. The experimental results
show that the attention mechanism can enhance the visual
effect of the image, and compared with other methods, the
proposed method can extract emotion features in expressions
and EEG signals more effectively and achieve a more accurate
emotion recognition effect.

In real life, different emotions often have a certain corre-
lation; for example, sad emotions often contain certain anger.
Therefore, the emotion recognition system based on the rela-
tionship between emotions can reflect the human emotional
information more effectively. So, the establishment of an
effective emotion recognition model will be the focus of the
next step of emotion recognition research.
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Aim. COVID-19 has caused large death tolls all over the world. Accurate diagnosis is of significant importance for early treatment.
Methods. In this study, we proposed a novel PSSPNN model for classification between COVID-19, secondary pulmonary
tuberculosis, community-captured pneumonia, and healthy subjects. PSSPNN entails five improvements: we first proposed the
n-conv stochastic pooling module. Second, a novel stochastic pooling neural network was proposed. Third, PatchShuffle was
introduced as a regularization term. Fourth, an improved multiple-way data augmentation was used. Fifth, Grad-CAM was
utilized to interpret our AI model. Results. The 10 runs with random seed on the test set showed our algorithm achieved a
microaveraged F1 score of 95.79%. Moreover, our method is better than nine state-of-the-art approaches. Conclusion. This
proposed PSSPNN will help assist radiologists to make diagnosis more quickly and accurately on COVID-19 cases.

1. Introduction

COVID-19 is a type of disease caused by a new strain of
coronavirus. “CO” means corona, “VI” virus, and “D” dis-
ease. Up to 22 December 2020, COVID-19 has caused more
than 78.0 million confirmed cases and over 1.71 million
deaths (US 326.5k, Brazil 188.2k, India 146.1k, Mexico
119.4Kk, Italy 69.8 k, and UK 68.3k).

To diagnose COVID-19, two methods exist: (i) real-time
reverse transcriptase PCR with nasopharyngeal swab samples
to test the existence of RNA fragments and (ii) chest imaging
(CI) examines the evidence of COVID-19. The first type of
rRT-PCR method needs to wait for a few days to get the results,

while the second type of CI approach could get quick results
within minutes. The CI approaches have several advantages
compared to rRT-PCR. First, the swab may be contaminated
[1, 2]. Second, CI can detect the lesions of lungs where
“ground-glass opacity (GGO)” will be observed to distinguish
COVID-19 from healthy subjects. Third, CI can provide an
immediate result as soon as imaging is complete. Fourth,
reports show that chest computed tomography (CCT), one type
of CI approach, can detect 97% of COVID-19 infections [3].
Currently, there are three types of CI approaches: chest X-
ray (CXR) [4], chest CT (CCT), and chest ultrasound (CUS)
[5]. Among all three types of approaches, CCT can provide
the finest resolution than the other two CI approaches,
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allowing visualization of extremely small nodules in the lung.
The additional advantage of CCT is that it can provide high-
quality, three-dimensional chest data where radiologists can
clearly view the COVID-19 lesions, which may be obscure in
the other two CI approaches.

However, manual labeling by human experts is tedious,
labor-intensive, and time-consuming [6]. Besides, the labeling
performances are easily affected by interexpert and intraexpert
factors (e.g., emotion, tiredness, and lethargy). Moreover, the
labeling throughputs of radiologists are not comparable with
artificial intelligence (AI) models. For example, senior radiol-
ogists may diagnose one scanning within five minutes, but
Al can analyze thousands of samples within one minute. Par-
ticularly, early lesions are small and similar to surrounding
normal tissues, which make them more challenging to mea-
sure and hence can potentially be neglected by radiologists.

Traditional AT methods have successfully been applied in
many medical fields. For instance, Wang et al. [7] chose wavelet
packet Tsallis entropy as a feature descriptor and employed a
real-coded biogeography-based optimization (RCBO) classi-
fier. Jiang and Zhang [8] proposed a 6-level convolutional neu-
ral network (6L-CNN) for therapy and rehabilitation. Their
performances were improved by replacing the traditional recti-
fied linear unit with a leaky rectified linear unit. Fulton et al. [9]
used ResNet-50 (RN-50) to classify Alzheimer’s disease with
and without imagery. The authors found that ResNet-50
models help identify AD patients. Guo and Du [10] utilized a
ResNet-18 (RN-18) model to recognize thyroid ultrasound
standard plane (TUSP), achieving a classification accuracy of
83.88%. The experiments verified the effectiveness of RN-18.
The aforementioned four algorithms can be transferred to the
multiclass classification task of COVID-19 diagnosis.

On the COVID-19 datasets, several recent publications
reported promising results. For example, Cohen et al. [11]
proposed a COVID severity score network (CSSNet), which
achieved a mean absolute error (MAE) of 1.14 on geographic
extent score and an MAE of 0.78 on lung opacity score. Li
et al. [12] developed a fully automatic model (COVNet) to
detect COVID-19 using chest CT and evaluated its perfor-
mance. Wang et al. [13] proposed a 3D deep convolutional
neural network to detect COVID-19 (DeCovNet). Zhang
et al. [14] proposed a seven-layer convolutional neural net-
work for COVID-19 diagnosis (7L-CCD). Their perfor-
mance achieved an accuracy of 94.03 + 0.80 for the binary
classification task (COVID-19 against healthy subjects). Ko
etal. [15] proposed a fast-track COVID-19 classification net-
work (FCONet). For the sake of the page limit, the details of
those methods are not described, but we shall compare our
method with those state-of-the-art methods in the following
sections. Wang et al. [16] presented a CCSHNet via transfer
learning and discriminant correlation analysis.

Our study’s inspiration is to improve recognition
performances of COVID-19 infection in CCT images by
developing a novel deep neural network, PSSPNN, short for
PatchShuffle stochastic pooling neural network. Our contri-
butions entail the following five angles:

(i) The “n-conv stochastic pooling module (NCSPM)”
is proposed, which comprises n-times repetitions of
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convolution layers and batch normalization layers,
followed by stochastic pooling

(ii) A novel “stochastic pooling neural network (SPNN)”
is proposed, the structure of which is inspired by
VGG-16

(iii) A more advanced neural network, PatchShuffle
SPNN (PSSPNN), is proposed where PatchShuffle
is introduced as the regularization term in the loss
function of SPNN

(iv) An improved multiple-way data augmentation is
utilized to help the network avoid overfitting

(v) Grad-CAM is used to show the explainable heatmap,
which displays association with lung lesions

2. Dataset

This retrospective study was exempt by Institutional Review
Board of local hospitals. Four types of CCT were used:
(i) COVID-19-positive patients, (ii) community-acquired
pneumonia (CAP), (iii) second pulmonary tuberculosis
(SPT), and (iv) healthy control (HC). Three diseased clas-
ses (COVID-19, CAP, and SPT) were chosen since they
are all infectious diseases of the chest regions. We intend
to include the fifth category (chest tumors) in our future
studies.

For each subject, n(k) slices of CCT were chosen via a
slice level selection (SLS) method. For the three diseased
groups (COVID-19, CAP, and SPT represented as k=
{1,2,3}), the slice displaying the largest number of lesions
and size was chosen. For HC subjects (k = 4), any slice within
the 3D image was randomly chosen. The slice-to-subject
ratio 7 is defined as

,k:l)---)4’ (1)

where N stands for the number of slices via the SLS method
and N is the number of patients.

In all, we enrolled 521 subjects and produced 1164
slice images using the SLS method. Table 1 lists the demo-
graphics of the four-category subject cohort with the
values of triplets [i1, Np, Ng], where 7 of the total set equals
to 2.23.

Three experienced radiologists (two juniors: €; and %,
and one senior: 65) were convened to curate all the images.
Suppose x““T means one CCT scan, Y stands for the labeling
of each individual radiologist. The last labeling Y of the
CCT scan x““T is obtained by

Y[%,, xCCT] —=Y[%,, xCCT}

>

Y[%,, xCCT}
YF[xCCT] =
< MAV{Yall [xCCT}} otherwise

(2)
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TaBLE 1: Subjects and images of four categories. TABLE 2: Abbreviation and full name.
Class index Class name n Np Ng Abbreviation Full name
1 COVID-19 2.27 125 284 AP Average pooling
2 CAP 2.28 123 281 CAP Community-acquired pneumonia
3 SPT 2.18 134 293 CCT Chest computed tomography
4 HC 2.20 139 306 CI Chest imaging
Total 2.23 521 1164 CXR Chest X-ray
CUS Chest ultrasound
DPD Discrete probability distribution
FCL Fully connected layer
where MAV denotes majority voting and Y the labeling of M Feature map
all radiologists, viz., EMS Feature map size
HS Hyperparameter size
PO = [¥ (6,57 Y (6 T Y (€] g 1 norm pooling
(3) MA Microaveraged
MAV Majority voting
The above two equations mean that in situations of  ppa Multiple-way data augmentation
disagreement between the analyses (?f two junior radiologists MP Max pooling
(€,,%¥,), we consult a senior radiologist (%) to reach a NCSPM n-cony stochastic pooling module
MAV-type consensus. Data is available on request due to . §
privacy/ethical restrictions. DB Number of weighted layers
SAPN Salt-and-pepper noise
3. Methodology SC Strided convolution
SLS Slice level selection
Tabl.e 2 gives the abbreviation ancll full meanings in tl:liS study. p Stochastic pooling
Section 3.1 shows the preprocessing procedure. Sections 3.2—- i )
3.5 offer four improvements. Finally, Section 3.6 gives the SR Stochastic pooling neural network
implementation, measure indicators, and explainable tech- SPT Second pulmonary tuberculosis
nology used in our method. TCM Test confusion matrix
3.1. Preprocessing. The original raw dataset contained |V/|
slice images {v,(i),i=1,2,.-+,|V|}. The size of each image
was size[v,(i)] = 1024 x 1024 x 3. Figure 1 presents the pipe- COVID-19 CAP SPT HC
line for preprocessing of this dataset. | |
First, the color CCT images of four classes were con- ¢
verted into grayscale by retaining the luminance channel
and obtaining the grayscale data set V: Original CCT image set V,
V= Ogray(VA) (4) gljgrfcta(l)e v
= (1), v, (2)s 5wy (1), v (IV]) 15 Grayscaled V,,
where O, means the grayscale operation. Hlssttroefcr}im l
In the second step, the histogram stretching (HS) was
utilized to increase the contrast of all images. Take the i-th S
image v, (i),i=1,2,---,|V| as an example; its minimum and Margin &
maximum grayscale values v} (i) and v} (i) were calculated text crop l
as follows: Cropped V,,

vi(i) = minl‘;vfl minth1 minfj1 vp(ilw, h, c),

(5)
Vi(i) = max, maxil{fl maxccflvb(i |w, h,c).

Here, (w, h, ¢) means the index of width, height, and channel
directions along image v, (i), respectively. (W, Hg, Cg)
means the maximum values of width, height, and channel

Resizing l

Down-sampled Vi,

F1GURE 1: Illustration of preprocessing.
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&

(c) SPT
FIGURE 2: Samples of four categories (three diseased and one healthy).
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FIGURE 3: Comparison of four different pooling techniques (red rectangle indicates the example discussed in Section 3.2).

to the image set V. The new histogram stretched image set
V¢ was calculated as follows:

| (i) = ()
TRl

Yp

Vie=0ys(Vp) = (6)

where Oy stands for the HS operation.

In the third step, cropping was performed to remove the
checkup bed at the bottom area and eliminate the texts at the
margin regions. Cropped dataset V, is yielded as

Vp=0O4ep(Ver [ay, 4y, a3, ay))

. (7)
= {va(1): v4(2)s--v4(i)s--va(|V]) }>
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| Convolution layer 1 |
v
| Batch normalization 1
| Convolution layer 2 |
v Probability ma
ty map
| Batch normalization 2 / l
NCSPM — v s
......... / Random variable r |
v Y ]
| Convolution layer n | /
¥ /// | Drawn sample r,, |
| Batch normalization n )/ ' i
/
v , / - ,vl Output of position pos(r,) ‘
| Stochastic pooling I‘ -
FIGURE 4: Schematic of proposed NCSPM.
where Ocrop represents crop operation. Parameters (ay, ay, TaBLE 3: Structure of proposed 11-layer SPNN.
a,,a,) mean pixels to be cropped from four directions of Index  Name  NWL HS EMS
the top, bottom, left, and right, respectively (unit: pixel). ‘ 1 Tput 256 % 256 X 1
In the fourth step, each image was downsampled to a size 3% 3 32] x 2 198 % 128 X 32
of [Wg, H], obtaining the resized image set V as 2 ey [33,32] xAeex
3 NCSPM-2 2 [3%3,32] x2 64 x 64 x 32
4 NCSPM-3 2 [3x3,64] x2 32x32x64
Vi =Ops(Vps [Wg, Hg]) ®) 5 NCSPM-4 2 [3x3,64] x2 16 x 16 x 64
8
:{Ve(l)’VE(Z)’""Ve(i)"“ve(|v|)} 6 NCSPM-5 1 [3><3’ 128]X1 8x8x128
7 Flatten 1x1x8192
8 FCL-1 1 140 x 8192, 140 x 1 1x1x140
where Opg : a +— b represents the downsampling (DS) proce- 9 FCL-2 1 4x 140, 4 x 1 Ix1x4
dure, in which b stands for the downsampled image of the 10 Softmax Ix1x4

raw image a.

Figure 2 displays example images of the four categories,
in which three are diseased, and one is healthy. The original
size of each image in V4 is 1024 x 1024 x 3, and the final pre-
processed image is 256 x 256 X 1.

3.2. Improvement I: n-conv Stochastic Pooling Module. First,
stochastic pooling (SP) [17] was introduced. In the standard
convolutional neural networks, pooling is an essential com-
ponent after each convolution layer, which was applied to
reduce the size of feature maps (FMs). SP was shown to give
better performance than average pooling and max pooling in
recent publications [18-21]. Recently, strided convolution
(SC) is commonly used, which also can shrink the FMs
[22, 23]. Nevertheless, SC could be considered a simple
pooling method, which always outputs the region’s fixed-
position value [24].

Suppose we have a postconvolution FM F=f.(i=1,,
MxP,j=1,--,NxQ). The FM can be separated into
M x N blocks, in which every block has the size of P x Q.
Now we focus on the block B,,, = {b(x,y),x=1,---,P,y =1,
--,Q} which stands for the m-th row and n-th column
blocks.

The strided convolution (SC) traverses the input activa-
tion map with the strides, which equals the size of the block
(P, Q), so here its output is set to

B =b(1,1). (9)

The 12-norm pooling (L2P), average pooling (AP), and
max pooling (MP) generate the 12-norm value, average value,
and maximum value within the block B,,,, respectively.

BL2P _ ZleZ)?:lbz (%)
mn P X Q >
1 &2 (10)
BAP bix, 7).
mn = Py Q;}; (%)
Bfn/[: = maxﬁ;1 max}?:lb(x, y).
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(a) Raw image

(fym=6

FiGure 5: Illustration of PatchShuffle on a grayscale COVID-19 image.

The SP provides a solution to the shortcomings of AP
and MP. The AP outputs the average, so it will downscale
the largest value, where the important features may sit on.
On the other hand, MP reserves the maximum value but
worsens the overfitting problem. SP is a three-step procedure.
First, it generates the probability map (PM) for each entry in
the block B,,,,.

b(x,y)
Z;}::lz}?:lb(x’”

P Q
SEY Y pa(ny) =1,

x=1y=1

>

(%) =

where p, (x, ) stands for the PM value at pixel (x, y).



Computational and Mathematical Methods in Medicine 7

it o et g e g T R TSR T

F1GURE 6: Illustration of PatchShuffle on a colorful house image.

In the second step, create a random variable r that takes
the discrete probability distribution (DPD) as

(12)

Prir=(P1)]=p,(P1) Prlr=(P2)]=p,(P,2) - Prlr=(P,Q)=p,(P.Q)



where Pr represents the probability.
In the third step, a sample r, is drawn from the random
variable r, and the corresponding position pos(ry) = (x, ,

¥,,)- Then, the output of SP is at location pos(r, ), namely,

BY = b(x,o,yro). (13)

Figure 3 presents the comparison of four different pool-
ing techniques. The top left shows the raw FM in which the
pooling will take place at a 3 x 3 kernel. If we take the top-
right block (in an orange rectangle) as an example, the L2P
outputs 4.96, while AP and MP output 4.08 and 9.3, respec-
tively. For the SP method, it will first generate the PM and
then sample a position based on the PM (see the red fonts),
and thus, SP outputs the value of 6.

A new “n-conv stochastic pooling module” (NCSPM) is
proposed in this study based on the SP layer discussed in pre-
vious paragraphs. The NCSPM entails n-repetitions of a conv
layer and a batch normalization layer, followed by an SP
layer. Figure 4 shows the schematic of the proposed NCSPM
module. In this study, n = 1V2, since we experimented using
n =3, but the performance using #n = 3 did not improve.

3.3. Improvement II: Stochastic Pooling Neural Network. The
second improvement of this study is to propose a stochastic
pooling neural network (SPNN), whose structure was
inspired by VGG-16 [25]. In VGG-16, the network used
small kernels instead of large kernels and always used 2 x 2
filters with a stride of 2 for pooling. In the end, VGG-16
has two fully connected layers (FCLs).

This proposed SPNN will follow the same structure
design of VGG-16 but using the NCSPM module to replace
the convolution block in VGG-16. The details of SPNN are
shown in Table 3, where NWL means the number of
weighted layers, HS is the hyperparameter size, and FMS is
the feature map size.

Compared to ordinary CNN, the advantages of SPNN are
two folds: (i) SPNN helps prevent overfitting; (ii) SPNN is
parameter-free. (iii) SPNN can be easily combined with other
advanced techniques, such as batch normalization and
dropout. In total, we create this 11-layer SPNN. We have
attempted to insert more NCSPMs or more FCLs, which does
not show performance improvement but more computation
burden. The structure of the proposed model is summarized
in Table 3. The [¢; X ¢, ¢,] X ¢; related to NCSPM stands for
¢, repetitions of ¢, filters with size of ¢; x ¢;. For the FCL, the
€] X €y, 5 X ¢4 stands for a weight matrix is with size of ¢; x ¢,
and a bias matrix is with size of ¢; x ¢,. In the last column of
Table 3, the format of ¢; x ¢, X ¢; represents the feature map’s
size in three dimensions: height, width, and channel. Directly
using transfer learning is another alternative.

In this study, we chose to create a custom neural network
by designing its structure and training the whole network
using our own data. The reason is some reports have shown
this “built your own network from scratch” can achieve
better performance than transfer learning [26, 27].
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~Jx| PatchShufile
- FPS

Random
variable
v~Bernoulli(e)

FiGure 7: Build PSSPNN from SPNN.

3.4. Improvement III: PatchShuffle SPNN. Kang et al. [28]
presented a new PatchShuffle method. In each minibatch,
images and feature maps undergo a transformation such that
pixels with that patch are shuffled. By generating fake
images/feature maps with interior order-less patches, Patch-
Shuffle creates local variations and reduces the possibility of
the AI model overfitting. Therefore, PatchShufle is a benefi-
cial supplement to various existing training regularization
methods [28].

Assume there is a matrix X of M x M entries. A random
variable v controls whether the matrix X to be Patch-
Shuffled or not. The random variable v obeys the Bernoulli
distribution

v ~ Bernoulli(e). (14)

Namely, v =1 with probability ¢, and v=0 with prob-
ability 1 —e. The resulted matrix X is written as

X=(1-v)X+vF™(X), (15)

where F is the PatchShuffle operation. Suppose the size
of each patch is m x m, we can express the matrix X as

X11 X12 X1,M/m
x x X
21 22 2,M/m
X= , (16)
XMim1  *Mim2 XMimMim

where x;; stands for a nonoverlapping patch at i-th row

and j-th column. The PatchShuffle transformation works
on every patch.

M M
FPS(X>={FPS(xij)’izl,...,E)j:l)...) %}_ (17)
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FI1GURE 8: The proposed 16-way improved data augmentation method.

TaBLE 4: Pseudocode of proposed 16-way improved data augmentation.

Input
Step 1
Step 2

Step 3

Output

Raw image v(i)

Eight geometric or photometric DA transforms were utilized on raw image v(i).
A horizontal mirror image is generated.

The raw image v(i), the mirrored image, the above 8-way DA results of the raw image, and the 8-way DA results
of the horizontal mirrored image are combined to form a dataset D(i).

Enhanced dataset of raw image D(i)

The shuffled patch is formulated as
FFPS (xij) = €;; X X;i X el{j, (18)

. . . ! .
where ¢;; is the row permutation matrix and e;; is the col-

umn permutation matrix [29]. In practice, a randomly
shuffle operation is used to replace the row and column
permutation operation. Each patch will undergo one of
the m?! possible permutations.

We proposed integrating PatchShuffle into our SPNN,
and this new network model is named as PatchShuffle sto-
chastic pooling neural network (PSSPNN). The PatchShuffle
operation acts on both the input image layer (see grayscale
image Figure 5 and colorful image Figure 6 with different
values of m) and the feature maps of all the convolutional
layers (9 conv layers from NCSPM-1 to NCSPM-5).

The schematics of building PSSPNN from the SPNN are
drawn in Figure 7, where either inputs or feature maps are
randomly selected to undergo the PatchShuffle operation.
To reach the best bias-variance trade-off, only a small per-

centage (e) of the images/feature maps will undergo F'S
operation.

For simplicity, we consider the PatchShuffling images as
an example, and the training loss function € of the proposed
PSSPNN is written as

SNy, W) = (1= v)e(X, y, W) + v&[F(X), 3, 7],
(19)
where £ stands for the ordinary loss function and ¢*PNN the
loss function of PSSPNN. X represents the original images
and F"(X) the PatchShuffled images. The label is symbol-
ized as y, and the weights are symbolized as 7.
Considering the extreme situations when v=0VI, we
have
X, W)
L[FP(X),y, 7] v=1,

v=0,

gPSSPNN (X)y, W) — { (20)

which means the loss function degrades to ordinary loss
function when v = 0, and meanwhile, the loss function equals
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FIGURE 9: Proposed 16-way data augmentation results.

TaBLE 5: Dataset splitting.

Nontest (10-fold cross-validation) Test (10 runs) Total
COVID-19 |viest| =227 |Vt =57 V| =284
CAP |vyet| =225 |V5*| =56 |V,| =281
SPT |Vt =234 |VEY| =59 |V3] =293
HC |Vie| =245 Vi =61 |Va| =306

to training all images PatchShuffled when v=1. Taking
mathematical expectation of v, equation (19) turns to

LB SN (R ) = 0Ky, ) + IL_S e[F™S(X), 5, 7],

1-¢
(21)

where &/1 — e€[FS(X), y, #] acts as a regularization term.

3.5. Improvement IV: Improved Multiple-Way Data
Augmentation. This small four-category dataset makes our
Al model prone to overfitting. In order to alleviate the over-
fitting and handle the low sample-size problem, the multiple-
way data augmentation (MDA) [30] method was chosen and
further improved. In the original 14-way MDA [30], the
authors used seven different data augmentation (DA) tech-
niques to the raw image and its horizontal image. Their seven
DA techniques are as follows: noise injection, horizontal
shear, vertical shear, rotation, Gamma correction, scaling,
and translation.

Figure 8 shows a 16-way data augmentation method. The
difference between the proposed 16-way DA with the tradi-
tional 14-way DA is that we add the salt-and-pepper noise
(SAPN). Although the SAPN defies intuition as it never takes
place in realistic CCT images, we found that it can increase
performance. The same observation was reported by Li
et al. [31], where the authors used salt and pepper noise for
the identification of early esophageal cancer. Table 4 shows
the pseudocode of this proposed 16-way improved data aug-
mentation.

v(i) Mlv(i)]
v DM =83 S SIVO) S SEMEO) |,
o . »es .

(22)

TABLE 6: Comparison of SPNN with four standard CNNs.

Model Class Sen Prc F1
C1 93.51 93.35 93.43
C2 86.79 91.87 89.26
SC-CNN C3 94.41 91.01 92.68
C4 94.59 93.37 93.97
MA 92.40
C1 92.86 93.02 92.94
C2 95.76 92.93 94.32
AP-CNN C3 94.26 93.95 94.11
C4 93.22 93.22 93.22
MA 93.18
C1 98.07 94.59 96.30
C2 91.79 95.19 93.45
SPNN (ours) C3 94.92 94.92 94.92
C4 95.25 95.40 95.32
MA 95.02
C1 88.77 93.36 91.01
C2 93.21 93.72 93.46
L2P-CNN C3 94.41 92.68 93.53
C4 93.61 90.63 92.10
MA 92.53
Cl 95.44 94.77 95.10
C2 94.64 91.70 93.15
MP-CNN C3 94.07 93.43 93.75
C4 91.64 95.72 93.63
MA 93.91
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FIGURE 10: 3D bar plot of SPNN against other network models.

where W =30 in this study. We tested a greater value of W,
but it does not bring about significant improvement. Hence,
one image v(i) will generate |D(i)| = 16W + 2 = 482 images
(including original image), as shown in Figure 8.

Step 1. Eight geometric or photometric DA transforms
were utilized on raw image v(i), as shown in Figure 8:
We use fi*,k=1,---,8 to denote each DA operation.
Note each DA operation fi* will yield W new images.
So, for a given image v(i), we will produce an enhanced
dataset k—1§ kaDA[v(i)], where S stands for concatenation

function.

Step 2. Horizontal mirror image is generated as M [v(i)],
where M means horizontal mirror function.

Step 3. The raw image v(i), the mirrored image M [v(i)], all
the above 8-way DA results of raw image k—1§ ; A (i),

and 8-way DA results of horizontal mirrored image ) S .

FPA{M]v(i)]} are combined. Mathematically, one training
image v(i) will generate to a dataset D(i), which contains
16W + 1 new images.

Taking Figure 2(a) as an example raw image, Figure 9
shows the 8-way DA results, i.e., f*[v(i)], k=1, 8. Due
to the page limit, the mirror image and its corresponding
8-way DA results are not shown here.

3.6. Implementation, Measure, and Explainability. Table 5
itemizes the nontest and test sets for each category. The
whole dataset V' contains four nonoverlapping categories
V={V,,V,,V;,V,}. For each category, the dataset will
be split into nontest set and test set Vj — { V', Viet},
k=1,2,3,4.

Vl Vxlqtest thest
V Vntest Vtest
V= 2 — [Vntest Vtest] — zt ) f . (23)
ntes es
V3 V3 V3
V4 Vztest V;est

TaBLE 7: Hyperparameter optimization of PSSPNN in terms of
microaveraged F1 score.

. Patch size

1x2 2%2 2x4 3x3
0.01 95.19 95.54 95.15 94.98
0.05 95.49 95.79 95.45 95.11
0.10 95.24 95.28 95.54 95.41
0.15 95.24 95.11 95.28 95.06
0.20 95.06 95.15 94.85 94.72

Our experiment entails two phases. At phase I, 10-fold
cross-validation was used for validation on the nontest set to
select the best hyperparameters and best network structure.
The 16-way DA was used on the training set of 10-fold
cross-validation. The hyperparameter of the proposed
PSSPNN was determined over the nontest set V™!, After-
ward at phase II, we train our model using the nontest set
Vet 10 times with different initial seeds and attain the test
results over the test set V', After combining the R*" runs,
we attain a summation of the test confusion matrix (TCM)
D', Table 5 shows the dataset splitting, where |x| stands
for the number of elements in the dataset x.

The ideal TCM is a diagonal matrix with the form of

Vit o 0 0

test Rtest % 0 }V;eSt’ 0 0

ideal — 0 0 ’V§e5t| 0
0 0 0 |V

(24)

in which all the off-diagonal elements are zero, meaning no
prediction errors. In realistic scenarios, the AI model will
make errors, and the performance is calculated per category.
For each class z =1, --+, 4, we set the label of that class as pos-
itive, and the labels of all the rest classes as negative. Three



Computational and Mathematical Methods in Medicine

96
95.5
95

94.5

Micro-averaged F1 (%)

94

3x3

2x2

Patch size 1x2

FIGURE 11: 3D bar chart of microaveraged F1 against patch size and probability.

performance metrics (sensitivity, precision, and F1 score) per
category are defined below:

___ TP
Sen(z) = TP(z) + EN(2)’
Pre(z) = TP(2) (25)

~ TP(z) +FP(z)’
_ 2 Prc(z) = Sen(z)
Fl(z) = Prc(z) + Sen(z)

The performance can be measured over all four catego-
ries. The microaveraged (MA) F1 (symbolized as F1 H) is used
since our dataset is slightly unbalanced:

_2*PrcM*SenM

Fl,= Prc, +Sen, (26)
where
Zi:lTP(Z)
“ T 3% TP(z) +FN(z) )
22:1TP(Z)

#y: TP(z) + FP(2)

Finally, gradient-weighted class activation mapping
(Grad-CAM) [32] was employed to provide explanations
on how our model makes the decision. It exploits the gradient
of the categorization score regarding the convolutional fea-
tures decided by the deep model to visualize the regions of
the image that are the most vital for the image classification
task [33]. The output of NCSPM-5 in Table 3 was used for
Grad-CAM.

13
015 %
005 10
001 piobability
TaBLE 8: Comparison of SPNN against PSSPNN.
Model Class Sen Prc F1
Cl1 98.07 94.59 96.30
C2 91.79 95.19 93.45
SPNN (ours) C3 94.92 94.92 94.92
C4 95.25 95.40 95.32
MA 95.02
Cl1 97.89 95.06 96.46
C2 92.86 96.30 94.55
PSSPN (ours) C3 95.76 95.44 95.60
C4 96.56 96.40 96.48
MA 95.79

4. Experiments, Results, and Discussions

The experiment was carried out on the programming plat-
form of Matlab 2020b. The programs ran on Windows 10
with 16GB RAM and 2.20GHz Intel Core i7-8750H CPU.
The performances are reported over the test set with 10 runs.

4.1. Comparison of SPNN and Other Pooling Methods. In the
first experiment, we compared the proposed SPNN with four
standard CNNs with different pooling methods. The first
CNN uses strided convolution in five modules to replace
the stochastic pooling. The second to fourth comparison
CNN models use L2P, AP, and MP, respectively. Those four
baseline methods are called SC-CNN, L2P-CNN, AP-CNN,
and MP-CNN, respectively. The results of 10 runs over the
test set are shown in Table 6. The bar plot is displayed in
Figure 10, where “k-S,” “k-P,” and “”k-F1” stand for the sen-
sitivity, precision, and F1 score for category k € {1, 2, 3,4}.
The results in Table 6 and Figure 10 are coherent with
our expectation that SPNN obtained the best results among
all FM reduction approaches. The SPNN arrives at the
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TaBLE 9: Comparison with state-of-the-art approaches. TasLE 9: Continued.
Model Class Sen Prc F1 Model Class Sen Prc F1
Cl1 71.93 84.19 77.58 Cl1 97.89 95.06 96.46
C2 72.86 72.73 72.79 C2 92.86 96.30 94.55
RCBO [7] C3 73.56 76.41 74.96 PSSPNN (ours) C3 95.76 95.44 95.60
C4 80.66 68.91 74.32 C4 96.56 96.40 96.48
MA 74.85 MA 95.79
Cl1 87.72 85.03 86.36
C2 87.68 91.26 89.44 sensitivities of all four categories are 98.07%, 91.79%, 94.92%,
RN-50 [9] C3 9339 89.89 91.60 and 95.25%, respectively. The precisions of all four categories
c4 8492 8765 86.26 are 94.59%, 95.19%, 94.92%, and 95.40%, respectively. The
MA 88.41 Fl-scores of the four categories are 96.30%, 93.45%,
94.92%, and 95.32%, respectively. The overall microaveraged
Cl1 94.04 92.25 93.14 F1 is 95.02%.
C2 93.75 95.11 94.42 In terms of microaveraged F1, the second-best algorithm
CSSNet [11] C3 91.36 9358 92.45 is MP-CNN, which obtains a microaveraged F1 score of
c4 94.43 92.75 93.58 93.91%. The third best is AP-CNN, with a mlcroave.raged
MA 93,39 F1 score of 93.18%. The two comparably worst algorithms
are SC-CNN and L2P-CNN, with the microaveraged F1
Cl 91.05 90.58 90.81 scores of 92.40% and 92.53%, respectively.
C2 93.75 90.99 92.35 SPNN obtains the best results because SP can prevent
DeCovNet [13] C3 90.51 86.97 88.70 overfitting [17], which is the main shortcoming of max
ca 38.69 95.58 92.01 pooling. On the other hand, AP and L2P will average out
MA 90.94 the maximum activation values, which will impair the perfor-
’ mances of convolutional neural network models. For SC-
Cl1 92.28 95.64 93.93 CNN, it only uses one quarter information of the input FM,
C2 96.79 94.43 95.59 and therefore may neglect those greatest values [34]. In all,
FCONet [15] C3 94.75 95.88 95.31 this proposed SPNN can be regarded as an improved version
ca 94.92 92.94 93.9) of vanilla CNN models, where the SP is used to replace tradi-
MA s tional MP.
cl A 8394 . 4.2. PSSPNN versus SPNN. In this second experiment, we
c2 7893 & 78.37 compared our two proposed network models, PSSPNN
6L-CNN [8] a3 81.86 75.00 7828 against SPNN, to validate the effectiveness of PatchShuftle.
C4 89.84 87.54 88.67 The results of 10 runs over the test set with different combi-
MA 80.94 nations of hyperparameters are shown in Table 7, and the 3D
bar chart is shown in Figure 11. The optimal hyperparameter
¢ 5284 82.66 8273 we found from the 10—f§ld cross—validgtion of de rlljontest set
2 A 7443 77.61 is €=0.05 and patch size is 2 x 2, which are coherent with
RN-18 [10] C3 74.24 76.98 7558 reference [28].
C4 82.13 86.38 84.20 In addition, the PSSPNN with optimal hyperparameter is
MA 80.04 compared with SPNN. The results are shown in Table 8.
1 99.82 86.63 48,20 From the table, we can obseljve that PSSPNN proyides better
F1 values for all four categories and the overall microaverage,
c2 89.82 9263 o121 which shows the effectiveness of PatchShuffle. The reason is
COVNet [12] C3 93.73 90.66 92.17 PatchShuffle adds regularization terms [28] in the loss func-
C4 87.38 90.96 89.13 tion, and thus can improve the generalization ability of our
MA 90.17 SPNN model.
Cl 89.47 93.58 91.48
2 93.93 92.44 93.18 4.3. Comparison to State-of-the-Art Approaches. We com-
7L-CCD [14] C3 93.73 95.18 94.45 pared 0}111rdpr0posed P[S]SPNN methf)% with 9 st[at]e—of—the—
art methods: RCBO [7], 6L-CNN [8], RN-50 [9], RN-18
o e o I [10], CSSNet [11], COVNet [12], DeCovNet [13], 7L-CNN-

CD [14], and FCONet [15]. All the comparison was carried
on the same test set of 10 runs. The comparison results are
shown in Table 9.
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FIGURE 13: Delineation of three diseased samples.

For ease of comparison, Figure 12 only compares the
microaveraged F1 (MA Fl) score of all algorithms, from
which we can observe this proposed PSSPNN achieves the
best performance among all the algorithms. This experiment
is a simulation-based comparison. In the future, we will apply
our algorithm to rigorous clinical testing and verification.

4.4. Explainability of Proposed PSSPNN. We take Figure 2
images as examples; the heatmaps of those four images are
shown in Figures 13(a)-13(d), and the manual delineation,
shown in Figures 13(e)-13(h), delineates the lesions of
the three disease samples. Note there are no lesions of
healthy control (HC) image. The NCSPM-5 feature map
in PSSPNN was used to generate heatmaps with the
Grad-CAM approach.

We can observe from Figure 13 that the heatmaps via our
PSSPNN model and Grad-CAM can capture the lesions

effectively and meanwhile neglect those nonlesion regions.
Traditionally, Al is regarded as a “black box,” which impairs
its widespread usage, e.g., the black box properties of tradi-
tional AI are problematic for the FDA. Nevertheless, with
the help of explainability of modern AI techniques [35], the
radiologist and patients will gain confidence in our proposed
Al model, as the heatmap provides a clear and understand-
able interpretation of how Al predicts COVID-19 and other
chest infectious disease from healthy subjects, which was also
stated in reference [36]. Many new Al-based anatomic path-
ological systems now pass through FDA approval, such as
whole slide images (WSI) [37], since the doctors know the
relationships between the diagnosis and the explained
answer.

In the future, the explainability of our proposed AI
model can be used in patient monitoring [38] and health
big data [39]. Some novel network improvement and signal



16

processing techniques may help our AI model in future
researches, such as filters [40, 41], fuzzy [42, 43], edge comput-
ing [44], knowledge-aid [45, 46], autofocus [47], graph inte-
gration, and cross-domain knowledge exploitation [48-50].

5. Conclusion

In this paper, we proposed a PSSPNN, which entails five
improvements: (i) proposed NCSPM module, (ii) usage of
stochastic pooling, (iii) usage of PatchShuffle, (iv) improved
multiple-way data augmentation, and (v) explainability via
Grad-CAM. Those five improvements enable our AT model
to deliver improved performances compared to 9 state-of-
the-art approaches. The 10 runs on the test set showed our
algorithm achieved a microaveraged F1 score of 95.79%.

There are three shortcomings of our method, which will
be resolved in the future: (i) the dataset currently contains
three chest infectious diseases. In the future, we shall try to
include more classes of chest diseases, such as thoracic can-
cer. (ii) Some new network techniques and models are not
tested, such as transfer learning, wide network module
design, attention mechanism, and graph neural network.
Those advanced Al technologies will be studied. (iii) Our
model does not go through strict clinical validation, so we
will attempt to release our software to hospitals and get feed-
back from radiologists and consultants.
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This paper puts forward a decision model for allocation of intensive care unit (ICU) beds under scarce resources in healthcare
systems during the COVID-19 pandemic. The model is built upon a portfolio selection approach under the concepts of the
Utility Theory. A binary integer optimization model is developed in order to find the best allocation for ICU beds, considering
candidate patients with suspected/confirmed COVID-19. Experts’ subjective knowledge and prior probabilities are considered to
estimate the input data for the proposed model, considering the particular aspects of the decision problem. Since the chances of
survival of patients in several scenarios may not be precisely defined due to the inherent subjectivity of such kinds of
information, the proposed model works based on imprecise information provided by users. A Monte-Carlo simulation is
performed to build a recommendation, and a robustness index is computed for each alternative according to its performance as

evidenced by the results of the simulation.

1. Introduction

The coronavirus disease 2019 (COVID-19) has been affecting
the whole world and changing the routines of society in many
cities. The COVID-19 disease, caused by coronavirus (SARS-
CoV-2), is very contagious and has spread rapidly in many
cities around the world. This disease is exhibited in different
forms in the human organism and, in severe cases, results in
an acute respiratory syndrome, which requires treatment in
hospital Intensive Care Units (ICUs), with the support of
specific equipment, such as mechanical ventilation [1-3].
The rapid spread of COVID-19 disease leads to a chaotic
scenario, whereby an imbalance arises between the number
of severe cases requiring treatment and the limited number
of resources available to treat these patients.

In this context, the COVID-19 pandemic brings critical
medical decisions related to the restriction of resources avail-
able in healthcare systems around the world, and doctors
take responsibility for such decisions when deciding how to
best allocate those scarce resources. Hence, the proposition

of structured decision-making models based on well-
founded elements of decision theory may be of great inter-
est for health systems managers during the COVID-19
pandemic.

Therefore, this study is aimed at presenting a decision
model to support an important medical decision faced daily
by doctors in health system routines during the COVID-19
pandemic, considering that scarce hospital resources are
available: the ICU beds allocation problem. Doctors usually
make decisions based on their personal judgments and previ-
ous experience; therefore, the proposed approach is aimed at
getting this knowledge and previous experiences as input for
a decision model, which seeks to provide a structured and
rational framework for the decision-making process with
regard to critical decision problems that deal with human
lives.

Decision analysis techniques have been widely used to
support how to structure and resolve medical decision-
making problems [4-8]. For example, Jiang et al. [6] and
Xu et al. [8] use the decision tree technique to support how
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best to structure the screening problem. In the same context,
Janssen et al. [9] perform a literature review on methods
which were used to structure the screening problem. Roselli
et al. [10] tackled the screening problem for patients with
suspected/confirmed COVID-19, considering a multiattri-
bute model based on the utility theory.

Therefore, in this study, decision analysis concepts
[11-14] are used to construct a utility-based model for
handling the ICU bed allocation problem. A risk scenario
is considered, which is related to the prognosis as to
whether the patient is likely to survive or die. Also, sub-
jected probabilities are considered [14], estimated by doc-
tors in the form of imprecise information, the doctors
being the decision-makers in these decision-problems.
Due to the inherent imprecision of the information about
chances of survival in different scenarios, the proposed
model works based on the Monte-Carlo simulation in order
to calculate a robustness index for each alternative. There-
fore, the model provides doctors with recommendations
regarding the medical decision problem investigated. The
proposed approach is operationalized by a decision system
which is freely available for use of doctors in health systems
all over the world, and a database was designed to store the
data of every occurrence, which will be analyzed and inves-
tigated in future research.

The main contribution of the present work relies on
giving focus to the scarce resources scenario faced by health
systems all over the world during the COVID-19 pandemic,
which is overcharging health units and forcing doctors to
make hard decisions on how to allocate those scarce
resources. A specific modeling approach based on portfolio
selection tools specifically directed for the COVID-19 con-
text is developed in this paper, different from previous
generic approaches present in the literature (e.g., Almeida
et al. [15]). Moreover, a web-based decision information sys-
tem was developed as the main product of this work, which
can be easily used by health professionals all over the world.

This paper is organized as follows. “The ICU Allocation
Problem” presents a brief review on the Intensive Care Units
allocation problem and its relevance, highlighting its impor-
tant aspects. “Portfolio-Based Approach for the ICU Alloca-
tion Problem” presents the mathematical model proposed to
address the ICU allocation problem, which is based on a
portfolio selection approach. “Allocation of ICU Beds under
Scarce Resources: Practical Application” describes how the
proposed model is operationalized, as well as a practical
application of the proposed approach. Finally, “Final
Remarks” presents the conclusions and final remarks of this
work.

2. The ICU Allocation Problem

The ICU allocation problem has been investigated in the lit-
erature for a long time, since the resources for critical care are
limited and cost-intensive. It is not uncommon to experience
a situation where the number of ICU beds available is less
than the number required to attend to patients who require
them: the availability of this scarce resource is highly
impacted by stochastic patient demands and stochastic ser-
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vice times, in a way that makes managing such a resource a
complex problem [16, 17].

In this context, a model that aims at maximizing the
expected number of lives of patients in a Pediatric ICU has
been preliminary proposed by Almeida et al. [15]. Giannini
and Consonni [18] investigated the perceptions and attitudes
of health professionals regarding inappropriate admissions
and resource allocation in the intensive care setting. They
conducted a survey by applying a questionnaire to ICU
doctors in Milan, Italy, and observed that 86% of them recog-
nized that there were inappropriate admissions to ICU beds.
This was due to several reasons, such as clinical doubt, lim-
ited time to make decision, errors in assessment, and pressure
from superiors. Also, 5% of the respondents reported refus-
ing appropriate admission due to financial issues. Finally,
67% reported that they frequently received requests to admit
patients to ICU installations when no beds were available.

Concerned about the risk of occupational stress,
Coomber et al. [19] performed a study to investigate the
occupational stress of ICU doctors in the United Kingdom:
they conducted a postal survey and observed that 29% of
the respondents could be considered distressed, while 12%
of them could be considered depressed. Thus, supporting
doctors to deal with the ICU allocation problem by conduct-
ing this decision process in an easy, structured and rational
way, may be very opportune, since this decision process is
not trivial and is undertaken in a stressful situation.

Therefore, some studies presented in the literature pro-
pose techniques or models to support the ICU allocation
problem. He et al. [20] presented a systematic literature
review of research design and modeling techniques to sup-
port inpatient bed management. The authors recognized
the complexity of this problem, which is affected by several
factors, such as uncertainties about the patients’ length of
stay, fluctuations in demands, and unexpected admissions.
They verified that simulation has been the main tool used
in studies in this area. Reiz et al. [21] discussed the use of
big data and machine learning to improve the way the ICU
allocation problem is handled.

Shmueli and Sprung [22] investigated the survival bene-
fits of allocating a patient to an ICU. The authors pointed
out that in a situation of resource limitation, the policies for
ICU admission should distinguish between the probability
of survival and the benefits of survival. In their field study,
which was undertaken in the ICU of the Hadassah-Hebrew
University Medical Center during a seven-month period,
the benefit was computed by using a model which considers
admission and survival variables combined with the observ-
able characteristics of patients. As a result of this study, the
authors concluded that the ICU admission policy practiced
until that moment in that hospital does not maximize the
potential survival benefits.

On the other hand, Edenharter et al. [17] pointed out that
most of the literature about the ICU allocation problem deals
with the admission problem, but few studies tackle support-
ing the discharge decision problem. They investigated the
ICU discharge problem: a univariate logistic regression
model was proposed in order to assess the impact of the
length of stay in the ICU, using data from two surgical ICUs
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of a large academic medical center. They observed that the
absence of appropriate beds in the regular ward is the main
cause of the delay in ICU discharge. They emphasized that
this problem is of economic and ethical relevance, since the
resources of the ICU are scarce. Azcarate et al. [23] also
focused on the ICU discharge problem: they present a review
of the literature on patient discharge decisions and pro-
pose a simulation framework that enables the real-world
processes for discharging patients to be modeled in a more
realistic way.

Some studies have addressed the ethical issues inherent to
the ICU allocation problem: Oerlemans et al. [24] conducted
interviews with health professionals concerning ethical
problems, such as how full ICU occupancy and treatment
decisions are reached in terms of choosing what patients
should benefit from them. Health professionals’ attitudes
were collected in order to provide insights to improve the
management of intensive care resources. As a conclusion,
the authors suggested that the collective responsibility and
effort by health professionals (ICU professionals and differ-
ent professionals in the wards) have to be reinforced in a hos-
pital routine in order to alleviate moral distress caused by the
ethical dilemmas faced, since these two factors are mutually
dependent on each other. Consequently, health professionals
have to work together for an optimal transfer of patients
between hospital departments. McGuire and McConnell
[25] also discuss fairness and ethics in the ICU allocation
problem, suggesting that an alliance of ethical and moral
principles has to be applied in order to obtain a moral, ethi-
cal, and common-sense approach to deal with this complex
problem.

The ICU allocation problem acquires a special dimension
when there are public health emergencies, which can be
caused by several factors, such as natural disasters and major
outbreaks of infectious diseases [26, 27]. Christian et al. [28],
concerned about outbreaks of avian influenza (H5NI1),
highlighted the importance of preparing a plan for allocating
resources, such as mechanical ventilators, which can become
scarce during a pandemic. The authors proposed a triage
protocol for allocating resources for critical care during an
influenza pandemic: the protocol uses the SOFA score and
has four main components: inclusion criteria, exclusion cri-
teria, minimum qualifications for survival, and a prioritiza-
tion tool. The prioritization tool they proposed determines
that the highest priority for accessing ICU beds be given to
patients who meet the inclusion criteria and whose probabil-
ities of survival are greatest.

Cao and Huang [27] created a discrete event simulation
model to evaluate the performance of four principles that
have been often proposed as alternatives to guide the alloca-
tion of scarce resources during a public health emergency.
The four principles are as follows: First Come-First Served
(FCFS), which recommends the allocation of the resources
to the earliest arrivals; Random Selection (RAN), which
recommends the random allocation of the resources; Most
Serious First (MSF), which recommends the allocation of
the resources to the most seriously ill patients; and Least
Serious First (LSF), which recommends the allocation of the
resources to the least seriously ill patients. The authors

observed that the MSF principle is intuitively favored by
many authors. However, according to the results that they
obtained, among the four principles evaluated, this principle
performs poorest, resulting in a greater death toll. On the
other hand, the LSF principle presented the best performance
based on the death toll in different scarcity scenarios. How-
ever, as the authors pointed out, this principle may be prob-
lematic from an ethical perspective.

The ethical issues involved in allocating resources during
a public health emergency were analyzed by Ghanbari et al.
[29] in a systematic literature review. The authors observed
that several clinical and nonclinical factors have been consid-
ered in protocols to prioritize patients. However, there is no
clear definition about the most appropriate principles that
should underpin such a prioritization. Despite this lack, the
authors highlighted the importance of maintaining clear
and explicit guidelines for prioritizing limited resources, in
order to improve how the general public perceives the basis
for such prioritization.

This review demonstrates that the ICU allocation
problem is not a trivial decision problem, first, because the
scarcity of resources for intensive care cannot be overcome
quickly because the cost of doing so is very high and there
are shortages of appropriately qualified and experienced
personnel and, secondly, because the nonallocation of a place
in an ICU in some cases is likely to increase the probability
that the patient will die. This problem involves ethical and
financial issues for which there are no instantly applicable
solutions, and this dilemma becomes all the more acute
during public health emergencies in which mortality rates
are expected to be much higher than at other times. The cur-
rent example of this is the COVID-19 pandemic which is
being experienced in several regions worldwide including in
countries which simply do not have the budgetary and
human resources needed for intensive care. This situation
leads to health professionals involved in patient care working
under very stressful conditions, which can hinder rational
decision-making in line with policies established by public
health authorities. This paper presents important contribu-
tions for this context: a decision model based on the utilitar-
ian principle [29] is presented for the ICU allocation
problem. The approach that we propose seeks to save the
largest possible number of lives, by maximizing the expected
number of lives saved in all groups analyzed by defining
guidelines on to which patients ICU beds should be allocated.
In order to support the use of the proposed model, a system
that is available online for free is presented as a tool that aids
operationalizing the proposed methodology. In summary,
Table 1 presents an overview to support the understanding
of previous approaches related to ICU allocation issues.

3. Portfolio-Based Approach for the ICU
Allocation Problem

The ICU allocation model addresses the following situation:
there are ncandidate patients for occupying w available
ICU beds (in which w < #), and the doctor should decide
which of these patients are going to be allocated into ICU
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TABLE 1: Previous studies about ICU allocation problem.

Theme Authors

Contribution

Giannini and Consonni [18]

Perceptions and attitudes of health professionals

Coomber et al. [19]

Perceptions about inappropriate admissions and
resource allocation

Occupational stress of ICU doctors

Azcarate et al. [23]
He et al. [20

Reiz et al. [2
Edenharter et al.[17]
Cao and Huang [27]

Techniques or models to support the ICU
allocation problem (or similar issues)

Shmueli and Sprung [22]

Almeida et al. [15]

Proposition of a framework

] Systematic literature review of research design and
modeling techniques

1] Use of big data and machine learning

Use of logistic regression model
Use of discrete event simulation model

Application about survival benefits of allocating a patient
to an ICU
Model to maximize the expected number of lives of
patients in a Pediatric ICU

McGuire and McConnell

(25]

Ghanbari et al. [29]

Ethical issues

Oerlemans et al. [24]

White et al. [26]

Discuss fairness and ethics in the ICU allocation problem

Systematic literature review about ethical issues involved
in allocating resources

Interviews with health professionals concerning
ethical problems

Used ethical principles to improve allocation decisions

beds, considering their chances of survival in the ICU and
outside the ICU.

Before introducing the mathematical model, an impor-
tant issue that should be highlighted here is how the input
data is given by the users. The input given by the doctors
concerns the chances of survival of the patient in different
scenarios: the user estimates the chances of survival of every
candidate patient in the ICU and outside the ICU.

It is not trivial, however, for the user to provide these
probability estimations. It may be hard for a doctor, even
after analyzing the patient’s clinical state and symptoms, to
establish probabilities of survival in these different scenarios.
This information is extremely subjective and may be impre-
cise. This type of medical decisions inherently involve uncer-
tainty into the model. Such uncertainties sometimes derive
from a random pattern of the variable being analyzed, as well
as lack of knowledge and/or lack of understanding about a
future condition. De Almeida et al. [14] list some factors
from which uncertainties may arise, such as inaccuracy of
measurement techniques, lack of details, and lack of data,
among others. For the medical decision problem treated in
this paper, there is uncertainty related to what will happen
to a patient’s life, depending on the treatment conduction
adopted with him/her. Therefore, probabilities of survival
and death of a patient in certain treatment conditions should
be estimated.

In decision theory, a key element of many decision prob-
lems is the prior probability of the state of nature (), and the
so-called prior probability distribution (7z(8)) is shown as a
convenient manner to quantify this information [30]. In the
context of our decision-making problem, two states of nature
are possible: patient survives or patient does not survive.

Considering that two possible alternatives are available for
such patient (allocate or not allocate an ICU bed for that
patient), the prior probabilities for this problem can be repre-
sented as in Table 2.

The role of experts’ knowledge in this process is crucial,
since their experience about the variables of the decision
problems can be used to estimate those prior probabilities
[31]. According to Garcez et al. [32], a purely frequentist
notion of probability cannot be applied in some cases,
because some events are very rare, and therefore, their repe-
tition is difficult to be predicted, especially when historical
data is insufficient. Hence, it becomes impractical to estimate
frequentist probabilities in such cases. According to Berger
[30], subjective probabilities are not correct or accurate prob-
abilities, but a measure of the degree of beliefs of the experts
about the chance of occurrence of a particular event.

Clemen and Winkler [33] state that factors that have
influence on the probabilities should be correlated with tech-
nical characteristics of the analyzed system. In order to do so,
all the experience acquired by experts should by applied, con-
sidering their knowledge and expertise regarding the system.
In this way, experts are able to provide valuable and insight-
ful information for the decision problem being treated.

Experts’ prior knowledge should, therefore, be elicited in
order to be useful for the decision problem. Kadane and
Wolfson [34] claim that the main purpose of the elicitation
is to gather the main characteristics of the opinion of these
experts and therefore to integrate their academic knowledge
and previous experiences. Frequentist inference allows the
interpretation of probabilities, while the Bayesian approach
for statistics is completely based on subjective or personal
interpretations of probabilities [35].
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TABLE 2: Representation of prior probabilities.

0, = Patient 0, = Patient does
Survives not survive
Patient i allocated to ICU 7;,(Siv) 7;(Diy)
Patient i not allocated to ICU 7;(Sour) 7;(Dour)

Therefore, the proposed approach considers probabilities
of survival of a patient inside and outside ICU as prior prob-
abilities, which are estimated by doctors, who act as experts
in this case, considering their prior knowledge and experi-
ence about the situation. Hence, our model assumes that
the doctor will be able to specify a measure the probability
of survival of each patient i in the ICU (r;(S;y)) and outside
the ICU (11,(Sour))-

However, we recognize that such information inherently
involves imprecision on its estimation. Therefore, our
approach considers ranges of probabilities, instead of exact
values of probabilities. Before designing the form of these
input data, three doctors acted as specialists for this research
and gave their opinion regarding the way in which they feel
more comfortable and self-confident about providing such
information. All of them stated that expressing these chances
in a verbal scale makes them much more secure and comfort-
able than providing numbers does.

The combination of multiple experts’ knowledge has
advantages that were listed by Winkler et al. [36]. First, com-
bined probability distributions leads to a better result than a
single probability distribution (“two heads are better than
one,” according to the psychological point of view). Second,
the final probability distribution may be considered a way
of agreement between different experts’ knowledge. Finally,
the analysis becomes more complete when several opinions
are considered.

In this sense, a 5-point Likert scale (very low, low,
medium, high, and very high) was built for users to estimate
chances of survival in each specific scenario, as a consensus
reached by those three doctors. Each level of this scale is then
converted into a range of probabilities of survival. The option
very low means the chance of survival varies from 0 to 20%;
the option low covers from 20% to 40%; a medium chance
is from 40% to 60%; a high chance of survival covers from
60% to 80%; and very high means that the patient survives
with 80% to 100% probability. Within those ranges, a
Monte-Carlo simulation is conducted for generating a rec-
ommendation for the user, based on a robustness index of
each alternative, which is detailed later on in this paper.

As previously mentioned, the input data of this model are
the probability of survival of each patient i in the ICU
(77;(Syy)) and outside the ICU (71,(Sgyr))- The users estimate
these chances of survival using a verbal scale, and probabili-
ties are given in ranges of 20% (quintiles) that are derived
from levels of a 5-point Likert scale. The probabilities of
death in and outside the ICU can be obtained by one minus
the respective probability of survival.

The utility of survival in the ICU (U(S,y)) and outside
the ICU (U(Sgyr)) are parameters of the model which are

considered the same for every patient, since the lives of all
of them have the same value for the doctor/user. The utilities
of death in the ICU U(Dyy) and outside the ICU U(Dgyr)
are also parameters considered the same for every patient.

Let X;(i=1,---,n) be a binary decision variable, which
indicates whether patient i goes to the ICU (X, = 1) or patient
i does not go to the ICU (X, = 0). Then, the expected utility of
patient i when he/she goes to ICU (U;(X; = 1)) can be calcu-
lated as per Equation (1), and the expected utility of patient I
when he/she does not go to ICU U,(X; = 0) can be calculated
using Equation (2).

Ui(X;=1) =m;(Spy) x U(Si) + 71i(Diy) x U(Dy )» (1)

U;(X;=0) =m,(Sour) x U(Sout) + 7i(Dour) x U(Dgyr)-
(2)

In (1) and (2), the probabilities of death in ICU and out-
side ICU are calculated according to (3) and (4), respectively.

(D) =1 - 7;(Sin)s (3)

m;(Dour) =1 = 7i(Sour)- (4)

Given these utilities of staying inside and outside the ICU
for each patient, the overall utility of the ICU allocation
(Ucu (X5, Xy, -+, X,,)) can be calculated based on Equation
(5), by the sum of the expected utility of each patient.

Uicu (X1, Xy, 5 X)) = Ui(X;=1)xX;

~-

]
—_

(5)

~-

Il
—_

Ui(X;=0)x (1-X;)

1

In order to find the combination of patients that
maximize the overall utility of the ICU allocation
(Uicy (X, X5, -+, X)), a binary integer linear optimization
model is run ((6)-(8)). The constraints of the optimization
model are Equations (7) and (8). Equation (7) guarantees
that the sum of patients that go to the ICU does not exceed
the number of ICU beds (w), since Equation (8) imposes that
the decision variables are binary.

Max UICU(XI’XZ’H.’XH)’ (6)

s.t.
n
ZXi =w, (7)
i=1

X, €{0,1}Vi=1,--,n. (8)

This optimization model recalls a portfolio selection
model, and the output of this is the optimal combination of
patients that should go to the ICU.

The design rationale for our bed allocation approach
relies mainly on maximizing the number of lives saved,
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Number of patients: 5 v Numberof ICUbeds (3 v

Patient's name Chance of survivalinicy  Granee of survival outside
1 Select v | Select v
2 Select v | Select v
3 Select v | Select v
4 Select v | Select v
5 Select v | Select v
How confident are you about the information provided? * Select v

Calculate

FiGurk 1: Input data for the ICU allocation problem.

considering a scenario in which the health system is over-
charged due to the effects of the COVID-19 pandemic. In
order to do so, we consider a portfolio selection approach
that takes into account expected utility concepts. The objec-
tive is to maximize the overall utility of the system, consider-
ing subjective probabilities of survival of each patient inside
ICU and outside ICU. In order to model such situation, the
survival scenario is considered the best situation, and there-
fore, the utility of survival in the ICU and outside the ICU
is considered to have the maximum value of utility within
the considered scale. In an analogous manner, the utility of
death inside the ICU and outside the ICU is considered to
have the lowest utility value within the considered scale.
Our approach is based on the utilitarian principle that treats
the lives of all patients with equal importance, without
distinction between them. The following section describes
how the proposed model is operationalized to be applied in
practical cases.

4. Allocation of ICU Beds under Scarce
Resources: Practical Application

The model presented in “Portfolio-Based Approach for the
ICU Allocation Problem” is operated by means of a Decision
Information System, which is freely available for users at
http://insid.org.br/sidtriagem/app/. The software was devel-
oped in a web-based environment, with a user-friendly inter-
face that allows doctors to interact with the platform. The
software has mainly two operation modules: the computa-
tional module and the interactive module. The computation
module of the software works according the calculations
detailed in “Portfolio-Based Approach for the ICU Alloca-

tion Problem,” based on a Monte-Carlo simulation model.
The interaction module works as explained in the following
paragraphs. The system also has connection with a database,
and the data of all occurrences performed are stored on it,
in order to allow data analysis for future research to be
performed.

It should be highlighted here that the role of the system is
to act as a support tool for the users, but the final decision is
always the responsibility of the user, who can choose whether
or not to follow the recommendation given by the system.

Figure 1 shows the initial interface of the system. First,
the user should enter the total number of candidate patients
to go to the ICU (n) and the number of ICU beds available
(w). Optionally, the user may enter the name of the patients.
Then, the user should enter, for each patient, the chances of
survival in the ICU and outside the ICU. The options given
for the user are based on a 5-point Likert scale (very low,
low, medium, high, and very high), which is converted into
probability ranges of 20% (quintiles), as previously explained.
Optionally, the user can also register how confident he/she
feels in giving such information (very unconfident, unconfi-
dent, neutral, unconfident, very unconfident, or even not
applicable (N/A)).

As previously mentioned, chances of survival in the ICU
and outside the ICU are given by the user considering a 5-
point Likert verbal scale, and the levels of the scale are con-
verted into probability ranges (quintiles), as previously
explained in “The ICU Allocation Problem.” Therefore, a
Monte-Carlo simulation is performed in order to obtain a
recommendation for the user. At each simulation instance,
random values for probabilities are generated according to
a uniform distribution within the respective range given by


http://insid.org.br/sidtriagem/app/

Computational and Mathematical Methods in Medicine

ICU

Number of patients:

Number of ICU beds

Patient's name Chance of survival in ICU ﬁ:hl;:nce of survival outside
1 Patient 1 Very high | High v
2 |Patient 2 Very high v | Medium v
3 |Patient3 High v | Low v
4 |Patient4 Low v | Very low v
5 |Patient5 Medium | Very low v
How confident are you about the information provided? * Confident v
Calculate Recommendation Help us to improve the
Recommendation S, o (oo model with your
ICU is recommended for Patient 5 I ( e3% feedback
Patient 3 | = | [ 92%
gatiemg TR, : g Dohyou intend to ;O”OU7
atient . this recommendation
. Patient 1 ] 9%
Patient 3 i [ J
0 20 60 80 100 120 O Yes ONo
[D ICU is recommended. @ ICU s notrecommended. l
| Switch to tabular visualization | | Conclude

FIGURE 2: Practical example of the ICU allocation problem.

the input provided by the user. Then, the expected utilities
are calculated for each patient and the optimization model
in ((6)-(8)) is run to search for the optimal allocation of
patients. At the end of the simulations, a robustness index
is calculated for each patient, based on the number of simu-
lation scenarios he/she appears in the optimal portfolio.
The next topic shows a practical example to illustrate how
the ICU module works.

In order to illustrate the applicability of the proposed
model, let us consider a hypothetical example in which there
are 5 candidate patients for only 3 available ICU beds. The
user should first enter the chances of survival in the ICU
and outside the ICU for each of these patients, based on the
symptoms, exams, and clinical assessment of each of them.
Hypothetically, let us assume that “Patient 1” has a very high
(80%-100%) chance of survival in the ICU and a high (60%-
80%) chance of survival outside the ICU. “Patient 2” has a
very high (80%-100%) chance of survival in the ICU and a
medium (40%-60%) chance of survival outside the ICU.
“Patient 3” has a high (60%-80%) chance of survival in the
ICU and a low (20%-40%) chance of survival outside the
ICU. “Patient 4” has a low (20%-40%) chance of survival in
the ICU and a very low (0-20%) chance of survival outside
ICU. And “Patient 5” has a medium (40%-60%) chance of
survival in the ICU and a very low (0-20%) chance of survival
outside the ICU. As to the level of confidence about the infor-

mation provided, let us assume the user felt “confident” about
this. Figure 2 shows the results obtained by the model consid-
ering these input values.

The results in Figure 2 suggest that Patients 2, 5, and 3
should go to the ICU since the robustness index for them is
95%, 93%, and 92%, respectively. This means that in 92% of
the simulation instances, Patient 2 was part of the optimal
allocation; in 93% of the simulations instances, Patient 5
was in the optimal allocation; and in 92% of the simulation
instances, Patient 3 was in the optimal portfolio. The results
from the robustness index for Patient 4 and Patient 1 were
10% and 9%, respectively, which means they were part of
the optimal portfolio in only 10 and 9% of the simulation
instances. In the graphic of Figure 2, green bars mean the
patient should go to the ICU, and red bars mean the patient
should not go to the ICU. A total of 100,000 scenarios was
simulated, which means that 100,000 simulation instances
were performed, i.e., in each of these instances, the portfolio
selection problem given by equations (6), (7), and (8) was
run, and the robustness index of each patient shown in
Figure 2 represents the percentage of cases in which that
patient belongs to the optimal portfolio, considering all the
instances performed.

The values considered for the parameters to obtain
the results in Figure 2 were U(Syy)=U(Soyr) =1, and
U(Dy) = U(Dgyr) =0, but these values may be changed



whenever necessary. Parameters should be calibrated in
conjunction with analysts and/or experts and can be changed
in the system.

The results presented here for the ICU allocation prob-
lem are for recommendation and decision support purposes,
but the final decision is always up to the doctor. The system
also asks the user whether or not he/she intends to follow
the recommendation provided; but the user is not obliged
to answer it. A feedback space is also available for the user
when clicking on the “conclude” button.

5. Final Remarks

This paper presented a utility-based portfolio selection
approach to support doctors in the allocation of intensive
care unit beds decision problem, in the light of the complex
situation of the absence and lack of resources caused by the
COVID-19 pandemic. This problem is very common in
health system routines and has a special role in the complex
situation brought by the pandemic. The proposed approach
has potential impact related to the possibility of tackling this
critical decision situation in a rational and structured way,
based on proposing and implementing well-founded deci-
sion theory techniques for aiding health systems managers.
Thus, this model can directly influence in the strategy to
save the maximum number of patients, since the rational
conduct of these medical decision processes is fundamen-
tal to enabling doctors to tackle problems arising from
the COVID-19 pandemic scenario.

Moreover, giving attention to these common decision
problems prompts consideration also being given to a wide
variety of other applications for the proposed approach in
this study. The proposed model can continue to be used after
the pandemic has been brought under control, this being an
important feature constructed in the pandemic period that
can help doctors in their routines. It is worth mentioning,
however, that the recommendations provided by this system
are not normative. In other words, the proposed model is a
supplement to support doctors, but it is for doctors to decide
whether or not to follow the recommendations provided.

For future research, studies can be performed in order
to investigate other mathematical models constructed to
deal with this pandemic scenario, including the possibility
of considering partial information about preferences [37].
Future works can also investigate the subjective probabili-
ties provided by the doctors in order to perform behav-
ioral studies.
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Infectious diseases are a major health challenge for the worldwide population. Since their rapid spread can cause great distress to the
real world, in addition to taking appropriate measures to curb the spread of infectious diseases in the event of an outbreak, proper
prediction and early warning before the outbreak of the threat of infectious diseases can provide an important basis for early and
reasonable response by the government health sector, reduce morbidity and mortality, and greatly reduce national losses. However,
if only traditional medical data is involved, it may be too late or too difficult to implement prediction and early warning of an
infectious outbreak. Recently, medical big data has become a research hotspot and has played an increasingly important role in
public health, precision medicine, and disease prediction. In this paper, we focus on exploring a prediction and early warning
method for influenza with the help of medical big data. It is well known that meteorological conditions have an influence on
influenza outbreaks. So, we try to find a way to determine the early warning threshold value of influenza outbreaks through big
data analysis concerning meteorological factors. Results show that, based on analysis of meteorological conditions combined
with influenza outbreak history data, the early warning threshold of influenza outbreaks could be established with reasonable

high accuracy.

1. Introduction

Infectious diseases are a major health challenge for the
worldwide population. Since their rapid spread can cause
great distress to the real world, in addition to taking appro-
priate measures to curb the spread of infectious diseases in
the event of an outbreak, proper prediction and early warn-
ing before the outbreak of the threat of infectious diseases
can provide an important basis for early and reasonable
response by the government health sector, reduce morbidity
and mortality, and greatly reduce national losses. However, if
only traditional medical data is involved, it may be too late or
too difficult to implement prediction and early warning of an
infectious outbreak.

Influenza, commonly known as the flu, is an acute respi-
ratory illness caused by influenza viruses A and B, which is a

typical infectious disease [1]. It occurs all over the world and
causes considerable morbidity and mortality each year. With
high transmission speed, frequent pathogen variation, and a
wide range of influence, rapid response and prevention of
influenza remain a serious global challenge [2, 3]. WHO esti-
mates that influenza affects 5% to 10% of adults and more
than 20% of children worldwide each year [4]. About
250,000 to 500,000 people are killed each year by influenza.
If we could find a way to scientifically monitor, predict, and
provide early warning of influenza, governments can be pre-
pared to prevent the outbreak and spread of influenza as early
as possible. Thus, influenza early warning has received great
attention from relevant departments.

Recently, medical big data has become a research hotspot
and has played an increasingly important role in public
health, precision medicine, and disease prediction [5-8]. In
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this paper, we focus on exploring a prediction and early
warning method for influenza with the help of medical big
data.

It is well known that influenza disease and transmission
are closely related to seasons, regions, weather and environ-
ment, demographic factors, and human behavior, among
which meteorological factors are the key factors affecting
the onset of influenza in a certain area. Integrating meteoro-
logical data and influenza incidence data in a certain area
through machine learning and data analysis to mine the
influence and effect of meteorological factors on influenza
incidence is the main focus of this paper.

Traditional epidemiological surveillance systems are
likely to have delayed reporting of confirmed cases. There-
fore, in this paper, we will study the relationship between
the number of influenza cases in the current period and the
meteorological factors before a certain period of time, so as
to consider the influence of lag and delay of the epidemic
monitoring system, thus exploring a more accurate correla-
tion between meteorological factors and influenza outbreaks.

Previous research mainly used machine learning or deep
learning algorithms, through correlation analysis and feature
selection work; first screened out important predictors such
as temperature, rainfall, and relative humidity; and then
made a prediction of the number of influenza incidence,
but less research has been done on the establishment of
influenza early warning thresholds based on meteorologi-
cal factors [9, 10].

This paper studies how to determine the early warning
threshold value of meteorological factors on influenza, thus
providing a way to establish prediction and early warning
of an influenza outbreak.

Our contributions are as follows:

(1) Establishing a preprocessing process to integrate
meteorological data and influenza incidence data

(2) Selecting important meteorological indicator features
for prediction and early warning of influenza out-
breaks through correlation analysis and feature
construction

(3) Building a prediction and early warning method for
influenza outbreaks using machine learning and con-
structing an early warning threshold of meteorological
data for influenza outbreaks through data visualization

The following is organized as follows. Related works are
presented in Section 2. Our method is discussed in detail in
Section 3. Experiments and results are presented in Section 4.
The conclusion is given in Section 5.

2. Related Works

With the continuous development of the medical and health
industry and the strengthening of the importance of public
health, more and more attention has been paid to the moni-
toring, prediction, and early warning of infectious diseases
such as influenza in the world, and the methods and technol-
ogies used have been continuously improved.
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Choi and Thacker used the ARIMA model (Autoregres-
sive Integrated Moving Average Model) in 1981 to estimate
pneumonia and influenza mortality, one of the earliest stud-
ies on time series [11].

The percentage of deaths associated with pneumonia and
influenza was used as an evaluation index to quantify the
impact of influenza on mortality. The experimental results
showed that the ARIMA model was more specific than the
rule based on the regression model. The model can predict
the expected mortality of pneumonia and influenza more
accurately, but the factors considered in this study are far
too less.

The study of Ugarte et al. [9] in 2010 and the study of
Paul and Held [10] in 2011 all adopted the method of apply-
ing statistical methods to multivariate time series of infec-
tious disease counts. The latter also introduces specific
regions and possibly space-related random effects to explain
different levels of incidence or changes in the spread of path-
ogens across regions.

Conesa et al. used a Bayesian hierarchical Poisson model
with hidden Markov structures in 2015 to detect influenza
epidemics [12]. By automatically monitoring influenza-
related data, they detect epidemics immediately at the out-
break and predict trends in influenza epidemics and out-
breaks to generate sensitive, specific, and timely warning
alerts.

Marquez and Barron have created an intelligent system
to support the diagnosis of influenza using the relevant fac-
tors based on historical data of the Mexican population
[13]. They proposed to support the first clinical diagnosis
with machine learning methods.

Some researchers have also adopted more novel tech-
niques or included other influencing factors to analyze such
problems.

Since there are many uncertain factors affecting avian
influenza outbreaks, [14] has used the classification model
(O0C) to solve the task of avian influenza outbreak
prediction.

Dai et al. [15] presented an unsupervised word
embedding-based clustering method. They try to use Twitter
data to perform surveillance of influenza.

[16] combines CDC statistics, Google Trends web search
data, and King Net national medical diagnosis and consulta-
tion records to propose a linear prediction framework that
demonstrates that a large amount of online social behavior
information can be used to indirectly monitor influenza
activity.

However, due to the limitations of the linear model itself,
the prediction effect is relatively general. There are also many
studies on the effect of meteorological factors on influenza-
like cases.

[17] compared the model error and sample fitting accu-
racy of the common regression model and backpropagation
neural network based on the genetic algorithm and modeled
the high and low flu seasons, respectively.

[18] used artificial neural networks to predict seasonal
influenza epidemics in Tehran. The dataset used contains cli-
matic characteristics such as temperature, humidity, precipi-
tation, wind speed, sea level pressure, and the number of
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TaBLE 1: Comparison of different influenza-related works.

Reference Methods Data Goal

[11] ARIMA Influenza data Predict trend
[9] Statistical methods Influenza data Predict trend
[10] Statistical methods Influenza data Predict trend
[12] Bayesian Influenza data Predict trend
[13] Machine learning methods Influenza data Support diagnosis
[14] O0C Influenza data Predict outbreak
[15] Clustering Social media data Monitor influenza
[19] Linear prediction Medical data and search data Monitor influenza
[20] Genetic algorithm Influenza data Predict trend
[21] ANN Climatic data and influenza data Predict trend
[16] LSTM Geographical data and climatic data Predict trend
[17] Nonlinear regression Meteorological data Monitor influenza
[18] MLP Meteorological data Predict trend

patients (total number of referrals and number of patients
with flu-like diseases). Different loss functions are defined.
The results show that the model provides a satisfactory pre-
diction possibility.

Venna et al. proposed to use long short-term memory-
(LSTM-) based multistage forecasting for influenza forecast-
ing [16]. They try to use the LSTM method to capture the
temporal dynamics of seasonal flu. And they proposed a
technique to capture the influence of external variables that
include geographical proximity and climatic variables such
as humidity, temperature, precipitation, and sun exposure.

Based on the theory of the Generalized Additive Model
(GAM) and the mathematical model based on nonlinear
regression, the influence of meteorological factors on the
change of influenza-like cases in Urumgi is analyzed in
[17]. The results of the single-factor model showed that the
difference of all influencing factors was statistically signifi-
cant, and the monthly sunshine hours, monthly average rel-
ative humidity, and monthly average temperature were the
risk factors that caused the change of influenza-like cases.
The results of the multifactor model show that only the
monthly mean relative humidity and the monthly mean tem-
perature are statistically significant.

Jhuo et al. [18] have used the meteorological and pollu-
tion parameters and acute upper respiratory infection
(AVRI) outpatient number as input to a multilayer percep-
tron (MLP) to predict the patient number of influenza and
the associated pneumonia in the following week. The meteo-
rological parameters they used are temperature and relative
humidity, and air pollution parameters are Particulate Matter
2.5 (PM 2.5) and Carbon Monoxide (CO).

We have summarized all those works in Table 1.

3. Method

3.1. Overview. In this work, we combine the influenza inci-
dence data and meteorological data of a province in China
in the past four years, to explore an effective early warning
method based on machine learning and big data algorithms,

thus providing useful information for influenza prevention in
other regions of China.
The whole framework consists of three main parts:

(1) Data Preprocessing. Including the collection of mete-
orological data from the internet; cleaning and inte-
grating influenza incidence data and meteorological
data; normalization and exploratory analysis of data;
data tagging.

(2) Correlation Analysis and Feature Selection. More
complex features are constructed according to
domain knowledge, the importance of feature calcu-
lation is calculated by the single-factor analysis
method, and the feature selection is carried out by
the Filter and Embedding combination algorithm.

(3) Model Construction. Feed data into the decision tree
model, adjust the model parameters, construct the
prediction model, and optimize the prediction
model.

3.2. Data Preprocessing

3.2.1. Data Collection and Data Cleaning. The meteorological
data is collected from the internet. This work uses Python
Requests library and crawler framework Scrapy to collect
meteorological data from the National Greenhouse Data Sys-
tem. When crawling meteorological data, first determine the
crawling area, then use the urlencode function to send a
HTTP request to get the corresponding station_id of the
weather station in this area, and then use this id as the param-
eter of the get WeatherData request, plus the required date, to
send a HTTP request.

Features of collected meteorological data are shown in
Table 2:

3.2.2. Data Tagging. In order to train the data models, we
need to annotate the original data. The data of influenza inci-
dence and the local meteorological data collected were inte-
grated before tagged.
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TaBLE 2: Features of meteorological data.
Name Meaning Data type Data unit
t_avg Daily average temperature ~Continuous ‘C
t_max Daily highest temperature ~Continuous °C
t_min Daily lowest temperature ~ Continuous °C
precip Cumulative precipitation =~ Continuous mm
winds_avg Average wind speed Continuous  m/s
winds_max  Maximum wind speed  Continuous  m/s
rh_avg Average relative humidity ~Continuous %
rh_min Minimum relative humidity Continuous %
QNE_hPa Average air pressure Continuous ~ hPa
radiation Cumulative daily radiation Continuous ~M]J/m>

There are two basic ideas for studying the early warning
threshold of meteorological factors. One is to take the daily
number of influenza incidence as the explanatory variable,
that is, dependent variable, to treat and solve the problem
as a regression problem in machine learning, to train the
model and to predict the number of future influenza inci-
dence, and to issue an early warning when the number of pre-
dicted cases is greater than a certain threshold.

The second is to transform the continuous number of
influenza cases into discrete labels of 0 and 1 by means of spe-
cific data tagging methods. The data tagging method used
here is to define the threshold of influenza outbreaks and to
measure whether the current incidence represents an influ-
enza outbreak. After the tagging is completed, the problem
can be solved as a classification problem in machine learning,
while when the data is predicted, the dates predicted as 1 are
regarded as the dates that need to be issued an early warning.

Because influenza has typical seasonal characteristics, it is
not so reasonable to compare the predicted continuous
values with a specific threshold according to the first idea.
And if we divide the data by season and train multiple
models, it complicates the problem. Compared with the first
idea, the second one is more understandable and easier to
implement. After comprehensive consideration and compar-
ison, it is decided to choose the second one as the way to solve
the problem in this paper.

According to the specific problem of influenza outbreaks,
this paper proposes three methods of data tagging:

(i) Moving Percentile Method. The moving percentile
method compares the number of cases in the local
current observation cycle with its corresponding his-
torical baseline data in real time. If the number of
cases occurring during the current observation cycle
reaches or exceeds the warning threshold, an influ-
enza outbreak is considered; that is, the data label
is defined as 1. For example, if the number of years
of retrospective history is 3 years, the calculation
period is 7 days, moving by day, and the historical
period rocking back and forth is two reference
periods. Suppose we set an early warning threshold
for influenza outbreaks to P80; set the label to 1 only
if the number of cases within the current observation
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period (7 days) is greater than or equal to 80% of the
historical baseline data; otherwise, set to 0.

(ii) Monthly Upquartile Marking. The monthly upquar-
tile marking, by definition, defines the label of the data
corresponding to those dates in which the number of
cases per month exceeds the monthly upquartile as 1.

(iii) Dual Cycle Daily Marking. Through the exploratory
analysis of influenza incidence data, it can be found
that one year can be divided into two different cycles
according to the number of cases per month. The
first cycle is from November to April, which is the
most frequent period of influenza; the second cycle
is from May to October, which is the low stage of
influenza, with an average of about 1/3 of the first
cycle. Because of the large gap of influenza incidence
data in two cycles, it is a reasonable way to define dif-
ferent data tagging methods for different cycles. The
specific definitions are as follows: in the first cycle,
there are more influenza cases, with days as the basic
unit, and the number of cases per day greater than
the upper four quartiles of this cycle is marked as
1; that is, an early warning is required; in the second
cycle, the number of influenza cases is less, with days
as the basic unit. When the number of cases per day
is greater than the 90th percentile of the cycle, mark
the data as 1.

3.3. Correlation Analysis and Feature Selection. As shown in
Table 2, we have collected 10 basic features of meteorological
data. In order to achieve the goal of this study, we need to use
the feature construction method to process the collected
basic meteorological data features to construct more complex
data features, in order to explore the relationship between
meteorological data and influenza outbreaks from a more
comprehensive perspective. Based on the obtained basic
meteorological data, we constructed 48 new meteorological
data features, mainly considering the delayed effect of mete-
orological factors on the onset time of influenza.

The purpose of feature selection is to select relevant fea-
tures that are beneficial for learning algorithms from all fea-
tures while sifting out irrelevant and redundant features to
prevent dimensional disaster problems. Moreover, feature
selection can also reduce the difficulty of learning tasks and
improve the efficiency of the model.

This work uses a combination of Filter and Embedding
for feature selection. We first use Filter for feature selection,
calculate the correlation between each feature and output
value, remove the obviously irrelevant features, reduce the
feature dimension, and then use Embedding to fuse the pro-
cess of feature selection with the process of classifier learning
to select features in the process of learning.

After the feature selection phase, we have selected 26 con-
structed features and 10 basic features to train the models.

3.4. Model Construction

3.4.1. Basic Model Construction. In this work, we want to
build a model that could generate early warning of influenza
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TaBLE 3: Critical parameters for CART.

Name Meaning Data type Default value
max_depth The maximum tree depth None

min_impurity_decrease The minimum impurity for node splitting 0

min_weight_fraction_leaf The minimum weight of a leaf node 0

class_weight The weight of a class None

outbreaks based on a combination of meteorological data
and influenza incidence data through machine learning and
data visualization.

The decision tree algorithm could be used for classifica-
tion or regression. When the relationship between indepen-
dent variables and dependent variables is nonlinear or there
is an interaction between variables, the effect of the linear
model will be poor, and the nonlinear model should be con-
sidered. One of the important characteristics of a decision
tree algorithm compared with the SVM and BP neural net-
work is interpretability, because the process of constructing
a decision tree is equivalent to forming an if-then rule set.
According to the data visualization results of the decision tree
model, the threshold of meteorological conditions for influ-
enza warning is obtained. Therefore, in this work, a decision
tree is used to build the basic model.

The CART decision tree algorithm uses the Gini coefhi-
cient as the evaluation standard and replaces the logarithmic
operation with the quadratic operation. The smaller the Gini
coefficient, the smaller the impurity representing the charac-
teristics, and the decision tree will preferentially select the
characteristics with the smallest Gini coefficient when split-
ting. Compared with the entropy model-based algorithm,
the computational complexity of the CART algorithm is
much lower. CART only produces two branches on each
node, so a binary tree is formed, and each feature can be
reused. And the CART algorithm can be used to deal with
continuity variables.

And as discussed before, we treat the work of generating
early warning of influenza outbreaks as a classification issue;
in this work, we choose the CART classification tree algo-
rithm to build the basic model.

The CART classification tree algorithm uses the Gini
coeflicient to perform feature selection, as described by the
following equation:

Gini(p) = ) pk(1-pk)=1- ) p’k, (1)
k=1

k=1

where K is the number of classes in the sample, while p, is the
probability that a sample belongs to the kth class.

Since we treat the work of generating early warning
of influenza outbreaks as a 0-1 two-classification issue,
Equation (1) could be further simplified as follows:

Gini(p) =2p(1 - p), 2)

where p is the probability that a sample belongs to class 0.

For the given dataset D, assume the number of classes in
D as K. DefineC,as the number of samples that belongs to
classk. Then, the Gini coefhicient of dataset D could be calcu-
lated as follows:

Gini(p) =1 - i ('%)2. (3)

k=1

For dataset D, when the CART tree splits according to
feature A, D would be divided into D, and D,. Under this sit-
uation, the Gini coeflicient of D would be as follows:

Gini(D, A) = % Gini(D,) + %Gini(Dz). (4)

The calculation of the Gini coefficient is much simpler
than that of entropy, especially for the two-classification
problem, and the loss of accuracy is also smaller. Further-
more, the decision tree generated by the CART classification
tree algorithm is a binary tree. Compared with the multitree
formed by other decision tree algorithms, the efficiency is
undoubtedly further improved.

The flow of the CART decision tree algorithm consists of
two phases: decision tree generation and decision tree prun-
ing. We have used the Cost Complexity Pruning (CCP) strat-
egy to direct the decision tree pruning phase in our work.

3.4.2. Model Optimization. In order to fully exploit the poten-
tial of the CART algorithm, several parameters of CART
need to be optimized (as illustrated by Table 3).

The max_depth specifies the maximum depth of the tree;
limiting this parameter can ensure that the scale of the early
warning model is not too complex. The min_impurity_
decrease represents the minimum impurity of the node split-
ting (i.e, Gini coefficient). Since the impurity of a node
decreases when the node splits, the node stops splitting
immediately when the value of the impurity is less than the
value of this threshold. These parameters, especially the
max_depth parameter of the tree, are very important to limit
the size of the decision tree after splitting and reduce overfit-
ting to improve the generalization performance of the model.

Because there are far fewer days of influenza outbreaks
and early warning each year than there are no early warning
days, the dataset itself has an uneven sample ratio. The sam-
ple of label =0 occupies the majority, and the sample of
label =1 is only a few. For the machine learning model, the
uneven proportion of positive and negative samples will lead
to the deviation of the results; that is, the effect of the model
cannot reach the best, and the accuracy of prediction is not
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FiGURE 1: Flow of our method.

good. For this purpose, it needs to be adjusted by the param-
eter class_weight. Our algorithm would calculate and give the
appropriate weight to all samples in a class according to the
proportion of each class in the whole sample. The min_
weight_fraction_leaf parameter also plays an important role,
since a different class has a different weight. Because upsam-
pling will introduce a large amount of redundant data, down-
sampling will lose most of the information, so the most
common practice is to assign different weights.

The setting of max_depth, min_impurity_decrease, and
min_weight_fraction_leaf for the CART algorithm would be
decided through experiments, which would be discussed
later.

The ensemble learning method combines several simple
models to form a more complex and comprehensive model.
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TABLE 4: Evaluation of max_depth for CART.

max_depth ACC fl-score AUC
2 0.8361 0.6562 0.8019
3 0.8126 0.6793 0.7798
4 0.8135 0.7087 0.7943
5 0.7621 0.6315 0.7109
6 0.7709 0.6107 0.6954
7 0.7891 0.6051 0.6598

TaBLE 5: Evaluation of min_impurity_decrease for CART.

min_impurity_decrease ACC fl-score AUC
0 0.8135 0.7087 0.7943
0.005 0.8135 0.7087 0.7943
0.01 0.8143 0.7165 0.8029
0.02 0.8177 0.7254 0.8087
0.05 0.8268 0.7301 0.8109
0.08 0.7521 0.6342 0.7651
0.1 0.7196 0.6072 0.7535

TaBLE 6: Evaluation of min_weight_fraction_leaf for CART.

min_weight_fraction_leaf ACC fl-score AUC
0 0.8291 0.7370 0.8153
0.01 0.8043 0.6909 0.7733
0.02 0.8105 0.7144 0.7992
0.05 0.8358 0.7451 0.8208
0.1 0.8470 0.6369 0.7384
0.2 0.8578 0.6882 0.7572
0.3 0.7329 0.6153 0.7023

TaBLE 7: Evaluation of different data tagging methods.

Data tagging method ACC f1-score AUC
Moving percentile method 0.8586 0.7610 0.8429
Monthly upquartile marking 0.8317 0.6963 0.7967
Dual cycle daily marking 0.8391 0.7129 0.7508

CART could be optimized through ensemble learning to
enhance the stability; however, after ensemble learning opti-
mization, it is not feasible to use a visualization method to
interpret the relationship between the early warning thresh-
old of influenza outbreaks and the certain features of meteo-
rological data and influenza incidence data. So, we propose a
method to enhance the prediction accuracy and achieve visu-
alized interpretation of the decision of the early warning
threshold of influenza outbreaks simultaneously.

Based on the idea of ensemble learning, we provided an
optimized model to generate a more accurate prediction of
influenza outbreaks based on meteorological data and influ-
enza incidence data by combining CART, XGBoost, and
LightGBM. XGBoost (eXtreme Gradient Boosting) is pro-
posed by Tiangi Chen et al. in 2015, which is an optimization
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Figure 2: Continued.
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FIGURrE 2: ROC for different data tagging methods.

on GBDT. LightGBM is another optimization of GBDT,
which mainly considers how to reduce the usage of memory
and how to reduce the cost of multimachine communication.

The flow of our method is demonstrated in Figure 1.

The CART basic model is used to decide the early warn-
ing threshold of influenza outbreaks through data visualiza-
tion. And if the CART basic model predicts that the early
warning threshold is reached according to meteorological
data and influenza incidence data, then the combination
model formed is used to predict, and if the combination
model decides that indeed the early warning threshold is
reached, then our model will signal the early warning.

This method reduces the probability of prediction errors
in the CART model used alone, but when the meteorological
and influenza incidence big data meet the warning condi-
tions of the CART model, they would be sent into the combi-
nation model for prediction.

The operation efficiency of the model can be greatly
improved. The complexity of this algorithm is comparable
with the basic CART algorithm, which is O(log N), where
N represents the number of samples in the training set.

4. Experimental Results

4.1. Experimental Framework. We built our experimental
framework using Python 3.5.5. The Hold-Out method
divides the dataset D into two mutually exclusive subdatasets
D, and D,, trains the model on D,, and tests the effect of the
model on D,. The Hold-Out method is a common method to
verify model parameters and evaluate the model effect. Gen-

erally speaking, the sample size included in D; should
account for at least 2/3 of the D of the entire dataset. In prac-
tice, there is a widely used Hold-Out method [22]: when the
data has obvious time series factors, the time of online data is
after the offline dataset. In this case, the training set and test
set should be divided according to time.

In this work, we comply with the method. Since we have
the data for a total of five years from 2012 to 2016, we divided
the data from 2012 to 2015 as the training set and the data in
2016 as the test set. Dividing the dataset by year does not
destroy the characteristics of the original data, preserves the
characteristics of the data distribution to the greatest extent,
and avoids the introduction of noise in the segmentation of
the data.

The measurement metrics we used in this paper are as
follows:

(1) ACC. Accuracy represents the ratio of the number of
samples with the same predicted value as the actual
value to the total sample. When the accuracy of the
model is higher, it shows that the model prediction
results perform better.

(2) fl-score. f1-score is a more combined metric, which
could be calculated as f1-score=2 x (precision x
recall)/(precision + recall). While recall is calculated
as recall = TP/(TP + FN), where TP represents the
number of True Positive samples, while FN is the
number of False Negative samples. And precision is
calculated as precision = TP/(TP + FP), where FP is
the number of False Positive samples.
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warning_if week < 0.5
Gini = 0.5
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745, 3.914]
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FiGure 3: Data visuali

(3) AUC (Area Under Curve). AUC is often used to
evaluate a two-classification model. AUC reflects
a probability value that can intuitively quantify
the performance of this classifier. The larger the
AUC value, the better the performance of the clas-
sifier, and the maximum value is not more than 1.
AUC is relatively stable and can better measure the
performance of the classifier, that is, the early
warning model.

4.2. Decision of CART Parameters. Experiments are con-
ducted to decide several most important parameters for
CART, as shown in Table 3. The moving percentile method
is used to perform data tagging.

4.2.1. Decision of max_depth. Experimental results for differ-
ent max_depth are shown in Table 4.

It could be seen from the results that when the max_dep
th<4, the ACC is higher. When the max_depth >4, the
ACC reduces. fl1-score reaches the maximum number when
the max_depth = 4.

And the AUC is also relatively high when the max_dept
h = 4.f1-score and AUC reduce as max_depth becomes larger
than 4. We could conclude that if the max_depth is larger
than 4, the model might become overfitting. Thus, we decide
that the setting of the max_depth = 4.

4.2.2. Decision of min_impurity_decrease. Experimental
results for different min_impurity_decrease are shown in
Table 5.

zation of the CART model.

TaBLE 8: Comparison between our model and baseline models.

Method ACC f1-score AUC
Optimized model 0.8721 0.7381 0.8709
CART 0.8586 0.7610 0.8429
XGBoost 0.8804 0.6998 0.8561
LightGBM 0.8735 0.7321 0.8224

It could be seen that with the increase of min_impurity_
decrease, ACC, fl-score, and AUC show the trend of first
increasing and then decreasing. After the value of min_impu-
rity_decrease is greater than 0.08, ACC, f1-score, and AUC all
have a large decline. Therefore, it can be judged that the
model has the best effect when the parameter is in the range
of 0.02 to 0.08. After further evaluation, finally, we set min_
impurity_decrease = 0.04.

4.2.3. Decision of min_weight_fraction_leaf. Experimental
results for different min_weight_fraction_leaf are shown in
Table 6.

It could be seen that when the min_weight_fraction_lea
f=0.05, fl-score and AUC all reach the maximum value,
while ACC is relatively high. Although ACC increases as
min_weight fraction_leaf increases when min_weight_frac-
tion_leaf is larger than 0.05, both fl1-score and AUC decline
largely. Thus, we could conclude that the model gets the best
effect when min_weight_fraction_leaf is around 0.05. After
further evaluation, we set min_weight_fraction_leaf = 0.062.
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FiGure 4: ROC for different basic models.

4.3. Evaluation of Data Tagging Methods. An experiment is
conducted to evaluate the best data tagging method for
our model. Results are shown in Table 7 and Figure 2.

Through the comparison, we could decide that the
moving percentile method is more suitable for our
model.
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FIGURE 5: Comparison with other algorithms.

4.4. Definition of the Early Warning Boundary Value of
Meteorological Factors on Influenza. The visualization results
of the CART basic model are shown in Figure 3.

As we said before, according to the construction process
of the decision tree model, the classification rules can be seen
intuitively from the tree structure diagram, and then the
meteorological conditions need to be issued when an early
warning is given.

Thus, we could generate the early warning boundary
value of meteorological factors on influenza based on using
the moving percentile tagging method with the CART basic
model from Figure 3 as follows: (1) (warning if week = 0)
and (QNE_lastweek <876.75hPa) and (winds_max_day3
ago>9.25m/s); (2) (warning_if week=0) and (QNE_
lastweek > 876.75hPa) and (rh_avg day2ago <70%) and
(t_min < 2.4°C); and (3) (warning_if week = 0) and (QNE_
lastweek > 876.75hPa) and (rh_avg day2ago >70%) and
(radiation_lastweek > 29.85 MJ/m).

It is easy to see that the three conditions are mutually
exclusive and only one of them will be satisfied at most.
When one condition is satisfied, an early warning is issued.

4.5. Evaluation of the Optimized Model. We use the moving
percentile method as the data tagging method. And the com-
parison between our optimized model and the baseline
models is shown in Table 8 and Figure 4.

It could be seen that ACC and AUC of the optimized
model are better than those of the CART basic model. But
f1-score of the optimized model is smaller than that of the
CART basic model. According to our analysis, the mecha-
nism of the optimized model makes the number of samples
predicted as 1 become less; thus, the recall rate becomes lower
and the fl-score becomes lower. The ACC of CART is rela-
tively low, but the fl-score and AUC are relatively high.
The XGBoost model performs well in accuracy and AUC,
but the fl-score is relatively low. The LightGBM model is
slightly poor in AUC, and the ACC and f1-score tend to be
intermediate.

We have also shown a comparison of the accuracy
between our method and some state-of-the-art methods in
Figure 5.

5. Conclusion

In this paper, we try to combine meteorological data and
influenza incidence data to build a big data model to deter-
mine the early warning boundary value of meteorological
factors on influenza. We exploit the data visualization
method on the CART basic model to provide a way to gener-
ate an early warning threshold for influenza outbreaks based
on data analysis of meteorological data. We proposed an
optimized model to generate a more accurate early warning
signal.

Our approach comes at the expense of slightly reducing
the recall rate to improve ACC and AUC and also making full
use of the results of the CART model via data visualization.
Only when the CART basic model indicates that maybe an
early warning should be signaled, then the more complex
combination model of XGBoost and LightGBM would be
needed. Overall, it is a reasonable scheme according to the
evaluation.

Another strategy might be to take the “OR” operation for
the construction of the combination optimized model. When
at least one model is predicted to be 1, the final prediction
result is 1; that is, an early warning is needed. However, the
early warning threshold could not be generated through data
visualization, thus without interpretability. Also, the compu-
tation effort is more. Under realistic conditions, different
model combination strategies can be selected according to
different needs.

Actually, in this work, we have only introduced key mete-
orological factors, while the influenza outbreak is also closely
related to human flow, intercity migration index, vaccina-
tion, emergencies, and other factors. In future work, we
would try to establish a more comprehensive way to establish
the early warning system for influenza outbreaks.
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In order to improve the resolution of magnetic resonance (MR) image and reduce the interference of noise, a multifeature
extraction denoising algorithm based on a deep residual network is proposed. First, the feature extraction layer is constructed by
combining three different sizes of convolution kernels, which are used to obtain multiple shallow features for fusion and
increase the network’s multiscale perception ability. Then, it combines batch normalization and residual learning technology to
accelerate and optimize the deep network, while solving the problem of internal covariate transfer in deep learning. Finally, the
joint loss function is defined by combining the perceptual loss and the traditional mean square error loss. When the network is
trained, it can not only be compared at the pixel level but also be learned at a higher level of semantic features to generate a
clearer target image. Based on the MATLAB simulation platform, the TCGA-GBM and CH-GBM datasets are used to
experimentally demonstrate the proposed algorithm. The results show that when the image size is set to 190 x 215 and the
optimization algorithm is Adam, the performance of the proposed algorithm is the best, and its denoising effect is significantly
better than other comparison algorithms. Especially under high-intensity noise levels, the denoising advantage is more prominent.

1. Introduction

With the rapid development of information technology and
computer vision, different digital imaging technologies
emerge endlessly. An image has become one of the most
common information transmission carriers in modern life.
Up to now, the research on medical imaging has made some
progress and achievements [1]. For example, methods such
as positron emission tomography (PET), computer tomogra-
phy (CT), magnetic resonance imaging (MRI), and func-
tional magnetic resonance imaging (FMRI) have been used.
They have become the main technical means for obtaining
medical images. They have been successfully applied in clin-
ical medical diagnosis [2]. These imaging technologies can
enrich the anatomical images of clinical symptoms and can
observe various lesions of the human body more clearly. It
is conducive to image postprocessing and provides an impor-
tant reference for clinical development. Image digital imag-
ing technology is based on computers; collects, displays,
stores, and transmits images to digitize image information;
and optimizes each part individually. Electronic information,

computer technology [3], and digital image processing
methods are the basis of the above imaging technology.
Using imaging technology to effectively complement the
image information can achieve the effect of easy access to
medical image information. It is helpful for clinicians to for-
mulate treatment plans through image diagnosis acquisition,
so as to accelerate the rapid development of medical research
and new medical technology [4].

Among many medical imaging technologies, MRI is a
high-resolution medical imaging technology for human tis-
sues and organs. It can image various parts of the human
body at multiple angles and in all directions and can obtain
relatively complete medical image information [5]. For a
complete image information processing system, it mainly
includes modules such as information acquisition, informa-
tion processing, information transmission, and information
reception. However, in each of these links, the image may
be polluted by the random noise of the Rician distribution.
These noises reduce the signal-to-noise ratio of the image,
which makes it difficult for doctors to distinguish the details
of the lesion from the background [6]. In addition, noisy
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images will not only affect the visual effect but also adversely
affect subsequent image analysis, such as image segmenta-
tion, target recognition, and edge detection. Therefore, it is
very necessary to remove the noise in an image. Due to the
lack of relevant research in the field of denoising, the post-
processing of an image is seriously affected, and the accuracy
and effectiveness of imaging are reduced. Therefore, image
denoising processing is particularly important [7].

An image denoising algorithm can effectively filter out
image noise and at the same time enhance the useful infor-
mation of the image [8]. That is, while eliminating image
noise, the details of the image are preserved as much as pos-
sible. Image detail information is selectively strengthened
and suppressed, and the edge of the image is highlighted,
thereby improving the visual effect of the image [9]. When
traditional image denoising methods filter medical MR image
noise, it is easy to lose the edge information of the image and
it is difficult to save the detailed information of the image,
which is far from meeting the needs of medical diagnosis
[10]. Therefore, there is an urgent need for new research
methods and means to solve this problem.

2. Related Research

Image denoising is a difficult problem in the field of image
processing. In order to get a clear image and effectively
remove the noise introduced in the process of image genera-
tion, many domestic and foreign researchers have done a lot
of research and put forward many very clever denoising algo-
rithms. Some of the traditional image denoising methods
have been proposed for a long time and have been widely
used. However, most algorithms will inevitably damage the
original useful information while denoising. And many algo-
rithms need to be improved in denoising performance and
model complexity [11]. How to strip out the noise and
achieve a good denoising effect even under high-intensity
noise has brought new challenges to the research of existing
denoising algorithms. For medical MRI denoising algo-
rithms, the more common ones are traditional image denois-
ing algorithms, dual-domain filtering image denoising
algorithms, and deep learning image denoising algorithms
[12].

According to the denoising of traditional image denois-
ing algorithms in different domains, these methods are
divided into spatial domain and transform domain image
denoising algorithms. In the image denoising algorithm in
the spatial domain, the commonly used spatial domain filter-
ing methods mainly include mean filtering, median filtering,
and Wiener filtering [13]. The mean filter is a linear smooth-
ing filter, which can effectively deal with the additive white
Gaussian noise in the image. In Reference [14], an effective
image denoising method is proposed for images damaged
by salt and pepper noise. A modified mean filter (MMF) is
used to restore the image by processing the value. For serious
noise damage, the noise pixel value is replaced by the
weighted average value of MMF sum. The change of dam-
aged pixels can be minimized by convex optimization, and
two fuzzy systems are used to determine the weight of the
average value to achieve denoising. The mean filter is equiv-
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alent to a low-pass filter. Although the operation is simple
and the calculation speed is fast, the mean filter will lose the
details in the denoising process and make the image blurry
[15]. Median filtering was originally a nonlinear processing
technique used to analyze time series and was later used to
remove salt and pepper noise. Wiener filtering can better fil-
ter out salt and pepper noise through the local statistical
characteristics of the image according to the minimum mean
square error. In Reference [16], an improved Wiener filtering
method is proposed to denoise satellite images. Different
noise and filtering techniques are studied in detail, and the
results show that the denoising effect of the filter depends
on the type of noise present in the image. Compared with
the existing linear and nonlinear filtering methods, the per-
formance of the proposed improved Wiener filter in most
noise models is relatively better. But the Wiener filter needs
the spectrum information of the original signal and noise,
and it can only achieve good results when the signal is suffi-
ciently smooth [17]. The spatial domain denoising algorithm
directly performs corresponding processing on the image
pixels. According to the type of filter, it can be divided into
linear filters and nonlinear filters. Images generally have such
a property: the pixel value at any position in an image is
closely related to the pixel value in the neighborhood where
the pixel is located, such as spatial correlation or similar pixel
values [18].

For the transform domain image denoising algorithm,
the image is first transformed into other domains, and then,
the coefficients are processed by the properties in the trans-
form domain. Finally, the inverse transform is used to recon-
struct the coefficients to obtain the denoised image [19].
There are many ways to transform an image from the spatial
domain to the transform domain, such as Fourier transform,
cosine transform, and Walsh-Hadamard transform. One of
the most commonly used is wavelet transform. The wavelet
domain spatial adaptive FIR Wiener filtering method pro-
posed in [20] only performs Wiener filtering in each scale.
Although it can quickly remove noise, the processing of dif-
ferent types of noise needs to be strengthened [21].

In addition to traditional spatial and frequency domain
image denoising algorithms, literature [22] proposes a dual-
domain image denoising (DDID) algorithm, using the idea
of combining the space domain and the frequency domain,
combined with bilateral filtering and short-time Fourier
transform to denoise the image hierarchically. After the algo-
rithm is denoised, the image can retain the original image
details to a greater extent and obtain better visual effects.
The DDID algorithm divides the noisy image into the base
layer and the detail layer to process separately and realizes
the image detail enhancement with good effect. Therefore,
since the algorithm was proposed, it has been widely used
in image denoising. However, the boundary information on
the multimode image cannot effectively suppress the negative
ringing effect, and the detail preservation needs to be
improved [23].

In recent years, deep learning algorithms have been rap-
idly developed, and the convolution neural network (CNN)
method has been proposed to use a layer-by-layer initializa-
tion method to overcome difficult problems in the training
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process. CNN has been widely used in the field of computer
vision and has significant effects on solving image classifica-
tion, target detection, and image recognition problems [24].
With the needs of research, the neural network structure is
continuously deepened to build a higher and more accurate
deep learning network. Because CNN can directly input the
original image, it is simple and easy to use, is widely recog-
nized by the academic community, and has been successfully
used in the field of image denoising. Reference [25] compre-
hensively studies the most advanced image denoising
methods using CNN. A denoising prior driven network
(PDNN) is proposed to remove fixed-level Gaussian noise.
In the BSD-68 and Set-12 datasets, PDNN shows good
denoising results in terms of PSNR. In some cases, combin-
ing neural networks with traditional methods can achieve
better results. For example, literature [26] uses the powerful
nonlinear fitting ability of a neural network to combine a
neural network with a wavelet method. A neural network is
used to find the optimal coefficients of Gabor wavelet, and
a neural network can adaptively select wavelet parameters;
a combination of RBF network and wavelet is trained. This
method has a good effect in the field of sound signal detec-
tion, and the theoretical effect of image denoising needs fur-
ther practical verification.

Because the image is often contaminated by noise and
becomes blurred, the image obtained by the above algorithm
still has the problem of a blurred image and unsatisfactory
effect. Therefore, a multifeature extraction algorithm based
on the depth residual network is proposed for medical MR
image denoising. The innovation of the proposed method is
as follows:

(1) In order to improve the learning ability of the image
denoising algorithm and reduce the time of model
training, multifeature extraction technology is
adopted. Three different convolution kernels of dif-
ferent sizes are used to extract features from the input
image in a way that the center position is unchanged
and synchronized to obtain richer image features and
achieve a better denoising effect

(2) Due to the large number of layers of the deep neural
network, backward propagation easily leads to the
disappearance of the gradient, making the training
result poor. The proposed algorithm introduces
residual learning and learns image noise residuals
based on function mapping, thereby achieving image
denoising and accelerating and optimizing the deep
network. Especially under high-intensity noise levels,
the denoising advantage is more prominent

3. Denoising Network

3.1. Multifeature Extraction Residual Network Denoising
Framework. Since image denoising is a typical restoration
problem, the proposed denoising network model uses a fully
convolutional layer network, which removes the pooling
layer in a conventional network. The function of dimension-
ality reduction and parameter reduction is accomplished by

learning residual mapping. The multifeature extraction resid-
ual network denoising framework is shown in Figure 1.

The first layer uses multiple feature extraction layers to
extract different feature information and map the input
image from image space to feature space. After that, a series
of residual units are connected in series to form a chain struc-
ture, and then the residual image containing only noise infor-
mation is generated by the last convolution layer
reconstruction. Finally, the final denoising result is calculated
by the global skip connection. For the loss function in train-
ing, the joint loss function which combines the traditional
mean square error loss and the perceptual loss is used. The
perceptual loss is defined and calculated by a pretrained net-
work [27].

3.2. Residual Learning. For the general convolution neural
network, image denoising problems are adopted by learning
the clean image way. The image result calculated by the net-
work is compared with the standard image, and the cost
function is to minimize this error. The formula is as follows:

1(6) = %i(% [ () = 2), (1)

where x stands for the standard image, y represents the image
after network calculation, and m represents the number of
images. For the entire network, the cost function obtained
by learning noise images is determined by h,,, (x?) — y1).

For the whole model, residual learning is a very impor-
tant technology. Many network models predict a clean image
without pollution by learning mapping functions [28]. For
residual learning, it is based on R(y) = v function mapping
learning image noise residual and then realizes image denois-
ing. Finally, by using the expected noise residual value and
the estimated noise residual value calculated by the convolu-
tional network, the mean square error is obtained, and the
cost function of the entire network is obtained. The formula
is as follows:

L) = LY R 9) - 0~ )12 @)
2n

where 9 represents the training parameter and »n represents
the image block divided into the entire input image. In the
network model, this residual learning strategy is selected
because it is easier to be optimized by convolutional neural
networks and can be very well applied to deep networks.
Deep networks face many difficulties, and they are generally
very difficult to train. It is mainly reflected in the fact that
when the number of layers increases, the backward propaga-
tion easily causes the gradient to disappear, making the train-
ing result very poor. And this deep residual network solves
this problem in the neural network structure, so that the net-
work can be very deep, and the gradient will not disappear.
When the noise level is relatively low, the feature map F(y)
=x of learning clean images is closer to the initial identity
map than the feature map R(y) = v of residual learning. It is
equivalent to the mapping relationship of F(y)=x during
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FiGure 1: Multifeature extraction residual network denoising
framework.

deep network training, which will make the gradient disap-
pear more easily. Therefore, the residual training will be
more conducive to the acceleration and optimization of the
deep network.

3.3. Batch Normalization. Batch normalization (BN) is an
adaptive heavy parameter method, which is mainly used to
solve the problem of internal covariate shift (ICS) in deep
learning. The model is shown in Figure 2.

The BN model selects m inputs because the whole is
approximately the same distribution, and h obtained as a
whole is put into the neural network for batch training. This
batch processing method is very beneficial for deep learning,
making the model simpler, and solving the problem of diffi-
culty in training after the number of network layers becomes
deeper.

For ICS problems that appear in deep network training,
the conditional probabilities are consistent, and the marginal
probabilities are inconsistent. For all x € X, the relationship
between the conditional probability P, and the marginal
probability Py, is

P,(Y[X =x) = P,(Y|X =x),

3)
Py(X) # P,(X).

Before passing the input vector x to the neuron, it should
be noted that x here not only refers to the input of the input
layer but also refers to any input layer or hidden layer in the
network. X can also be understood as a small batch activation
function of a certain layer that needs to be standardized.
Translate and scale it first, so that the distribution of x
becomes a standard distribution normalized in a fixed inter-
val. For the general change framework, it is as follows:

h=f(g- =L +v), @)

where y is the translation parameter, « is the scaling factor, v
is the retranslation parameter, and g is the rescaling param-
eter. Through the scaling and translation transformation of
y and «, we get the following results:

z= 1. (5)
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FiGURE 2: The structure of BN model.

The data obtained satisfy the standard distribution with a
mean of 0 and a variance of 1. Substituting formula (5) into
formula (4), it is easier to get further transformation:

y=g-X+uv. (6)

Finally, a distribution that satisfies the mean v and the
variance g° is obtained.

This normalization of BN is for a single neuron. When

training the network, train a small batch of overall data and
then calculate the mean and variance of neuron x; as

1
Hi= in’

_ /L 2
0;= %Z(xi i)~ +&

where m is the size of the small batch and ¢ is a very small
positive value.

(7)

3.4. Multiple Feature Extraction. In the neural network
model, usually in the first layer of connection, multiple iden-
tical convolution kernels are generally used to extract shallow
features of the image. There are more commonly used convo-
lution kernels such as 1x1, 3x3, 5x5, 7x7, and 9x9.
These convolution kernels are all odd convolution kernels,
because this kind of convolution kernel has a common fea-
ture. They all have a center point, and even-numbered con-
volution kernels do not have this property. In shallow
feature extraction, usually a larger convolution kernel can
learn richer feature information. But the cost is that once
the convolution kernel increases, it will adversely affect the
training efficiency and speed of the deep network [29].

The proposed algorithm integrates several convolution
kernels of different sizes, and its principle is shown in
Figure 3. Use multifeature extraction technology to scan the
input image block. Since different convolution kernels can
extract image features with different information, the one
with the largest convolution kernel is used as the moving ref-
erence for synchronous movement. In this way, a variety of
different feature information will be obtained, and the size
of this output is also the same. In the first layer, this feature
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FiGURE 3: Structure of multifeature extraction model.

information is connected in series. Because more feature
information is obtained, this multifeature extraction technol-
ogy greatly improves the training speed in actual model
training and greatly improves the convergence speed of the
model.

In the first layer of the network, three convolution kernels
of different sizes are used, 3x 3, 5x5, and 7 x 7, and the
numbers of these three convolution kernels are 12, 20, and
32, respectively. The number has increased sequentially
because the 7x7 convolution kernel can learn relatively
richer features. There are a total of 64 convolution kernels
of three different sizes. The three convolution kernels of 3
x 3,5x%5,and 7 x 7 are used to scan to the right with a slid-
ing step of 7 in a way that the center position is superim-
posed. According to this rule, three mapping feature maps
with the same size should be obtained [30]. The proposed
algorithm passes through the first layer and obtains 64 fea-
ture maps of the same size. In the first-level feature extrac-
tion, the design of such multiple feature extraction can
extract richer image features, which greatly improves the
convergence speed and training speed of the network model.

3.5. Activation Function. At present, most deep neural net-
works use a Rectified Linear Unit (ReLU) activation function
to accelerate the convergence of the network. The ReLU acti-
vation function is not a symmetric function, and the average
response of the sequence in ReLU will be less than 0. In addi-
tion, even if the input or weight obeys a symmetrical distribu-
tion, the response distribution is still asymmetrical. These
properties will directly affect the convergence and perfor-
mance of the network. Therefore, an improved activation
function Parametric Rectifier Linear Unit (PReLU) is used.
PReLU function is defined as follows:

VY1 >0,
i) = { (8)
kiy;y; <0,

where y; is the input of the nonlinear activation function
f on the ith channel and k; controls the slope of the negative
part. When k; is equal to 0, it becomes the ReLU activation
function.

3.6. Joint Loss. The pixel-by-pixel loss is usually used as loss
function, and the difference between the pixels between the
output image and the input image is calculated as the mini-
mization target to obtain a higher signal-to-noise ratio index.
However, the output image using the method of comparing
the difference pixel by pixel is prone to problems such as
excessive smooth and blurry edges. In response to this prob-
lem, there are currently many studies showing that compar-
ing the perceived loss of semantic feature level with the
image quality perceived by the human eye shows a good uni-
formity. More edge texture details in real images can be
reconstructed, thereby improving some of the problems of
the pixel-by-pixel method. However, simply using this loss
may also cause problems such as slight color artifacts due
to uneven pixel space coverage. Therefore, by combining
the two losses to obtain better results, the joint loss Lg is pro-
posed as

Lg = Lysg + ALyge 9)

where Ly and Lygg, respectively, represent the mean
square error (MSE) function of pixel-by-pixel comparison
and the perceptual loss of feature comparison.

3.6.1. MSE Loss Function. The pixel-by-pixel loss function
uses the traditional MSE method to calculate the MSE of
the real target and the predicted target. By comparing each
pixel to learn the difference between the two, the optimal
solution is obtained. The formula is as follows:

e = 5 - IFC) ~ (=) (10)

where N is the total number of training samples, x is the noise
input, y is a clean real label, and F is the optimal mapping
function obtained after training.

3.6.2. Perceptual Loss Function. The realization of the percep-
tual loss needs to effectively extract the rich and abstract
semantic feature information in the image. A pretrained clas-
sification network Visual Geometry Group (VGG) is con-
nected in series as a loss network to extract the required
feature map definition Ly. After the loss network is deter-
mined, the loss comparison learning method can input the
output x — F(x) and the real noise-free label image y through
the initial processing of the front-end multifeature extraction
residual network into the VGG network. Extract the feature
images of the two from one of the convolutional layers ¢
and calculate the Euclidean distance between the semantic
features of the two according to the formula. The formula is
as follows:

Ivao= g 2 I Feo) =05 (11

where ¢ is the PReLU function after the ith convolutional
layer in the loss network. It is used to extract feature maps,
using rich edge texture features and semantic information



for comparison. The application of joint perception loss in
the algorithm is shown in Figure 4.

For joint perception loss, first input the noise image to be
processed into the built VGG and train the network through
MSE loss. Compare the difference between the learning pre-
diction result and the true label map from the pixel level. At
this time, the image output by the network has completely
removed the noise points, but the edge information is fuzzy
[31]. So, the fuzzy denoising result and label are passed
through the pretrained VGG again. The feature maps of the
two are obtained from the activation function after the spe-
cific convolutional layer for comparison. Minimize the per-
ceptual loss as the training goal for network training, so
that the output image contains more edge information fea-
tures. It is possible to restore the originally blurred area dur-
ing reconstruction, obtain clearer and sharper image edges,
and obtain clearer image denoising results.

4. Network Parameter Setting

In the process of neural network training, it is necessary to
learn a set of optimal parameters to minimize the result of
loss function, so a suitable optimization algorithm needs to
be added. So far, the commonly used neural network optimi-
zation algorithm is the gradient descent algorithm, which is
used to find the minimum parameter of the loss function.
In the training process, the error is gradually reduced and
the local minimum of the function is found. Differentiate
the loss function to get the gradient of a given point [32].
The positive and negative values of the gradient indicate an
increase or decrease in the value of the loss function. Select
the direction that reduces the cost function value, that is,
the negative gradient direction, multiply the updated amount
of the parameter calculated by the learning rate, and update
the parameter.

The single-step weights and biases are updated as follows:

w W, =w 88C
kT W =W~ 00—,
)
8;" (12)
bl_)blzbl_aé‘_bl'

The main problem of the gradient descent algorithm is
that if the location of the initial point is unreasonably
selected, the network is easy to fall into a local optimum,
and it is difficult to find the global optimum. In addition, if
the step size of the single step down is too small, the calcula-
tion amount will be too large, and if the number of iterations
is too large, the step size may be too large to skip the optimal
solution. And the gradient descent algorithm is not fast
enough when the amount of data is large. Therefore, the sto-
chastic gradient descent (SGD) algorithm is used to calculate
the gradient using a single sample to speed up the calculation.
However, the SGD method uses individuals to represent the
overall change trend and cannot ensure that each iteration
tends to the global optimal solution, and it cannot guarantee
that each iteration will reduce the loss function result. There-
fore, an adaptive moment estimation (Adam) optimization
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algorithm is proposed to replace the SGD algorithm [33].
The SGD algorithm maintains a single learning rate, updates
all weights, and keeps the learning rate during the training
process unchanged. And Adam iteratively updates the neural
network weights by calculating the first-order moment esti-
mation and the second-order moment estimation of the gra-
dient. The adaptive learning rate is calculated for each
parameter to solve the problem of high-intensity noise or
sparse gradient [34]. The basic steps of the Adam optimiza-
tion algorithm are as follows:

Step 1. Suppose f(0) is the noise objective function, which is a
random scalar function with differentiable parameters 0.

Step 2. Update the exponential moving average s, and
squared gradient v, of the gradient. The moving average is
estimated using the first-order moment and the second-
order original moment of the gradient, and the step size { is
selected reasonably.

Step 3. Initialize the deviation correction term to obtain the
gradient of the random objective function f. Then, use the
exponential moving average of v, and the decay rate 7, to
estimate the second-order original moment. That is, elimi-
nate v;:

t
v=(1-1,) ) 75" g (13)

where 7, is the exponential decay rate estimated by the
second moment, ¢ is the time step, and q,, -+, g is the gradi-
ent on the time step sequence. In order to understand how
the expected value penalty E[v,] of the exponential moving
average at time step ¢ is related to the true second moment,
the deviation between these two quantities is corrected, as
follows:
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-1, ZTZ +e=E[q]- (1-15) +e.

Elv]=E {(1 —Ty) YT qf} =

i=1

(14)

If the second moment E[q?] is static, then & =0.

In addition, for the parameter settings during training,
the input of the network is to randomly cut out 45 x 45 image
blocks from the training set images. The first layer of the net-
work consists of convolution kernels of multiple sizes.
Among them, there are 12 convolution kernels of 3 x 3, 20
convolution kernels of 5 x 5, 32 convolution kernels of 7 x 7
, and a total of 64 channels. For the convolutional layer in
the following residual module, 64 convolution kernels of 3
x 3 are uniformly used. The last reconstruction layer uses ¢
convolution kernels of 3 x 3 (¢ =1 for grayscale images, c =
3 for color images). The algorithm to optimize the regression
target uses the Adam method, and the momentum parameter
is 0.9. When the training function is joint loss, the training
batch size is smaller than 18, and the initial learning rate is
10-4. The learning rate is halved after every 2.0x 105
iterations.

In the batch normalization used, a sufficient comparison
experiment was done on the settings of the minibatch param-
eters. In the comparative experiment, the minibatch size is set
to 32, 64, and 128, respectively, and the model convergence
speed and the final denoising effect achieved under these
parameters are compared. It is found from the experimental
results that the overall effect of image denoising is the best
when the minibatch value is 64. Therefore, in the training
process of the denoising model, the value of batch-
normalized minibatch is set to 64.

5. Experiment Scheme and Result Discussion

In order to evaluate the proposed algorithm, we must first
have an evaluation standard and do different experiments
on different test datasets, fully contrast with other excellent
image denoising algorithms, and finally draw a conclusion.

5.1. Experimental Dataset. Since the use of the deep residual
network algorithm requires a large amount of training image
data, the experimental data selected by the proposed algo-
rithm uses the internationally published glioblastoma multi-
forme (GBM) multimodal MR image dataset TCGA. Among
them, the foreign population GBM experimental test library
(TCGA-GBM) and the Chinese population GBM experimen-
tal test library (CH-GBM) are established. Some image exam-
ples of the dataset are shown in Figure 5.

In the experiment, 227 images were randomly selected
from the TCGA-GBM dataset, of which 200 were used as
training images and the remaining 27 were used as test
images. The image size is set to 180 x 215 and 64 x 77. 115
images were randomly selected from the CH-GBM dataset,
100 were used as training images, and the remaining 15 were
used as test images. The image size is set to 180 x 215 and
64 x 77. The image block size is set to 32 x 32, and the image
block step size is 10. A total of about 86,000 training image

blocks can be obtained. Then, the tested images are evaluated
using the Peak Signal Noise Ratio (PSNR) and Structural
Similarity Index (SSIM).

In the proposed algorithm, the size of the training set is
artificially increased by methods such as image translation
and flipping. Because in the training process, when the
amount of data is small, it will cause the model to overfit,
so that the training error is small and the test error is large.
Therefore, the occurrence of overfitting can be effectively
suppressed by adding a regular term after the cost function.

5.2. Evaluation Standard of Denoising Effect. The proposed
algorithm mainly uses two objective evaluation indexes:
PSNR and SSIM. Given a reference image, it is represented
by f, and the test image is represented by d. The size of these
two images is (M x N); then, the PSNR between the images is
defined as

2552
10 log,, MSE(, )

M%fdzﬁwfi( )

i=1 j=1

PSNR(f, d) =

When MSE tends to zero, the value of PSNR tends to
infinity. This means that the higher the PSNR value, the bet-
ter the image quality. The smaller the PSNR value, the greater
the difference between the two images.

SSIM is a quality evaluation model that takes into
account the brightness distortion, contrast distortion, and
related loss of the image. It is defined as

SSIM(f, d, 1) = I(f, d)c(f, d)s(f, d),
2 +C
i(f.d) = I
up+pg+ Gy
2040, +C, (16)
0j+03+Cy

c(f.d)=

C
S(f, d) — Gfd + 3

0704+ G5

where I(f, d) is the brightness comparison function, used to
calculate the similarity of the average brightness 4, and p,

of the two images. When y = p,, I(f, d) takes the maximum

value. ¢(f,d) is the contrast comparison function. Measure
the similarity of the contrast of two images. Contrast is mea-
sured by standard deviation o, and o,. It is only when o
equals o, that c(f, d) has a maximum value of 1. s(f,d) is a
structure comparison function, used to represent the correla-
tion between f and d pixels of two images. o, is the covari-
ance between f and d, and the value range of SSIM is [0,1]. A
value of 0 means that there is no correlation between the two
images, and a value of 1 means that f is equal to d. Constants
C,, C,, and C; are used to avoid the phenomenon of a zero
denominator.
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FIGURE 5: Partial image examples of the dataset.

5.3. Analysis of Network Iteration Algorithm. For the pro-
posed network, the training iterations are all 50. When image
denoising, the learning rate that is too small will lead to
slower convergence speed, and the long-term slowness in fea-
ture learning will cause weak noise in the parameter update
process, which will affect the quality of the denoised image.
However, when the learning rate is large, the network system
will be unstable. Considering comprehensively, the learning rate
of the proposed network model is 0.01. The MatConvNet
toolkit is used to train the model in the network. Since the train-
ing time of each model is different, the proposed training model
runs for two days on average when different noises are added.

In order to effectively obtain the spatial information of
the image, a 15-layer network is set up, including the convo-
lutional layer, activation function, pooling layer, and BN
layer. Under the condition that the basic parameters of the
experiment remain unchanged, the influence of the two opti-
mization algorithms of Adam and SGD on the denoising
results is studied. When the image is added with 7% noise,
the average PSNR value of the test image after denoising
using the model optimized by Adam and SGD algorithm is
shown in Figure 6.

It can be seen from Figure 6 that the proposed network
model using the Adam algorithm optimized model to remove
the noise in the medical MR image is better than the SGD
algorithm optimized model. The average PSNR value has
increased by about 1 dB, and the denoising result is relatively
stable. When the number of iterations is 20, the average
PSNR value tends to be stable. Therefore, in the proposed
network model, the optimization algorithm uses Adam.

5.4. Qualitative Comparison of Denoising Effects. In order to
compare the effect of medical MR image size on the denois-
ing effect, the same TCGA-GBM dataset images with sizes
of 190 x 215 and 62 x 77 were selected in the experiment.
Train the denoising algorithm by manually adding 7% of
noisy images. Finally, four different MR images are selected
as test images to obtain the final denoising image. Figure 7
shows the average PSNR curve after denoising the two differ-
ent sizes of test images.

It can be seen from Figure 7 that image training models of
different pixels have a relatively large impact on the denois-
ing effect. When training the model with images with larger
pixels, the PSNR of the denoised image is significantly higher
than that of images with smaller pixels. When the pixels are
small, the average PSNR of the training model after denoising
the image is relatively low, the whole process is unstable, and

the convergence speed is slow. When the pixels are small, this
is equivalent to reducing the amount of training image data.
This leads to overfitting of the model, which makes the train-
ing error smaller and the test error larger. Therefore, when
training the model, choosing a larger amount of data will
help improve denoising performance of the algorithm.
Through analyzing the influence of the above-mentioned
selected network parameters on the image denoising perfor-
mance, in the verification experiment of the proposed algo-
rithm, both the training image and the test image are
selected in the size of 190 x 215, and the optimization algo-
rithm is Adam.

In order to further visually demonstrate the denoising
effect of the proposed algorithm on the TCGA-GBM and
CH-GBM datasets, compare it with literature [14, 20, 26].
The result is shown in Figure 8.

It can be seen from Figure 8 that, compared with the
other three denoising algorithms, the image after denoising
by the proposed algorithm is more thorough and the edge
preservation effect is better. In contrast, the image denoised
by the algorithm in literature [14, 20] obviously has some
residual noise, and the noise removal is not very thorough.
In the literature [14], the image edge blur after denoising
using the improved MMF algorithm is larger. In particular,
the blurred residual noise can be clearly seen around the edge
of the brain image. And for the smoother part of the original
image, the image becomes unsmooth after denoising, and
fuzzy noise blocks of varying degrees appear. However, in
the literature [20], the adaptive FIR algorithm is used to
denoise the denoised image twice, and the phenomenon of
filtering will appear. But for the Rician noise in medical MR
images, the denoising image produces blurring, which makes
the image noise removal incomplete. The main manifestation
is that there are noise points around the edges of the image,
but it is improved compared to the improved MMF algo-
rithm. In Reference [26], combining the neural network
and wavelet method, the image after denoising is significantly
improved compared with the previous two methods. How-
ever, this method smoothes the details of the image, espe-
cially the contour area of the brain image, and the
phenomenon of excessive filtering occurs, thereby losing use-
tul information in the details. The proposed algorithm has a
relatively good effect on removing noise in medical MR
images, avoids the problem of incomplete denoising of the
first two denoising methods, and can also reduce over-
smoothing. Compared with the three comparison algo-
rithms, it has a better overall effect on noise removal.
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5.5. Quantitative Comparison of Denoising Effects. Aiming at
the problem of denoising in medical MR images, the denois-
ing effects of different denoising algorithms are clearly ana-
lyzed. The proposed algorithm and the algorithm in
literature [14, 20, 26] are quantitatively evaluated in two indi-
cators: average PSNR and SSIM. Among them, the average
SSIM of the four denoising algorithms after denoising the
medical MR image with different noise intensities is shown
in Table 1.

It can be seen from Table 1 that the SSIM value of the
proposed algorithm is significantly higher than that of the
algorithm in [14, 20], and the denoising effect is consistent
with the subjective observation results. Comparing the pro-

posed algorithm with the algorithm in [26], both have
improved. Especially when the noise intensity is relatively
weak, the SSIM value of the proposed algorithm has been
greatly improved, showing a very obvious advantage. There-
fore, the proportion of useful information in the denoised
image of the proposed algorithm is closer to that of the orig-
inal noise-free image. When 1% noise is added, SSIM can
reach 0.9941 after denoising. Compared with other algo-
rithms, the values are improved, and more satisfactory results
are obtained, with less information loss.

On the TCGA-GBM and CH-GBM datasets, for different
noise levels, the proposed algorithm is quantitatively com-
pared with the MR image denoising effect of the algorithms
in [14, 20, 26]. The average PSNR and SSIM curves obtained
are shown in Figures 9 and 10.

It can be seen from Figures 9(a) and 10(a) that under dif-
ferent noise intensities, the average PSNR of the image after
denoising using the proposed algorithm is significantly
higher than that of the image processed by other denoising
algorithms. And when denoising weakly noisy images, the
average PSNR of the proposed algorithm and other contrast-
ing algorithms are relatively small. In the case of strong noise
denoising, the average PSNR is quite different, indicating that
the proposed algorithm has better effect on removing strong
noise in MR images. The denoised image has a very high sim-
ilarity to the original noiseless image.

At the same time, it can be seen from Figures 9(b) and
10(b) that the four denoising algorithms have little difference
in the average SSIM of the image after denoising when the
noise intensity is weak. When the noise intensity is high,
the average SSIM of the proposed algorithm after denoising
shows obvious advantages. In terms of structural similarity,
it is closer to the original image.

In summary, the proposed algorithm is better than the
other three denoising algorithms in denoising simulated
medical MR images. Especially under strong noise, it can
effectively remove the noise in the simulated medical MR
image.

6. Conclusions

Currently, medical image information can be obtained
through a variety of technical means, among which MRI is
a relatively common medical image acquisition technology.
However, MR images will be interfered by random noise dur-
ing the acquisition process, which reduces the useful infor-
mation in images. Decreasing the accuracy and effectiveness
of imaging will directly affect the correct diagnosis and treat-
ment of clinicians. Therefore, a denoising algorithm for med-
ical MR images based on multifeature extraction based on a
deep residual network is proposed. The feature extraction
layer is constructed by combining three convolution kernels
of different sizes to obtain multiple shallow features for
fusion and combined with batch normalization and residual
learning technology to accelerate and optimize the deep net-
work. In addition, a joint loss function is defined by combin-
ing the perceptual loss and the traditional mean square error
loss to generate a clearer target image. Based on the
MATLAB simulation platform, the TCGA-GBM and CH-
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FIGURE 8: Comparison of denoising effects of different algorithms.

TaBLE 1: SSIM comparison of different denoising algorithms.

Dataset Algorithm 1% 4% 7% 10% 13%
Ref. [14] 0.9903 0.9584 0.9153 0.8612 0.8109
Ref. [20] 0.9901 0.9592 0.9276 0.8928 0.8529
TCGA-GBM
Ref. [26] 0.9918 0.9643 0.9374 0.9022 0.8657
The proposed algorithm 0.9941 0.9668 0.9417 0.9152 0.8893
Ref. [14] 0.9829 0.9622 0.9238 0.8874 0.8378
Ref. [20] 0.9923 0.9637 0.9246 0.8984 0.8557
CH-GBM
Ref. [26] 0.9935 0.9626 0.9415 0.9043 0.8736
The proposed algorithm 0.9978 0.9689 0.9426 0.9037 0.8809
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F1GUure 9: Comparison of denoising effects of different algorithms in the TCGA-GBM dataset.
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F1GUrEe 10: Comparison of denoising effects of different algorithms in the CH-GBM dataset.

GBM datasets are used to experimentally demonstrate the
proposed algorithm. The results show that the performance
of the proposed algorithm is the best when the image size is
set to 190 x 215 and Adam is selected as the optimization
algorithm. And the two indexes of PSNR and SSIM of the
proposed algorithm are significantly higher than other com-
parison algorithms. As the noise level increases, the differ-
ence between the values becomes larger, which shows that
it is suitable for processing high-intensity noise MR images.

Regardless of whether it is in the classification or denois-
ing of deep residual learning, the parameter adjustment of
the deep network has always been a key step, and it is more
difficult. Therefore, further research is needed. In addition,
the deep residual network can achieve better results when
the amount of training data is large. But when the amount
of data is small, the denoising effect needs to be improved.
At the same time, the amount of data is large, which is slower
than traditional algorithms. Therefore, the training speed of
the network needs to be further improved while ensuring
the denoising effect.
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