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Juan C. Agüero, Australia
Ricardo Aguilar-López, Mexico
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Networked control systems (NCSs) are control systems
whose control links are closed via some form of communica-
tion networks [1, 2]. These communication networks can be
either control-oriented, such as the control area network and
the DeviceNet, or data networks such as the Internet which
are not particularly optimized for real-time control systems.
The former type of NCSs, often referred to as remote control
systems, has long been an active topic in control theory
and has already been successfully implemented in various
industrial applications. However, it is the latter that has made
NCSs an emerging research field in the recent decades, posing
a number of great challenges for the control community as
well as proposing even more potentially exciting applications
in the future [3, 4]. Indeed, the data networks used in NCSs
are featured by ubiquitous access and high throughput but
have no real-time transmission or data consistency guarantee.
These features have made NCSs cost-effective, maintainness-
friendly, readily extendible, and reconfigurable but left a
number of open questions to deal with as well [5–7].

The interest in NCSs originates with the control com-
munity, and therefore it is no wonder why NCSs have
usually been regarded as control systems with only some
special features, that is, the use of the data networks. With
this perspective, various conventional control methods have
found their applications to NCSs, contributing a major part
in the early days to the research on NCSs [8]. People soon
realized that the communication networks should not be only

modelled as given parameters to the control systems. The
active use of, or even themodification of, the communication
networks can potentially give rise to much better systems
performance. In fact, the codesign approach, that is, the
integration of both control and communication, can be the
ideal approach to NCSs [9–12].

In this special issue, a dozen of research works on NCSs
and the related topics are reported. We are proud to notice
that these limited numbers of research works have shown a
great variety and in a sense give a fairly complete picture of the
state-of-the-art research onNCSs. In addition, a brief tutorial
on NCSs from the Editorial Board is also included in this
special issue.

This special issue is organized in the following way.
First, theoretical studies constitute the major part of the

works reported here. Various control methods have been
used, for example, H

∞
output feedback control (S. H. Kim),

guaranteed cost fault tolerant control (Y. Zhu et al.), and
model predictive control (Q. Chen et al. andM. Li et al.). The
authors have also considered different design and analysis
issues in NCSs, for example, the stability of the closed-loop
system (S. W. Yun et al. and A. F. Khalil and J. Wang), the
robust design of NCSs (Z. Lu et al.), and the quantization
effect (S. W. Yun et al.).

These theoretical studies from mainly the control per-
spective are then balanced with research works that have
taken active consideration of the communication networks
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in NCSs. These include, for example, a codesign approach
which integrates an event generator and a dynamic output
feedback controller (D. Ma et al.) and the energy balanced
redeployment algorithm for the wireless version of NCSs (G.
Ye et al.). This type of works then further leads to a more
network-based perspective, as seen in the works done by M.
Manzano et al. and L. Du et al., where access control in ad hoc
networks and pinning synchronization of switched complex
dynamical networks are considered.

Finally, the special issue is concluded by the exciting
applications of NCSs, which include, for example, distributed
fault estimation applied to robotic manipulator (J. Chen
et al.), banknote validation using RFID and NFC techniques
(M. H. Eldefrawy and M. K. Khan), and the control and
optimization of smart homes (J. Lai et al.).

To conclude, we believe that this Special Issue contains
sufficiently interesting materials on NCSs and the related
topics, both in theory and in applications. We hope this
special issue will be a useful reference for people working on
NCSs, and more fruitful results will be obtained in the time
ahead based on the published works.
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This paper investigates the observer-basedH
∞
tracking problem of networked output-feedback control systemswith consideration

of data transmission delays, data-packet dropouts, and sampling effects. Different from other approaches, this paper offers a single-
step procedure to handle nonconvex terms that appear in the process of designing observer-based output-feedback control, and then
establishes a set of linear matrix inequality conditions for the solvability of the tracking problem. Finally, two numerical examples
are given to illustrate the effectiveness of our result.

1. Introduction

Recently, the research on networked control systems (NCSs)
has been rapidly growing due to both the fast development
of technology of communication networks and the benefits
of NCSs that include (1) overcoming the spatial limits of
the traditional control system, (2) expanding system setups,
(3) increasing flexibility, (4)multitasking, and (5) improving
system diagnosis and maintenance (see [1–4]). In particular,
more recently, the development of the embedded system
that has various communication modules and digital signal
processing (DPS) core has confirmed the necessity of further
investigations on NCSs. However, it is worth noticing here
that the signal transmission over communication channels
inevitably gives rise to data transmission delay problem,
data-packet dropout problem, and sampling problem (see
[3, 5–8]), whichmay cause instability or serious deterioration
in the performance of the resultant control systems. Thus,
exploring such problems has been recognized as one of the
most important issues in the application of control theory.

Over the past several years, numerous researchers have
made considerable efforts to propose methods for solving
the aforementioned problems, especially based on Lyapunov-
Krasovskii functional approach (see [9–11] for stabilization
of NCSs (S-NCSs); [12, 13] for stabilization of NOCSs
(S-NOCSs); and [5, 14–16] for tracking control of NCSs

(T-NCSs), where NOCSs is the abbreviation of networked
output-feedback control systems). In addition, [17] investi-
gated the problem of output tracking for NCSs on the basis
of the Lyapunov function approach. However, it is worth
pointing out here that, regardless of such abundant literature,
little progress has been made toward solving the tracking
problem of NOCSs (T-NOCSs) in light of the Lyapunov-
Krasovskii functional approach. In fact, all states of the
controlled plant are not fullymeasurable inmany engineering
applications, and thus the tracking problem has emerged as
a topic of significant interest in parallel to the stabilization
problem. Thus, it is quite meaningful to study the method of
designing T-NOCSs, especially by establishing a set of linear
matrix inequality (LMI) conditions for the solvability of the
tracking problem.

Motivated by the above concern, we investigate the
problem of designing an observer-based T-NOCS with con-
sideration of data transmission delays, data-packet dropouts,
and sampling effects. Specifically, the attention is focused on
designing an observer-based NOCS in such a way that the
plant state tracks the reference signal in the H

∞
sense. The

contributions of this paper are mainly threefold.
(1) The problem of designing T-NOCSs is systematically

covered with the help of the Lyapunov-Krasovskii
functional approach, which helps our results to have
more wide applications.
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(2) A single-step procedure is proposed to handle non-
convex terms that inherently appear in the process
of designing observer-based output-feedback control,
which allows the derived sufficient conditions for the
solvability of the tracking problem to be established
in terms of LMIs.

(3) Through the control synthesis process, this paper
shows that the stability criteria derived from the recip-
rocally convex approach [18] can be clearly applied to
the problem of designing T-NOCSs, which offers the
possibilities for the extension of the results [19, 20] on
the stability analysis toward the design of T-NOCSs.

Finally, two numerical examples are given to illustrate the
effectiveness of our result.

Notation. The Lebesgue space L
2+

= L
2
[0,∞) consists

of square-integrable functions on [0,∞). Throughout this
paper, standard notions will be adopted.The notations𝑋 ≥ 𝑌

and 𝑋 > 𝑌 mean that 𝑋 − 𝑌 is positive semidefinite and
positive definite, respectively. In symmetric block matrices,
(∗) is used as an ellipsis for terms that are induced by
symmetry. For a squarematrixQ, the notationHe(Q) denotes
Q+Q𝑇, whereQ𝑇 is the transpose ofQ. col(𝑞

1
, 𝑞
2
) is a column

vector with entries 𝑞
1
and 𝑞

2
and diag(Q

1
,Q
2
) is a diagonal

matrix with diagonal entries Q
1
and Q

2
. All matrices, if

their dimensions are not explicitly stated, are assumed to be
compatible with algebraic operation.

2. System Description and Preliminaries

Consider a continuous-time plant of the following form:

̇𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) + 𝐷𝑤 (𝑡) ,

𝑦 (𝑡) = 𝐶𝑥 (𝑡) ,

(1)

where 𝑥(𝑡) ∈ R𝑛𝑥 , 𝑢(𝑡) ∈ R𝑛𝑢 , and 𝑦(𝑡) ∈ R𝑛𝑦 denote
the state to be estimated, the control input, and the output,
respectively, and 𝑤(𝑡) ∈ R𝑛𝑤 denotes the disturbance input
such that 𝑤(𝑡) ∈ L

2+
. Here, as a way to estimate the

immeasurable state variables of (1), we employ the following
usual state observer:

̇
�̂� (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) − 𝐿 (𝑦 (𝑡) − 𝑦 (𝑡)) ,

𝑦 (𝑡) = 𝐶𝑥 (𝑡) ,

(2)

where 𝑥(𝑡) ∈ R𝑛𝑥 denotes the estimated state and 𝐿 ∈ R𝑛𝑥×𝑛𝑦

is the observer gain to be designed. Further, in parallel to (1)
and (2), we incorporate the following dynamic system that
generates the reference signal 𝑥

𝑟
(𝑡) ∈ R𝑛𝑥 :

̇𝑥
𝑟
(𝑡) = 𝐴

𝑟
𝑥
𝑟
(𝑡) + 𝑟 (𝑡) , (3)

where 𝑟(𝑡) ∈ R𝑛𝑥 denotes the reference input such that 𝑟(𝑡) ∈
L
2+

and 𝐴
𝑟
is constructed to be an asymptotically stable

matrix. In this paper, our interest is to design an observer-

Packet
analyzer Plant Observer Ref. signal

generator

Networks

Controller

u(t)

y(t)
r(t)

x̂(t) xr(t)

Figure 1: Networked output-feedback control systems (NOCSs)
with observer-based controller.

based networked output-feedback control system (NOCS),
based on (1)–(3), such that

(1) the estimated state 𝑥(𝑡) can approach the real state
𝑥(𝑡) asymptotically;

(2) the estimated state 𝑥(𝑡) can track a reference signal
𝑥
𝑟
(𝑡) over a communication network; that is, the state

𝑥(𝑡) can track 𝑥
𝑟
(𝑡) by (1);

(3) a guaranteed H
∞

tracking performance can be
achieved.

To this end, we first employ the networked control system
(NCS) architecture proposed in [3], which contains an
observer with time-driven sampler, an event-driven con-
troller, and a packet analyzer with event-driven holder (see
Figure 1). For brevity, this paper omits the sophisticated
description for the NCS under consideration since it is
analogue to that of [3]. However, different from [3], we
assume that the initial condition of (2) is given as 𝑥(𝑡) = 𝜙(𝑡),
for 𝑡 ∈ [𝑡

0
−𝑑
𝑀
, 𝑡
0
], and the initial condition of (3) is given as

𝑥
𝑟
(𝑡) = 𝜑(𝑡), for 𝑡 ∈ [𝑡

0
− 𝑑
𝑀
, 𝑡
0
], where 𝑡

0
denotes the initial

time.

Remark 1. Here, it should be noted that, by the NCS archi-
tecture of [3], the communication constraints, such as data
transmission delays and packet dropouts, can be represented
in terms of piecewise continuous-time-varying delays with
the lower and upper bounds.

Next, let us consider the following control law, inferred by
[3]:

𝑢 (𝑡) = 𝐹 (𝑥 (𝑡 − 𝑑 (𝑡)) − 𝑥
𝑟
(𝑡 − 𝑑 (𝑡))) , (4)

where 𝑑(𝑡) ∈ [𝑑
𝑚
, 𝑑
𝑀
] corresponds to the piecewise

continuous-time-varying delay that occurs from data trans-
mission delays and packet dropouts. Then, by letting 𝑒(𝑡) =
𝑥(𝑡) − 𝑥(𝑡) and 𝑒

𝑟
(𝑡) = 𝑥(𝑡) − 𝑥

𝑟
(𝑡), the control law (4) can be

rewritten as

𝑢 (𝑡) = 𝐹 (𝑒
𝑟
(𝑡 − 𝑑 (𝑡)) − 𝑒 (𝑡 − 𝑑 (𝑡))) . (5)

Further, by setting 𝑥(𝑡) = col(𝑥
𝑟
(𝑡), 𝑒
𝑟
(𝑡), 𝑒(𝑡)) ∈ R3𝑛𝑥 and

𝑤(𝑡) = col(𝑤(𝑡), 𝑟(𝑡)) ∈ R𝑛𝑤+𝑛𝑥 and by combining (1), (2), (3),
and (5), the closed-loop system is described as

̇
�̃� (𝑡) = 𝐴𝑥 (𝑡) + 𝐴

𝑑
𝑥 (𝑡 − 𝑑 (𝑡)) + 𝐷𝑤 (𝑡) ,

�̃� (𝑡) = 𝐶𝑥 (𝑡) (= 𝐶𝑒
𝑟
(𝑡)) ,

(6)
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where �̃�(𝑡) ∈ R𝑛𝑥 denotes the desired output,

𝐴 =
[

[

𝐴
𝑟

0 0

𝐴 − 𝐴
𝑟
𝐴 0

0 0 𝐴 + 𝐿𝐶

]

]

, 𝐴
𝑑
=
[

[

0 0 0

0 𝐵𝐹 −𝐵𝐹

0 0 0

]

]

,

𝐶
𝑇

=
[

[

0

𝐶
𝑇

0

]

]

, 𝐷 =
[

[

0 𝐼

𝐷 −𝐼

𝐷 0

]

]

.

(7)

Before ending this section, we present the following
lemma that will be used in the proof of our main results.

Lemma 2 (see [21]). For real matrices 𝑋, 𝑌, and 𝑆 > 0

with appropriate dimensions, it is satisfied that 0 ≤ (𝑋 −

𝑆𝑌)
𝑇

𝑆
−1

(𝑋 − 𝑆𝑌) and thus the following inequality holds:
𝑌
𝑇

𝑆𝑌 ≥ He(𝑋𝑇𝑌) − 𝑋𝑇𝑆−1𝑋. Further if𝑋 = 𝜇𝐼, then

𝑌
𝑇

𝑆𝑌 ≥ He (𝜇𝑌) − 𝜇2𝑆−1, (8)

where 𝜇 is a scalar. On the other hand, if 𝑆 < 0, then

𝑌
𝑇

𝑆𝑌 ≤ −He (𝜇𝑌) − 𝜇2𝑆−1. (9)

3. Main Results

Choose a Lyapunov-Krasovskii functional of the following
form:

𝑉 (𝑡) = 𝑉
1
(𝑡) + 𝑉

2
(𝑡) + 𝑉

3
(𝑡) ,

𝑉
1
(𝑡) = 𝑥

𝑇

(𝑡) 𝑃𝑥 (𝑡) ,

𝑉
2
(𝑡) = ∫

𝑡

𝑡−𝑑
𝑚

𝑥
𝑇

(𝛼)𝑄
1
𝑥 (𝛼) 𝑑𝛼 + ∫

𝑡

𝑡−𝑑
𝑀

𝑥
𝑇

(𝛼)𝑄
2
𝑥 (𝛼) 𝑑𝛼,

𝑉
3
(𝑡) = 𝑑

𝑚
∫

0

−𝑑
𝑚

∫

𝑡

𝑡+𝛼

̇
�̃�

𝑇

(𝛽) 𝑅
1

̇
�̃� (𝛽) 𝑑𝛽𝑑𝛼

+ 𝑑
𝐼
∫

−𝑑
𝑚

−𝑑
𝑀

∫

𝑡

𝑡+𝛼

̇
�̃�

𝑇

(𝛽) 𝑅
2

̇
�̃� (𝛽) 𝑑𝛽𝑑𝛼,

(10)

where 𝑃, 𝑄
1
, 𝑄
2
, 𝑅
1
, and 𝑅

2
∈ R3𝑛𝑥×3𝑛𝑥 are positive definite

matrices and 𝑑
𝐼
= 𝑑
𝑀
− 𝑑
𝑚
. For later convenience, we define

an augmented state 𝜁(𝑡) = col(𝑥(𝑡), 𝑥(𝑡−𝑑
𝑚
), 𝑥(𝑡−𝑑(𝑡)), 𝑥(𝑡−

𝑑
𝑀
), 𝑤(𝑡)) ∈ R𝑛𝜂 , 𝑛

𝜂
= 13𝑛

𝑥
+ 𝑛
𝑤
, and then establish some

block entry matrices e
𝑖
such that 𝑥(𝑡) = e

1
𝜁(𝑡), 𝑥(𝑡 − 𝑑

𝑚
) =

e
2
𝜁(𝑡), 𝑥(𝑡 − 𝑑(𝑡)) = e

3
𝜁(𝑡), 𝑥(𝑡 − 𝑑

𝑀
) = e
4
𝜁(𝑡), and 𝑤(𝑡) =

e
5
𝜁(𝑡). Then the closed-loop system (6) can be rewritten as
̇
�̃�(𝑡) = Φ

𝑡
𝜁(𝑡), whereΦ

𝑡
= 𝐴e
1
+ 𝐴
𝑑
e
3
+ 𝐷e
5
. As a result, the

time derivative of 𝑉
𝑖
(𝑡) along the trajectories of (6) is given

by

𝑉
1
(𝑡) = 𝜁

𝑇

(𝑡)He (e𝑇
1
𝑃Φ
𝑡
) 𝜁 (𝑡) ,

𝑉
2
(𝑡) = 𝜁

𝑇

(𝑡) (e𝑇
1
(𝑄
1
+ 𝑄
2
) e
1
− e𝑇
2
𝑄
1
e
2
− e𝑇
4
𝑄
2
e
4
) 𝜁 (𝑡) ,

𝑉
3
(𝑡) = 𝜁

𝑇

(𝑡) Φ
𝑇

𝑡
(𝑑
2

𝑚
𝑅
1
+ 𝑑
2

𝐼
𝑅
2
)Φ
𝑡
𝜁 (𝑡) + O,

(11)

where

O = − 𝑑
𝑚
∫

𝑡

𝑡−𝑑
𝑚

̇
�̃�

𝑇

(𝛼) 𝑅
1

̇
�̃� (𝛼) 𝑑𝛼

− 𝑑
𝐼
∫

𝑡−𝑑
𝑚

𝑡−𝑑(𝑡)

̇
�̃�

𝑇

(𝛼) 𝑅
2

̇
�̃� (𝛼) 𝑑𝛼

− 𝑑
𝐼
∫

𝑡−𝑑(𝑡)

𝑡−𝑑
𝑀

̇
�̃�

𝑇

(𝛼) 𝑅
2

̇
�̃� (𝛼) 𝑑𝛼.

(12)

By (11), the time derivative of 𝑉(𝑡) becomes

𝑉 (𝑡) = 𝜁
𝑇

(𝑡) Π
0
𝜁 (𝑡) + O, (13)

whereΠ
0
= He(e𝑇

1
𝑃Φ
𝑡
) + e𝑇
1
(𝑄
1
+𝑄
2
)e
1
− e𝑇
2
𝑄
1
e
2
− e𝑇
4
𝑄
2
e
4
+

Φ
𝑇

𝑡
(𝑑
2

𝑚
𝑅
1
+ 𝑑
2

𝐼
𝑅
2
)Φ
𝑡
. To deal with O, we apply the Jensen

inequality [22] to O, which results in

O ≤ − (∫

𝑡

𝑡−𝑑
𝑚

̇
�̃�(𝛼)𝑑𝛼)

𝑇

𝑅
1
(∫

𝑡

𝑡−𝑑
𝑚

̇
�̃� (𝛼) 𝑑𝛼)

−

1

𝜃
1
(𝑡)

(∫

𝑡−𝑑
𝑚

𝑡−𝑑(𝑡)

̇
�̃�(𝛼)𝑑𝛼)

𝑇

𝑅
2
(∫

𝑡−𝑑
𝑚

𝑡−𝑑(𝑡)

̇
�̃� (𝛼) 𝑑𝛼)

−

1

𝜃
2
(𝑡)

(∫

𝑡−𝑑(𝑡)

𝑡−𝑑
𝑀

̇
�̃�(𝛼)𝑑𝛼)

𝑇

𝑅
2
(∫

𝑡−𝑑(𝑡)

𝑡−𝑑
𝑀

̇
�̃� (𝛼) 𝑑𝛼)

= − 𝜁
𝑇

(𝑡) (e
1
− e
2
)
𝑇

𝑅
1
(e
1
− e
2
) 𝜁 (𝑡)

−

1

𝜃
1
(𝑡)

𝜁
𝑇

(𝑡) (e
2
− e
3
)
𝑇

𝑅
2
(e
2
− e
3
) 𝜁 (𝑡)

−

1

𝜃
2
(𝑡)

𝜁
𝑇

(𝑡) (e
3
− e
4
)
𝑇

𝑅
2
(e
3
− e
4
) 𝜁 (𝑡) ,

(14)

where 𝜃
1
(𝑡) = (𝑑(𝑡) − 𝑑

𝑚
)/𝑑
𝐼
≥ 0, 𝜃

2
(𝑡) = (𝑑

𝑀
−𝑑(𝑡))/𝑑

𝐼
≥ 0,

and 𝜃
1
(𝑡) + 𝜃

2
(𝑡) = 1; that is, the set of 𝜃

𝑖
(𝑡) is convex.

Furthermore, by taking the convexity of 𝜃
𝑖
(𝑡) into account,

we can get the following equality:

RHS of (14)

= 𝜁
𝑇

(𝑡) ((e
1
− e
2
)
𝑇

𝑅
1
(e
2
− e
1
) + (e
2
− e
3
)
𝑇

𝑅
2
(e
3
− e
2
)

+(e
3
− e
4
)
𝑇

𝑅
2
(e
4
− e
3
)) 𝜁 (𝑡)

−

𝜃
2
(𝑡)

𝜃
1
(𝑡)

𝜁
𝑇

(𝑡) (e
2
− e
3
)
𝑇

𝑅
2
(e
2
− e
3
) 𝜁 (𝑡)

−

𝜃
1
(𝑡)

𝜃
2
(𝑡)

𝜁
𝑇

(𝑡) (e
3
− e
4
)
𝑇

𝑅
2
(e
3
− e
4
) 𝜁 (𝑡)
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= 𝜁
𝑇

(𝑡) Π
1
𝜁 (𝑡) −

[

[

[

[

[

[

√

𝜃
2

𝜃
1

(e
2
− e
3
) 𝜁(𝑡)

√

𝜃
1

𝜃
2

(e
3
− e
4
) 𝜁(𝑡)

]

]

]

]

]

]

𝑇

× Π
2

[

[

[

[

[

[

√

𝜃
2

𝜃
1

(e
2
− e
3
) 𝜁 (𝑡)

√

𝜃
1

𝜃
2

(e
3
− e
4
) 𝜁 (𝑡)

]

]

]

]

]

]

,

(15)

where Π
1
= (e
1
− e
2
)
𝑇

𝑅
1
(e
2
− e
1
) + (e

2
− e
3
)
𝑇

𝑅
2
(e
3
− e
2
) +

(e
3
− e
4
)
𝑇

𝑅
2
(e
4
− e
3
) +He((e

2
− e
3
)
𝑇

𝑆(e
3
− e
4
)),

Π
2
= [

𝑅
2

𝑆

(∗) 𝑅
2

] . (16)

Hence, we can see that the time derivative of 𝑉(𝑡) satisfies
that 𝑉(𝑡) ≤ 𝜁

𝑇

(𝑡)(Π
0
+ Π
1
)𝜁(𝑡) − (⋆)

𝑇

Π
2
(⋆), where (⋆) =

col(√𝜃
2
/𝜃
1
(e
2
− e
3
)𝜁(𝑡), √𝜃

1
/𝜃
2
(e
3
− e
4
)𝜁(𝑡)). As a result,

based on this derivation, the following stability criteria can
be established.

Lemma 3 (stability criterion). For 𝑤(𝑡) = 0, the stability
criterion is given by

0 > Π
0
+ Π
1
, 0 ≤ Π

2
, (17)

whereΦ
𝑡
= 𝐴e
1
+ 𝐴
𝑑
e
3
.

Proof. If Π
2
≥ 0 holds, then 𝑉(𝑡) ≤ 𝜁𝑇(𝑡)(Π

0
+ Π
1
)𝜁(𝑡).

Lemma 4 (stability criterion in theH
∞

sense). The stability
criterion in theH

∞
sense is given by

0 > Π
0
+ Π
1
+ Π
3
, 0 ≤ Π

2
, (18)

whereΦ
𝑡
= 𝐴e
1
+ 𝐴
𝑑
e
3
+ 𝐷e
5
, Π
3
= e𝑇
1
𝐶
𝑇

𝐶e
1
− 𝛾
2e𝑇
5
e
5
.

Proof. Let us consider the H
∞

tracking performance such
that sup

𝑤
(‖�̃�‖
2
/‖𝑤‖
2
) < 𝛾. Then, as reported in [19], theH

∞

stability criterion can be readily derived by𝑉(𝑡) + �̃�𝑇(𝑡)�̃�(𝑡) −
𝛾
2

𝑤
𝑇

(𝑡)𝑤(𝑡) < 0, which is assured by (18).

Based on Lemma 3, the stabilization problem of (6) with
𝑤(𝑡) = 0 will be addressed in Section 3.1, and further,
based on Lemma 4, the H

∞
stabilization problem of (6)

with 𝑤(𝑡) ̸= 0 will be investigated in Section 3.2. Here, to
derive a set of linear matrix inequalities (LMIs), we first set
𝑃 = diag(𝑃

1
, 𝑃
2
, 𝑃
3
) and 𝑃 = 𝑃−1 = diag(𝑃

1
, 𝑃
2
, 𝑃
3
), where

𝑃
1
= 𝑃
−1

1
, 𝑃
2
= 𝑃
−1

2
, and 𝑃

3
= 𝑃
−1

3
. Then, from (7), it follows

that

𝑃𝐴 =
[

[

𝑃
1
𝐴
𝑟

0 0

𝑃
2
𝐴 − 𝑃

2
𝐴
𝑟
𝑃
2
𝐴 0

0 0 𝑃
3
𝐴 + 𝐿𝐶

]

]

,

𝑃𝐴
𝑑
=
[

[

0 0 0

0 𝑃
2
𝐵𝐹𝑃
2
−𝑃
2
𝐵𝐹𝑃
2

0 0 0

]

]

, 𝑃𝐷 =
[

[

0 𝑃
1

𝑃
2
𝐷 −𝑃

2

𝑃
3
𝐷 0

]

]

,

(19)

where 𝐿 = 𝑃
3
𝐿 and 𝐹 = 𝐹𝑃

2
. Accordingly, the term 𝑃Φ

𝑡

becomes

𝑃Φ
𝑡
= 𝑋 ̆𝐴𝑋e

1
+ 𝑋 ̆𝐴

𝑑
𝑋e
3
+ 𝑋 ̆𝐷e

5
, (20)

where𝑋 = diag(𝐼, 𝑃
2
, 𝑃
2
),

̆𝐴 =
[

[

𝑃
1
𝐴
𝑟

0 0

𝐴 − 𝐴
𝑟
𝐴𝑃
2

0

0 0 𝑃
2
(𝑃
3
𝐴 + 𝐿𝐶)𝑃

2

]

]

,

̆𝐴
𝑑
=
[

[

0 0 0

0 𝐵𝐹 −𝐵𝐹

0 0 0

]

]

, ̆𝐷 =
[

[

0 𝑃
1

𝐷 −𝐼

𝑃
2
𝑃
3
𝐷 0

]

]

.

(21)

Remark 5. Inspired by thework of [18], this paper also applied
the reciprocally convex approach to reduce the computational
complexity and the conservatism of the delay-dependent
stability criteria that will be used to derive our main results.

3.1. Control Design for 𝑤(𝑡) = 0

Lemma 6. Let 𝜇
1
> 0, 𝜇

2
> 0, and 𝜖 > 0 be prescribed.

Suppose that there exist matrices 𝐹 ∈ R𝑛𝑢×𝑛𝑥 , 𝐿 ∈ R𝑛𝑥×𝑛𝑦 , and
𝑆 ∈ R3𝑛𝑥×3𝑛𝑥 and symmetric matrices 0 < 𝑃

1
, 𝑃
2
, 𝑃
3
∈ R𝑛𝑥×𝑛𝑥 ,

0 < 𝑄
1
, 𝑄
2
∈ R3𝑛𝑥×3𝑛𝑥 , 0 < �̃�

1
, �̃�
2
∈ R3𝑛𝑥×3𝑛𝑥 such that

0 >

[

[

[

[

[

[

[

[

[

[

[

(1, 1) 0 𝑑
𝑚
𝐴 0 𝑑

𝑚

̆𝐴
𝑑

0 𝜖𝐸
1

0 (2, 2) 𝑑
𝐼
𝐴 0 𝑑

𝐼

̆𝐴
𝑑

0 𝜖𝐸
2

(∗) (∗) (3, 3) �̃�
1

̆𝐴
𝑑

0 𝜖𝐸
3

0 0 (∗) (4, 4) �̃�
2
+ 𝑆 −𝑆 0

(∗) (∗) (∗) (∗) (5, 5) �̃�
2
+ 𝑆 0

0 0 0 (∗) (∗) (6, 6) 0

(∗) (∗) (∗) 0 0 0 (7, 7)

]

]

]

]

]

]

]

]

]

]

]

,

(22)

0 ≤ [

�̃�
2

𝑆

(∗) �̃�
2

] , (23)

where

(1, 1) = 𝜇
2

1
�̃�
1
+ diag (−2𝜇

1
𝑃
1
, −2𝜇
1
𝑃
2
, −2𝜖𝑃

2
) ,

(2, 2) = 𝜇
2

2
�̃�
2
+ diag (−2𝜇

2
𝑃
1
, −2𝜇
2
𝑃
2
, −2𝜖𝑃

2
) ,

(3, 3) = 𝐴 + 𝑄
1
+ 𝑄
2
− �̃�
1
,

(4, 4) = −𝑄
1
− �̃�
1
− �̃�
2
,

(5, 5) = −2�̃�
2
−He (𝑆) , (6, 6) = −𝑄

2
− �̃�
2
,

(7, 7) =
[

[

[

−2𝜇
1
𝑃
3

0 𝑑
𝑚
(𝑃
3
𝐴 + 𝐿𝐶)

0 −2𝜇
2
𝑃
3
𝑑
𝐼
(𝑃
3
𝐴 + 𝐿𝐶)

(∗) (∗) He (𝑃
3
𝐴 + 𝐿𝐶)

]

]

]

,

̆𝐴
𝑑
=
[

[

0 0 0

0 𝐵𝐹 −𝐵𝐹

0 0 0

]

]

,
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𝐴 =
[

[

𝑃
1
𝐴
𝑟

0 0

𝐴 − 𝐴
𝑟
𝐴𝑃
2
0

0 0 0

]

]

,

𝐴 =
[

[

[

He (𝑃
1
𝐴
𝑟
) (𝐴 − 𝐴

𝑟
)
𝑇

0

(∗) He (𝐴𝑃
2
) 0

0 0 −2𝜖𝑃
2

]

]

]

,

𝐸
1
=
[

[

0 0 0

0 0 0

𝐼 0 0

]

]

, 𝐸
2
=
[

[

0 0 0

0 0 0

0 𝐼 0

]

]

,

𝐸
3
=
[

[

0 0 0

0 0 0

0 0 𝐼

]

]

.

(24)

Then the closed-loop system (6) is asymptotically stable in the
absence of𝑤(𝑡) for any time-varying delay 𝑑(𝑡) satisfying 𝑑

𝑚
≤

𝑑(𝑡) ≤ 𝑑
𝑀
. Moreover, the control and observer gain matrices

can be reconstructed as follows:

𝐹 = 𝐹𝑃

−1

2
, 𝐿 = 𝑃

−1

3
𝐿. (25)

Proof. From Lemma 3, the stabilization condition is given as
follows: (i) 0 ≤ Π

2
and (ii) 0 > Π

0
+ Π
1
= He(e𝑇

1
𝑃Φ
𝑡
) +

e𝑇
1
(𝑄
1
+ 𝑄
2
)e
1
− e𝑇
2
𝑄
1
e
2
− e𝑇
4
𝑄
2
e
4
+ Φ
𝑇

𝑡
(𝑑
2

𝑚
𝑅
1
+ 𝑑
2

𝐼
𝑅
2
)Φ
𝑡
+

(e
1
−e
2
)
𝑇

𝑅
1
(e
2
−e
1
) + (e
2
−e
3
)
𝑇

𝑅
2
(e
3
−e
2
)+(e
3
−e
4
)
𝑇

𝑅
2
(e
4
−

e
3
)+He((e

2
−e
3
)
𝑇

𝑆(e
3
−e
4
)), whereΦ

𝑡
= 𝐴e
1
+𝐴
𝑑
e
3
and thus

𝑃Φ
𝑡
= 𝑋 ̆𝐴𝑋e

1
+𝑋 ̆𝐴
𝑑
𝑋e
3
. Let us consider the condition given

in (ii). Then, by letting 𝑅
1
= 𝑋𝑃𝑅

1
𝑃𝑋 and 𝑅

2
= 𝑋𝑃𝑅

2
𝑃𝑋,

we can rewrite the condition, 0 > Π
0
+ Π
1
, as follows:

0 > He (e𝑇
1
𝑋 ̆𝐴𝑋e

1
+ e𝑇
1
𝑋 ̆𝐴
𝑑
𝑋e
3
) + e𝑇
1
(𝑄
1
+ 𝑄
2
) e
1

− e𝑇
2
𝑄
1
e
2
− e𝑇
4
𝑄
2
e
4
+ (𝑋 ̆𝐴𝑋e

1
+ 𝑋 ̆𝐴

𝑑
𝑋e
3
)

𝑇

× 𝑋(𝑑
2

𝑚
𝑅
1
+ 𝑑
2

𝐼
𝑅
2
)𝑋 (𝑋 ̆𝐴𝑋e

1
+ 𝑋 ̆𝐴

𝑑
𝑋e
3
)

+ (e
1
− e
2
)
𝑇

𝑃𝑋𝑅
1
𝑋𝑃 (e

2
− e
1
)

+ (e
2
− e
3
)
𝑇

𝑃𝑋𝑅
2
𝑋𝑃 (e

3
− e
2
)

+ (e
3
− e
4
)
𝑇

𝑃𝑋𝑅
2
𝑋𝑃 (e

4
− e
3
)

+He ((e
2
− e
3
)
𝑇

𝑆 (e
3
− e
4
)) ,

(26)

where 𝑋 = 𝑋
−1. Further, since diag(𝑋,𝑋,𝑋,𝑋)e𝑇

𝑖
= e𝑇
𝑖
𝑋

(𝑖 = 1, 2, 3, 4), pre- and postmultiplying both sides of (26) by
diag(𝑋,𝑋,𝑋,𝑋) and its transpose yield

0 > Q + ( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
)

𝑇

(𝑑
2

𝑚
𝑅
1
+ 𝑑
2

𝐼
𝑅
2
) ( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
) ,

(27)

where Q = He(e𝑇
1

̆𝐴e
1
+ e𝑇
1

̆𝐴
𝑑
e
3
) + e𝑇
1
(𝑄
1
+𝑄
2
)e
1
− e𝑇
2
𝑄
1
e
2
−

e𝑇
4
𝑄
2
e
4
+ (e
1
− e
2
)
𝑇

�̃�
1
(e
2
− e
1
) + (e
2
− e
3
)
𝑇

�̃�
2
(e
3
− e
2
) + (e
3
−

e
4
)
𝑇

�̃�
2
(e
4
−e
3
)+He((e

2
−e
3
)
𝑇

𝑆(e
3
−e
4
)) in which𝑄

1
= 𝑋𝑄

1
𝑋,

𝑄
2
= 𝑋𝑄

2
𝑋, �̃�
1
= 𝑋𝑅

1
𝑋, �̃�
2
= 𝑋𝑅

2
𝑋, 𝑆 = 𝑋𝑆𝑋, and

𝑋 = 𝑋𝑃𝑋 = diag(𝑃
1
, 𝑃
2
, 𝑃
2
𝑃
3
𝑃
2
) > 0. That is, by applying

the Schur complement to (27), we can get

0 >
[

[

[

−𝑅

−1

1
0 𝑑

𝑚
( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
)

0 −𝑅

−1

2
𝑑
𝐼
( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
)

(∗) (∗) Q

]

]

]

. (28)

Here, since 𝑅−1
1
= 𝑋�̃�

−1

1
𝑋 and 𝑅−1

2
= 𝑋�̃�

−1

2
𝑋, it follows from

Lemma 2 that 𝑅−1
1
≥ 2𝜇
1
𝑋 − 𝜇

2

1
�̃�
1
and 𝑅−1

2
≥ 2𝜇
2
𝑋 − 𝜇

2

2
�̃�
2
.

In this sense, it is clear that (28) holds if

0 >

[

[

[

[

[

[

[

[

[

(1, 1)


0 (1, 3)


0 𝑑
𝑚

̆𝐴
𝑑

0

0 (2, 2)


(2, 3)


0 𝑑
𝐼

̆𝐴
𝑑

0

(∗) (∗) (3, 3)


�̃�
1

̆𝐴
𝑑

0

0 0 (∗) (4, 4) �̃�
2
+ 𝑆 −𝑆

(∗) (∗) (∗) (∗) (5, 5) �̃�
2
+ 𝑆

0 0 0 (∗) (∗) (6, 6)

]

]

]

]

]

]

]

]

]

, (29)

where

(1, 1)


= 𝜇
2

1
�̃�
1
+ diag (−2𝜇

1
𝑃
1
, −2𝜇
1
𝑃
2
, 𝑃
2
(−2𝜇
1
𝑃
3
) 𝑃
2
) ,

(2, 2)


= 𝜇
2

2
�̃�
2
+ diag (−2𝜇

2
𝑃
1
, −2𝜇
2
𝑃
2
, 𝑃
2
(−2𝜇
2
𝑃
3
) 𝑃
2
) ,

(3, 3)


= He ( ̆𝐴) + 𝑄
1
+ 𝑄
2
− �̃�
1
,

(1, 3)


= 𝑑
𝑚

̆𝐴, (2, 3)


= 𝑑
𝐼

̆𝐴.

(30)

However, as shown in (29), there exist some nonconvex terms
in (1, 1), (1, 3), (2, 2), (2, 3), and (3, 3) as follows:

(1, 1)


=
[

[

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆) + 𝑃
2
(−2𝜇
1
𝑃
3
) 𝑃
2

]

]

,

(2, 2)


=
[

[

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆) + 𝑃
2
(−2𝜇
2
𝑃
3
) 𝑃
2

]

]

,

(1, 3)


=
[

[

(⋆) 0 0

(⋆) (⋆) 0

0 0 𝑃
2
(𝑑
𝑚
(𝑃
3
𝐴 + 𝐿𝐶)) 𝑃

2

]

]

,

(2, 3)


=
[

[

(⋆) 0 0

(⋆) (⋆) 0

0 0 𝑃
2
(𝑑
𝐼
(𝑃
3
𝐴 + 𝐿𝐶)) 𝑃

2

]

]

,

(3, 3)


=
[

[

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆) + 𝑃
2
(He (𝑃

3
𝐴 + 𝐿𝐶)) 𝑃

2

]

]

.

(31)

Here, note that all terms associated with 𝑃
2
(⋆)𝑃
2
in

[

[

(1, 1)


0 (1, 3)


0 (2, 2)


(2, 3)


(∗) (∗) (3, 3)


]

]

(32)

can be separated as follows:
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[

[

𝐸
1

𝐸
2

𝐸
3

]

]

[

[

𝑃
2
0 0

0 𝑃
2
0

0 0 𝑃
2

]

]

[

[

−2𝜇
1
𝑃
3

0 𝑑
𝑚
(𝑃
3
𝐴 + 𝐿𝐶)

0 −2𝜇
2
𝑃
3
𝑑
𝐼
(𝑃
3
𝐴 + 𝐿𝐶)

(∗) (∗) He(𝑃
3
𝐴 + 𝐿𝐶)

]

]

[

[

𝑃
2
0 0

0 𝑃
2
0

0 0 𝑃
2

]

]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Ψ

[

[

𝐸
1

𝐸
2

𝐸
3

]

]

𝑇

. (33)

Furthermore, from Lemma 2, it follows that

Ψ ≤ − 2𝜖
[

[

𝑃
2
0 0

0 𝑃
2
0

0 0 𝑃
2

]

]

− 𝜖
2
[

[

−2𝜇
1
𝑃
3

0 𝑑
𝑚
(𝑃
3
𝐴 + 𝐿𝐶)

0 −2𝜇
2
𝑃
3
𝑑
𝐼
(𝑃
3
𝐴 + 𝐿𝐶)

(∗) (∗) He(𝑃
3
𝐴 + 𝐿𝐶)

]

]

−1

,

(34)

which allows that (22) implies (29), based on the Schur
complement. Next, we need to convert the given condition
in (i), that is, 0 ≤ Π

2
, into an LMI. To this end, let us pre-

and postmultiply both sides of 0 ≤ Π
2
by diag(𝑋,𝑋) and its

transpose. Then we can get

0 ≤ [

𝑋𝑅
2
𝑋 𝑆

(∗) 𝑋𝑅
2
𝑋

] , (35)

which becomes (23) due to �̃�
2

= 𝑋𝑅
2
𝑋 =

(𝑋𝑃𝑋)(𝑋𝑃𝑅
2
𝑅𝑋)(𝑋𝑃𝑋) = 𝑋𝑅

2
𝑋.

3.2. Control Design for 𝑤(𝑡) ̸= 0

Theorem 7. Let 𝜇
1
> 0, 𝜇

2
> 0, 𝜖
𝑝
> 0 be prescribed. Suppose

that there exist scalars 𝜖
𝑞
> 0, 𝛾 > 0; matrices 𝐹 ∈ R𝑛𝑢×𝑛𝑥 ,

𝐿 ∈ R𝑛𝑥×𝑛𝑦 , 𝑆 ∈ R3𝑛𝑥×3𝑛𝑥 ; and symmetric matrices 0 < 𝑃
1
,

𝑃
2
, 𝑃
3
∈ R𝑛𝑥×𝑛𝑥 , 0 < 𝑄

1
, 𝑄
2
∈ R3𝑛𝑥×3𝑛𝑥 , 0 < �̃�

1
, �̃�
2
∈ R3𝑛𝑥×3𝑛𝑥

such that

0 >

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

(1, 1) 0 𝑑
𝑚
𝐴 0 𝑑

𝑚

̆𝐴
𝑑

0 𝑑
𝑚
𝐷 𝜖
𝑝
𝐸
1

0

0 (2, 2) 𝑑
𝐼
𝐴 0 𝑑

𝐼

̆𝐴
𝑑

0 𝑑
𝐼
𝐷 𝜖
𝑝
𝐸
2

0

(∗) (∗) (3, 3) �̃�
1

̆𝐴
𝑑

0 𝐷 𝜖
𝑝
𝐸
3
𝑋𝐶
𝑇

0 0 (∗) (4, 4) �̃�
2
+ 𝑆 −𝑆 0 0 0

(∗) (∗) (∗) (∗) (5, 5) �̃�
2
+ 𝑆 0 0 0

0 0 0 (∗) (∗) (6, 6) 0 0 0

(∗) (∗) (∗) 0 0 0 (7, 7) 𝜖
𝑞
𝐸
4

0

(∗) (∗) (∗) 0 0 0 (∗) (8, 8) 0

0 0 (∗) 0 0 0 0 0 −𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

, (36)

0 ≤ [

�̃�
2

𝑆

(∗) �̃�
2

] , (37)

where

(1, 1) = 𝜇
2

1
�̃�
1
+ diag (−2𝜇

1
𝑃
1
, −2𝜇
1
𝑃
2
, −2𝜖
𝑝
𝑃
2
) ,

(2, 2) = 𝜇
2

2
�̃�
2
+ diag (−2𝜇

2
𝑃
1
, −2𝜇
2
𝑃
2
, −2𝜖
𝑝
𝑃
2
) ,

(3, 3) = 𝐴 + 𝑄
1
+ 𝑄
2
− �̃�
1
,

(4, 4) = −𝑄
1
− �̃�
1
− �̃�
2
,

(5, 5) = −2�̃�
2
−He (𝑆) ,

(6, 6) = −𝑄
2
− �̃�
2
, (7, 7) = diag (−2𝜖

𝑞
𝐼, −𝛾
2

𝐼) ,

(8, 8) =

[

[

[

[

[

[

[

−2𝜇
1
𝑃
3

0 𝑑
𝑚
(𝑃
3
𝐴 + 𝐿𝐶) 𝑑

𝑚
𝑃
3
𝐷

0 −2𝜇
2
𝑃
3
𝑑
𝐼
(𝑃
3
𝐴 + 𝐿𝐶) 𝑑

𝐼
𝑃
3
𝐷

(∗) (∗) He (𝑃
3
𝐴 + 𝐿𝐶) 𝑃

3
𝐷

(∗) (∗) (∗) −𝛾
2

𝐼

]

]

]

]

]

]

]

,

̆𝐴
𝑑
=
[

[

[

0 0 0

0 𝐵𝐹 −𝐵𝐹

0 0 0

]

]

]

,

𝐴 =
[

[

[

𝑃
1
𝐴
𝑟

0 0

𝐴 − 𝐴
𝑟
𝐴𝑃
2
0

0 0 0

]

]

]

,
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𝐴 =
[

[

[

He (𝑃
1
𝐴
𝑟
) (𝐴 − 𝐴

𝑟
)
𝑇

0

(∗) He (𝐴𝑃
2
) 0

0 0 −2𝜖
𝑝
𝑃
2

]

]

]

,

𝐷 =
[

[

0 𝑃
1

𝐷 −𝐼

0 0

]

]

, 𝐶
𝑇

=
[

[

0

𝐶
𝑇

0

]

]

,

𝐸
1
=
[

[

0 0 0 0

0 0 0 0

𝐼 0 0 0

]

]

, 𝐸
2
=
[

[

0 0 0 0

0 0 0 0

0 𝐼 0 0

]

]

,

𝐸
3
=
[

[

0 0 0 0

0 0 0 0

0 0 𝐼 0

]

]

, 𝐸
4
= [

0 0 0 𝐼

0 0 0 0
] .

(38)

Then the closed-loop system (6) is asymptotically stable and
satisfies ‖�̃�‖

2
< 𝛾‖𝑤‖

2
for all nonzero 𝑤(𝑡) ∈L

2+
and for any

time-varying delay 𝑑(𝑡) satisfying 𝑑
𝑚
≤ 𝑑(𝑡) ≤ 𝑑

𝑀
. Moreover,

the control and observer gain matrices can be reconstructed as
follows:

𝐹 = 𝐹𝑃

−1

2
, 𝐿 = 𝑃

−1

3
𝐿. (39)

Proof. From Lemma 4, the H
∞

stabilization condition is
given as follows: (i) 0 ≤ Π

2
and (ii) 0 > Π

0
+ Π
1
+ Π
3
=

He(e𝑇
1
𝑃Φ
𝑡
) + e𝑇
1
(𝑄
1
+𝑄
2
)e
1
− e𝑇
2
𝑄
1
e
2
− e𝑇
4
𝑄
2
e
4
+Φ
𝑇

𝑡
(𝑑
2

𝑚
𝑅
1
+

𝑑
2

𝐼
𝑅
2
)Φ
𝑡
+ (e
1
− e
2
)
𝑇

𝑅
1
(e
2
− e
1
) + (e
2
− e
3
)
𝑇

𝑅
2
(e
3
− e
2
) + (e
3
−

e
4
)
𝑇

𝑅
2
(e
4
−e
3
)+He((e

2
−e
3
)
𝑇

𝑆(e
3
−e
4
))+e𝑇
1
𝐶
𝑇

𝐶e
1
−𝛾
2e𝑇
5
e
5
,

where Φ
𝑡
= 𝐴e
1
+ 𝐴
𝑑
e
3
+ 𝐷e
5
. As in the proof of Lemma 6,

we first consider the condition given in (ii) by letting 𝑅
1
=

𝑋𝑃𝑅
1
𝑃𝑋 and 𝑅

2
= 𝑋𝑃𝑅

2
𝑃𝑋. Then the condition, 0 > Π

0
+

Π
1
+ Π
3
, can be converted by (20) into

0 > He (e𝑇
1
𝑋 ̆𝐴𝑋e

1
+ e𝑇
1
𝑋 ̆𝐴
𝑑
𝑋e
3
+ e𝑇
1
𝑋 ̆𝐷e
5
)

+ e𝑇
1
(𝑄
1
+ 𝑄
2
) e
1
− e𝑇
2
𝑄
1
e
2
− e𝑇
4
𝑄
2
e
4

+ (𝑋 ̆𝐴𝑋e
1
+ 𝑋 ̆𝐴

𝑑
𝑋e
3
+ 𝑋 ̆𝐷e

5
)

𝑇

𝑋(𝑑
2

𝑚
𝑅
1
+ 𝑑
2

𝐼
𝑅
2
)

× 𝑋 (𝑋 ̆𝐴𝑋e
1
+ 𝑋 ̆𝐴

𝑑
𝑋e
3
+ 𝑋 ̆𝐷e

5
)

+ (e
1
− e
2
)
𝑇

𝑃𝑋𝑅
1
𝑋𝑃 (e

2
− e
1
)

+ (e
2
− e
3
)
𝑇

𝑃𝑋𝑅
2
𝑋𝑃 (e

3
− e
2
) + e𝑇
1
𝐶
𝑇

𝐶e
1

+ (e
3
− e
4
)
𝑇

𝑃𝑋𝑅
2
𝑋𝑃 (e

4
− e
3
)

+He ((e
2
− e
3
)
𝑇

𝑆 (e
3
− e
4
)) − 𝛾

2e𝑇
5
e
5
,

(40)

where 𝑋 = 𝑋
−1. Further, since diag(𝑋,𝑋,𝑋,𝑋, 𝐼)e𝑇

𝑖
= e𝑇
𝑖
𝑋,

for 𝑖 = 1, 2, 3, 4, and diag(𝑋,𝑋,𝑋,𝑋, 𝐼)e𝑇
5
= e𝑇
5
𝐼, pre- and

postmultiplying both sides of (40) by diag(𝑋,𝑋,𝑋,𝑋, 𝐼) and
its transpose yield

0 > Q + ( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
+ ̆𝐷e
5
)

𝑇

× (𝑑
2

𝑚
𝑅
1
+ 𝑑
2

𝐼
𝑅
2
) ( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
+ ̆𝐷e
5
) ,

(41)

where Q = He(e𝑇
1

̆𝐴e
1
+ e𝑇
1

̆𝐴
𝑑
e
3
+ e𝑇
1

̆𝐷e
5
) + e𝑇
1
(𝑄
1
+ 𝑄
2
)e
1
−

e𝑇
2
𝑄
1
e
2
−e𝑇
4
𝑄
2
e
4
+(e
1
−e
2
)
𝑇

�̃�
1
(e
2
−e
1
)+(e
2
−e
3
)
𝑇

�̃�
2
(e
3
−e
2
)+

(e
3
−e
4
)
𝑇

�̃�
2
(e
4
−e
3
)+He((e

2
−e
3
)
𝑇

𝑆(e
3
−e
4
))+e𝑇
1
𝑋𝐶
𝑇

𝐶𝑋e
1
−

𝛾
2e𝑇
5
e
5
, in which 𝑄

1
= 𝑋𝑄

1
𝑋, 𝑄
2
= 𝑋𝑄

2
𝑋, �̃�
1
= 𝑋𝑅

1
𝑋,

�̃�
2
= 𝑋𝑅

2
𝑋, 𝑆 = 𝑋𝑆𝑋, 𝑋 = 𝑋𝑃𝑋 = diag(𝑃

1
, 𝑃
2
, 𝑃
2
𝑃
3
𝑃
2
) >

0. That is, by applying the Schur complement to (41), we can
get

0 >
[

[

[

−𝑅

−1

1
0 𝑑

𝑚
( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
+ ̆𝐷e
5
)

0 −𝑅

−1

2
𝑑
𝐼
( ̆𝐴e
1
+ ̆𝐴
𝑑
e
3
+ ̆𝐷e
5
)

(∗) (∗) Q

]

]

]

. (42)

Here, since 𝑅−1
1
= 𝑋�̃�

−1

1
𝑋 and 𝑅−1

2
= 𝑋�̃�

−1

2
𝑋, it follows from

Lemma 2 that 𝑅−1
1
≥ 2𝜇
1
𝑋 − 𝜇

2

1
�̃�
1
and 𝑅−1

2
≥ 2𝜇
2
𝑋 − 𝜇

2

2
�̃�
2
.

In this sense, it is clear that (42) holds if

0 >

[

[

[

[

[

[

[

[

[

[

[

(1, 1)


0 (1, 3)


0 𝑑
𝑚

̆𝐴
𝑑

0 (1, 7)


0 (2, 2)


(2, 3)


0 𝑑
𝐼

̆𝐴
𝑑

0 (2, 7)


(∗) (∗) (3, 3)


�̃�
1

̆𝐴
𝑑

0 (3, 7)


0 0 (∗) (4, 4) �̃�
2
+ 𝑆 −𝑆 0

(∗) (∗) (∗) (∗) (5, 5) �̃�
2
+ 𝑆 0

0 0 0 (∗) (∗) (6, 6) 0

(∗) (∗) (∗) 0 0 0 (7, 7)


]

]

]

]

]

]

]

]

]

]

]

, (43)

where

(1, 1)


= 𝜇
2

1
�̃�
1
+ diag (−2𝜇

1
𝑃
1
, −2𝜇
1
𝑃
2
, 𝑃
2
(−2𝜇
1
𝑃
3
) 𝑃
2
) ,

(2, 2)


= 𝜇
2

2
�̃�
2
+ diag (−2𝜇

2
𝑃
1
, −2𝜇
2
𝑃
2
, 𝑃
2
(−2𝜇
2
𝑃
3
) 𝑃
2
) ,

(3, 3)


= He ( ̆𝐴) + 𝑄
1
+ 𝑄
2
− �̃�
1
+ 𝑋𝐶

𝑇

𝐶𝑋,

(1, 3)


= 𝑑
𝑚

̆𝐴, (1, 7)


= 𝑑
𝑚

̆𝐷,

(2, 3)


= 𝑑
𝐼

̆𝐴, (2, 7)


= 𝑑
𝐼

̆𝐷, (3, 7)


= ̆𝐷,

(7, 7)


= diag (−𝛾2𝐼, −𝛾2𝐼) .
(44)
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However, as shown in (43), there exist some nonconvex terms
in (1, 1), (1, 3), (1, 7), (2, 2), (2, 3), (2, 7), (3, 3), (3, 7),
and (7, 7) as follows: (1, 1), (1, 3), (2, 2), and (2, 3) are the
same as those defined in the proof of Lemma 6, and

(1, 7)


=
[

[

0 (⋆)

(⋆) (⋆)

𝑃
2
(𝑑
𝑚
𝑃
3
𝐷) 𝐼 0

]

]

,

(2, 7)


=
[

[

0 (⋆)

(⋆) (⋆)

𝑃
2
(𝑑
𝐼
𝑃
3
𝐷) 𝐼 0

]

]

,

(3, 7)


=
[

[

0 (⋆)

(⋆) (⋆)

𝑃
2
(𝑃
3
𝐷) 𝐼 0

]

]

,

(7, 7)


= [
−𝛾
2

𝐼 0

0 (⋆)

] ,

(3, 3)


=
[

[

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆)

(⋆) (⋆) (⋆) + 𝑃
2
(He (𝑃

3
𝐴 + 𝐿𝐶)) 𝑃

2

]

]

+ 𝑋𝐶
𝑇

𝐶𝑋,

(45)

where 𝐼 denotes the identity matrix. As in the proof of
Lemma 6, to deal with the nonconvex terms, we apply
Lemma 2 to (43), which boils down to

0 >

[

[

[

[

[

[

[

[

[

[

[

[

[

(1, 1) 0 𝑑
𝑚
𝐴 0 𝑑

𝑚

̆𝐴
𝑑

0 𝑑
𝑚
𝐷 𝐸

1

0 (2, 2) 𝑑
𝐼
𝐴 0 𝑑

𝐼

̆𝐴
𝑑

0 𝑑
𝐼
𝐷 𝐸

2

(∗) (∗) (3, 3)


�̃�
1

̆𝐴
𝑑

0 𝐷 𝐸
3

0 0 (∗) (4, 4) �̃�
2
+ 𝑆 −𝑆 0 0

(∗) (∗) (∗) (∗) (5, 5) �̃�
2
+ 𝑆 0 0

0 0 0 (∗) (∗) (6, 6) 0 0

(∗) (∗) (∗) 0 0 0 (7, 7) 𝐸
4

(∗) (∗) (∗) 0 0 0 (∗) (8, 8)

]

]

]

]

]

]

]

]

]

]

]

]

]

, (46)

where (3, 3) = 𝐴 + 𝑄
1
+ 𝑄
2
− �̃�
1
+ 𝑋𝐶

𝑇

𝐶𝑋. As a result, by
applying the Schur complement to𝑋𝐶𝑇𝐶𝑋 in (3, 3), we can
obtain (36). The next step is to convert the given condition
in (i), that is, 0 ≤ Π

2
, into an LMI. To this end, let us pre-

and postmultiply both sides of 0 ≤ Π
2
by diag(𝑋,𝑋) and its

transpose. Then we can get

0 ≤ [

𝑋𝑅
2
𝑋 𝑆

(∗) 𝑋𝑅
2
𝑋

] , (47)

which becomes (23) due to �̃�
2
= 𝑋𝑅

2
𝑋.

4. Numerical Example

We provide two examples to verify the effectiveness of
the proposed methods in Lemma 6 and Theorem 7. For
the networked output-feedback control system (NOCS), we
assume that the sampling period ℎ = 0.01 and the data
transmission delay bounds are given by 𝜏

𝑚
= 0.005 and 𝜏

𝑀
=

0.01. As a result, from [3], it follows that 𝑑
𝑚
= 𝜏
𝑚
= 0.005[𝑠]

and 𝑑
𝑀
= (𝑜 + 1)ℎ + 𝜏

𝑀
= 0.01𝑜 + 0.02[𝑠], where 𝑜 denotes

the maximum number of data-packet dropouts.

4.1. Example 1. Consider a continuous-time system of the
following form:

̇𝑥 (𝑡) = [

0 1

−1 𝛼
] 𝑥 (𝑡) + [

0

1
] 𝑢 (𝑡) + [

0

1
]𝑤 (𝑡) ,

𝑦 (𝑡) = [1 0] 𝑥 (𝑡) ,

(48)

where 𝛼 > 0 is a variable element. First of all, to show the
applicability of the proposed method in Lemma 6, we search
the maximum allowable upper bounds (MAUBs) for (48)
with 𝑤(𝑡) = col(𝑤(𝑡), 𝑟(𝑡)) = 0 ∈ R𝑛𝑥+𝑛𝑤 . To this end, let
us set 𝜇

1
= 𝜇
2
= 0.1, 𝜖 = 10, and 𝐴

𝑟
= diag(1, 1). Then, from

Lemma 6, we can obtain the MAUBs for 𝛼 = 1, 2, 3, which
are tabulated in Table 1. Now, let us analyze the behavior
of the tracking response for 𝑥(𝑡) and 𝑥

𝑟
(𝑡) of the NOCS in

the case where 𝑤(𝑡) ̸= 0 by using the derived condition
in Theorem 7. For this purpose, we set 𝛼 = 1, 𝑜 = 10,
𝜇
1
= 𝜇
2
= 0.1, 𝜖 = 10, and 𝐴

𝑟
= diag(1, 1). Then, from

Theorem 7, we can obtain the following control and observer
gain matrices: 𝐹 = [−5.5501 − 4.9075], 𝐿 = [−31.1609 −

179.7242]
𝑇. In addition, the disturbance attenuation is given

by 𝛾 = 1.1679. Here we assume that 𝑤(𝑡) = 𝑒
−0.5𝑡 sin(2𝜋𝑡),

𝑥(0) = col(±0.5, ±0.5), 𝑥
𝑟
(𝑡) = 𝑥(𝑡) = 0, for 𝑡 ∈ [−𝑑

𝑀
, 0],

and 𝑟(𝑡) = col(0.2 sin 0.2𝜋𝑡, 0.04𝜋 cos 0.2𝜋𝑡), for 𝑡 ≥ 0, where
the initial time 𝑡

0
is set to zero. Figure 2(a) shows the 𝑥

1
-𝑥
2

trajectories for four different initial conditions 𝑥(0), which
form a specific ellipse, made by the given reference input 𝑟(𝑡),
as the time 𝑡 increases. Further, the behavior of the estimation
error 𝑒

1
(𝑡) = 𝑦(𝑡) − 𝑦(𝑡) is depicted in Figure 2(d), from

which we can see that the estimation error goes to zero as the
time 𝑡 increases. Figures 2(b) and 2(c) show the behavior of
the state 𝑥(𝑡) of (49) for initial condition 𝑥(0) = (0.5, −0.5),
where the network-induced delay 𝑑(𝑡) is generated as shown
in Figure 2(e) such that the data transmission delay 𝜏(𝑡) ∈
[0.005, 0.01] and the data-packet dropouts 𝑜 = 10. From
Figures 2(b) and 2(c), we can see that the state 𝑥(𝑡) tracks the
reference signal 𝑥

𝑟
(𝑡) well; that is, the tracking response of
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Figure 2: (a) The 𝑥
1
-𝑥
2
trajectory for each different initial condition 𝑥(0); (b) the tracking response of 𝑥

1
(𝑡) for 𝑥

𝑟,1
(𝑡); (c) the tracking

response of 𝑥
2
(𝑡) for 𝑥

𝑟,2
(𝑡); (d) the estimation error 𝑒

1
(𝑡) = 𝑦(𝑡)−𝑦(𝑡); and (e) the network-induced delay 𝑑(𝑡). Here, 𝑥

𝑖
, 𝑥
𝑖
, 𝑒
𝑖
, and 𝑥

𝑟,𝑖
denote

the 𝑖th element of 𝑥, 𝑥, 𝑒, and 𝑥
𝑟
, respectively.

Table 1: Maximum allowable upper bounds (MAUBs) for 𝛼 of
Example 1.

𝛼 1 2 3

𝜏
𝑀

0.32 (𝑜 = 30) 0.19 (𝑜 = 17) 0.09 (𝑜 = 7)

the NOCS with (2), (5), and (48) is in a good shape with
respect to our control goal.

4.2. Example 2. Consider the following satellite system,
modified from [5]: 𝐴

𝑟
= diag(−1, −1, −1, −1),

𝐴 =

[

[

[

[

0.000 0.000 1.000 0.000

0.000 0.000 0.000 1.000

−0.300 0.300 −0.004 0.004

0.300 −0.300 0.004 −0.004

]

]

]

]

,

𝐵 =

[

[

[

[

0

0

1

0

]

]

]

]

, 𝐶
𝑇

=

[

[

[

[

0

1

0

0

]

]

]

]

, 𝐷 =

[

[

[

[

0

0

0

1

]

]

]

]

.

(49)

Through this example, we will achieve theH
∞

performance
for (49) based on Theorem 7 to design an observer-based

Table 2:H
∞
performance for each upper bound 𝑑

𝑀
.

𝑑
𝑀

0.02 0.03 0.05 0.1

𝛾 0.8265 0.9072 1.1337 2.3290

NOCS in such a way that the state 𝑥(𝑡) of (49) tracks the
reference signal 𝑥

𝑟
(𝑡) in the H

∞
sense. The obtained H

∞

performance for each upper bound𝑑
𝑀
is tabulated in Table 2,

where 𝜇
1
= 𝜇
2
= 0.1 and 𝜖

𝑝
= 10 are assumed. From

Table 2, we can see that theH
∞

performance is improved as
𝑑
𝑀
decreases from 0.1 to 0.02, which is reasonable.

5. Concluding Remarks

This paper has addressed the observer-based H
∞

tracking
problem of NOCSs with network-induced delays. In the
derivation, a single-step procedure is proposed to handle
nonconvex terms that appear in the process of designing
observer-based output-feedback control, and then a set of
linear matrix inequality conditions are established for the
solvability of the tracking problem.
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This paper is concerned with the design problem of robust dynamic output feedback model predictive controllers for a class of
discrete-time systems with time-varying network-induced delays and nonlinear perturbation. The designed controllers achieve
on-line suboptimal receding horizon guaranteed cost such that the system can be stabilized for all admissible uncertainties. A
novel delay compensation strategy is proposed to eliminate the effects of the time-varying network-induced delays. By using
multistep prediction and the receding optimization, the delay-dependent sufficient condition is derived for the existence of delay
compensation controllers. By employing the cone complementarity linearization (CCL) idea, a nonlinear minimization problem
with linear matrix inequality (LMI) constraints is formulated to design the desired output feedback controllers, and an iterative
algorithm involving convex optimization is presented to solve the nonlinear minimization problem. Finally, an example is given to
illustrate the feasibility and effectiveness of the proposed results.

1. Introduction

With the rapid development of digital systems and commu-
nication networks, more and more control engineers would
like to use a real-time communication channel interfaced to
a digital system to exchange information and to complete
the control task. Such networked control systems (NCSs)
have received increasing attention in recent years because
of their many advantages, such as lower cost and more
convenience for installation and maintenance. Industrial
applications of NCSs include automobiles, vehicle systems,
robotic systems, jacking systems for trains, and process
control systems [1–3]. However, the streams of data exchange
between NCS components are prone to delay, losses, and
missynchronization, which degrade the performance and
even cause the instability of the systems [4, 5]. Network-
induced delays typically have negative effects on the NCS’s
stability and performance. So far, different techniques have
been presented to deal with the problem of network-
induced delays, such as the stochastic system approach [6, 7],
the hybrid system approach [8, 9], and the time-delay system

approach [10, 11]. It is noted that, in the aforementioned
results, all the proposed controllers are operated in an off-
line fashion, and the controllers are designed such that the
overall closed-loop NCSs can tolerate certain amount of
network-induced delays. Another constructive scheme is to
use future control sequences to directly eliminate the negative
effects of the network-induced delays, and model predictive
control (MPC) which can provide future control sequences
and operate in an on-line fashion is such a desired algorithm.

Model predictive control is probably one of the most
successful modern control technologies during recent years.
This is due to several thousand applications in process
control because of its many advantages, including ease of
computation, good tracking performance, and I/O constraint
handling capability. Recently, MPC has received increasing
attention in NCSs for its ability to on-line compensate time
delays as well as its good tracking performance. Reference
[12] proposed a new approach of predictive compensation
for simultaneous network-induced delays and packet losses
and addressed the codesign of both network and controller.
In [13], a model-based networked predictive output tracking
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control scheme is proposed to actively compensate for the
random round-trip time delay. Reference [14] proposed a
data-driven networked predictive control schemewhich con-
sisted of the control prediction generator and network delay
compensator for MIMO NCSs with random network delays.
However, all the above designed model predictive controllers
are state feedback controllers which are quite difficult for
implementation when the system states cannot be directly
measured for availability. Therefore, it is necessary to design
a feedback controller using the measured output. To the best
of the authors’ knowledge, few results have been reported on
the dynamic output feedbackMPC forNCSs [15]. Besides, the
above approaches are not applicable to the case that there are
parameter uncertainties in the model. Since the uncertainties
are frequently the sources of instability and performance
deterioration, the stability analysis and controller synthesis
for NCSs with model uncertainty and external disturbances
have been some of the most challenging issues. Up to now, a
few robust MPC algorithms have been presented to improve
the robustness of the networked control systems [16, 17].

Taking the network-induced delay into consideration, the
NCSs can be modeled as an uncertain discrete-time system
with time-varying delays, and this motivates us to apply the
theory of time-delay systems and robust MPC strategy to
design the feedback controllers for such NCSs. The main
results of this paper will contribute to the development of the
delay-dependent dynamic output feedback robust MPC for
a class of NCSs with norm-bounded nonlinear perturbation
and time-varying communication delays. A sufficient delay-
dependent condition that guarantees the robust stability of
the closed-loop NCS is derived. An optimization problem
is also formulated to construct the dynamic output feed-
back MPC controllers subject to a set of nonlinear matrix
inequalities. Based on the linearization idea [18], an iterative
algorithm involving convex optimization is proposed to solve
the nonlinearmatrix inequality system, and the iterative opti-
mization algorithm is guaranteed to be feasible at each time
step if it is feasible at the first step. The control inputs applied
to the system from the solutions of the MPC optimization
problems guarantee an on-line suboptimal receding horizon
guaranteed cost. Finally, an example is given to illustrate the
effectiveness of the proposed results.

Notation. Throughout the paper, Rn stands for the set of all
real 𝑛-dimensional vectors and R𝑛×𝑚 is the set of all
𝑛 × 𝑚-dimensional matrices. I denotes identity matrix of
appropriate dimensions; diag{⋅} denotes the block diagonal
matrix. G > 0 (G ≥ 0, G < 0, G ≤ 0) means
that G is a real symmetric positive-definite matrix (positive-
semidefinite, negative-definite, and negative-semidefinite). ∗
denotes the symmetric part.

2. Problem Formulation and Preliminaries

Thedetailed assumptions about theNCS studied in this paper
are described as follows.

(1) The sensor is clock-driven and has the sampling
period ℎ, and the controller and the actuator are
event-driven.

(2) The sensor-to-controller delay 𝜏𝑠𝑐
𝑘
and the controller-

to-actuator delay 𝜏𝑐𝑎
𝑘
are both uncertain but bounded

and can be obtained by best case analysis and worst
case analysis. The total time delay 𝜏𝑠𝑎

𝑘
= 𝜏
𝑠𝑐

𝑘
+ 𝜏
𝑐𝑎

𝑘

satisfies 𝜏 ≤ 𝜏𝑠𝑎
𝑘
≤ 𝜏, where 𝜏 and 𝜏 are known positive

integers corresponding to maximum and minimum
of 𝜏𝑠𝑎
𝑘
.

(3) Controller computational delay can be absorbed into
either 𝜏𝑠𝑐

𝑘
or 𝜏𝑐𝑎
𝑘
[19].

The uncertain discrete-time system with nonlinear per-
turbation is described by the following state space model:

x (𝑘 + 1) = (A + ΔA (𝑘)) x (𝑘) + (B + ΔB (𝑘)) u (𝑘)

+ f (x (𝑘), u (𝑘)) ,

y (𝑘) = Cx (𝑘) ,

(1)

where x(𝑘) ∈ Rn is the state, u(𝑘) ∈ Rl is the control
input, y(𝑘) ∈ Rv is the measured output, and A, B, and C
are known real constant matrices of appropriate dimensions.
ΔA(𝑘) and ΔB(𝑘) are unknown matrices representing time-
varying parameter uncertainties in the system model. It is
assumed that the uncertainties are norm-bounded and can be
described as [ΔA ΔB] = DF(𝑘)[E

1
E
2
], whereF(𝑘) ∈ Ri×j

is an unknown matrix satisfying FT(𝑘)F(𝑘) ≤ 𝜇I and 𝜇 is a
known positive scalar representing the upper bound of the
unknownmatrix F(𝑘), andD, E

1
, and E

2
are known constant

matrices of appropriate dimensions. The nonlinear function
f satisfies the following:

fTf ≤ 𝛼2[x (𝑘)u (𝑘)]
𝑇

[

H𝑇
1
H
1

0

0 H𝑇
2
H
2

] [

x (𝑘)
u (𝑘)] , (2)

where H
1
and H

2
are known constant matrices and 𝛼 > 0 is

the bounding parameter on the uncertain function f .
The physical system consisting of sensor and actuator

nodes is connected to the controller through a communi-
cation medium. For the convenience of system analysis and
controller design, the sensor-to-controller delay 𝜏𝑠𝑐

𝑘
and the

controller-to-actuator delay 𝜏𝑐𝑎
𝑘

are lumped up as the feed-
forward delay 𝜏(𝑘)ℎ. Considering the delay effect, the input
of the controller can be given as y(𝑘) = y(𝑘 − 𝜏(𝑘)), and
then the full-order dynamic output feedback controller to be
determined has the following form:

x̂ (𝑘 + 1) = A
𝑐
x̂ (𝑘) + B

𝑐
y (𝑘 − 𝜏 (𝑘))

u (𝑘) = C
𝑐
x̂ (𝑘) ,

(3)

where x̂(𝑘) ∈ Rn is the controller state.
Applying controller (3) to the system (1) results in the

following networked closed-loop system:

x (𝑘 + 1) = ̃Ax (𝑘) + A
𝑑
x (𝑘 − 𝜏 (𝑘)) + I𝑇f (x (𝑘) , u (𝑘)) , (4)
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where

x (𝑘) = [x (𝑘)x̂ (𝑘)] , A = [A BC
𝑐

0 A
𝑐

] ,

A
𝑑
= [

0

B
𝑐
C] , D = [

D
0
] ,

Ã = A +DF (𝑘)E,

E = [E
1
E
2
C
𝑐
] , I = [I 0] .

(5)

In this way, the NCS (1) and (3) with nonlinear perturba-
tion and communication delays is modeled as the uncertain
discrete-time system (4) with time-varying state delay, which
enables us to apply the theory of time-delay systems and the
receding optimization of the MPC to deal with the analysis
and design problem of such NCS.

Remark 1. Equation (4) is used to express the mathematical
model of the networked control systems when the transmit-
ted data is single packet. For themultiple-packet transmission
case, since the arrival time of the sensor messages at the
controller or the arrival time of the controller messages at
the actuator may be different, especially for the case when the
sampling times of the sensors are different, a buffer before the
controller and actuator is needed. By employing the buffer
technology on the network, model (4) can also be used to
express the NCS with multiple-packet transmission.

The objective of this paper is to find a stabilizing dynamic
output feedback controller of the form (3) for the uncertain
system (1) with time-varying delays by MPC strategy. To this
end, we define the followingmin-max optimization problem,
which is considered at each sampling time 𝑘:

min
u
𝑘+𝑖|𝑘
,𝑖=0,1,...,𝑚

max
[A(𝑘+𝑖),B(𝑘+𝑖)],𝑖≥0

𝐽 (𝑘) ,

𝐽 (𝑘) =

𝑝

∑

𝑖=0

x𝑇
𝑘+𝑖|𝑘

𝑆
1
x
𝑘+𝑖|𝑘

+

𝑚

∑

𝑖=0

u𝑇
𝑘+𝑖|𝑘

S
2
u
𝑘+𝑖|𝑘

,

(6)

where 𝑚 is the control horizon, 𝑝 is the prediction horizon,
S
1
> 0 and S

2
> 0 are givenweightingmatrices, and x

𝑘+𝑖|𝑘
and

u
𝑘+𝑖|𝑘

denote the predicted variables of the state and the input,
respectively, with x

𝑘|𝑘
= x(𝑘), x̂

𝑘|𝑘
= x̂(𝑘), and x

𝑘−𝑖|𝑘
= x(𝑘− 𝑖)

for 𝑖 ≥ 1. Besides, we have the terminal constraints u
𝑘+𝑖|𝑘

= 0

for 𝑖 > 𝑚.
Associated with the closed-loop system (4), the min-max

optimization problem (6) becomes of the following form:

min
u
𝑘+𝑖|𝑘
,𝑖=0,1,...,𝑚

max
[A(𝑘+𝑖),B(𝑘+𝑖)],𝑖≥0

𝐽 (𝑘) ,

𝐽 (𝑘) =

𝑝

∑

𝑖=0

x𝑇
𝑘+𝑖|𝑘

̃Sx
𝑘+𝑖|𝑘

,

(7)

where x̂
𝑘+𝑖|𝑘

= 0, 𝑖 > 𝑚, and S̃ = diag{S
1
,C𝑇
𝑐
S
2
C
𝑐
}.

The future control sequence can be obtained by solving
the above optimization problem. In order to eliminate the
delay effects, the control input should be u(𝑘) = 𝑢

𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

but not 𝑢
𝑘+𝜏(𝑘)|𝑘

. By using the multistep prediction and

the linear interpolation method, the control sequence Π
𝑘
=

{𝑢
𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘
, 𝑢
𝑘+1+𝜏

𝑠𝑎

𝑘
/ℎ|𝑘
, . . . , 𝑢

𝑘+𝜔+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘
} can be obtained. In the

receding horizon framework, only the first control variable
𝑢
𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

actuates the system in time.

Lemma2 (see [20]). Let̂J = ̂J𝑇 > 0 and ̂H, ̂L be givenmatrices
with appropriate dimensions. Then, it follows that

̂J + ̂HF̂L + ̂LF̂H < 0 (8)

holds for any matrix F satisfying F𝑇F ≤ 𝜇I, if and only if there
exists a scalar 𝜀 > 0 such that

𝜇ĤĤ𝑇 + 𝜀Ĵ + 𝜀2L̂𝑇L̂ < 0. (9)

3. Main Results

In this section, we first derive an upper bound on the worst
value of the cost 𝐽(𝑘).

Theorem 3. Consider the uncertain system (1) and the cost
function 𝐽(𝑘). If there exist a controller of the form (3), a scalar
𝜀 ≥ √𝜇, P > 0 ∈ R2n×2n, Q > 0 ∈ Rn×n, R > 0 ∈ Rn×n,
and matricesM

0
∈ Rn×n,M

1
∈ Rn×n, such that the following

matrix inequality holds

[

[

[

[

[

[

[

[

[

[

[

[

[

M
𝑎
∗ ∗ ∗ ∗ ∗ ∗ ∗

M
𝑏

M
𝑐
∗ ∗ ∗ ∗ ∗ ∗

0 0 𝜆I ∗ ∗ ∗ ∗ ∗

A A
𝑑

I𝑇 P−1 ∗ ∗ ∗ ∗

A
𝑓

0 I 0 𝜏
−1R−1 ∗ ∗ ∗

̃M
0
M
1
0 0 0 𝜏

−1R ∗ ∗

0 0 0 D𝑇 D𝑇 0 𝜀
−1I ∗

E 0 0 0 0 0 0 𝜀
−1I

]

]

]

]

]

]

]

]

]

]

]

]

]

> 0, (10)

where

M
𝑎
=P − S̃ −M

𝑑
− 𝜆𝛼
2H̃,

M
𝑑
= diag {M

0
+M𝑇
0
− 𝑑
𝑐
Q, 0} ,

𝑑
𝑐
= 𝜏 − 𝜏 − 1,

H̃ = diag {H𝑇
1
H
1
,C𝑇
𝑐
H𝑇
2
H
2
C
𝑐
} ,

M
𝑏
= [M𝑇
1
−M
0
0] ,

M
𝑐
=Q +M

1
+M𝑇
1
,

A
𝑓
= [A − I BC

𝑐
] ,

̃M
0
= [M
0
0]

(11)
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then the closed-loop system (4) is asymptotically stable and the
cost function 𝐽(𝑘) satisfies the following:

max
[A(𝑘+𝑖),B(𝑘+𝑖)],𝑖≥0

𝐽 (𝑘) < x𝑇
𝑘|𝑘
Px
𝑘|𝑘
+

𝑘−1

∑

𝜃=𝑘−𝜏

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘

+

−1

∑

𝑗=−𝜏

𝑘−1

∑

𝜃=𝑘+𝑗

𝜂
𝑇

𝜃|𝑘
R𝜂
𝜃|𝑘

+

−𝜏+1

∑

𝑗=−𝜏+2

𝑘−1

∑

𝜃=𝑘+𝑗−1

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
,

(12)

where 𝜂
𝜃|𝑘
= x
𝜃+1|𝑘

− x
𝜃|𝑘
.

Proof. Choose the following candidate Lyapunov functional:

𝑉 (x
𝑘+𝑖|𝑘

) = 𝑉
1
(x
𝑘+𝑖|𝑘

) + 𝑉
2
(x
𝑘+𝑖|𝑘

) + 𝑉
3
(x
𝑘+𝑖|𝑘

) , (13)

where

𝑉
1
(x
𝑘+𝑖|𝑘

) = x𝑇
𝑘+𝑖|𝑘

Px
𝑘+𝑖|𝑘

,

𝑉
2
(x
𝑘+𝑖|𝑘

) =

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖−𝜏(𝑘)

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
,

𝑉
3
(x
𝑘+𝑖|𝑘

) =

−1

∑

𝑗=−𝜏

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖+𝑗

𝜂
𝑇

𝜃|𝑘
R𝜂
𝜃|𝑘
+

−𝜏+1

∑

𝑗=−𝜏+2

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖+𝑗−1

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
,

𝑖 = 0, 1, . . . , 𝑝.

(14)

Taking the forward difference for the Lyapunov func-
tional 𝑉

1
(x
𝑘+𝑖|𝑘

), one obtains

Δ𝑉
1
(x
𝑘+𝑖|𝑘

) = 𝜓
𝑇

(𝑘) {Γ
𝑇PΓ + diag {−P, 0, 0}}𝜓 (𝑘) , (15)

where

Γ = [
̃A A

𝑑
I𝑇] ,

𝜓
𝑇

(𝑘) = [x𝑇
𝑘+𝑖|𝑘

x𝑇
𝑘+𝑖−𝜏(𝑘)|𝑘

f𝑇 (x
𝑘+𝑖|𝑘

, u
𝑘+𝑖|𝑘

)] .

(16)

Direct computation gives

Δ𝑉
2
(x
𝑘+𝑖|𝑘

) = x𝑇
𝑘+𝑖|𝑘

Qx
𝑘+𝑖|𝑘

− x𝑇
𝑘+𝑖−𝜏(𝑘)|𝑘

Qx
𝑘+𝑖−𝜏(𝑘)|𝑘

+

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖+1−𝜏(𝑘+1)

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘

−

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖+1−𝜏(𝑘)

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
.

(17)

Note that
𝑘+𝑖−1

∑

𝜃=𝑘+𝑖+1−𝜏(𝑘+1)

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘

=

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖+1−𝜏

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
+

𝑘+𝑖−𝜏

∑

𝜃=𝑘+𝑖+1−𝜏(𝑘+1)

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘

≤

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖+1−𝜏(𝑘)

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
+

𝑘+𝑖−𝜏

∑

𝜃=𝑘+𝑖+1−𝜏

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
.

(18)

Hence, we have

Δ𝑉
2
(x
𝑘+𝑖|𝑘

) ≤ x𝑇
𝑘+𝑖|𝑘

Qx
𝑘+𝑖|𝑘

− x𝑇
𝑘+𝑖−𝜏(𝑘)|𝑘

Qx
𝑘+𝑖−𝜏(𝑘)|𝑘

+

𝑘+𝑖−𝜏

∑

𝜃=𝑘+𝑖+1−𝜏

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
.

(19)

ΔV
3
(x
𝑘+𝑖|𝑘

) is computed as follows:

ΔV
3
(x
𝑘+𝑖|𝑘

) = 𝜏𝜂
𝑇

𝑘+𝑖|𝑘
R𝜂
𝑘+𝑖|𝑘

+ (𝜏 − 𝜏) x𝑇
𝑘+𝑖|𝑘

Qx
𝑘+𝑖|𝑘

−

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖−𝜏

𝜂
𝑇

𝜃|𝑘
R𝜂
𝜃|𝑘
−

𝑘+𝑖−𝜏

∑

𝜃=𝑘+𝑖+1−𝜏

x𝑇
𝜃|𝑘
Qx
𝜃|𝑘
.

(20)

By the well-known inequality −2a𝑇b ≤ a𝑇Ra + b𝑇R−1b, we
obtain

−

𝑘+𝑖−1

∑

𝜃=𝑘+𝑖−𝜏

𝜂
𝑇

𝜃|𝑘
R𝜂
𝜃|𝑘
≤ 𝜓
𝑇

(𝑘) Δ
1
𝜓 (𝑘) , (21)

whereΔ
1
= 2[Ĩ − I 0]

𝑇Ỹ+Ỹ𝑇𝜏R−1Ỹ, Ỹ = [M̃
0

M
1

0].
Combining (15)–(21) yields

Δ𝑉 (x
𝑘+𝑖|𝑘

) ≤ 𝜓
𝑇

(𝑘)Π
1
𝜓 (𝑘) − x𝑇

𝑘+𝑖|𝑘

̃Sx
𝑘+𝑖|𝑘

, (22)

where
̃A
𝑓
= A
𝑓
+DF (𝑘)E,

Π
1
= Δ
1
+ Δ
2
+ Δ
3
,

Δ
2
=
[

[

−P + S̃ +M
𝑑

M𝑇
𝑏
0

M
𝑏

−M
𝑐
0

0 0 0

]

]

,

Δ
3
= Γ

TPΓ + [Ã
𝑓

0 I]
𝑇

𝜏R [Ã
𝑓

0 I] ,

(23)

and𝜓𝑇(𝑘)Π
1
𝜓(𝑘) < 0 implies thatΔ𝑉(x

𝑘+𝑖|𝑘
) < −x𝑇

𝑘+𝑖|𝑘

̃Sx
𝑘+𝑖|𝑘

≤ 0; that is, 𝑉(x
𝑘+𝑖|𝑘

) is degenerated. Therefore, the closed-
loop system (4) is asymptotically stable. Besides, for any
integer 𝐾 > 0, we have

𝐾

∑

𝑖=0

x𝑇
𝑘+𝑖|𝑘

̃Sx
𝑘+𝑖|𝑘

≤ −

𝐾

∑

𝑖=0

Δ𝑉 (x
𝑘+𝑖|𝑘

)

= −𝑉 (x
𝑘+𝐾+1|𝑘

) + 𝑉 (x
𝑘|𝑘
)

< 𝑉 (x
𝑘|𝑘
) .

(24)
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To guarantee the existence of the upper bound on the robust
performance index 𝐽(𝑘), we must have x

𝑘+𝐾|𝑘
= 0, 𝐾 ≥ 𝑝;

hence, 𝑉(x
𝑘+𝐾+1|𝑘

) = 0, 𝐾 ≥ 𝑝. Let 𝐾 → 𝑝, and then
max
[A(𝑘+𝑖),B(𝑘+𝑖)],𝑖≥0𝐽(𝑘) ≤ 𝑉(x𝑘|𝑘); we get (12).
By Schur complement, (2) is equivalent to the following

matrix inequality:

𝜓
𝑇

(𝑘)Π
2
𝜓 (𝑘) ≥ 0, (25)

where Π
2
= diag{𝛼2̃H, 0, −I}.

By 𝑆-procedure, 𝜓𝑇(𝑘)Π
1
𝜓(𝑘) < 0 is equivalent to the

existence of matrices P > 0, Q > 0, R > 0,M
0
, andM

1
and a

scalar 𝜆 ≥ 0 such that

[

[

[

[

[

[

[

[

[

[

−M
𝑎

M𝑇
𝑏

0
̃A𝑇 ̃A𝑇

𝑓

̃M𝑇
0

M
𝑏
−M
𝑐

0 A𝑇
𝑑

0 M𝑇
1

0 0 −𝜆I I I 0

Ã A
𝑑

I𝑇 −P−1 0 0

Ã
𝑓

0 I 0 −𝜏
−1R−1 0

M̃
0

M
1

0 0 0 −𝜏
−1R

]

]

]

]

]

]

]

]

]

]

< 0. (26)

Define matrix

̂J =

[

[

[

[

[

[

[

[

[

[

−M
𝑎

M𝑇
𝑏

0 A𝑇 A𝑇
𝑓

̃M𝑇
0

M
𝑏
−M
𝑐

0 A𝑇
𝑑

0 M𝑇
1

0 0 −𝜆I I I 0

A A
𝑑

I𝑇 −P−1 0 0

A
𝑓

0 I 0 −𝜏
−1R−1 0

̃M
0

M
1

0 0 0 −𝜏
−1R

]

]

]

]

]

]

]

]

]

]

, (27)

and then inequality (26) can be rewritten as

Ĵ + [0 0 0 D𝑇 D𝑇 0]

𝑇

F [E 0 0 0 0 0]

+ [E 0 0 0 0 0]

𝑇

F𝑇 [0 0 0 D𝑇 D𝑇 0]

< 0.

(28)

By Lemma 2, inequality (28) holds for any matrix F(𝑘)
satisfying F𝑇(𝑘)F(𝑘) ≤ 𝜇I, if and only if there exists a positive
scalar 𝜀 ≥ √𝜇 such that

Ĵ + 𝜀[0 0 0 D𝑇 D𝑇 0]

𝑇

F [0 0 0 D𝑇 D𝑇 0]

+ 𝜀[E 0 0 0 0 0]

𝑇

[E 0 0 0 0 0] < 0.

(29)

By Schur complement, inequality (29) is equivalent to (10).
This completes the proof.

It is noted that in thematrix inequality (10), the controller
parameters A

𝑐
, B
𝑐
, and C

𝑐
are unknown and occur in

nonlinear fashion; therefore, (10) is not an LMI problem. In
the sequel, we will use a method of changing variables [21] to
obtain an equivalent matrix inequality representation of the
nonlinear matrix inequality (10), which enables us to use the
CCL technique to design the output feedback controllers.

Now, we present a sufficient condition for the existence
of the output feedback delay compensation controller of the
form (3) for the NCS (4).

Theorem 4. Consider the NCS (4) and the cost function 𝐽(𝑘).
Suppose that for some prescribed matrices S

1
> 0, S

2
> 0; there

exist scalars 𝛾(𝑘) > 0, 𝜀 ≥ √𝜇, n × n matrices X > 0, Y > 0,
Q > 0, and R > 0, and matrices M

0
∈ Rn×n, M

1
∈ Rn×n,

̂A ∈ Rn×n, ̂B ∈ Rn×v, and ̂C ∈ Rl×n such that the following
optimization problem is feasible at the initial time step 𝑘 = 0:

Minimize 𝛾 (𝑘) , (30)

subject to Λ
1
≤ 0, (31)

Λ
2
> 0, (32)

and then the networked predictive control derived from the
solutions to the above optimization problem robustly asymp-
totically stabilizes the system (1), and the cost function satisfies
the bound

max
[A(𝑘+𝑖),B(𝑘+𝑖)],𝑖≥0

𝐽 (𝑘) ≤ 𝛾 (𝑘) , (33)

where

Λ
1
=

[

[

[

[

[

[

−𝛾 (𝑘) I ∗ ∗ ∗ ∗

Θ
1

Ω
1
∗ ∗ ∗

Θ
2

0 Ω
2
∗ ∗

Θ
3

0 0 Ω
3
∗

Θ
4

0 0 0 Ω
4

]

]

]

]

]

]

,

Λ
2
=

[

[

[

[

[

[

[

[

[

[

[

[

[

[

Ξ
1

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

M
2

M
𝑐
∗ ∗ ∗ ∗ ∗ ∗ ∗

0 0 𝜆I ∗ ∗ ∗ ∗ ∗ ∗

Ξ
2
Ξ
6
Ξ
7
Ω
5

∗ ∗ ∗ ∗ ∗

Ξ
3

0 I 0 𝜏
−1R−1 ∗ ∗ ∗ ∗

M
3
M
1
0 0 0 𝜏

−1R ∗ ∗ ∗

0 0 0 Ξ
8

D𝑇 0 𝜀
−1I ∗ ∗

Ξ
4

0 0 0 0 0 0 𝜀
−1I ∗

Ξ
5

0 0 0 0 0 0 0 Ξ
9

]

]

]

]

]

]

]

]

]

]

]

]

]

]

,

Ω
1
= [

−CYC𝑇 ∗

−N𝑇C𝑇 −W] ,

Ω
2
= diag {𝑑−1

𝑐
Q
𝑐
, . . . , 𝑑

−1

𝑐
Q
𝑐
}

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝜏

,

Ω
3
= diag {𝑑−1

1
Q
𝑐
, . . . , 𝑑

−1

𝜏−𝜏
Q
𝑐
} ,

Ω
4
= diag {𝜏−1

1
R
𝑐
, . . . , 𝜏

−1

𝜏
R
𝑐
} ,

Ω
5
= [

X I
I Y] ,

Q
𝑐
= CQ−1C𝑇,

𝑑
𝑖
= 𝑑
𝑐
+ 𝑖, 𝑖 = 1, . . . , 𝜏 − 𝜏,
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𝜏
𝑖
= − 𝜏 − 1 + 𝑖, 𝑖 = 1, . . . , 𝜏,

R
𝑐
= CR−1C𝑇,

Y
𝑖
= y
𝑘−𝑖+1|𝑘−𝑖+1

− y
𝑘−𝑖|𝑘−𝑖

, 𝑖 = 1, . . . , 𝜏,

Θ
1
= [y𝑇
𝑘|𝑘

x̂𝑇
𝑘|𝑘
]

𝑇

,

Θ
2
= [y𝑇
𝑘−1|𝑘−1

⋅ ⋅ ⋅ y𝑇
𝑘−𝜏|𝑘−𝜏

]

𝑇

,

Θ
3
= [y𝑇
𝑘−𝜏−1|𝑘−𝜏−1

⋅ ⋅ ⋅ y𝑇
𝑘−𝜏|𝑘−𝜏

]

𝑇

,

Θ
4
= [Y𝑇
1

⋅ ⋅ ⋅ Y𝑇
𝜏
]

𝑇

,

Ξ
1
=[

X−L −Y−1 + L
−Y−1 + L Y−1 − L ] ,

Ξ
2
=[

XA XA +
̂A

A A + B̂C] ,

Ξ
3
= [A−I A − I + BĈ] ,

Ξ
4
= [E
1

E
1
+ E
2

̂C] ,

Ξ
5
=[

0 Ĉ
0 𝛼H

2
Ĉ] ,

Ξ
6
=[C𝑇B̂𝑇 0]

𝑇

,

Ξ
7
= [X I]𝑇,

Ξ
8
= [D𝑇X D𝑇] ,

Ξ
9
= diag {S−1

2
, 𝜆
−1I} ,

M
2
= [M𝑇
1
−M
0
M𝑇
1
−M
0
] ,

M
3
= [M
0
M
0
] ,

L = − 𝑑
𝑐
Q + S

1
+M
0
+M𝑇
0
+ 𝜆𝛼
2H𝑇
1
H
1
.

(34)

Proof. First, partition P and its inverse as

P = [

X M
M𝑇 Z] , P−1 = [ Y N

N𝑇 W] , (35)

where X > 0 and Y > 0 ∈ Rn×n. Note the identity P−1P = I
gives

MN𝑇 = I − XY. (36)

Define

U
1
= [

X I
M𝑇 0] , U

2
= [

I I
0 N𝑇Y−1] . (37)

Then,

P−1U
1
diag {I,Y−1} = U

2
, U𝑇

1
P−1U
1
= Ω
5
. (38)

Define the new controller variables as

Â = B̂C + XBĈ +MA
𝑐
N𝑇Y−1,

̂B = MB
𝑐
,

̂C = C
𝑐
N𝑇Y−1.

(39)

Therefore, given X > 0, Y > 0, and invertible matrices M
andN, the controller matricesA

𝑐
, B
𝑐
, andC

𝑐
can be uniquely

determined by Â, B̂, and Ĉ.
Pre- and postmultiply (10) by diag{U𝑇

2
, I,U𝑇
1
, I, I, I, I, I}

and by diag{U
2
, I,U
1
, I, I, I, I, I}, respectively, set U𝑇

2
M
𝑎
U
2
=

Ξ
1
, M𝑇
𝑏
U
2
= M
2
, U𝑇
1
AU
2
= Ξ
2
, A
𝑓
U
2
= Ξ
3
, ̃M
0
U
2
= M
3
,

EU
2
= Ξ
4
, U𝑇
1
A
𝑑
= Ξ
6
, and D𝑇U

1
= Ξ
8
, and consider the

change of controller variables (39) and Schur complement,
and then (32) can be obtained.

By Theorem 3, the original min-max problem (6) can
be redefined as the following optimization problem that
minimizes an upper bound 𝛾(𝑘) > 0 on the worst value of
the original cost function 𝐽(𝑘):

Minimize 𝛾 (𝑘)

subject to max
[A(𝑘+𝑖),B(𝑘+𝑖)],𝑖≥0

𝐽 (𝑘) ≤ 𝑉 (x
𝑘|𝑘
) ≤ 𝛾 (𝑘) .

(40)

By Schur complement, 𝑉(x
𝑘|𝑘
) ≤ 𝛾(𝑘) is equivalent to the

following matrix inequality:

[

[

[

[

[

[

−𝛾 (𝑘) I ∗ ∗ ∗ ∗

x
𝑘|𝑘

−P−1 ∗ ∗ ∗

Θ̃
2

0 Ω̃
2
∗ ∗

Θ̃
3

0 0 Ω̃
3
∗

Θ̃
4

0 0 0 Ω̃
4

]

]

]

]

]

]

≤ 0, (41)

where

Θ̃
2
= [x𝑇
𝑘−1|𝑘−1

, . . . , x𝑇
𝑘−𝜏|𝑘−𝜏

]

𝑇

,

Θ̃
3
= [x𝑇
𝑘−𝜏−1|𝑘−𝜏−1

, . . . , x𝑇
𝑘−𝜏|𝑘−𝜏

]

𝑇

,

Θ̃
4
= [𝑧
𝑇

1
, . . . , 𝑧

𝑇

𝜏
]

𝑇

,

z
𝑖
= x
𝑘+1−𝑖|𝑘+1−𝑖

− x
𝑘−𝑖|𝑘−𝑖

, 𝑖 = 1, . . . , 𝜏,

Ω̃
2
= diag {𝑑−1

𝑐
Q−1, . . . , 𝑑−1

𝑐
Q−1}

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝜏

,

Ω̃
3
= diag {𝑑−1

1
Q−1, . . . , 𝑑−1

𝜏−𝜏
Q−1} ,

Ω̃
4
= diag {𝜏−1

1
R−1, . . . , 𝜏−1

𝜏
R−1} .

(42)

Define K
2
= diag{I, [C I],C, . . . ,C} and pre- and postmul-

tiply (41) by K
2
and K𝑇

2
, respectively, and it follows from (35)

and y
𝑘|𝑘
= Cx
𝑘|𝑘

that inequality (41) is equivalent to inequality
(31). This completes the proof.

Remark 5. Theorem 4 presents an optimization problem
to construct the desired output feedback model predictive
controllers. Note that the conditions in Theorem 4 are no
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more LMI conditions due to the terms Y, Y−1, Q, Q−1, R,
and R−1. As a result, we cannot find a minimum guaranteed
cost by using convex optimization algorithms. However, by
using a complementarity idea [18], we can cast the original
nonconvex optimization problem to a nonlinear minimiza-
tion problem involving LMI constraints and, by applying a
related iterative algorithm, some suboptimal guaranteed costs
can be obtained.

Replace the terms Y−1, Q−1, R−1, and 𝜀−1 in Λ
1
, Λ
2

by Y, Q, R, and 𝜀, respectively, and denote the obtained
matrices by Λ

1
, Λ
2
, respectively. Let the cost bound 𝛾(𝑘) be

lower than some specific value 𝐽∗(𝑘), and then the nonlinear
minimization problem involving LMI constraints can be
formulated as follows:

minimize Trace (YY +QQ + RR) ,

subject to Λ
1
≤ 0, Λ

2
> 0, 𝛾 (𝑘) ≤ 𝐽

∗

(𝑘) ,

[

Y I
I Y] ≥ 0, [

Q I
I Q] ≥ 0, [

R I
I R] ≥ 0.

(43)

If the minimum of the above nonlinear minimization prob-
lem is 3, that is, Trace (YG + QU +

̃RR) = 3, we can
say from Theorem 4 that the closed-loop system (4) is
asymptotically stable with guaranteed cost 𝛾(𝑘). We propose
an iterative algorithm shown in the following paragraph to
solve the above nonlinear minimization problem. Since it is
numerically very difficult in practice to obtain the optimal
solution such that Trace (YG +QU + ̃RR) is exactly equal to
3, we use (31) and (32) as a stopping criterion in the iterative
algorithm, and, thus, only some suboptimal guaranteed costs
can be obtained within a specified number of iterations.

Now, we summarize the proposed robust networked
predictive control algorithm as follows (Figure 1).

(1) Delay Evaluation. Assuming that all clocks of the
nodes in the NCS are synchronized and the message is time
stamped, the delay 𝜏𝑠𝑐 can be obtained easily. In general, the
network-induced delays are time varying, but the approx-
imate probability distributions are similar. Hence, we can
evaluate 𝜏𝑠𝑎

𝑘
as follows:

𝜏
𝑠𝑎

𝑘
= 𝜏
𝑠𝑐

𝑘
+ 𝜏
𝑐𝑎

𝑘
= 𝑡
𝑐

𝑘
− 𝑡
𝑠

𝑘
+

1

𝜌

𝜌−1

∑

𝑙=0

(𝑡
𝑐

𝑘−𝑙
− 𝑡
𝑠

𝑘−𝑙
) , (44)

where 𝑡𝑐
𝑘
is the timewhen controller receives the data, 𝑡𝑠

𝑘
is the

time when the sensor samples the data, and 𝜌 is the length of
the delay window. If the delay 𝜏𝑠𝑎

𝑘
is longer than one sampling

period ℎ, then it can be divided into two parts 𝜏𝑠𝑎
𝑘
= (𝜏(𝑘) −

1)ℎ + 𝜏
𝑘
, where 𝜏(𝑘) is an integer and 0 < 𝜏

𝑘
≤ ℎ.

Remark 6. The main objective of the proposed networked
predictive control algorithm is to provide the control strategy
to compensate the time-varying delays in the case that
𝜏
𝑠𝑎

𝑘
can be estimated and the effectiveness of the proposed

control strategy depends on the exactness of the estimate
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Figure 1: A robust networked predictive control system.

for 𝜏𝑠𝑎
𝑘
; that is, the more exact the estimate for 𝜏𝑠𝑎

𝑘
is,

the more effective the proposed MPC algorithm will be.
In this paper, a commonly used delay evaluation method
is adopted just for reference, and, fortunately, a number
of advanced delay evaluation methods have now been pre-
sented; see, for example, the master-slave clock synchro-
nization technology [22], the Markov or Poisson process
based evaluationmethod [23], and the virtual-queuing-based
evaluation method [24]. Some better results can be obtained
by applying these newly developed techniques. Using the
proposed robust networked predictive control algorithm, the
effect of the transmission lag of themanipulated variables can
still be eliminated to some extent in the case that 𝜏𝑠𝑎

𝑘
cannot

be exactly estimated.

(2) The Iterative Algorithm. At time step 𝑘, the nonlinear
minimization problem is solved by using the iterative algo-
rithm shown as follows to get a set of solutions ̂A, ̂B, ̂C, X, Y,
Q, R, and so forth and a suboptimal guaranteed cost 𝛾(𝑘):

(a) choose a sufficiently large initial value of 𝐽∗(𝑘) such
that LMIs in (43) are feasible;

(b) find feasible solutionsX,Y,Y,Q,Q,R,R, ̂A, ̂B,̂C,M
0
,

M
1
, and 𝜀 to the LMI system in (43). Set 𝑖 = 0;

(c) solve the optimization problem for the variables Y, Y,
Q,Q, R, and R;

minimize Trace (YiY + YiY + RiR + RiR +QiQ +QiQ)

subject to (43) ;

(45)

(d) if conditions (31) and (32) are both satisfied within a
specified number of iterations 𝛽, set 𝐽∗(𝑘) = 𝐽∗(𝑘) −
Δ𝐽
∗

(𝑘) and return to step (b). Otherwise, if condition
(31) or (32) is not satisfied, set 𝑖 = 𝑖 + 1, Y

𝑖+1
= Y,

Y
𝑖+1
= Y,Q

𝑖+1
= Q,Q

𝑖+1
= Q,R

𝑖+1
= R, andR

𝑖+1
= R

and go to step (c). If there is no feasible solution to (31)
or (32) when 𝑖 has increased to 𝛽, then exit.

Remark 7. The CCL procedure is executed at each iterative
step, so it will take some time to run the above algorithm.
However, If a set of solutions ̂A, ̂B, ̂C, X, Y, Q, and R are
obtained by using the iterative algorithm at the time step 𝑘,
then, at the next time step 𝑘 + 1, we can skip step (b) and
use the solutions at the time step 𝑘 to do step (c) directly.
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By adopting the above procedures, the iterative algorithm
with a faster converging rate can be obtained. Besides, the
controller computational delays are trivial as compared with
the network communication delays. Therefore, the proposed
networked predictive control algorithm can be applied in an
on-line fashion.

(3) Calculation of the Controller Matrices. Using the
solutions obtained in step (2), the controller matrices A

𝑐
, B
𝑐
,

and C
𝑐
can be uniquely determined as follows:

A
𝑐
= M−1 (Â − XA − B̂C − XBĈ)YN−𝑇,

B
𝑐
= M−1B̂, C

𝑐
= ĈYN−𝑇,

Y = Y−1, M = (I − XY)N−𝑇.

(46)

(4) Multistep Prediction and Delay Compensation. The
timing diagram of the NCS with network-induced delays
is shown in Figure 3; it can be seen from Figure 3 that
when the manipulated variable u(𝑘) arrives at the actuator,
the plant output has in fact changed from y(𝑘) to y(𝑘 +
𝜏
𝑠𝑎

𝑘
/ℎ) during data transmission in network. This situation

can be viewed as the logging of the manipulated variable,
which degrades the system performance and even causes the
instability of the feedback control loop. The transmission lag
of manipulated variable can be compensated through the
method of multistep prediction. Firstly, since the old data
𝑦(𝑘 + 𝑖 − 𝜏(𝑘)), 𝑖 = 0, . . . , 𝜏(𝑘) can be obtained at the instant
𝑘 + 𝑖, the predicted value of the state of the output feedback
controller x̂

𝑘+𝑖+1|𝑘
= A
𝑐
x̂
𝑘+𝑖|𝑘

+B
𝑐
y
𝑘+𝑖−𝜏(𝑘)

, 𝑖 = 0, . . . , 𝜏(𝑘), and
the predicted control inputs u

𝑘+𝑖|𝑘
= C
𝑐
𝑥
𝑘+𝑖|𝑘

, 𝑖 = 0, . . . , 1 +
𝜏(𝑘), can be calculated based on theMPC strategies.Then, we
use the linear interpolation to calculate the predicted control
inputs u

𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

, which is shown in Figure 2. Thus, u
𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

can be obtained as follows:

u
𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

= u
𝑘+𝜏(𝑘)−1|𝑘

+ (u
𝑘+𝜏(𝑘)|𝑘

− u
𝑘+𝜏(𝑘)−1|𝑘

) ∗ (1 +

𝜏
𝑠𝑎

𝑘

ℎ

− 𝜏 (𝑘)) .

(47)

Therefore, the actual plant input at time step 𝑘 is u(𝑘) =
u
𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

.

Remark 8. Bymultistep prediction, we can obtain the control
input u

𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

, and it can be seen from Figure 3 that when
the newmanipulated variable u

𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

arrives at the actuator,
the plant output reaches y(𝑘 + 𝜏𝑠𝑎

𝑘
/ℎ) at the same time, so the

effect of the transmission lag of the manipulated variable is
eliminated and NCS can be controlled in time and effectively.

Remark 9. By using the multistep prediction and the linear
interpolation method, the future control sequence can be
obtained. It is assumed that a buffer is introduced at the
actuator to store the future control sequenceΠ

𝑘
= {𝑢
𝑘+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘

,
𝑢
𝑘+1+𝜏

𝑠𝑎

𝑘
/ℎ|𝑘
, . . . , 𝑢

𝑘+𝜔+𝜏
𝑠𝑎

𝑘
/ℎ|𝑘
}, where the buffer size 𝜔 is set

to be longer than the worst-case delay. It should be noted

k|k

(𝜏(k) − 1)h h
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Figure 2: The timing diagram for multistep prediction.
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Figure 3:The timing diagram for sensors, controllers, and actuators
in NCS.

that, with the multistep prediction and the actuator buffering
method, we can treat the event of out-of-order data as well
as the event of vacant sampling or packet losses. This is
because, at a particular time instant, older data that arrive
at the controller are used to replace data histories for use in
prediction. On the other hand, older data that arrive at the
actuator will be discarded if newer data are available. In the
case that there is a packet loss, the corresponding control
variables in the obtained future control sequence can also be
chosen and implemented to eliminate the packet-loss effects.
This is true as long as the sequential occurrences of out-of-
order data, vacant sampling, or packet losses are within the
worst-case delay.

(5) At the next time step, repeat steps (1)–(4) based on the
measured output y(𝑘) and the value x̂(𝑘 + 1) of the controller
state.

Remark 10. In the receding horizon framework, only the first
computed control move u

𝑘|𝑘
is implemented. At time step

𝑘+1, the optimization is solved againwith newmeasurements
from the plant. The purpose of taking measurements at each
time step is to compensate for the unmeasured disturbances
and model uncertainty. This is the main feature of the
receding horizon control. Following a similar line as the proof
of Lemma 6 in [25], we can conclude that the proposed
networked predictive control algorithm is solvable at all time
steps 𝑘 > 0 if (30) is solvable at time step 𝑘 = 0.
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4. Illustrative Examples

In this section, an example is given to illustrate the effec-
tiveness of the proposed robust networked model predictive
controllers.

Example 11. Consider the uncertain nonlinear system (1)with
the following system matrices:

A = [ −0.3 0.53

−0.28 0.4
] , B = [0.25

1.4
] ,

C = [1 −1

0 0.5
] , D = [

0.2

0.12
] ,

H
1
= diag {1, 1} , E

1
= [0.3 −0.1] ,

E
2
= 0.7, F (𝑘) = sin (𝑘) ,

f = x (𝑘) sin u (𝑘) , 𝜇 = 1,

𝛼 = 0.5, H
2
= 1.

(48)

And the initial condition x̂(−𝑖) = [2 1]
𝑇, y(−𝑖) = [1 0.5]

𝑇,
for 𝑖 = 0, 1, . . . , 𝜏. The sampling time setup is chosen as
ℎ = 20ms. We choose S

1
= diag{0.5, 0.5}, S

2
= 1 in the cost

function 𝐽(𝑘) defined in (4). Simulations are performed for
the various values of 𝜏(𝑘) from 2 to 4.

We apply the proposed robust output feedback MPC
algorithm to stabilize the NCS, and the simulation results are
shown in Figures 4–7; Figure 4 shows the output trajectories
of the NCS. Figure 5 shows the control signals. The time-
varying delays are shown in Figure 6. The values of 𝛾(𝑘) at
each time step are shown in Figure 7. The figures illustrate
that the designed control inputs lead to the stability of the
NCS and guarantee an on-line suboptimal receding horizon
guaranteed cost at each time step. Therefore, our method is
effective.
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5. Conclusion

In this paper, we present a robust output feedback MPC
method for the uncertain nonlinear discrete-time systems
with time-varying network communication delays. The side-
effect of the transmission lag of the manipulated variables is
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eliminated by using the method of delay evaluation and mul-
tistep prediction. By using the MPC strategies and the LMI
techniques, a delay-dependent sufficient condition is derived
for the existence of the dynamic output feedback controllers,
and an on-line optimization algorithm is also presented to
construct the desired controllers with a suboptimal guaran-
teed cost at each time step. Besides, it is not necessary to tune
any parameter in the optimization algorithm. Therefore, it is
quite suitable for practical applications.
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Smart homes (SHs) are crucial parts for demand response management (DRM) of smart grid (SG). The aim of SHs based demand
response (DR) is to provide a flexible two-way energy feedback whilst (or shortly after) the consumption occurs. It can potentially
persuade end-users to achieve energy saving and cooperate with the electricity producer or supplier to maintain balance between
the electricity supply and demand through themethod of peak shaving and valley filling. However, existing solutions are challenged
by the lack of consideration between the wide application of fiber power cable to the home (FPCTTH) and related users’ behaviors.
Based on the new network infrastructure, the design and development of smart DR systems based on SHs are related with not only
functionalities as security, convenience, and comfort, but also energy savings. A new multirouting protocol based on Kruskal’s
algorithm is designed for the reliability and safety of the SHs distribution network. The benefits of FPCTTH-based SHs are
summarized at the end of the paper.

1. Introduction

The whole world including American, European, Chinese,
Indian, and other major economics starts to pay more
attention to DRM and implement strict policies in order to
achieve energy saving and CO

2
reductions [1–4]. The pursuit

of low-carbon economic and energy efficiency has strongly
motivated the development of SG and energy management
technologies [5, 6]. DR-based energy management which is
able to improve energy efficiency and manageability of cur-
rent power network is a crucial research topic of SGs. On the
terminal user side, DR-based energy management systems,
which are usually integratedwith SHs systems, play an impor-
tant role in the control and optimization of domestic energy
consumption and enable increasing consumer participation
[7–9]. Meanwhile, the energy network on SHs has received
extensive attentions due to its flexible integration into people’s
daily lives, which could trigger significant commercial value
to develop smart applications and corresponding services
for ubiquitous homes [10]. These systems offer the end-
users detailed information about their energy consumption
patterns, which could potentially persuade them to adopt
more energy efficient behaviors.

Formany years, StateGridCorporation ofChina has been
prompting the “strong smart grid” development strategy,
whose main content is to build a modern power grid with
ultrahigh voltage power transmission as the backbone, and
the coordinated development of power grid at all levels,
such as the features of information technology, automation,
and interactions. In China, FPCTTH technologies are being
widely used in the constructions of SG. The adoption of
optical fibers provides strong communications capacities for
the power cables. Apart from transmitting the control signals
for the SG control, Power cables can also provide services for
internet, telephones, and television to realize the “quadruple
play.”This paper concentrates on the issues with respect to the
design and implementation of SHs based on FPCTTH, which
are the key element for the DR of SG.

The ubiquitous SHs networks have gradually evolved into
complex systems to deal with various tasks, such as security,
environment control, health, and also energy management.
To achieve the energy saving targets, the establishment of
efficient two-way information exchanges between end-users
and power utility is utterly important. In the near future,
SHs will be expanded into large networks, called smart
communities or smart cities, which provide potentially larger
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scale energy savings and other relevant power management
services. However, without reliable information exchange
channels, the smart appliances are not able to implement
effective energy saving strategies regarding the official energy
policies on SG, which could negatively affect the implemen-
tation of DR policies.

As a part of SG, SHs systems with the characters and
functions of DRM have gained great attention from the State
GridCorporation ofChina. It has fundedmultiple projects on
large-scale domestic FPCTTH energy monitoring, response
and management. With adequate information provided for
the users, rational analysis and feedback based on their
energy costs can be made to persuade them to change
behaviors towardsmore environmentally friendly and energy
efficient patterns.

All the discussions in this paper are based on the
FPCTTH with tree topology which have more than enough
bandwidth capacities to offer various services, such as
domestic energy monitoring, response, and management. In
Section 2, some related works, such as the role of SHs in the
DR programs and the optimization of energy networks, are
introduced. The system architecture and relative technical
issues on its implementation are discussed in Section 3. In
Section 4, the details about how SHs based on FPCTTH play
a more active role to offer relevant benefits to end-users are
explained before the conclusions are made in Section 5.

2. Role of SHs in DRM

DRM employs the flexible control in reducing the electricity
consumption and peak loads to seek a balance between
supply and demand of electrical energy [11]. It can achieve
better utilization of the available energy and more stable
and effective operation of power industry. DR involves all
conscious modifications of electricity usage patterns by end-
users that are intended to change electricity time, instanta-
neous demand level, or total electricity consumption [12].
End-users are able to actively take part in the power market
management via adjusting their power consumption patterns
rather than passively receiving fixed electricity prices, which
gives benefits to both the power utilities and end-users.

At present, the researches mainly focus on how to put
forward the concrete programs on DR from the point of
view of power generation business or management [13].
They mainly address the incentive-based programs such as
direct control and market based demand bidding. However,
how to actually implement these programs is not their
primary consideration. With the fast development of SHs
and FPCTTH, end-users are able to exchange information
with their power producers through the information service
platform. Through the reliable communication channels
provided by the fiber power cables, DR policies can be easily
implemented. As shown in Figure 1, the fiber power cables,
which transmit both electricity and information, are able
to form a closed loop between end-users and power grid
enterprise.

The conventional methods to achieve DRM are price-
based measures and incentive-based measures [10]. Price-
based measures are based on dynamic pricing rates which
fluctuate following the real-time costs of electricity. The final
purpose is to keep the demand curve smooth by imposing
high prices during peak periods and low prices during valley
periods. The basic type of price-based programs is the time
of use rates, which are the rates of electricity price per unit
consumption that varies in different blocks of time. The
rate design attempts to reflect the average cost of electricity
during different periods [14]. During contingencies, critical
peak pricing rates with a prespecified even higher price are
imposed to the users [15, 16].

Incentive-based measures are composed of direct load
control measures, interruptible/curtailable load measures,
emergency DR measures, and so forth. End-users who agree
to cooperate with DRM are rewarded with credits according
to the amount of load reduction during critical conditions.
However, as the price, power utilities may seek some kinds of
direct control on the users electrical consumption. For exam-
ple, in case of contingencies, they may require the authorities
to shut down participants’ non-time-critical equipment such
as air conditioners or water heaters remotely [5].

In order to implement these measures, SHs systems are
becoming the bridge between DRM and SG, since SHs sys-
tems are able to simultaneously and effectively communicate
between the energy services and households. To achieve
domestic energy saving, energymonitoring technologies that
provide real-time feedback on energy consumption (e.g., time
of use or real-time pricing) are being deployed worldwide.
It can potentially reduce the energy usage by up to 15% [3].
Some well-known companies, including ABB, Honeywell,
and Siemens, begin to focus on the energy management
for smart electricity consumption. The analysis of electric
energy data [17] gives the end-users the detailed information
about the consumption. However, these studies are lacking
the participation from the power industries. Although the
domestic Haier’s U-Home solutions have been put into
application in several residential real estates [18], they are
trying to derive information interpretability in the device
layer of customers home. However, it requires dedicated
communication link and home appliances and is subject to
the operators’ support of communications network [5, 19].

Although [20, 21] realize the intelligent management
for the refrigerator and water heater, their DR systems are
isolated from the latest SG development, without building
AMI mesh networks [22] and popularizing the technology
to the SHs. Power line communication has been used to
transmit related data for SHs [23]; however, these wired
systems have limitations on scalability and resiliency and are
also lacking comprehensive security notion that satisfies the
needs for security-critical SHs services. On the contrary, the
implementation of ZigBee-based communication provides
significant advantages comparingwith conventional commu-
nication technologies [24], such as rapid deployment, low
cost, flexibility, and aggregated intelligence through parallel
processing. In [25, 26], the implementation of ZigBee-based
communication in the demand side of SG is introduced.



Mathematical Problems in Engineering 3

Substation

Power plants Electric power

Electric power
dispatching and

management center

optical fiber

Substation

University

University

Government

Substation

Substation

Smart
community

Industrial park
Optical splitter

Optical services
router

Optical services
router

Smart homes

Figure 1: System architecture of the FPCTTH-based SG.

In [22, 27], SG network security issues in a wide forecasting
volume and advanced measurement systems are discussed.

3. SHs System Architecture

SHs are able to potentially achieve energy savings and
other energy-related services as long as effective two-way
information exchange bridges between the world of energy
service and the household world can be implemented. Due
to the high communication capacity, FPCTTH can easily
provide synchronous transmission of energy and massive
information.

3.1. Overall Structure. The SHs network architecture pro-
posed in the paper is as shown in Figure 2. This system
is designed to coordinate and control the smart household
appliances via “quadruple mode” based on FPCTTH with
tree topology.The combination of distributed and centralized
monitoring is carried out in the whole network architecture.
In order to get the energymonitoring, demand side response,
and management for SHs, the distributed monitoring mode
is used not only to collect and analyze data with the help from
higher layers or other distributed systems, but also to take

the necessary decisions according to the calculation of local
control, without any interventions from the control center.
This system has a hierarchical network architecture as shown
in Figure 2.

3.2. In-Home Control. The main element of in-home archi-
tectures is a ARM based smart terminal which is connected
with all the indoor appliances, sensors, and actuators. A
human-machine interface is provided for the users tomanage
all the home devices.

Figure 2 gives an overview of the proposed SHs system
in the environment of smart community. The system is able
to control various in-home appliances such as lamps, air
conditioners, curtains, electric water heaters, and TVs. It can
also be accessed using various internet terminals such as PC,
tablets, and smart phones. Lots of sensors are deployed to
measure the electricity consumption, indoor environment,
security alarm, and so forth.

Further information about the detailed design and imple-
mentation of the FPCTTH-based SHs can be found in
the early work [28]. The implementation in the laboratory
environment is shown in Figure 3, where various compo-
nents such as sensors and smart appliances are deployed.
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Figure 2: System architecture of the SHs.

They communicate with the indoor smart terminal via
2.5 GHz ZigBee transmitter in real time. The electricity
consumption data such as power consumption, transient
power, electricity consumption fare during on-peak periods
and off-peak periods, andmaximum current/power value are
collected every ten seconds. These data can be exchanged
between the power utilities and end-users through the
FPCTTH-based communication channels.

3.3. System Network. The solution presented in this paper
selects optical fiber composite low-voltage cable and ZigBee
as primary communication technologies, also proposes an
IP-based communication protocol between the indoor home
smart terminals and the control center.

As the fiber power cable has big communication capacity,
apart from transmitting power, it can also provide services
for internet, telephone, and television to form the so-called
“quadruple play technology” as shown in Figure 4. Using the
“quadruple play technology”, the internet, telephone, and
television signals are transmitted through the fiber power
cable. As it provides full solutions covering both power and
communication services for end-users, theoretically other
cabling towards the household is no longer necessary.

The proposed system supports the access from various
smart terminals, such as PC, smart phones, and tablets. In
the system network, there are in-home smart sensors, actua-
tors, and controllers which support multiple communication
technologies such as Ethernet, WiFi, and ZigBee. Ethernet
acts as a bridge between Internet and smart terminals,so that
the system can provide HTML web page browsing services.
End-users can check their current home environment using
the web browser anywhere, anytime. Since the wireless AP
is also connected to the system, end-users can access the
home HTTP server through laptops and PADs in the house.
Itinerant users can access those home services via mobile
devices.

In the homeLAN layer, the quadruple signals are decoded
into television signals, telephone signals, and Internet signals
by an optical network unit. Inside the house, smart terminals
are used to manage all of the household equipment, such
as security sensors, smart meters, and smart sockets. Smart
terminals communicate with the smart household devices via
ZigBee-based wireless communication.

The pervasive ZigBee technology is adopted for in-home
transmission of sensors/actuators due to very low battery
consumption and also offering specific profiles for both the
home automation and energy measurement. However, it can
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be a problem with tall buildings and with thick walls for
ZigBee information transmission. It can be overcome owing
to the inherent structure (mesh) of the wireless standard,
where intermediate sensors/actuators operate as repeaters.
Thus, it is necessary to create within each building an
infrastructure with a number of distributed sensors/actuators
in order to ensure proper connections and full coverage.

3.4. Multipath Routing Connection Protocol. In order to
ensure a proper connection and full coverage, proper rout-
ing protocols are designed to manage the distributed sen-
sors/actuators. Each sensor/actuator has multihop routing
protocol to automatically establish the wireless network
between smart nodes. Then, end-users or service-providers,
at the house location, can utilize the messages directly as long
as the same protocol is deployed for meter data transmission
and home automation services. Nevertheless, conventional
routing protocols are difficult to adapt with the characters of
dynamic topology variations like the proposed SHs system
like the proposed SHs system. Therefore, a new routing

protocol is designed based on Kruskal’s algorithm named
multipath routing connection protocol (MPRCP) for the
wireless networks on SHs. The formation of the network is
based on the MPRCP value by means of measuring from the
RF radio.

The specific operation mechanism is as follows. The
communication network of a SH can be modeled by a
digraph. The sensors/actuators are considered as the nodes
of the communication digraph. The complex weighted graph
is G(V,E,A) with node set V = {1, 2, . . . , 𝑛}, edge set E,
and symmetric edge weights A

𝑖𝑗
= A
𝑗𝑖
involving link costs

of time-delay, bandwidth, and traffic load for every branch
(𝑖, 𝑗) ∈ 𝜀. The state of a nodeV

𝑖𝑗
is defined as follows:

V
𝑖𝑗

= {

1, if there is the link from node 𝑖 to 𝑗 in solution,
0, otherwise.

(1)
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A matrix E = [E
𝑖𝑗
] is defined for the link connection

(or edge) as follows:

E
𝑖𝑗
= {

1, if there is the link from node 𝑖 to 𝑗
0, otherwise.

(2)

If there is no link from node 𝑖 to 𝑗, A
𝑖𝑗
is set to a very large

value so as to reject it from the routing path. 𝑃 is the source
node set, and 𝑄 is the destination node set. For multiple
destinations problem, define 𝑞 ∈ 𝑄 as the set of destinations
where 𝑞

𝑡
∈ V, 𝑡 = {1, . . . , 𝑛} ∈ T. When 𝑃 is nonempty

and 𝑛 is not yet spanning, we remove a node with minimum
energy from 𝑃. If that node connects two different networks,
then add it to the network, combining two networks into one
network; otherwise, reject that node.

If an undirected routing regarding multiple destinations
𝑞 is defined as follows [29]:

Path𝑝𝑞𝑡 = (𝑝, 𝛼, 𝛽, . . . , 𝑞
1
, . . . , 𝑞

2
, . . . , 𝑖, 𝑞

𝑡
) , (3)

that is to say, the routing is (𝑝 → 𝛼 → 𝛽 → ⋅ ⋅ ⋅ → 𝑞
1
→

⋅ ⋅ ⋅ → 𝑞
2
→ ⋅ ⋅ ⋅ → 𝑖 → 𝑞

𝑡
), then the total cost

[TotalCost]
𝑝𝑞
𝑡

of this issue is turned into [TotalCost]
𝑝𝑞
𝑡

=

A
𝑝𝛼
E
𝑝𝛼
+A
𝛼𝛽
E
𝛼𝛽
+ ⋅ ⋅ ⋅ +A

𝑖𝑝
𝑡

E
𝑖𝑝
𝑡

.
According to the above definitions, the problem of mul-

tiple destinations can describe the constrained combinatorial
optimization issue; the expressions are as follows:

Minimize
𝑛−1

∑

𝑖=0

𝑛−1

∑

𝑗=0

A
𝑖𝑗
E
𝑖𝑗
, (4)

for all (𝑝 → 𝑞
𝑡
)

Subject to (
𝑛−1

∑

𝑗=0

𝑗 ̸=𝑖

A
𝑖𝑗
−

𝑛−1

∑

𝑘=0

𝑘 ̸=𝑖

A
𝑘𝑖
) =

{
{

{
{

{

1, if 𝑖 = 𝑝,
−1, if 𝑖 = 𝑞

𝑡
,

0, otherwise.
(5)

At the termination of the algorithm, the network has only
one component and forms a minimum spanning network
of the graph. It is shown that Kruskal’s algorithm is run
0(𝑛 log 𝑛) times or equivalently 0(𝑛 log 𝑛) time, all with simple
data structures. These running times are equivalent [25].

With the proposed tree topologyMPRCP, each node only
needs to communicate with its neighboring nodes intermit-
tently to select the special node having the bestMPRCP value
even if their communication networks are local, while the
data packet is put forward to the sink node. Meanwhile, the
topology of routing path is dynamically adjusted because
every node continuously monitors the neighbor information
on the lists of MPRCP whenever exchanging information.
TheMACprotocol for sharedmedia access is introduced, and
the MPRCP value is provided by a special RF device with
narrow band.

3.5. Home Security. In this section, the security issues of
ZigBee-based wireless communication scheme for SHs are
studied. All the data collected from the smart homes are
related to the users daily lives. They could be of great privacy
and should not be tapped during the communication. The
completeness and precision of sensitive information must be
protected against possible malicious attacks.

In the proposed SHs system, encryption security gateways
are set up in the community layer to keep the sensitive
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Figure 5: Snapshots of the dashboard pages on incentive-based
demand response. Features are highlighted by red rectangles,
graduate price on current energy consumption of each appliance
using web technologies; (B) time of use (TOU) on current energy
consumption of each appliance using web technologies.

information secure. The whole data encryption process for
in-home security is divided into two stages: firstly, each
sensor/actuatormust be configured at the time of installation.
Using this initial knowledge, each sensor/actuator is able
to prove its identity and may dynamically join one or
more secure communication relationships at the time of
first running. Secondly, within such a secure relationship,
the sensor/actuator is able to exchange data through a
secured channel. Symmetric cryptographic algorithms are
used to realize the objectives of a secured channel. A typical
example could be the use of encryption algorithms like DES
to guarantee data confidentiality and a MAC algorithm to
guarantee data integrity.

4. Benefits of Smart Home

The SHs implement brings significant benefits to the elec-
tricity suppliers within a medium or short time. It supplies
a more prompt and accurate billing information for the
end-users and helps them to reduce the energy costs by
adopting more energy efficient and environmentally friendly
life styles. Nonetheless, a complete exploitation of DR in SG
advantages can only be achieved when efficient FPCTTH-
based communication channels between the energy services
department and the household are established. The end-
users also can enjoy lots of benefits as they have detailed
information and more control about their electricity usage.
Consider the following.

(1) From the aspect of consumption information and
energy saving awareness for end-users, the proposed
system lets end-users know their detailed consump-
tion. Therefore, they are encouraged to change their
behaviors to reduce the energy costs. Through the
web-based interface as shown in Figures 5 and 6, end-
users are able to intuitively see all kinds of home
appliances, power consumption information, and the
corresponding costs clearly.

(2) From the aspect of interactive services for DRM,
the purpose of incentive DR policies is to make full
use of mechanisms of the energy market and the
differentiation on energy rate during the day to save

Figure 6: Snapshots of electricity guidance using the third-party
web or app technologies. Features are highlighted by red rectangles,
including (A) navigation panel, (B) user info and network status,
(C) news, (D) appliance control, (E) energy savings compared to
historical usage and live energy usage, (F) monitoring alarms, (G)
indoor environment, (H) video surveillance, and (I) three-meter
information and history curve of current energy usage using web
technologies.

the consumption costs for end-users. End-users are
able to take these actions, such as the reduction of
the power supply based on the information from the
management platform (as shown in Figure 5) and
the choice of usage hours at low price, to achieve
energy saving. When end-users can easily see their
consumption information, they would voluntarily
perform relevant policies. Figure 6 shows incentive-
based DR options including remote control of cus-
tomer’s electrical equipment for a short notice or the
end-users reducing load during system contingencies
in return for rate discounts.

5. Conclusion

In this paper, a novel DRM based on SHs and FPCTTH
system has been introduced. The use of FPCTTH pro-
vides reliable communication channels for the interaction
between electricity suppliers and end-users.The advantage of
FPCTTH is that there is a considerable reduction of cabling
and it can be achieved through a simple extension for the
low-voltage lines of the previously installed network.The SHs
system proposed in this paper has been implemented in the
laboratories of State Grid Technology College in China. It
is able to create an interactive environment for end-users
to actually understand how the electricity is consumed and
what is the real-time costs. With all the information which
can be accessed through a web-based interface, the users
can be encouraged to adjust their behaviors and consume
less energy. ZigBee technologies are also used for the com-
munications between the indoor smart terminal and various
household smart appliances. In order to keep the radiabilities
of the ZigBee communication for the SHs system, a new
MPRCP based on Kruskal’s algorithm is introduced in the
paper.
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Networked control system is a research area where the theory is behind practice. Closing the feedback loop through shared network
induces time delay and some of the data could be lost. So the network induced time delay and data loss are inevitable in networked
control Systems.The time delay may degrade the performance of control systems or even worse lead to system instability. Once the
structure of a networked control system is confirmed, it is essential to identify the maximum time delay allowed for maintaining
the system stability which, in turn, is also associated with the process of controller design. Some studies reported methods for
estimating the maximum time delay allowed for maintaining system stability; however, most of the reported methods are normally
overcomplicated for practical applications. A method based on the finite difference approximation is proposed in this paper for
estimating the maximum time delay tolerance, which has a simple structure and is easy to apply.

1. Introduction

The key feature of networked control systems (NCSs) is that
the information is exchanged through a network among
control system components. So the network induced time
delay is inevitable in NCSs. The time delay, either constant
(up to jitter) or random, may degrade the performance of
control systems and even destabilize the systems. NCSs can
be defined as a control system where the control loop is
closed through a real-time communication network [1]. The
term networked control systems first appeared in Walsh’s
article in 1999 [2]. A typical organization of an NCS is shown
in Figure 1. The reference input, plant output, and control
input are exchanged through a real-time communication
network. The main advantages of NCSs are modularity,
simplified wiring, low cost, reduced weight, decentralization
of control, integrated diagnosis, simple installation, quick
and easy maintenance [3], and flexible expandability (easy
to add/remove sensors, actuators, or controllers with low
cost). NCSs are able to easily fuse global information to
make intelligent decisions over large physical spaces which
is important for many engineering systems such as the power
system.

As the control loop is closed through a communication
network the time delay and data dropout are unavoidable.
Therefore networked control system can be regarded as a
special case time delay system and many authors applied
the time delay theorems to study NCSs [4]. Time delay, no
doubt, increases complexity in analysis and design of NCSs.
Conventional control theories built on a number of standing
assumptions including synchronized control and nondelayed
sensing and actuationmust be reevaluated before they can be
applied for NCSs [5].

The main goal of the most recent work is to reduce
the conservativeness of the maximum time delay by using
Lyapunov-Krasovskii functional with improved algorithms
for solving the linear matrix inequalities (LMIs) set but
with the expense of increasing complexity and computation
time. Analytical and graphical methods have been studied
in the literature (see, e.g., [6]). The stability criteria for
NCSs based on Lyapunov-Krasovskii functional approach
have been reported in [7–9]. In [7], a Lyapunov-Krasovskii
function is used to derive a set of LMIs and the stability
problem is generalized to a feasibility problem for the LMIs
set. Inmany of the previously reportedworks, the controller is
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PlantActuator Sensor

Controller

Network

Figure 1: A typical networked control system.

designed in the absence of the time delay. In [10], an improved
Lyapunov-Krasovskii function is used with triple integral
terms.The LMImethods require the closed-loop system to be
Hurwitz [8, 11, 12]. In [13], a modified cone complementary
linearization algorithm based on the Lyapunov-Krasovskii
approach is implemented. And the method reported in [14]
is claimed to be less conservative and the computational
complexity is reduced.

The authors in [15] derived an LMI-based method in
the frequency domain, and then the LMI is transformed
onto an equivalent nonfrequency domain LMI by applying
Kalman-Yakubovich-Popov lemma. It has been reported in
[16] that the ordinary Lyapunov stability analysis is linked by
a suggested variable to state vectors through convolution and
the stability analysis is simplified to only require solving a
nonlinear algebraic matrix equation.

In [11], the hybrid system technique is used to derive a
stability region. An upper bound is derived for time delay in
an inequality form and the results are rather conservative.The
hybrid system stability analysis technique has also been used
in [17]. A simple analytical relation is derived between the
sampling period, the time delay, and the controller gains.The
same approach is used in [18] withmore conservative stability
region results.Themodel-based approach for deriving neces-
sary and sufficient conditions for stability is presented in [19].
The stability criteria are derived in terms of the update time
and the parameters of the model. The model-based approach
is then extended to multiunits NCS in [20]. The optimal
stochastic control was studied in [21] with a discrete-time
system model where the random time delays are modeled
using Markov chains and the controller uses the knowledge
of the past state time delays by time stamping.

Most of the previously developed approaches require
excessive load of computations, and also, for higher order
systems, the load of computations will increase dramatically.
In practice, engineers may find it difficult to apply those
available methods in control system design because of the
complexity of the methods and lack of guideline in linking
between the design parameters and the system performance.
Almost all the design procedures highly depend on the
postdesign simulation to determine the design parameters.
So there is a demand for a simple design approach with
clear guidance for practical applications. In this paper, a new
stability analysis and control design method is proposed,
in which the design approach is simple and a clear design
procedure is given.

The paper starts from the mathematical model of NCS
and then the proposed method for estimating the maximum
allowable delay bound is briefly described.A few examples are
illustrated and the results are compared with those previously
published in the literature. The cart and inverted pendulum
problem is used to study the effect of the parameters on the
maximum allowable delay bound.

2. Mathematical Analysis

Although the issues involved with time delays in control
systems have been studied for a long time, it is difficult
to find a method simple enough to be accepted by control
system design engineers. It is found that the most previously
reported methods rely on LMI techniques and they are
generally too complicated for practical engineers to use
and also involve heavy load of numerical calculations and
computing time.Thepaper proposes a newmethodwhich has
a simple structure and is used for estimating the maximum
time delay allowed while the system stability can still be
maintained. In most control systems the sampling time is
preferred to be small [22]. The maximum allowable delay
bound (MADB) can be defined as the maximum sampling
period that guarantees the stability even with poor system
performance. A continuous time-invariant linear system is
shown in Figure 2 and given by

̇x (𝑡) = Ax (𝑡) + Bu (𝑡) ,

y (𝑡) = Cx (𝑡) +Du (𝑡) ,

(1)

where x(𝑡) ∈ R𝑛 is the system state vector, u(𝑡) ∈ R𝑚 is the
system control input, y(𝑡) ∈ R𝑝 is the system output, and
A ∈ R𝑛×𝑛, B ∈ R𝑛×𝑚, C ∈ R𝑝×𝑛, andD ∈ R𝑝×𝑚 are constant
matrices with appropriate sizes.

Suppose that the control signals are connected to the
control plant through a kind of network, so the time delay
is inevitable to be involved in the feedback loop. The state
feedback is therefore can be written as

u (𝑡) = Kx (𝑡 − 𝜏
𝑠𝑐
− 𝜏
𝑐
− 𝜏
𝑐𝑎
) , (2)

where 𝜏
𝑠𝑐

is the time delay between the sensor and the
controller, 𝜏

𝑐
is the time delay in the controller, and 𝜏

𝑐𝑎
is the

time delay from the controller to the actuator. K represents
the feedback control gains with appropriate size. From (2) the
networked control system can be modeled where the time
delay is lumped between the sensor and the controller as
shown in Figure 3.

The time delaymay be constant, variable, or even random.
In NCSs, the time delay is composed of the time delay
from sensors to controllers, time delay in the controller, and
controllers to actuators time delay which is given by

𝜏 = 𝜏
𝑠𝑐
+ 𝜏
𝑐
+ 𝜏
𝑐𝑎
. (3)

For a general formulation the packet dropouts can be incor-
porated in (3) as follows:

𝜏 = 𝜏
𝑠𝑐
+ 𝜏
𝑐
+ 𝜏
𝑐𝑎

+ 𝑑ℎ, (4)
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Controller

𝜏ca 𝜏sc

x(t)

Kx(t − 𝜏sc − 𝜏c − 𝜏ca)

Kx(t − 𝜏sc − 𝜏c) x(t − 𝜏sc)

Figure 2: Anetworked control systemwith the time delay both from
the sensor to the controller and from the controller to the actuator.

Actuator Plant Sensor

Controller

𝜏ca + 𝜏sc

x(t)

Kx(t − 𝜏sc − 𝜏c − 𝜏ca)

x(t − 𝜏sc − 𝜏ca)

Figure 3: A simplified model of the networked control system.

where𝑑 is the number of dropouts and ℎ the sampling period.
And by (4) the data dropouts can be considered as a special
case of time delay [23, 24]. It is supposed that the following
hypotheses hold.

Hypothesis 1 (H.1). (i) The sensors are clock driven. (ii) The
controllers and the actuators are event driven. (iii) The data
are transmitted as a single packet. (iv) The old packets are
discarded. (v) All the states are available for measurements
and hence for transmission.

Hypothesis 2 (H.2). The time delay 𝜏 is small to be less than
one unit of its measurement.

Definition 1 (D.1). For a function𝑓(𝑡), the 𝑛th order reminder
for its Taylor’s series expansion is defined by

𝑅
𝑛
(𝑓 (𝑡) , 𝜏) =

∞

∑

𝑛

𝑓
(𝑛)

(𝜉)

𝑛!

𝜏
𝑛

. (5)

Applying the state feedback proposed in (2) to the system (1),
we have

̇x (𝑡) = Αx (𝑡) + BKx (𝑡 − 𝜏) . (6)

From (6), the following can be derived:

̇x (𝑡) = (A + BK) x (𝑡) + BK [x (𝑡 − 𝜏) − x (𝑡)] . (7)

Theorem 2. Suppose that (H.1) and (H.2) hold. For system (1)
with the feedback control of (2), the closed-loop system is glob-
ally asymptotically stable if 𝜆

𝑖
(Ψ) ∈ 𝐶

−, for 𝑖 = 1, 2, . . . , 𝑛 and
all the state variables’ 2nd order reminders are small enough for
the given value of 𝜏, whereΨ is given by

Ψ = [(𝐼 + 𝜏BK)
−1

(A + BK)] . (8)

Proof. The expression for x(𝑡 − 𝜏) can be obtained by Taylor
expansion as

x (𝑡 − 𝜏) =

∞

∑

𝑛=0

(−1)
𝑛
𝜏
𝑛

𝑛!

x(𝑛) (𝑡) , (9)

where x(𝑛)(𝑡) is the 𝑛th order derivative. The first order
approximation of the delay term is given by

x (𝑡 − 𝜏) = x (𝑡) − 𝜏 ̇x (𝑡) + (

𝜏
2

2

) ̈x (𝑡) + R
3
(x, 𝜏) ,

x (𝑡 − 𝜏) ≈ x (𝑡) − 𝜏 ̇x (𝑡) + (

𝜏
2

2

) ̈x (𝑡) ,

x (𝑡 − 𝜏) = x (𝑡) − 𝜏 ̇x (𝑡) + R
2
(x, 𝜏) .

(10)

From (10) it can be seen that R
2
(𝑥, 𝜏) depends on the time

delay, 𝜏, and the higher order derivatives of x(𝑡)which can be
neglected if the time delay and the norm ofR

2
(𝑥, 𝜏) are small.

Then we have

x (𝑡 − 𝜏) ≈ x (𝑡) − 𝜏 ̇x (𝑡) . (11)

The assumption in (11) can be used without significant
error, and this can be true for the following reasons. Firstly,
the time delay in a computer network is very small in order
of milli- or microseconds and at the worst few tenths of
the second. Secondly, in most of the real control system
applications the linearizedmodel is used and the higher order
terms are already neglected. Additionally, the higher order
derivatives will be multiplied by 𝜏

𝑛

/𝑛 which is much more
smaller than 𝜏 because 𝜏 ≪ 1. Substituting (11) into (7), the
following can be derived:

̇x (𝑡) ≈ (A + BK) x (𝑡) − 𝜏BK ̇x (𝑡) , (12)

̇x (𝑡) ≈ [(I + 𝜏BK)
−1

(A + BK)] x (𝑡) , (13)

Ψ = [(I + 𝜏BK)
−1

(A + BK)] . (14)

The system (13) will be globally asymptotically stable if

𝜆
𝑖
(Ψ) ∈ C−, for 𝑖 = 1, 2, . . . , 𝑛. (15)

Corollary 3. Suppose (H.1) and (H.2) hold. For the control
system (1) with the control law (2), the closed-loop system is
globally asymptotically stable if

𝜏 <

1

‖BK‖

. (16)

Proof. For system (1), suppose that the state feedback has
been designed to ensure 𝜆(A + BK) ∈ C−. Therefore, for a
chosen positive definite matrix P = PT, it will find a positive
definite matrixQ = QT to have

P (A + BK) + (A + BK)
T P = −Q. (17)
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Choose a Lyapunov functional candidate as

V (𝑥) = xTPx > 0 ∀x ̸= 0. (18)

The objective for the next step is to find the range of 𝜏 that
will ensure (V̇(𝑥) < 0 ∀x ̸= 0) [25–27]. Taking the derivative
of (18),

V̇ (𝑥) = ̇xTPx + xTP ̇x

≈ xT [(A + BK)
T PP−1 (I + 𝜏BK)

−T P

+P (I + 𝜏BK)
−1 P−1P (A + BK)] x

− xT [P (A + BK) + (A + BK)
T P] x

+ xT [P (A + BK) + (A + BK)
T P] x

≈ xT [(A + BK)
T PP−1 (I + 𝜏BK)

−T P

− (A + BK)
T P + P (I + 𝜏BK)

−1 P−1P (A + BK)

− P (A + BK) ] x − xTQx.
(19)

Rearranging the terms in the above equation, then

̇V (x) ≈ xT {(A + BK)
T P [P−1 (I + 𝜏BK)

−T P − I]

+ [P (I + 𝜏BK)
−1 P−1 − I]P (A + BK)} x

− xTQx.

(20)

If P(I + 𝜏BK)
−1P−1 − I = I then (20) will become

xT [P (A + BK) + (A + BK)
T P] x − xTQx = 0. (21)

Move the last term to the right hand side; the following will
be derived:

xT [P (A + BK) + (A + BK)
T P] x = xTQx. (22)

So ‖P(A + BK) + (A + BK)
TP‖ ⋅ ‖x‖2 = ‖Q‖ ⋅ ‖x‖2.

Assuming that we can find a positive number to make the
following hold:






P (A + BK) + (A + BK)

T P

= 2𝛾






(A + BK)

T P

= ‖Q‖

(23)

then 𝛾 can be considered as the norm of P−1(I+𝜏BK)
−1P− I.

Therefore, we have

xT [(A + BK)
T P [P−1 (I + 𝜏BK)

−T P − I]

+ [P (I + 𝜏BK)
−1 P−1 − I]P (A + BK)] x

≤ 2






(P−1 (I + 𝜏BK)

−T P − I)P (A + BK)






⋅ ‖x‖2 .

(24)

Choose





P−1 (I + 𝜏BK)

−1 P − I

≤ 1. (25)

UseNeumann series formula for the inverse of the sumof two
matrices:

(I + 𝜏BK)
−1

= I − 𝜏BK + 𝜏
2

(BK)
2

− 𝜏
3

(BK)
3

+ ⋅ ⋅ ⋅ − .

(26)

For small time delays 𝜏 ≪ 1 (26) can be given as

(I + 𝜏BK)
−1

≈ I − 𝜏BK. (27)

Applying (27) into (25) then we have





P−1 (I + 𝜏BK)

−1 P − I


≈






P−1 (I − 𝜏BK)P − I


= ‖𝜏BK‖ < 1.

(28)

And finally we get

𝜏 <

1

‖BK‖

. (29)

That is, for any 𝜏 < 1/‖BK‖, V̇(𝑥) < 0, the system will be
globally asymptotically stable.

Theorem 2 and Corollary 3 give us a simple tool in
estimating the maximum allowable time delay for NCSs.
Further analysis in the frequency domain is described below.
Taking Laplace transform of (12), we have

𝑠X (𝑠) = (A + BK)X (𝑠) − 𝜏𝑠BKX (𝑠) ,

[𝑠I − (A + BK) + 𝜏𝑠BK]X (𝑠) = 0.

(30)

The characteristics equation is defined as

[𝑠I − (A + BK) + 𝜏𝑠BK] = 0. (31)

For a stable system the roots of the characteristics equation
(31) must lie in the left hand side of the 𝑠-plane. From
the characteristics equation, it is clear that the term 𝜏𝑠BK
influences the system performance and the stability as the
term of 𝜏𝑠BKmay push the closed-loop system poles toward
the right hand side of the 𝑠-plane.

As we have seen the system characteristic is determined
by the term 𝜏BK ̇x(𝑡) in a certain level. This term can be
regarded as a differentiator in the feedback loop, so it will
introduce extra zeros to the closed-loop system and the
time delay can be considered to have resulted in a variable
gain to the feedback path. For more accurate estimation the
second or third-order difference approximation can be used
as follows:

[𝑠I − (A + BK) + 𝜏𝑠BK −

𝜏
2

𝑠
2

2

BK] = 0,

[𝑠I − (A + BK) + 𝜏𝑠BK −

𝜏
2

𝑠
2

2

BK +

𝜏
3

𝑠
3

6

BK] = 0.

(32)

In the following a simple corollary for estimating the MADB
in single-input-single-output NCS will be derived.
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Corollary 4. Suppose that (H.1) and (H.2) hold.The system (2)
with the controller (3) is asymptotically stable if

𝜏 <

1





𝜆min (BK)






. (33)

Proof. The main assumption is that the eigenvalues of the
compensator, BK, are all negative, 𝑠

1
< 0, . . . , 𝑠

𝑛
< 0, and

are given by

BK − 𝑠I
𝑛×𝑛

=

[

[

[

[

[

𝑎
11

− 𝑠 𝑎
12

⋅ ⋅ ⋅ 𝑎
1𝑛

𝑎
21

𝑎
22

− 𝑠 ⋅ ⋅ ⋅ 𝑎
2𝑛

.

.

.

.

.

. d
.
.
.

𝑎
𝑛1

𝑎
𝑛2

⋅ ⋅ ⋅ 𝑎
𝑛𝑛

− 𝑠

]

]

]

]

]

. (34)

The characteristic equation is the determinant of (34). As-
sume that the eigenvalues are given by

𝑠
1
= 𝛼
1
, . . . , 𝑠

𝑛
= 𝛼
𝑛
,

𝛼
1
< 0, . . . , 𝛼

𝑛
< 0.

(35)

Preliminary 1 (inverse eigenvalues theorem [28]). Given a
matrix X that is nonsingular, with eigenvalues 𝜆

1
, . . . , 𝜆

𝑛
>

0, 𝜆
1
, . . . , 𝜆

𝑛
are eigenvalues of X if and only if 𝜆

1

−1

, . . . , 𝜆
𝑛

−1

are eigenvalues of X−1.
The eigenvalues of (I

𝑛×𝑛
+ 𝜏BK) are given by

𝜏 ⋅ BK + I
𝑛×𝑛

− 𝜆I
𝑛×𝑛

=

[

[

[

[

[

𝜏𝑎
11

+ 1 − 𝜆 𝜏𝑎
12

⋅ ⋅ ⋅ 𝜏𝑎
1𝑛

𝜏𝑎
21

𝜏𝑎
22

+ 1 − 𝜆 ⋅ ⋅ ⋅ 𝜏𝑎
2𝑛

.

.

.

.

.

. d
.
.
.

𝜏𝑎
𝑛1

𝜏𝑎
𝑛2

⋅ ⋅ ⋅ 𝜏𝑎
𝑛𝑛

+ 1 − 𝜆

]

]

]

]

]

,

(36)

Δ (𝜏 ⋅ BK + I
𝑛×𝑛

− 𝜆I
𝑛×𝑛

)

= det(
[

[

[

[

[

𝜏𝑎
11

+ 1 − 𝜆 𝜏𝑎
12

⋅ ⋅ ⋅ 𝜏𝑎
1𝑛

𝜏𝑎
21

𝜏𝑎
22

+ 1 − 𝜆 ⋅ ⋅ ⋅ 𝜏𝑎
2𝑛

.

.

.

.

.

. d
.
.
.

𝜏𝑎
𝑛1

𝜏𝑎
𝑛2

⋅ ⋅ ⋅ 𝜏𝑎
𝑛𝑛

+ 1 − 𝜆

]

]

]

]

]

),

Δ (𝜏 ⋅ BK + I
𝑛×𝑛

− 𝜆I
𝑛×𝑛

)

= 𝜏
𝑛 det

(

(

(

(

[

[

[

[

[

[

[

[

[

[

𝑎
11

+

1 − 𝜆

𝜏

𝑎
12

⋅ ⋅ ⋅ 𝑎
1𝑛

𝑎
21

𝑎
22

+

1 − 𝜆

𝜏

⋅ ⋅ ⋅ 𝑎
2𝑛

.

.

.

.

.

. d
.
.
.

𝑎
𝑛1

𝑎
𝑛2

⋅ ⋅ ⋅ 𝑎
𝑛𝑛

+

1 − 𝜆

𝜏

]

]

]

]

]

]

]

]

]

]

)

)

)

)

.

(37)

Replacing (1 − 𝜆)/𝜏 by −𝑠 in (37) we get

= 𝜏
𝑛 det(

[

[

[

[

[

𝑎
11

− 𝑠 𝑎
12

⋅ ⋅ ⋅ 𝑎
1𝑛

𝑎
21

𝑎
22

− 𝑠 ⋅ ⋅ ⋅ 𝑎
2𝑛

.

.

.

.

.

. d
.
.
.

𝑎
𝑛1

𝑎
𝑛2

⋅ ⋅ ⋅ 𝑎
𝑛𝑛

− 𝑠

]

]

]

]

]

) = 0. (38)

Solving (38) the eigenvalues are given as

(𝜆
1
− 1)

𝜏

= 𝛼
1
, . . . ,

(𝜆
𝑛
− 1)

𝜏

= 𝛼
𝑛
,

𝛼
1
< 0, . . . , 𝛼

𝑛
< 0,

𝜆
1
= 1 + 𝜏𝛼

1
, . . . , 𝜆

𝑛
= 1 + 𝜏𝛼

𝑛
,

𝛼
1
< 0, . . . , 𝛼

𝑛
< 0.

(39)

If 𝜏 < 1/|𝛼max| then all the eigenvalues are positive and the
system is asymptotically stable, and if 𝜏 > 1/|𝛼max| at least
one of the eigenvalues will be negative then.

If 𝜏 < 1/|𝜆min(BK)| and (H.1) and (H.2) hold then the
system is asymptotically stable.

Corollary 5. Suppose that (H.1) and (H.2) hold. For system
(1) with the control law (2), the closed-loop system is globally
asymptotically stable if

𝜏 <

1

𝑎𝑏𝑠 (KB)
(𝑤ℎ𝑒𝑟𝑒 𝑎𝑏𝑠 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 V𝑎𝑙𝑢𝑒) . (40)

From Preliminary 1, the signs of the eigenvalues of (I
𝑛×𝑛

+

𝜏BK)
−1 and (I

𝑛×𝑛
+ 𝜏BK) are the same. For a single-input-

single-output control system the matrix BK can be written as

BK =

[

[

[

[

[

𝑏
1

𝑏
2

.

.

.

𝑏
𝑛

]

]

]

]

]

[𝑘
1

𝑘
2

⋅ ⋅ ⋅ 𝑘
𝑛
] =

[

[

[

[

[

𝑏
1
𝑘
1

𝑏
1
𝑘
2

⋅ ⋅ ⋅ 𝑏
1
𝑘
𝑛

𝑏
2
𝑘
1

𝑏
2
𝑘
2

⋅ ⋅ ⋅ 𝑏
2
𝑘
𝑛

.

.

.

.

.

. d
.
.
.

𝑏
𝑛
𝑘
1

𝑏
𝑛
𝑘
2

⋅ ⋅ ⋅ 𝑏
𝑛
𝑘
𝑛

]

]

]

]

]

.

(41)

The interesting property of BK is that it is singular. The eigen-
values of BK are given by

BK − 𝜆I
𝑛×𝑛

=

[

[

[

[

[

[

[

𝑏
1
𝑘
1
− 𝜆 𝑏

1
𝑘
2

⋅ ⋅ ⋅ 𝑏
1
𝑘
𝑛

𝑏
2
𝑘
1

𝑏
2
𝑘
2
− 𝜆 ⋅ ⋅ ⋅ 𝑏

2
𝑘
𝑛

.

.

.

.

.

. d
.
.
.

𝑏
𝑛
𝑘
1

𝑏
𝑛
𝑘
2

⋅ ⋅ ⋅ 𝑏
𝑛
𝑘
𝑛
− 𝜆

]

]

]

]

]

]

]

. (42)

The characteristics equation of BK is the determinant of (42)
and is given by

𝜆
2

− Tr (BK) 𝜆 +

1

2

[Tr (BK2) − Tr (BK)
2

]

.

.

.

𝜆
𝑛

− Tr (BK) 𝜆
𝑛−1

+

1

2

[Tr (BK2) − Tr (BK)
2

] 𝜆
𝑛−2

+ ⋅ ⋅ ⋅ +

1

2

[Tr (BK2) − Tr (BK)
2

] .

(43)

Because BK is singular det(BK) = 0 and hence

det (BK) =

1

2

[Tr (BK2) − Tr (BK)
2

] = 0,

Tr (BK2) = Tr (BK)
2

.

(44)
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Substituting (44) into (43), then (43) becomes

𝜆
2

− Tr (BK) 𝜆 → 𝜆 (𝜆 − Tr (BK))

.

.

.

(−1)
𝑛

𝜆
𝑛

− Tr (BK) 𝜆
𝑛−1

→ (−1)
𝑛

𝜆
𝑛−1

(𝜆 − Tr (BK)) .

(45)

Finally the eigenvalues of BK are

𝜆
1
, . . . , 𝜆

𝑛−1
= 0 𝜆

𝑛
= Tr (BK) < 0. (46)

Equation (46) shows that the minimum eigenvalue of BK
equals Tr(BK). If the eigenvalues of (I

𝑛×𝑛
+𝜏BK) are 𝑠

1
, . . . , 𝑠

𝑛
,

then the eigenvalues of (I
𝑛×𝑛

+ 𝜏BK)
−1 are 1/𝑠

1
, . . . , 1/𝑠

𝑛
. The

eigenvalues of (I
𝑛×𝑛

+ 𝜏BK) are given by

𝜏 ⋅ BK + I
𝑛×𝑛

− 𝑠I
𝑛×𝑛

=

[

[

[

[

[

[

[

𝜏𝑏
1
𝑘
1
+ 1 − 𝑠 𝜏𝑏

1
𝑘
2

⋅ ⋅ ⋅ 𝜏𝑏
1
𝑘
𝑛

𝜏𝑏
2
𝑘
1

𝜏𝑏
2
𝑘
2
+ 1 − 𝑠 ⋅ ⋅ ⋅ 𝜏𝑏

2
𝑘
𝑛

.

.

.

.

.

. d
.
.
.

𝜏𝑏
𝑛
𝑘
1

𝜏𝑏
𝑛
𝑘
2

⋅ ⋅ ⋅ 𝜏𝑏
𝑛
𝑘
𝑛
+ 1 − 𝑠

]

]

]

]

]

]

]

.

(47)

By solving (47) it can be found that

𝑠
1
, . . . , 𝑠

𝑛−1
= 1,

𝑠
𝑛
= 1 + 𝜏 ⋅ Tr (BK) = 1 + 𝜏 ⋅ 𝜆max (BK)

(48)

if 𝜏 < 1/|Tr(BK)| → 𝑠
𝑛
> 0 → 𝑠

1
, . . . , 𝑠

𝑛
> 0.

For single-input-single-output NCS we have

𝑎𝑏𝑠 (KB) = Tr (BK) ; 𝑡ℎ𝑒𝑛 (49)

if 𝜏 < 1/|KB| and both (H.1) and (H.2) hold then the system is
asymptotically stable.

This inequality can be used as a simple and fast tool
for estimating the MADB in NCS and involves only single
calculation.

3. Stability Analysis Case Studies

In general, two approaches are applied to controller design
for NCSs. The first approach is to design a controller without
considering time delay and then to design a communication
protocol that minimizes the effects caused by time delays.
The second approach is to design the controller while taking
the time delay and data dropouts into account [11, 29]. The
proposedmethod in this paper is used to estimate theMADB
for predesigned control system. In this section, a number of
examples are studied to demonstrate the proposed method
and compare its results with the previously published cases
in the literature. In particular, the results derived using the
method proposed in this paper have been compared with
the results using the LMI method given in [7] and with
the fourth-order Pade approximation.The fourth-order Pade
approximation [6] is used for the delay term in the 𝑠-domain
and is defined as

𝑒
−𝜏𝑠

≈ 𝑃
𝑑
(𝑠) =

𝑁
𝑑
(𝑠)

𝐷
𝑑
(𝑠)

=

(∑
𝑛

𝑘=0
(−1)
𝑘

𝑐
𝑘
𝜏
𝑘

𝑠
𝑘

)

(∑
𝑛

𝑘=0
𝑐
𝑘
𝜏
𝑘
𝑠
𝑘
)

. (50)

The coefficients are given by

𝑐
𝑘
=

((2𝑛 − 𝑘)!𝑛!)

(2𝑛!𝑘! (𝑛 − 𝑘)!)

𝑘 = 0, 1, . . . , 𝑛 (𝑛 = 4) . (51)

With the fourth-order Pade approximation, the truncation
error in the time delay calculation is less than 0.0001. The
LMI-basedmethod which has been used for the comparisons
is based on using Lyapunov-Krasovskii functional and can be
summarized as follows.

Corollary 6 (see [7]). For a given scalar 𝜏 and a matrix K, if
there exist matrices P > 0, T > 0, N

𝑖
, and M

𝑖
(𝑖 = 1, 2, 3) of

appropriate dimension such that

[

[

[

[

[

[

[

[

[

[

M
1
+M𝑇
1
− N
1
A − A𝑇N𝑇

1
M𝑇
2
−M
1
− A𝑇N𝑇

2
− N
1
BK M𝑇

3
− A𝑇N𝑇

3
+ N
1
+ P 𝜏M

1

∗ −M
2
−M𝑇
2
− N
2
BK − (BK)

𝑇N𝑇
2

−M𝑇
3
+ N
2
− (BK)

𝑇N𝑇
3

𝜏M
2

∗ ∗ N
3
+ N𝑇
3
+ 𝜏T 𝜏M

3

∗ ∗ ∗ −𝜏T

]

]

]

]

]

]

]

]

]

]

< 0, (52)

then the system (1)-(2) is exponentially asymptotically stable.
With a given controller gain K, solving the LMI in Corollary 6
using the LMIMatlab Toolbox the maximum time delay can be
computed.

Example 7. The system in this example is the most widely
used example in the literature and is described by the

following equation:

̇𝑥 (𝑡) = [

0 1

0 −0.1
] 𝑥 (𝑡) + [

0

0.1
] 𝑢 (𝑡) . (53)

In previous reports [1, 7], the feedback control is chosen to be

𝑢 (𝑡) = [−3.75 −11.5] 𝑥 (𝑡) . (54)
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From Corollary 3, 1/‖BK‖ = 0.8695, so the MADB is esti-
mated to be 0.8695 s. Using Theorem 2 and Corollary 5 the
MADB is 0.8695 s. The same result can be obtained using the
LMImethod as reported in [7, 23, 24, 30]. In [11, 17], the value
reported for MADB is 4.5 × 10

−4 s and in [22] it is 0.0538 s.
In [29], the MADB is 0.785 s. It has been reported in [10],
where an improved Lyapunov-Krasovskii approach has been
used, that the MADB is 1.0551 s and also 1.05 s reported in
[23] with improved algorithm for solving the LMI. In [1], the
MADB is 1.0081 s. Using the proposed method with second
order finite difference approximation we can obtain 1.13 s as
theMADB.The system response with 0.8695 s time delay and
x(0) = [0.1 0]

T is shown in Figure 4which proves the system
is stable with the estimated MADB.

Example 8 (see [31]). Consider

̇𝑥 (𝑡) =
[

[

0 1 0

0 0 1

0 −2 −3

]

]

𝑥 (𝑡) +
[

[

0

0

1

]

]

𝑢 (𝑡) ,

𝑢 (𝑡) = [−160 −54 −11] 𝑥 (𝑡) .

(55)

For this third-order system both the LMI and ourmethod
give 0.0909 s as theMADB. Also with Corollary 5 theMADB
is 0.0909 s.

Example 9 (see [31]). The last example is the fourth-order
model of the inverted pendulum shown in Figure 5 which is
in many papers reduced to a second order system in order to
verify the stability of NCSs. The pendulum mass is denoted
by𝑚 and the cart mass is𝑀; the length of the pendulum rod
is 𝐿. The open loop system is unstable. The states are defined
as 𝑥
1
= 𝑥, 𝑥

2
= ̇𝑥, 𝑥

3
= 𝜃, and 𝑥

4
=

̇
𝜃. The model is given by

̇x (𝑡) =
[

[

[

[

[

[

[

0 1 0 0

0 0

−𝑚𝑔

𝑀

0

0 0 0 1

0 0

(𝑀 + 𝑚) 𝑔

𝑀𝐿

0

]

]

]

]

]

]

]

x (𝑡) +
[

[

[

[

[

[

[

0

1

𝑀

0

−1

𝑀𝐿

]

]

]

]

]

]

]

𝑢 (𝑡) ,

y (𝑡) = [

𝑥

𝜃
] = [

1 0 0 0

0 0 1 0
] x (𝑡) .

(56)

The parameters used are 𝑀 = 2 kg, 𝑚 = 0.1 kg, and 𝐿 =

0.5m.Then the linear model becomes

̇𝑥 (𝑡) =

[

[

[

[

0 1.000 0 0

20.601 0 0 0

0 0 0 1

−0.4905 0 0 0

]

]

]

]

𝑥 (𝑡) +

[

[

[

[

0

−1

0

0.5

]

]

]

]

𝑢 (𝑡) . (57)

Using the LQR Matlab function with Q = I and R = 1, the
controller is given by

KLQR = [52.1238 11.5850 1.000 2.7252] . (58)

Using the LMI method the MADB is 0.0978 s and our
method gives 0.0978 s using Theorem 2 and Corollary 5. We
noted that there is a good agreement between our method
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Figure 4: The response of the system in Example 7 with 0.8695 s
delay.
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Figure 5: The inverted pendulum on a cart.

and the LMI method because 𝜏 is small enough to make the
finite difference approximation hold. The system response
with 0.0978 s time delay and with 𝑥 = 0 and 𝜃 = 0.1

is shown in Figure 6 which shows the system is stable.
Many examples have been studied to compare the results
obtained using the method proposed in this paper with the
results obtained using the LMI method [7] and the fourth-
order Pade approximation method. The calculation results
are summarized in Table 1 along with the simulation based
MADB.

Remarks. From Table 1, it can be seen that the proposed
new method can give values of MADB similar to the values
obtained using the LMI method and the other methods;
however, the method proposed in this paper has a much
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Table 1: The MADB (seconds) using the proposed method with 1st, 2nd, and 3rd order finite difference approximation for the delay term,
the LMI method, the fourth-order Pade approximation method, and the simulation based method.

The finite difference method The LMI Pade approximation Simulation based
1st order 2nd order 3rd order

1 0.8695 0.8427 1.1321 0.8696 1.1672 1.180
2 0.1000 0.0995 0.1421 0.1000 0.1475 0.149
3 0.0100 0.0099 0.0149 0.0100 0.0156 0.0157
4 0.1428 0.1385 0.1808 0.1429 0.1855 0.1860
5 0.8217 0.8489 0.9085 0.8217 0.9091 0.9140
6 0.5000 0.4816 0.6303 0.5000 0.6474 0.6510
7 0.9940 0.9940 0.9960 0.9940 0.9960 0.9970
8 0.0856 0.0854 0.1192 0.0856 0.1230 0.1230
9 0.0906 0.0919 0.1251 0.0909 0.1284 0.1285
10 0.0416 0.0400 0.0496 0.0416 0.0505 0.0505
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Figure 6: The response of the system in Example 9 with 0.0978 s
delay.

simpler procedure, and it should have no difficulties for prac-
tical design engineers to accept this approach. Clearly, the
MADB with the first-order finite difference approximation is
comparable with the LMI method. Furthermore, we found
good agreement between the third-order finite difference
approximation and the fourth-order Pade approximation.
The simulation based results for the MADB show that the
estimated MADB through the proposed method sufficiently
achieves the system stability. A simple controller design
method has been developed by the authors based on the
method presented in this paper. In the controller design
method a stabilizing controller can be derived for a given
network time delay. In all the case studies or examples,
only linear system examples are given. The method is lim-
ited to linear systems only. The authors are now working
on extending the methods to nonlinear systems, such as,
multiconverter and inverter system and engine and electrical
power generation systems [32, 33].

The application of the finite difference approximation for
representing the time delay is not new but we found in this
paper that using higher order approximations can sufficiently
represent the time delay linear system. From Table 1 it can
be concluded that using the first order approximation the
estimated MADB is comparable with the other two methods.
This is because the derivation of the linear model from the
nonlinear model is based on neglecting the higher order
derivative terms. In some cases we need to use the higher
derivative terms for the time delay in order to achieve more
accurate results for the MADB. The current research is to
derive sufficient conditions for applying the method in order
to find the tolerance of the estimated MADB.

4. Concluding Remarks

The main contribution of the paper is to have derived a
new method for estimating the maximum time delay in
NCSs. The most attractive feature of the new method is
that it is a simple approach and easy to be applied, which
can be easily interpreted to design engineers in industrial
sectors. The results obtained in this method are compared
with those obtained through the methods introduced in the
literature. The method has demonstrated its merits in using
less computation time due to its simple structure and giving
less conservative results while showing good agreement with
other methods. The method is limited to linear systems
only and the work for extending the method for a class of
nonlinear systems is on-going.
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[25] J. Wang, Ü. Kotta, and J. Ke, “Tracking control of nonlinear
pneumatic actuator systems using static state feedback lin-
earisation of input/output map,” Proceedings of the Estonian
Academy of Sciences: Physics, Mathematics, vol. 56, no. 1, pp. 47–
66, 2007.

[26] D. P. Goodall and J. Wang, “Stabilization of a class of uncertain
nonlinear affine systems subject to control constraints,” Interna-
tional Journal of Robust and Nonlinear Control, vol. 11, no. 9, pp.
797–818, 2001.

[27] J. Wang, J. Pu, P. R. Moore, and Z. Zhang, “Modelling study
and servo-control of air motor systems,” International Journal
of Control, vol. 71, no. 3, pp. 459–476, 1998.

[28] C. D.Meyer,Matrix Analysis and Applied Linear Algebra, SIAM,
2000.

[29] F. Yang and H. Fang, “Control strategy design of networked
control systems based on maximum allowable delay bounds,”
in Proceedings of the IEEE International Conference on Control
and Automation (ICCA ’07), pp. 794–797, Guangzhou, China,
June 2007.

[30] P. Naghshtabrizi, Delay impulsive systems: a framework for
modeling networked control systems [Ph.D. thesis], University of
California, Los Angeles, Calif, USA, 2007.

[31] K. Ogata,Modern Control Engineering, PrenticeHall, NewYork,
NY, USA, 3rd edition, 1997.

[32] J. L. Wei, J. Wang, and Q. H. Wu, “Development of a multi-
segment coal mill model using an evolutionary computation
technique,” IEEE Transactions on Energy Conversion, vol. 22, no.
3, pp. 718–727, 2007.

[33] N. Jia, J.Wang,K.Nuttall et al., “HCCI enginemodeling for real-
time implementation and control development,” IEEE/ASME
Transactions on Mechatronics, vol. 12, no. 6, pp. 581–589, 2007.



Research Article
Multitarget Tracking with Spatial Nonmaximum
Suppressed Sensor Selection

Liang Ma, Kai Xue, and Ping Wang

College of Mechanical and Electrical Engineering, Harbin Engineering University, Harbin, Heilongjiang, China

Correspondence should be addressed to Liang Ma; mllx01161110@hotmail.com

Received 12 August 2014; Revised 17 October 2014; Accepted 2 November 2014

Academic Editor: Xi-Ming Sun

Copyright © 2015 Liang Ma et al.This is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Multitarget tracking is one of the most important applications of sensor networks, yet it is an extremely challenging problem since
multisensor multitarget tracking itself is nontrivial and the difficulty is further compounded by sensor management. Recently,
randomfinite set based Bayesian framework has opened doors formultitarget tracking with sensormanagement, which ismodelled
in the framework of partially observed Markov decision process (POMDP). However, sensor management posed as a POMDP is
in essence a combinatorial optimization problem which is NP-hard and computationally unacceptable. In this paper, we propose
a novel sensor selection method for multitarget tracking. We first present the sequential multi-Bernoulli filter as a centralized
multisensor fusion scheme formultitarget tracking. In order to perform sensor selection, we define the hypothesis information gain
(HIG) of a sensor to measure its information quantity when the sensor is selected alone. Then, we propose spatial nonmaximum
suppression approach to select sensors with respect to their locations and HIGs. Two distinguished implementations have been
provided using the greedy spatial nonmaximum suppression. Simulation results verify the effectiveness of proposed sensor selection
approach for multitarget tracking.

1. Introduction

With recent advances in microelectromechanical systems,
various kinds of sensors with strong communication ability
and accurate data allocation have been manufactured at
surprisingly low cost. Different applications of the sensor
network have received increasing research interest, such as
environmental monitoring, target tracking, and event detec-
tion [1, 2]. A static sensor network is a special type of sensor
networks, which is composed of densely distributed sensors
with fixed and known locations. In the static sensor network,
sensor selection is of crucial importance for applications
to fulfill a specific task in the optimal way, especially for
multitarget tracking [3]. However, very little progress has
beenmade in this area since multisensor multitarget tracking
itself is nontrivial and the difficulty is further compounded
by sensor selection [4].

In the literature, there are extensive studies on the sensor
selection (also named as sensor management) problem for
target tracking. For the single target tracking case, [5] adopted

the decentralized posterior Cramr-Rao lower bound to mea-
sure tracking accuracy and used an iterative local search
technique for sensor selection. [3] used convex relaxation
for sensor selection and then adopted the sequential Kalman
filter to track each target in a distributed manner. Recently,
random finite set (RFS) based Bayesian framework has pro-
vided an elegant solution for multitarget tracking with sensor
management using mathematical tools from the finite set
statistics (FISST) [6]. In [4, 7], sensor management has been
modelled by a partially observed Markov decision process
(POMDP) given the multitarget state, which has been shown
effective in single sensor control and single sensor selection
[8, 9]. However, multisensor management modelled as a
POMDP is in essence a combinatorial optimization problem
which is NP-hard and computationally unacceptable for a
sensor network.

This paper considers sensor selection problem for multi-
target tracking from a new perspective: which sensors should
not be selected. It is intuitive that we should only select infor-
mative sensors in use and ignore noninformative sensors in
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order to alleviate data transmission bandwidth in the sensor
network. In this paper, we show that this perspective offers
a better alternative to exploit the sensor selection problem
which is effective and easy to implement. We first present a
centralizedmultisensor fusion scheme in RFS based Bayesian
framework for multitarget tracking and then propose the
sequential multi-Bernoulli filter as a feasible approximation
of multisensor multitarget state estimation. With respect
to sensor selection, we define the hypothesis information
gain (HIG) of a sensor to measure its information quantity
when it is selected alone. Two types of HIG are presented
using the Rényi divergence between the prior and posterior
target density, respectively, for individual target state and
multitarget state. Then, we propose the spatial nonmaximum
suppression (SNMS) approach to suppress sensors with low
HIG and subsequently select sensors with high HIG. Two
sensor selection approaches via SNMS have been provided
in the sequential Monte Carlo (SMC) implementation cor-
responding to two defined HIGs. Numerical simulations
have verified the capability of the proposed sensor selection
approach for multitarget tracking.

The reminder of this paper is organized as follows.
Section 2 presents a general description of the sensor
selection problem for multitarget tracking to lay a solid
foundation. In Section 3, we illustrate the RFS based Bayesian
framework, the Cardinality-Balanced multi-Bernoulli filter
and then provide the sequential multi-Bernoulli filter as a
centralized multisensor fusion scheme. The sensor selection
approach via SNMS is discussed in Section 4. Section 5
provides numerical results, followed by the conclusions in
Section 6.

2. Problem Formulation

Sensor selection for multitarget tracking entails a scenario
where there are a large number of densely distributed sensors
with fixed and known positions. Each sensor has limited
field of view (FOV) but a relatively large communication
range. The data allocated by each sensor are transmitted to
a fusion center to perform centralized information fusion
in order to track all targets in the surveillance area. Sensor
selection is required to balance between tracking accuracy
and the network workload which is highly dependent on the
number of activated sensors. In this paper, we consider two-
dimensional coordinate tracking as a particular interest that
is demonstrated in Figure 1.

As illustrated in Figure 1, multitarget tracking in a
sensor network requires multisensor fusion for multitarget
state estimation and appropriate sensor selection approach
to guarantee tracking accuracy with minimum number of
activated sensors. Assume that target moves according to the
nearly constant velocity model given by

x
𝑘
= 𝐹x
𝑘−1

+ 𝐺k
𝑘
, (1)

where x
𝑘
= [𝑝
𝑥,𝑘
, V
𝑥,𝑘
, 𝑝
𝑦,𝑘
, V
𝑦,𝑘
]
𝑇 and 𝑝

𝑥,𝑘
, 𝑝
𝑦,𝑘

are planar
position and V

𝑥,𝑘
, V
𝑦,𝑘

are planar velocity, respectively, along
𝑥-, 𝑦-coordinate. Also 𝐹 = 𝐼

2
⊗ [
1 Δ

0 1
]; 𝐺 = 𝐼

2
⊗ [
Δ
2

/2

Δ

]. 𝐼
2

is 2 × 2 identity matrix and ⊗ denotes Kronecker product. Δ

Sensor
Target

2

1

3

Figure 1: Multitarget tracking in a static sensor network. Yellow
region is the FOV of a sensor. Only five of all sensors can detect
targets. Target 1 and target 2 can be detected by two sensors, while
target 3 is only detected by one sensor.The fusion center is not shown
here but exists.

is the sampling period, and k
𝑘
∼ N(0, 𝑄

𝑘
) is a 2 × 1 i.i.d.

Gaussian noise. Assume process noise is time invariant and
identical for both V

𝑥,𝑘
and V
𝑦,𝑘
; then𝑄 = 𝜎

2

V𝐼2, where 𝜎V is the
standard deviation.

The observation of sensor 𝑙 originated from target with
state x

𝑘
is a noisy vector z𝑙

𝑘
, and the measurement model is

given by

z𝑙
𝑘
= ℎ
𝑙

(x
𝑘
) + 𝑤
𝑙

, (2)

where𝑤𝑙 is zeromeanGaussian noiseN(𝑤
𝑙

; 0, 𝑅𝑙) and ℎ𝑙(⋅) is
dependent on the position of the 𝑙th sensor s

𝑙
= [𝑥
𝑙
𝑦
𝑙
]
𝑇 and

the type of sensor 𝑙.

3. Bayesian Multitarget Filtering

This section provides the basic concepts and notations of
RFS based Bayesian framework and presents the multisensor
information fusion approach thereafter. Section 3.1 gives a
general description of the RFS based multisensor multitarget
Bayesian filtering. Due to the fact that the multisensor mul-
titarget Bayesian filtering is intractable and computationally
unacceptable, we provide the sequentialmulti-Bernoulli filter
as a feasible approach. For clarity, we first introduce themulti-
Bernoulli filter in Section 3.2 and then provide the SMC
implementation of the sequential multi-Bernoulli filter in
Section 3.3.

3.1. Multisensor Multitarget Bayesian Framework. Stochastic
filtering in Bayesian framework has been developed for
decades [10]. Under the assumption of linear model and
Gaussian distribution, Kalman filter was first derived in [11]
and has been widely used for target tracking since then. With
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respect to the multisource multitarget tracking case, RFS
based Bayesian framework provides an elegant solution that
outweighs the data association approach significantly.

A random finite set is a random variable that takes
value as an unordered finite set. The randomness of an
RFS refers to two aspects: the set cardinality (the number
of elements in the set) is random; each element in the set
is also a random variable. The probabilistic description of
RFS has been studied regarding different types of probability
distributions such asmulti-Bernoulli (or Bernoulli) RFS, i.i.d.
(short for independent identically distributed) cluster RFS,
and Poisson RFS [12]. Let 𝑋

𝑘
and 𝑍

𝑘
, respectively, denote

the multitarget state set and the observation set of multiple
sensors,

𝑋
𝑘
= {x
𝑘,1
, . . . , x

𝑘,𝑁
𝑘

} ,

𝑍
𝑘
= {𝑍
1

𝑘
, . . . , 𝑍

𝑚

𝑘
} ,

(3)

where 𝑚 is the total number of sensors and 𝑍
𝑙

𝑘
=

{z𝑙
𝑘
, . . . , z𝑙

𝑘,𝑀
𝑘,𝑙

} for 𝑙 = 1, . . . , 𝑚. 𝑁
𝑘
is the time-varying

cardinality of targets while 𝑀
𝑘,𝑙

is the cardinality of the
measurement set generated by sensor 𝑙.

Using the RFS representation, the movement of multiob-
ject can be described using two parts: an RFS for survival
targets from previous time step 𝑆

𝑘
and an RFS for sponta-

neous birth targets at current time Γ
𝑘
. Thus, at time 𝑘we have

the predicted RFS 𝑋
𝑘
= 𝑆
𝑘
∪ Γ
𝑘
. The RFS for measurements

𝑍
𝑙

𝑘
of sensor 𝑙 can be represented as a union of two parts:

target-generatedmeasurementsΘ𝑙
𝑘
and clutter𝐾𝑙

𝑘
; thus,𝑍𝑙

𝑘
=

Θ
𝑙

𝑘
∪ 𝐾
𝑙

𝑘
.

Given any specific type of RFS, the Bayesian framework
for optimal estimation via RFS is in the same form as the
classical Bayesian filtering given as follows:

𝑓
𝑘|𝑘−1

(𝑋 | 𝑍
1:𝑘−1

)

= ∫𝑓
𝑘|𝑘−1

(𝑋 | 𝑋


) 𝑓
𝑘−1

(𝑋


| 𝑍
1:𝑘−1

) 𝛿𝑋


,

(4)

𝑓
𝑘
(𝑋𝑍
1:𝑘
) =

𝑓
𝑘
(𝑍
𝑘
𝑋)𝑓
𝑘|𝑘−1

(𝑋𝑍
1:𝑘−1

)

∫𝑓
𝑘
(𝑍
𝑘
𝑋)𝑓
𝑘|𝑘−1

(𝑋𝑍
1:𝑘−1

) 𝛿𝑋

, (5)

which represent the prediction and update process of
Bayesian recursion via set integrals, respectively. Notice that
(4) and (5) are for multisensor multitarget Bayesian filtering
and computationally intractable. Meanwhile, the single senor
multitarget filtering version given in [13] is a particular case of
it, from which the probability hypothesis density (PHD) [14],
cardinalized PHD (CPHD) [15], and multi-Bernoulli filter
[13] have been derived under different forms of RFS.

3.2. Cardinality-Balanced Multi-Bernoulli Filter. Here, we
introduce the multi-Bernoulli RFS for multitarget state mod-
elling, which offers a better alternative than the Poisson
and i.i.d. cluster RFS in applications with highly nonlinear
model and/or nonhomogeneous sensor type [13]. Assume the
dimension of the target state is 𝑛; then the target state space is

denoted byX ⊆ R𝑛. Amulti-Bernoulli RFS𝑋 onX is a union
of a fixed number of independent Bernoulli RFSs 𝑋(𝑗) with
existence probability 𝑟(𝑗) ∈ (0, 1) and probability density 𝑝(𝑗)

(defined onX), 𝑗 = 1, . . . ,𝑀; that is𝑋 = ∪
𝑀

𝑗=1
{𝑋
(𝑗)

}.
Use a Bernoulli set for modelling the state of a single

target; then the multitarget state can be modeled as multi-
Bernoulli RFS Ξ with probability density given in [13] as
follows:

𝑓 ({x
1
, . . . , x

𝑛
}) = 𝑓 (0) ⋅ ∑

(𝑟
(𝑗)
,𝑝
(𝑗)
)∈Ξ

(

𝑛

∏

𝑖=1

𝑟
(𝑗)

𝑝
(𝑗)

(x
𝑖
)

1 − 𝑟
(𝑗)

) , (6)

where 𝑟(𝑗) and 𝑝(𝑗), respectively, represent the existence prob-
ability and distribution of the 𝑗th target and 𝑓(0) = ∏

𝑀

𝑗=1
(1 −

𝑟
(𝑗)

). It is clear that the multitarget density can be completely
specified by multi-Bernoulli parameter set {(𝑟

(𝑗)

, 𝑝
(𝑗)

)}
𝑀

𝑗=1
.

Hence, let us denote the multitarget density at time 𝑘 as
𝜋
𝑘

= {(𝑟
(𝑗)

𝑘
, 𝑝
(𝑗)

𝑘
)}
𝑀
𝑘

𝑗=1
for short in the following content. In

multi-Bernoulli filter, the probability hypothesis density (also
known as the intensity function in [13, 16]), as the first-order
moment, is propagated over time as approximations of the
full posteriors 𝑓(𝑋 | 𝑍) [6]. In the following, we refer to
“probability hypothesis density” as “density” for short. Let
us denote the multitarget posterior density at time 𝑘 using
multi-Bernoulli parameters by 𝜋

𝑘
= {(𝑟
(𝑗)

𝑘
, 𝑝
(𝑗)

𝑘
)}
𝑀
𝑘

𝑗=1
for short.

The following gives the recursion of the Cardinality-Balanced
multi-Bernoulli filter.

Prediction. At time 𝑘, if the posterior multitarget density
is multi-Bernoulli given by 𝜋

𝑘
= {(𝑟

(𝑗)

𝑘
, 𝑝
(𝑗)

𝑘
)}
𝑀
𝑘

𝑗=1
and the

density of new births is also multi-Bernoulli 𝜋
Γ,𝑘+1

=

{(𝑟
(𝑗)

Γ,𝑘+1
, 𝑝
(𝑗)

Γ,𝑘+1
)}

𝑀
Γ,𝑘+1

𝑗=1
, then the predicted density is given by

𝜋
𝑘+1|𝑘

= {(𝑟
(𝑗)

𝑘+1|𝑘
, 𝑝
(𝑗)

𝑘+1|𝑘
)}

𝑀
𝑘

𝑗=1

∪ {(𝑟
(𝑗)

Γ,𝑘+1
, 𝑝
(𝑗)

Γ,𝑘+1
)}

𝑀
Γ,𝑘+1

𝑗=1

, (7)

where for survival targets

𝑟
(𝑗)

𝑘+1|𝑘
= 𝑟
(𝑗)

𝑘
⋅ ⟨𝑝
(𝑗)

𝑘
, 𝑝
𝑆,𝑘
⟩ ,

𝑝
(𝑗)

𝑘+1|𝑘
(x) =

⟨𝑓
𝑘+1|𝑘

(𝑥 | ⋅) , 𝑝
(𝑗)

𝑘
𝑝
𝑆,𝑘
⟩

⟨𝑝
(𝑗)

𝑘
, 𝑝
𝑆,𝑘
⟩

,

(8)

and, for new born targets, 𝑟(𝑗)
Γ,𝑘+1

, 𝑝
(𝑗)

Γ,𝑘+1
(x) are prior existence

probability and distribution of birth model.

Update. At time 𝑘 + 1, if the predicted multitarget density
is multi-Bernoulli 𝜋

𝑘+1|𝑘
= {(𝑟
(𝑗)

𝑘+1|𝑘
, 𝑝
(𝑗)

𝑘+1|𝑘
)}

𝑀
𝑘+1|𝑘

𝑗=1
, the output

of corrector is composed of legacy tracks and measurement-
updated tracks,

𝜋
𝑘+1

= {(𝑟
(𝑗)

𝐿,𝑘+1
, 𝑝
(𝑗)

𝐿,𝑘+1
)}

𝑀
𝑘+1|𝑘

𝑗=1

∪ {(𝑟
𝑈,𝑘+1

(z) , 𝑝
𝑈,𝑘+1

(⋅ | z))}z∈𝑍
𝑘

,

(9)
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Prediction:
Input: 𝜋

𝑘
= {𝑟
(𝑗)

𝑘
, 𝑝
(𝑗)

𝑘
}
𝑀
𝑘

𝑗=1

(1) for Survival targets: 𝑗 = 1, . . . ,𝑀
𝑘
do

(2) for 𝑖 = 1, . . . , 𝐿
(𝑗)

𝑘
, sample 𝑥(𝑗)

𝑆,𝑖,𝑘+1|𝑘
, compute weight 𝜔(𝑗)

𝑆,𝑖,𝑘+1|𝑘
and normalization �̃�

(𝑗)

𝑆,𝑖,𝑘+1|𝑘

(3) compute 𝑟(𝑗)
𝑆,𝑘+1|𝑘

, 𝑝
(𝑗)

𝑆,𝑘+1|𝑘
(x)

(4) end for
(5) for newborn targets: 𝑗 = 1, . . . ,𝑀

Γ,𝑘+1
do

(6) for 𝑖 = 1, . . . , 𝐿
(𝑗)

Γ,𝑘
, sample 𝑥(𝑗)

Γ,𝑖,𝑘+1
, compute weight 𝜔(𝑗)

Γ,𝑖,𝑘+1
and normalization �̃�

(𝑗)

Γ,𝑖,𝑘+1

(7) compute 𝑟(𝑗)
Γ,𝑘+1

, 𝑝(𝑗)
Γ,𝑘+1

(x)
(8) end for

Output: 𝜋
𝑘+1|𝑘

= {(𝑟
(𝑗)

𝑘+1|𝑘
, 𝑝
(𝑗)

𝑘+1|𝑘
)}
𝑀
𝑘

𝑗=1
∪ {(𝑟
(𝑗)

Γ,𝑘+1
, 𝑝
(𝑗)

Γ,𝑘+1
)}

𝑀
Γ,𝑘+1

𝑗=1

Update:
Input: 𝜋

𝑘+1|𝑘
= {𝑟
(𝑗)

𝑘+1|𝑘
, 𝑝
(𝑗)

𝑘+1|𝑘
}

𝑀
𝑘+1|𝑘

𝑗=1
, candidate sensors located at s

𝑙
with observation set 𝑍𝑙

𝑘+1
(𝑙 = 1, . . . , 𝑚



)

(1) for 𝑙 = 1, . . . , 𝑚
 do

(2) for Legacy targets: 𝑗 = 1, . . . ,𝑀
𝑘+1|𝑘

do
(3) compute 𝜔(𝑗),𝑙

𝐿,𝑖,𝑘+1
and normalization �̃�

(𝑗),𝑙

𝐿,𝑖,𝑘+1
, compute pseudo-likelihood (𝑗),𝑙

𝐿,𝑘+1

(4) compute 𝑟(𝑗),𝑙
𝐿,𝑘+1

, 𝑝(𝑗),𝑙
𝐿,𝑘+1

(x)
(5) end for
(6) for z ∈ 𝑍

𝑙

𝑘+1
do

(7) for Measurement-updated targets: 𝑗 = 1, . . . ,𝑀
𝑘+1|𝑘

do
(8) compute 𝜔(𝑗),𝑙

𝑈,𝑖,𝑘+1
(z) and normalization �̃�

(𝑗),𝑙

𝑈,𝑖,𝑘+1
(z), compute pseudo-likelihood (𝑗),𝑙

𝑈,𝑘+1
(z)

(9) compute 𝑟(𝑗),𝑙
𝑈,𝑘+1

(z), 𝑝(𝑗),𝑙
𝑈,𝑘+1

(x; z)
(10) end for
(11) end for
(12) 𝜋

𝑘+1|𝑘
= {(𝑟
(𝑗),𝑙

𝐿,𝑘+1
, 𝑝
(𝑗),𝑙

𝐿,𝑘+1
)}

𝑀
𝑘+1|𝑘

𝑗=1
∪ {(𝑟
𝑙

𝑈,𝑘+1
(z), 𝑝𝑙
𝑈,𝑘+1

(⋅|z))}z∈𝑍𝑙
𝑘+1

(13) end for
Output: 𝜋

𝑘+1
= {(𝑟
(𝑗),𝑚


𝐿,𝑘+1
, 𝑝
(𝑗),𝑚


𝐿,𝑘+1
)}

𝑀
𝑘+1|𝑘

𝑗=1
∪ {(𝑟
𝑚


𝑈,𝑘+1
(z), 𝑝𝑚



𝑈,𝑘+1
(⋅|z))}z∈𝑍𝑚

𝑘+1

Algorithm 1: SMC sequential multisensor multi-Bernoulli filter.

where

𝑟
(𝑗)

𝐿,𝑘+1
= 𝑟
(𝑗)

𝑘+1|𝑘

1 − ⟨𝑝
(𝑗)

𝑘+1|𝑘
, 𝑝
𝐷,𝑘+1

⟩

1 − 𝑟
(𝑗)

𝑘+1|𝑘
⟨𝑝
(𝑗)

𝑘+1|𝑘
, 𝑝
𝐷,𝑘+1

⟩

,

𝑝
(𝑗)

𝐿,𝑘+1
(x) = 𝑝

(𝑗)

𝑘+1|𝑘
(x)

1 − 𝑝
𝐷,𝑘+1

(x)
1 − ⟨𝑝

(𝑗)

𝑘+1|𝑘
, 𝑝
𝐷,𝑘+1

⟩

,

𝑟
𝑈,𝑘+1

(z)

= (

𝑀
𝑘+1|𝑘

∑

𝑗=1

𝑟
(𝑗)

𝑘+1|𝑘
(1 − 𝑟

(𝑗)

𝑘+1|𝑘
) ⟨𝑝
(𝑗)

𝑘+1|𝑘
, 𝜓
𝑘+1,z⟩

(1 − 𝑟
(𝑗)

𝑘+1|𝑘
⟨𝑝
(𝑗)

𝑘+1|𝑘
, 𝑝
𝐷,𝑘+1

⟩)

2
)

×(𝜅
𝑘+1

(z) +
𝑀
𝑘+1|𝑘

∑

𝑗=1

𝑟
(𝑗)

𝑘+1|𝑘
⟨𝑝
(𝑗)

𝑘+1|𝑘
, 𝜓
𝑘+1,z⟩

1 − 𝑟
(𝑗)

𝑘+1|𝑘
⟨𝑝
(𝑗)

𝑘+1|𝑘
, 𝑝
𝐷,𝑘+1

⟩

)

−1

,

𝑝
𝑈,𝑘+1

(z) = (

𝑀
𝑘+1|𝑘

∑

𝑗=1

𝑟
(𝑗)

𝑘+1|𝑘

1 − 𝑟
(𝑗)

𝑘+1|𝑘

𝑝
(𝑗)

𝑘+1|𝑘
(x) 𝜓
𝑘+1,z (x))

× (

𝑀
𝑘+1|𝑘

∑

𝑗=1

𝑟
(𝑗)

𝑘+1|𝑘

1 − 𝑟
(𝑗)

𝑘+1|𝑘

⟨𝑝
(𝑗)

𝑘+1|𝑘
, 𝜓
𝑘+1,z⟩)

−1

,

𝜓
𝑘+1,z (x) = 𝑔

𝑘+1
(zx) 𝑝

𝐷,𝑘+1
(x) .

(10)

𝑝
𝑆
and 𝑝

𝐷
are probability of survival and detection for

target. The inner product ⟨⋅, ⋅⟩ is defined between two real
valued functions 𝛽 and 𝛾 by ⟨𝛽, 𝛾⟩ = ∫𝛽(𝑥)𝛾(𝑥)𝑑𝑥. Note
that without loss of generality we refer to the Cardinality-
Balanced multi-Bernoulli filter as “multi-Bernoulli” filter for
simplicity in this paper.

3.3. Sequential Multi-Bernoulli Filter. Sequential update has
been widely used and verified to be a good approximation
for information fusion of multiple sensors [3, 17]. Here, we
introduce the sequential multi-Bernoulli filter in the SMC
implementation which is proposed in [17].

Suppose that, at time 𝑘, the posterior multitarget density
is given as {𝑟(𝑗)

𝑘
, 𝑝
(𝑗)

𝑘
}
𝑀
𝑘

𝑗=1
, and the distribution of each target

is given by a set of weighted particles 𝑝(𝑗)
𝑘
(x) = ∑

𝐿
(𝑗)

𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘
⋅

𝛿x(𝑗)
𝑖,𝑘

(x). Then, the SMC implementation of the sequential
multisensor multi-Bernoulli filter is provided in Algorithm 1.
We refer the readers to subsection IV-A of [13] for detailed
equations.

The superscript (𝑗), 𝑙 in Algorithm 1 represents the pre-
dicted 𝑗th Bernoulli set updated with the 𝑙th sensor. To avoid
the infinite growth of multi-Bernoulli set number, those
with existence probability less than a predefined threshold
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(e.g., 0.001) are removed. Meanwhile, the particle number
is limited between 𝐿min and 𝐿max, in case that sampling is
not enough or resampling reallocates too many particles.The
number of particles for each Bernoulli set is proportional to
each target existence 𝑟(𝑗)

𝑘
during the resampling step. With a

given existence threshold 0.75, those sets with 𝑟
(𝑗)

𝑘
over 0.75

are true tracks while the others are not.

4. Sensor Selection with Spatial
Nonmaximum Suppression

In this section, we first illustrate the definition of hypothesis
information gain in Section 4.1. Then, Section 4.2 provides
the description of the spatial nonmaximum suppression.
Then, we propose a greedy implementation of sensor selec-
tion in Section 4.3 given the proposed spatial nonmaximum
suppression.

4.1. Hypothesis Information Gain. Before applying nonmax-
imum suppression, we need to define a proper measure of
each sensor to determine whether the sensor is informative
for target state estimation. Here, we first introduce the HIG
for individual target and then give the HIG for multitarget
directly.The HIG for individual target is defined with respect
to target density, which is the product of existence probability
and state distribution given in [6] as follows:

𝜋
(𝑗)

𝑘
= 𝑟
(𝑗)

𝑘
⋅ 𝑝
(𝑗)

𝑘
, (11)

for Bernoulli set {𝑟(𝑗)
𝑘
, 𝑝
(𝑗)

𝑘
}. Notice that the density is the

product of a scalar and a probability distribution. The Rényi
divergence is adopted to measure the information gain
between target prior and posterior distribution. Hence, the
HIG of sensor 𝑙 with respect to target 𝑗 is defined as

H
(𝑗),𝑙

𝑘+1
=

𝑟
(𝑗),𝑙

𝑘+1

𝑟
(𝑗)

𝑘+1|𝑘

E [R𝑙 (𝑝(𝑗),𝑙
𝑘+1

‖𝑝
(𝑗)

𝑘+1|𝑘
)] , (12)

where E[⋅] is the expectation operator and R𝑙(𝑝
(𝑗),𝑙

𝑘+1
‖𝑝
(𝑗)

𝑘+1|𝑘
)

is the Rényi divergence between the prior and posterior
distribution of target 𝑗 denoted byR(𝑗),𝑙 for short. Given the
Bayesian recursion,R(𝑗),𝑙 is given in [8] as follows:

R
(𝑗),𝑙

=

1

𝛼 − 1

log
∫ [𝑔
𝑙

𝑘+1
(z | x(𝑗)
𝑘+1

)]

𝛼

𝑝
(𝑗)

𝑘+1|𝑘
(x) 𝑑x(𝑗)

𝑘+1

[𝑝 (z | 𝑍
𝑘
)]
𝛼

,

(13)

where 𝑝(z | 𝑍
𝑘
) = ∫ 𝑔

𝑙

𝑘+1
(z | x(𝑗)

𝑘+1
)𝑝
(𝑗)

𝑘+1|𝑘
(x)𝑑x(𝑗)
𝑘+1

and 𝛼 is a
parameter that determines how much we emphasize the tails
of two distributions in the metric, and the Rényi divergence
becomes the Kullback-Leibler discrimination and Hellinger
affinity, respectively, when 𝛼 → 1 and 𝛼 = 0.5 [18].

To compute (12), we only generate one future measure-
ment z for sensor 𝑙 based on the predicted state, assuming
no clutter or unity detection rate as illustrated in [9]. Thus,
𝑟
(𝑗),𝑙

𝑘+1
= 𝑟
(𝑗),𝑙

𝑈,𝑘+1
(z) for unity detection rate. Assume that at time 𝑘

the predicted multitarget density 𝜋
𝑘+1|𝑘

= {𝑟
(𝑗)

𝑘+1|𝑘
, 𝑝
(𝑗)

𝑘+1|𝑘
}

𝑀
𝑘+1|𝑘

𝑗=1

is given in SMC form where 𝑝
(𝑗)

𝑘+1|𝑘
(x) = ∑

𝐿
(𝑗)

𝑘+1|𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘+1|𝑘
⋅

𝛿x(𝑗)
𝑖,𝑘+1|𝑘

(x); substitute SMC form of 𝑝(𝑗)
𝑘+1|𝑘

(x) into (13); then, we
obtain

H
(𝑗),𝑙

𝑘+1
=

𝑟
(𝑗),𝑙

𝑈,𝑘+1
(z)

(𝛼 − 1) 𝑟
(𝑗)

𝑘+1|𝑘

× log
∑

𝐿
(𝑗)

𝑘+1|𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘+1|𝑘
[𝑔
𝑙

𝑘+1
(z | x(𝑗)
𝑘+1

)]

𝛼

[∑

𝐿
(𝑗)

𝑘+1|𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘+1|𝑘
𝑔
𝑙

𝑘+1
(zx(𝑗)
𝑘+1

)]

𝛼
.

(14)

Notice that the HIG of sensor 𝑙 described by (14) is
defined for each individual target. Consequently, we also
define another HIG of sensor 𝑙 given by

H
𝑙

𝑘+1
=

𝑀
𝑘+1|𝑘

∑

𝑗=1

H
(𝑗),𝑙

𝑘+1

=

𝑀
𝑘+1|𝑘

∑

𝑗=1

[

[

[

[

𝑟
(𝑗),𝑙

𝑈,𝑘+1
(z)

(𝛼 − 1) 𝑟
(𝑗)

𝑘+1|𝑘

× log
∑

𝐿
(𝑗)

𝑘+1|𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘+1|𝑘
[𝑔
𝑙

𝑘+1
(z | x(𝑗)
𝑘+1

)]

𝛼

[∑

𝐿
(𝑗)

𝑘+1|𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘+1|𝑘
𝑔
𝑙

𝑘+1
(z | x(𝑗)
𝑘+1

)]

𝛼

]

]

]

]

,

(15)

to capture the information gain of sensor 𝑙 with regard
to multitarget state. In this paper, we name H

(𝑗),𝑙

𝑘+1
in (14)

as “individual HIG” and H𝑙
𝑘+1

in (15) as “sum HIG.” The
benefits of using the HIG is twofold: firstly, maximizing
the measurement-updated existence probability tends to
avoid losing targets; secondly, maximum Rényi divergence
between the predicted and updated distribution obtainsmore
information from future measurements and makes target
state estimation more accurate.

4.2. Spatial Nonmaximum Suppression. Nonmaximum sup-
pression (NMS) plays a very important role in computer
vision field especially in the object detection process, which
aims to pick real objects with local maxima and suppress
those that are outliers. Nonmaximum suppression is first
proposed in an edge detection context [19] and then widely
used in many detectors, such as points [20, 21], edges [22],
and objects [23, 24]. The original version of NMS is one-
dimensional (1D) [19] and then extended to isotropic NMS
to locate two-dimensional (2D) feature points from an image
[20]. In this paper, we use the underlying rationale of the
isotropic NMS and propose SNMS method in order to
eliminate sensors with low HIG.

Since the SNMS method here is different from that in
computer vision area, we first present a general description of
the SNMS algorithm for spatially distributed valued-points.
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Input: V𝑖
𝑘
, s
𝑖
(𝑖 = 1, . . . , 𝑛), suppression gate 𝜖

(1) S
𝑘
= {s
1
, . . . , s

𝑛
}

(2) for 𝑖 = 1, . . . , 𝑛 do
(3) for 𝑗 = 1, . . . , 𝑛 do
(4) if 𝑖 ̸= 𝑗 and ||s

𝑖
− s
𝑗
|| ≤ 𝜖 andV

𝑗

𝑘
≥ V𝑖
𝑘
then

(5) remove s
𝑖
from S

𝑘
; continue;

(6) end if
(7) end for
(8) end for

Output: S
𝑘

Algorithm 2: Spatial nonmaximum suppression (straightforward).

At time 𝑘, assume that there are 𝑛 valued-points with known
positionsu

𝑖
and valuesV𝑖

𝑘
for 𝑖 = 1, . . . , 𝑚, given a predefined

suppression gate 𝜖; then, the 𝑖th point is suppressed if there is
any point 𝑗 that satisfies






u
𝑖
− u
𝑗






≤ 𝜖, V

𝑗

𝑘
≥ V
𝑖

𝑘
, (16)

where ‖ ⋅ ‖ is the Euclidean distance between point 𝑖 and
point 𝑗. It is clear that the spatial nonmaximum suppression
is trivial and easy to implement in a straightforward way.
Algorithm 2 provides the straightforward implementation of
proposed SNMS method. It is obvious that in each loop 3
comparisons aremade. Hence, the computational complexity
of the straightforward implementation is O(𝑛) for the best
case andO(𝑛2) for theworst case andO(𝑛(𝑛+1)/2) on average.
This is because the inner loop in Algorithm 2may stop at any
𝑖 for 𝑖 = 1, . . . , 𝑛 with equal probability 𝑝(𝑖) = 1/𝑛; thus, the
expected number of comparisons Ecmp is

Ecmp = 3 × 𝑛 ×

𝑛

∑

𝑖=1

𝑙 ⋅

1

𝑛

=

3𝑛 (𝑛 + 1)

2

. (17)

To reduce the computational cost when the number of
valued-points is extremely large, we introduce the greedy
implementation of SNMS by assuming suppressed points will
no longer suppress other points. The greedy implementation
has been proven to be as effective as the straightforward
implementation and much more efficient in the literature
[23, 24]. The greedy SMC implementation of SNMS is given
in Algorithm 3. It is clear that the greedy implementation
requires sorting the point first by its associated value, and this
procedure can be achieved at O(𝑛 log 𝑛) using proper sorting
algorithm.

4.3. Implementation of SNMS Sensor Selection. Given the
proposed SNMS above, the sensor selection via SNMS is
direct given the location and HIG of each sensor. Assume
the sensor network contains 𝑚 candidate sensors with fixed
and known position s

𝑙
(𝑙 = 1, . . . , 𝑚), given the multitarget

prediction 𝜋
𝑘+1|𝑘

= {𝑟
(𝑗)

𝑘+1|𝑘
, 𝑝
(𝑗)

𝑘+1|𝑘
}

𝑀
𝑘+1|𝑘

𝑗=1
at time 𝑘 + 1; we

present the SMC implementation of sensor selection via
SNMS inAlgorithms 4 and 5, respectively, for individual HIG
and sumHIG. In the following content, we refer to the sensor

Input: V𝑖
𝑘
, s
𝑖
(𝑙 = 1, . . . , 𝑛), suppression gate 𝜖

(1) S
𝑘
= {s
1
, . . . , s

𝑛
}, S𝑠𝑐𝑙𝑡
𝑘

= 0

(2) sort S
𝑘
givenV𝑖

𝑘
in descending order

(3) while S
𝑘

̸= 0 do
(4) take the first point sfirst from S

𝑘

(5) for 𝑖 = 1, . . . , 𝑛 do
(6) if ||s

𝑖
− sfirst|| ≤ 𝜖 then

(7) remove s
𝑖
from S

𝑘
;

(8) S𝑠𝑐𝑙𝑡
𝑘

= S𝑠𝑐𝑙𝑡
𝑘

∪ {sfirst}
(9) end if
(10) end for
(11) end while

Output: S𝑠𝑐𝑙𝑡
𝑘

Algorithm 3: Spatial nonmaximum suppression (greedy).

Input:𝜋
𝑘+1|𝑘

, s
𝑙
(𝑙 = 1, . . . , 𝑚)

(1) for 𝑗 = 1, . . . ,𝑀
𝑘+1|𝑘

do
(2) for 𝑙 = 1, . . . , 𝑚 do

(3) predict z = ∑

𝐿
(𝑗)

𝑘+1|𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘+1|𝑘
ℎ
𝑙

(x(𝑗)
𝑖,𝑘+1|𝑘

)

(4) computeH(𝑗),𝑙
𝑘+1

given by (14)
(5) end for
(6) greedy SNMS to obtain S

(𝑗)

𝑘+1

(7) end for
Output: S

𝑘+1
= 𝑢𝑛𝑖𝑞𝑢𝑒(∪

𝑀

𝑗=1
S
(𝑗)

𝑘+1
)

Algorithm 4: Sensor selection I (individual HIG).

Input: 𝜋
𝑘+1|𝑘

, s
𝑙
(𝑙 = 1, . . . , 𝑚)

(1) for𝑗 = 1, . . . ,𝑀
𝑘+1|𝑘

do
(2) for 𝑙 = 1, . . . , 𝑚 do

(3) predict z = ∑

𝐿
(𝑗)

𝑘+1|𝑘

𝑖=1
𝜔
(𝑗)

𝑖,𝑘+1|𝑘
ℎ
𝑙

(x(𝑗)
𝑖,𝑘+1|𝑘

)

(4) computeH(𝑗),𝑙
𝑘+1

given by (14)
(5) end for
(6) computeH𝑙

𝑘+1
given by (15)

(7) greedy SNMS to obtain S
𝑘+1

(8) end for
Output: S

𝑘+1

Algorithm 5: Sensor selection II (sum HIG).

selection using individual HIG as “sensor selection I” and
using sumHIG as “sensor selection II”.The 𝑢𝑛𝑖𝑞𝑢𝑒() function
in Algorithm 4 eliminates repeatedly chosen sensor to ensure
that each sensor will only be updated once in the sequential
multi-Bernoulli filter.

In order to track targets accurately, we need to select
sensors with higherHIG and eliminate those with lowerHIG.
The underlying rationale of SNMS sensor selection is that
sensors with higher value of HIG are very likely to have some
targets near them since each sensor has only limited FOV.
Thus, sensors should be selected by seeking the local maxima
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given their spatial locations. A question may rise here: why
not use thresholding method to eliminate sensors with lower
HIG. Actually, the thresholding technique is inappropriate in
this case for two reasons: firstly, it may over select sensors
that observe the same targets; secondly, sensors that are
not so informative but actually useful may be eliminated
wrongly.

5. Simulation

In order to demonstrate the performance of proposed sensor
selection approach for multitarget tracking, we present a pla-
nar multitarget tracking scenario in a static sensor network,
in which 9 × 9 sensors were laid out uniformly over a square
of size [−1000m, 1000m] × [−1000m, 1000m] divided into
200m × 200m blocks. There are unknown and time-varying
number of targets observed in clutter while range and bearing
measurements from each sensor are available.

Targets can appear or disappear in the scene at any time,
and survival probability 𝑝

𝑆
= 0.95 for each existing target.

Newborn targets appear spontaneously according to 𝛾
𝑘

=

0.2N(⋅; x, 𝑄). Each target moves according to the constant
velocity model given by (1). Four targets are presented for
tracking purpose as illustrated in Figure 2.

The tracker, composed of SNMS sensor selection and
the sequential multi-Bernoulli filter, runs for 50 scans with
sampling period Δ = 1 s. The standard derivation of process
noise 𝜎V = 1m/s for both V

𝑥,𝑘
and V

𝑦,𝑘
. The ℎ

𝑙

(x
𝑘
) of the

measurement model described by (2) is given as

ℎ
𝑙

(x
𝑘
) =

[

[





p
𝑘
− s
𝑙






arctan
𝑦
𝑙
− 𝑝
𝑦,𝑘

𝑥
𝑙
− 𝑝
𝑥,𝑘

]

]

, (18)

in which ‖p
𝑘
− s
𝑙
‖ = √(𝑥

𝑙
− 𝑝
𝑥,𝑘
)
2

+ (𝑦
𝑙
− 𝑝
𝑦,𝑘
)
2. The covari-

ance of measurement noise 𝑤𝑙
𝑘
for sensor 𝑙 at time 𝑘 is 𝑅𝑙

𝑘
=

diag([(𝜎𝑙
𝑟,𝑘
)
2

, (𝜎
𝑙

𝜙,𝑘
)
2

]), where

(𝜎
𝑙

𝑟,𝑘
)

2

= 𝜎
0
+ 𝛽
𝑟





p
𝑘
− s
𝑙






2

,

(𝜎
𝑙

𝜙,𝑘
)

2

= 𝜎
1
+ 𝛽
𝜙





p
𝑘
− s
𝑙





,

(19)

with 𝜎
0

= 1m, 𝛽
𝑟

= 5 × 10
−5m−1, 𝜎

1
= 𝜋/180 rad,

𝛽
𝜙
= 10
−5 rad⋅m−1.The FOV of each sensor is [−𝜋/2, +𝜋/2]×

[0, 500m] with clutter uniformly distributed over this inter-
val. The clutter rate of each sensor is 𝜆

𝑐
= 5 per scan. The

probability of detection of sensor 𝑙 is modelled by

𝑝
𝑙

𝐷
(x
𝑘
) =

{
{

{
{

{

0.99




p
𝑘
− s
𝑙





≤ 𝑅
1

0.99 − 𝑐




p
𝑘
− s
𝑙






𝑅
1
<




p
𝑘
− s
𝑙





≤ 𝑅
2

0




p
𝑘
− s
𝑙





> 𝑅
2
,

(20)

with 𝑅
1
= 200m, 𝑅

2
= 500m, and 𝑐 = 5 × 10

−4.
Birth parameters for the sequential multi-Bernoulli filter

are configured as x
1
= [650m; −10m/s; 650m; −30m/s]𝑇,

x
2

= [−300m; 15m/s; 300m; −15m/s]𝑇, x
3

= [−650m;
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Figure 2: Target tracks. Start/stop positions for each track are shown
with ∙/◼. Blue dots are sensor locations.
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Figure 3: Comparison of OSPA distance.

15m/s; −450m; 0]
𝑇, x
4
= [−300m; 30m/s; 500m; −2m/s]𝑇,

respectively, for each target, and 𝑄 = diag([(30m, 2m/s,
30m, 2m/s]2) is identical for all four targets. 𝐿min = 300

and 𝐿max = 1000 are the minimum and maximum particle
number of each Bernoulli set for track maintenance.

We first compare the tracking performance, respectively,
using sensor selection I and sensor selection II. The optimal
subpattern assignment (OSPA) metric composed of location
error and cardinality error is adopted for tracking perfor-
mance evaluation [25]. Figure 3 shows the OSPA distance
(𝑝 = 1, 𝑐 = 300m) comparison from 500 Monte Carlo
runs with SNMS gate 𝜖 = 500m. It can be seen that there
is only slight difference of the two selection approaches in
tracking performance and either sensor selection approach
can provide accurate target tracking. The difference occurs
near time 𝑘 = 10 and 𝑘 = 42 when there are target births and
deaths, and sensor selection using sum HIG has a relatively
large error than that using individual HIG.

To further illustrate the SNMS sensor selection and
multitarget tracking procedure, we take sensor selection II as
an example and present three consecutive frames of one trial
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Figure 4: Consecutive tracking frames. Blue dots stand for sensors that cannot detect any targets, and red ⬦ are sensors that can detect at
least one target. Blue line and ∘ are used for target track and current position, black ◻ for selected sensor, and red ∗ for target estimation.

run in Figure 4. It can be seen that all three figures contain
more than four sensors selected while there are only four real
targets even when targets are well separated. This is because
in the sequential multi-Bernoulli filter there are birth sets for
new born targets and legacy sets for temporally undetected
targets, and the SNMS sensor selection will treat all these sets
as potential targets and compute the sensor HIG with respect
to them. Thus, there are sensors selected to detect potential

targets, which guarantee that newborn targets can be recog-
nized and temporally missing target can be picked up again.
For example, the sequential multi-Bernoulli filter lost target
3 in Figure 4(b) and picked it up right away in Figure 4(c).
Trial runs of both selection approaches have been recorded in
videos attached as supplement materials (see Supplementary
Material available online at http://dx.doi.org/10.1155/2015/
148081) for demonstration.
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Figure 5: Comparison of different gates.

We also study the impact the SNMS gate 𝜖 has on the
sensor selection procedure. We set four different SNMS gates
𝜖
𝑖
= 500, 1000, 1500, inf for 𝑖 = 1, 2, 3, 4 and perform 500

Monte Carlo runs on each gate for the two selectionmethods.
Figure 5 shows the simulation results of OSPA distance,
average selected sensor number, and average computation
time (algorithms are implemented in MATLAB 2012a on a
PC with 8GB RAM and Intel Core i7-4770k CPU). With
respect to sensor selection I, it is clear in Figure 5(a) that
the OSPA distance barely changes with the size of SNMS
gate while the number of allocated sensors and computation
time are big when 𝜖

1
= 500, which indicates that 𝜖

1
= 500

is too small to suppress less informative sensors. For sensor
selection II in Figure 5(b), we can see that with bigger gate the
OSPA distance increases and the number of selected sensors
decreases to 1 (minimum). This is because there are chances
of oversuppression when using sum HIG in SNMS sensor
selection. Taking 𝜖

4
= inf as illustration, sensor selection

II actually only picks one most informative sensor among
the network and suppress all the other sensors, whereas the
most informative sensor can barely detect all targets for a
common case. Hence, bigger value of SNMS gate may cause
oversuppression in sensor selection II and consequently lose
targets. Nevertheless, the advantage of sensor selection II
over sensor selection I lies in fewer selected sensors and less
computation time given an appropriate SNMS gate.

To sum up, either of the proposed sensor selection
approachs is shown effective and efficient in the simulations.
Sensor selection with individual HIG will always provide

satisfactory tracking performance while the number of
selected sensors and computation time are relatively large. On
the other hand, sensor selection with sum HIG may suffer
from oversuppression with an inappropriately big SNMS gate
but it is much more efficient and can be as effective as sensor
selection I when using a proper SNMS gate.

6. Conclusion

In this paper, we propose a novel sensor selection method
for multitarget tracking in the static sensor network. We
provide the SMC implementation of the sequential multi-
Bernoulli filter to performmultisensor fusion for multitarget
tracking. With respect to sensor selection, we propose the
SNMS sensor selection approach by considering the locations
and HIGs of sensors and present the SMC implementation
of two SNMS sensor selection approaches, respectively, using
individual HIG and sum HIG. We thoroughly compare the
performance of two sensor selection approaches and analyze
the impact the SNMS gate has on either sensor selection
approach in simulations. It is shown by the simulation results
that either SNMS sensor selection approach is efficient and
effective for multitarget tracking in sensor network.

Our future work is to consider more challenging mea-
surement model, such as time-difference-of-arrival measure-
ment orDopplermeasurement, which is less informative than
the bearing and range sensor used in the simulation. Besides,
we will also analyze the proposed sensor selection method in
the heterogeneous sensor network.
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This paper presents a co-design method of the event generator and the dynamic output feedback controller for a linear time-
invariant (LIT) system. The event-triggered condition on the sensor-to-controller and the controller-to-actuator depends on the
plant output and the controller output, respectively. A sufficient condition on the existence of the event generator and the dynamic
output feedback controller is proposed and the co-design problem can be converted into the feasibility of linear matrix inequalities
(LMIs). The LTI system is asymptotically stable under the proposed event-triggered controller and also reduces the computing
resources with respect to the time-triggered one. In the end, a numerical example is given to illustrate the effectiveness of the
proposed approach.

1. Introduction

With plenty of control applications on the digital platforms,
event-triggered control becomesmore andmore popular due
to its advantages on control systems with limited resources.
For networked control systems, most literature focuses on
the performance analysis of the system under the network
bandwidth limitation; see [1–4]. However, less traffic require-
ment, better resource utilization, and better steady-state per-
formance are all the significant factors. Compared with time-
triggered control, event-triggered control has its advantages.
In the traditional digital control techniques, the controller
updates periodically. Analysis and synthesis of the system by
using the periodic sampling is much easier than using the
aperiodic sampling. However, the periodic sampling leads
to a waste of computation and communication resources
sometimes. From the resource allocation point of view, the
event-triggered control was proposed; see the literature [5–
7] and references therein. Event-triggered control is a control
scheme in which the controller updates as long as the
system state (or output) satisfies a well-designed condition.

The condition is called event generator, which can maintain
the necessary properties of the system, such as convergence
and stability. By using event-triggered control, computation
and communication resources will be utilized only when
necessary.Therefore, the event-triggeredmechanism is a kind
of “on-demand” executive strategy and can guarantee the
performance of the system as well.

Due to the advantage of reducing computation and com-
munication resources, event-triggered control has been taken
more andmore into consideration. It is first presented byDorf
in [5]; several different event-triggered schemes are inves-
tigated for a variety of systems with control performances.
In [6, 7], the authors experimentally demonstrate the saving
resources of event-triggered control while simultaneously
preserving the performance of the system. Event-triggered
control for the first-order linear stochastic system forces the
output variance to be considerably smaller with respect to
periodic control [6]. A simple event-based PID controller is
studied in [7], which contains a time-triggered event detector
and an event-triggered PID controller. The PID controller
cannot calculate the control signal unless the variable from
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the event detector has enough changes. An asynchronous
emulation-based event-triggered feedback approach is taken
into account in [8], where a directly digital design strategy
is included. In [9], Tabuada proposes an event-triggered
mechanism for nonlinear system to guarantee the asymptoti-
cal stability of the system and relax the traditional periodic
execution requirements. The method proposed in [9] is
extended to the exponential input-to-state stability (ISS) in
[10]. In [11], Lunze and Lehmann propose amethod on event-
based state-feedback control for linear systems, with bounded
disturbances, in which the sensitivity bound of the event
generator can be chosen such that the event-triggered control
system approximates the continuous state-feedback control
loop.

However, not all of the system states can be directly
measured in applications; the event-triggered control based
on the system output (a part of the system state information)
is much more practical; see, for example, [12–16]. Decentral-
ized event-triggered mechanism is applied to the dynamic
output feedback control system in [12]. For guaranteeing
the 𝐿

∞
performance, the event generator is designed and

the bound of interevent time is also provided. The optimal
control problem under the event-triggered output feedback
control is studied for discrete-time systems in [13] and an
upper bound on the optimal cost is presented. The input-
to-state stability under the self-triggered dynamic output
feedback control is studied in [14], where a discrete-time
observer is in cascade with a full state-feedback self-triggered
controller.Thedesigned event generator renders the ISS of the
system with respect to exogenous disturbances. The result is
extended to the decentralized event-triggered system in [15].
In [16], the event-triggered conditions are proposed for three
kinds of event-triggered dynamic output feedback control
architectures, in which a global lower bound on the inter-
sample times is also provided to guarantee the asymptotic
stability of the closed-loop system. However, most work in
the literature focuses on designing the event generator, does
not mention the continuous control algorithm. Most of them
assume that the controller has been designed previously. But
in fact, the event-triggered controller includes both the event
generator and the controller. How to co-design the event
generator and the controller simultaneously is much more
challengeable. Li and Xu [17, 18] give us a co-design method
for both discrete-time linear systems and LPV systems under
the state feedback controller. While co-designing the event
generator and the controller based on the system output is
quite significant from the practical application point of view.
To the best of the authors’ knowledge, co-designing of event
generator and the dynamic output feedback controller has
not been investigated. Comparing to the static state feedback
controller, the dynamic output feedback controller can often
provide more adjustable parameters. It is a challenge to co-
design the event generator and the dynamic output feedback
controller as well.

The remainder of the paper is organized as follows.
In Section 2, the necessary notations and preliminaries are
provided.The problem statement of event-triggered dynamic
output feedback control is presented in Section 3. Section 4
presents a sufficient condition on how to co-design the event

ZOH 2 Actuator Plant Sensor

Event
generator 1

Event
generator 2 Controller ZOH 1

ŷc

ŷp

yp

yc uc

up

Figure 1: Event-triggered dynamic output feedback control loop.

generator and the dynamic output feedback controller, under
which the linear system is asymptotically stable. Numerical
simulation results are given in Section 5, which verify the
effectiveness of the proposed methods. Finally, conclusions
are included in Section 6.

2. Preliminaries

The notation ‖ ⋅ ‖ is used to denote the Euclidean norm. 𝑋 >

0 (𝑋 < 0) represents that 𝑋 is a positive (negative) definite
matrix. 𝑋𝑇 and 𝑋

−1 denote the transpose and the inverse
of matrix 𝑋. 𝐼 represents the unit matrix with appropriate
dimensions; 𝑍

0

+ is the set of all nonnegative integers. For
simplicity, the form (

𝐴 𝐵

∗ 𝐶
) is equivalent to the symmetric

matrix of the form (
𝐴 𝐵

𝐵
𝑇

𝐶
). In what follows, if not explicitly

stated, matrices are assumed to have compatible dimensions.
The following lemmawill be used in the proof of themain

result.

Lemma 1 (see [19]). Consider a symmetric matrix 𝑆 =

[
𝑆
11
𝑆
12

𝑆
21
𝑆
22

], where 𝑆
11
∈ 𝑅
𝑟×𝑟, 𝑆
12
∈ 𝑅
𝑟×(𝑛−𝑟), 𝑆

21
∈ 𝑅
(𝑛−𝑟)×𝑟, 𝑆

22
∈

𝑅
(𝑛−𝑟)×(𝑛−𝑟). Then 𝑆 < 0 only if 𝑆

11
< 0 and 𝑆

22
− 𝑆
𝑇

12
𝑆
−1

11
𝑆
12
< 0

or equivalently, 𝑆
22
< 0 and 𝑆

11
− 𝑆
12
𝑆
−1

22
𝑆
𝑇

12
< 0.

3. Problem Statement

A linear plant controlled by an event-triggered dynamic
output feedback controller is shown in Figure 1. The event
generator is an implementation of the event-triggered con-
dition. We need to design an output-dependent event-
triggered condition which can be used to decide when the
measurement and the control law update. If the output signal
𝑦
𝑝
measured from the sensor satisfies the event-triggered

condition 1, it will be sent to the controller through the zero-
order-hold 1 (ZOH 1); otherwise it will not be sent. Similarly,
if the output of the controller 𝑦

𝑐
satisfies the event-triggered

condition 2, the output of the controller will be sent to the
actuator through the ZOH 2; otherwise it does not transmit.
Here we denote the triggered instant by 𝑡

𝑖
, 𝑖 ∈ 𝑍

+

0
.

We consider a linear time-invariant plant given by

̇𝑥
𝑝
(𝑡) = 𝐴

𝑝
𝑥
𝑝
(𝑡) + 𝐵

𝑝
𝑢
𝑝
(𝑡) , 𝑥

𝑝
(0) = 𝑥

𝑝0
,

𝑦
𝑝
(𝑡) = 𝐶

𝑝
𝑥
𝑝
(𝑡) ,

(1)

where 𝑥
𝑝
(𝑡) ∈ 𝑅

𝑛 denotes the plant state; 𝑥
𝑝
(0) = 𝑥

𝑝0
is

the initial state of the plant; 𝑢
𝑝
(𝑡) ∈ 𝑅

𝑚 is the plant input;
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𝑦
𝑝
(𝑡) ∈ 𝑅

𝑞 is the output of the plant. 𝐴
𝑝
, 𝐵
𝑝
, and 𝐶

𝑝
are the

known constant matrices with appropriate dimensions.
The plant is controlled by a dynamic output feedback

controller given by

̇𝑥
𝑐
(𝑡) = 𝐴

𝑐
𝑥
𝑐
(𝑡) + 𝐵

𝑐
𝑢
𝑐
(𝑡) , 𝑥

𝑐
(0) = 𝑥

𝑐0
,

𝑦
𝑐
(𝑡) = 𝐶

𝑐
𝑥
𝑐
(𝑡) ,

(2)

where 𝑥
𝑐
(𝑡) ∈ 𝑅

𝑛 denotes the controller state; 𝑥
𝑐
(0) = 𝑥

𝑐0
is

the initial state of the controller; 𝑢
𝑐
(𝑡) ∈ 𝑅

𝑞 is the controller
input;𝑦

𝑐
(𝑡) ∈ 𝑅

𝑚 is the output of the controller.𝐴
𝑐
,𝐵
𝑐
, and𝐶

𝑐

are matrices appropriate dimensions, which will be designed
in the following part.

Whether 𝑦
𝑝
(𝑡) and 𝑦

𝑐
(𝑡) are sent or not is up to the event

generator conditions. That is to say, the controller cannot
calculate the control signal unless 𝑦

𝑝
and 𝑦

𝑐
in the event

generator have enough change. Since 𝑡
𝑖
, 𝑖 ∈ 𝑍

+

0
is the triggered

instant, 𝑦
𝑝
(𝑡) and 𝑦

𝑐
(𝑡) are only sent at 𝑡

𝑖
; 𝑦
𝑝
(𝑡) and 𝑦

𝑐
(𝑡)

update at the triggered instants. By using the zero-order
holder, 𝑦

𝑝
(𝑡) and 𝑦

𝑐
(𝑡) maintain their values until the next

triggered instant 𝑡
𝑖+1

arrives. Therefore, 𝑢
𝑝
(𝑡) = 𝑦

𝑐
(𝑡) and

𝑢
𝑐
(𝑡) = 𝑦

𝑝
(𝑡) can be expressed by

𝑦
𝑐
(𝑡) = 𝑦

𝑐
(𝑡
𝑖
) , 𝑡 ∈ [𝑡

𝑖
, 𝑡
𝑖+1
) ,

𝑦
𝑝
(𝑡) = 𝑦

𝑝
(𝑡
𝑖
) , 𝑡 ∈ [𝑡

𝑖
, 𝑡
𝑖+1
) .

(3)

Define the errors 𝑒
𝑝
(𝑡) and 𝑒

𝑐
(𝑡) as follows:

𝑒
𝑝
(𝑡) = 𝑦

𝑝
(𝑡) − 𝑦

𝑝
(𝑡) ,

𝑒
𝑐
(𝑡) = 𝑦

𝑐
(𝑡) − 𝑦

𝑐
(𝑡) .

(4)

Combining (1), (2), and (4), we have

̇𝑥 = (

̇𝑥
𝑝

̇𝑥
𝑐

) = (

𝐴
𝑝

𝐵
𝑝
𝐶
𝑐

𝐵
𝑐
𝐶
𝑝

𝐴
𝑐

)(

𝑥
𝑝

𝑥
𝑐

) + (

0 𝐵
𝑝

𝐵
𝑐

0

)(

𝑒
𝑝
(𝑡)

𝑒
𝑐
(𝑡)

) .

(5)

Thus the closed-loop system can be described by

̇𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑒 (𝑡) , (6)

where

𝐴 = (

𝐴
𝑝

𝐵
𝑝
𝐶
𝑐

𝐵
𝑐
𝐶
𝑝

𝐴
𝑐

) , 𝐵 = (

0 𝐵
𝑝

𝐵
𝑐

0

) ,

𝑒 (𝑡) = (

𝑒
𝑝
(𝑡)

𝑒
𝑐
(𝑡)

) , 𝑥 (𝑡) = (

𝑥
𝑝
(𝑡)

𝑥
𝑐
(𝑡)

) ,

𝑥
0
= (

𝑥
𝑝0

𝑥
𝑐0

) .

(7)

We present the following event-triggered condition:

𝑒
𝑇

𝑝
𝑒
𝑝
+ 𝑒
𝑇

𝑐
𝑒
𝑐
≤ 𝜎
1
𝑦
𝑇

𝑝
𝑦
𝑝
+ 𝜎
2
𝑦
𝑇

𝑐
𝑦
𝑐
, 𝜎
1
> 0, 𝜎

2
> 0 (8)

which means 𝑦
𝑝
(𝑡) is updated once if

𝑒
𝑇

𝑝
(𝑡) 𝑒
𝑝
(𝑡) + 𝑒

𝑇

𝑐
(𝑡
𝑖
) 𝑒
𝑐
(𝑡
𝑖
)

≤ 𝜎
1
𝑦
𝑇

𝑝
(𝑡) 𝑦
𝑝
(𝑡) + 𝜎

2
𝑦
𝑇

𝑐
(𝑡
𝑖
) 𝑦
𝑐
(𝑡
𝑖
)

(9)

is violated and 𝑦
𝑐
(𝑡) is updated once if

𝑒
𝑇

𝑝
(𝑡
𝑖
) 𝑒
𝑝
(𝑡
𝑖
) + 𝑒
𝑇

𝑐
(𝑡) 𝑒
𝑐
(𝑡)

≤ 𝜎
1
𝑦
𝑇

𝑝
(𝑡
𝑖
) 𝑦
𝑝
(𝑡
𝑖
) + 𝜎
2
𝑦
𝑇

𝑐
(𝑡) 𝑦
𝑐
(𝑡)

(10)

is violated for 𝑡 ∈ [𝑡
𝑖
, 𝑡
𝑖+1
).

The objective of this paper is to co-design the dynamic
output feedback controller (2) and the event generator satis-
fying condition (8) under which the closed-loop system (6) is
asymptotically stable.

4. Main Results

In this section, we will give a sufficient condition on the
existence of the event generator and the dynamic output
feedback controller by using LIMs.

Theorem 2. If there exist symmetric positive definite matrices
𝑋 ∈ 𝑅

𝑛×𝑛 and 𝑌 ∈ 𝑅
𝑛×𝑛, matrices 𝑉 ∈ 𝑅

𝑟×𝑛 and 𝑊 ∈ 𝑅
𝑛×𝑚,

and scalars 𝛿
1
> 0, 𝛿

2
> 0 satisfying the following LMIs

[

[

[

[

𝑌𝐴
𝑇

𝑝
+ 𝐴
𝑝
𝑌 + 𝑉

𝑇

𝐵
𝑇

𝑝
+ 𝐵
𝑝
𝑉 𝑌𝐶

𝑇

𝑝
𝑉
𝑇

𝐵
𝑝

∗ −𝛿
1
𝐼 0 0

∗ ∗ −𝛿
2
𝐼 0

∗ ∗ ∗ −𝐼

]

]

]

]

< 0, (11)

[

[

[

[

𝑋𝐴
𝑝
+ 𝐴
𝑇

𝑝
𝑋 +𝑊𝐶

𝑝
+ 𝐶
𝑇

𝑝
𝑊
𝑇

𝑊 𝑋𝐵
𝑝

𝐶
𝑇

𝑝

∗ −𝐼 0 0

∗ ∗ −𝐼 0

∗ ∗ ∗ −𝛿
1
𝐼

]

]

]

]

< 0,

(12)

then system (6) under the dynamic output feedback controller
(2) and the event-triggered condition (8) is asymptotically
stable. The parameters of the controller are as follows:

𝐴
𝑐
= − (𝑌 − 𝑋

−1

) (𝐴
𝑃
+ 𝑌𝐴
𝑇

𝑝
𝑋 + 𝑉

𝑇

𝐵
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑃
𝑊
𝑇

+𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + 𝛿

−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝
)

𝑇

𝑌
−1

,

𝐵
𝑐
= (𝑌 − 𝑋

−1

)𝑊,

𝐶
𝑐
= 𝑉𝑌
−1

,

(13)

and the parameters of the event-triggered condition (8) are𝜎
1
=

𝛿
−1

1
, 𝜎
2
= 𝛿
−1

2
.

Proof. Choosing a candidate Lyapunov function

𝑉
𝑥
= 𝑥
𝑇

𝑃𝑥, (14)

we have the following time derivative of𝑉
𝑥
along with system

(6):

𝑉
𝑥
= 2𝑥
𝑇

𝑃 (𝐴𝑥 + 𝐵𝑒)

= 𝑥
𝑇

(𝑃𝐴 + 𝐴

𝑇

𝑃)𝑥 + 2𝑥
𝑇

𝑃𝐵𝑒

≤ 𝑥
𝑇

(𝑃𝐴 + 𝐴

𝑇

𝑃 + 𝑃𝐵𝐵
𝑇

𝑃)𝑥 + 𝑒
𝑇

𝑒.

(15)
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Letting 𝑉 = 𝐶
𝑐
𝑌, and from (11), we use Lemma 1 three

times and obtain

𝑌𝐴
𝑇

𝑝
+ 𝐴
𝑝
𝑌 + 𝑌

𝑇

𝐶
𝑇

𝑐
𝐵
𝑇

𝑝
+ 𝛿
−1

2
𝑌
𝑇

𝐶
𝑇

𝑐
𝐶
𝑐
𝑌

+ 𝛿
−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝
𝑌 + 𝐵

𝑝
𝐶
𝑐
𝑌 + 𝐵

𝑝
𝐵
𝑇

𝑝
< 0.

(16)

Similarly, letting𝑊 = (𝑌
−1

−𝑋)𝐵
𝑐
and applying the Schur

lemma to LMI (12) three times, we get

𝑋𝐴
𝑝
+ 𝐴
𝑇

𝑝
𝑋 + (𝑌

−1

− 𝑋)𝐵
𝑐
𝐶
𝑝
+ 𝐶
𝑇

𝑝
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝑋𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + 𝛿

−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

+ (𝑌
−1

− 𝑋)𝐵
𝑐
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

< 0.

(17)

Considering

𝐴
𝑐
= − (𝑌 − 𝑋

−1

) (𝐴
𝑃
+ 𝑌𝐴
𝑇

𝑝
𝑋 + 𝑉

𝑇

𝐵
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑃
𝑊
𝑇

+𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + 𝛿

−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝
)

𝑇

𝑌
−1

,

(18)

we know that

𝑌𝐴
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝐴
𝑃
+ 𝑌𝐴
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑐
𝐵
𝑇

𝑝
𝑋

+ 𝑌𝐶
𝑇

𝑃
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + 𝛿

−1

1
𝑌𝐶
𝑇

𝑃
𝐶
𝑃
= 0.

(19)

Combining (16), (17), and (19), we have

[

𝑄
1
𝑄
2

∗ 𝑄
3

] < 0, (20)

where

𝑄
1
= 𝑌𝐴
𝑇

𝑝
+ 𝐴
𝑝
𝑌 + 𝑌

𝑇

𝐶
𝑇

𝑐
𝐵
𝑇

𝑝
+ 𝐵
𝑝
𝐶
𝑐
𝑌 + 𝐵

𝑝
𝐵
𝑇

𝑝

+ 𝛿
−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝
𝑌 + 𝛿
−1

2
𝑌
𝑇

𝐶
𝑇

𝑐
𝐶
𝑐
𝑌,

𝑄
2
= 𝑌𝐴
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝐴
𝑃
+ 𝑌𝐴
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑐
𝐵
𝑇

𝑝
𝑋

+ 𝑌𝐶
𝑇

𝑃
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + 𝛿

−1

1
𝑌𝐶
𝑇

𝑃
𝐶
𝑃
,

𝑄
3
= 𝑋𝐴

𝑝
+ 𝐴
𝑇

𝑝
𝑋 + (𝑌

−1

− 𝑋)𝐵
𝑐
𝐶
𝑝
+ 𝐶
𝑇

𝑝
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝑋𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + 𝛿

−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

+ (𝑌
−1

− 𝑋)𝐵
𝑐
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

.

(21)

Furthermore, we have

[

𝑄
1
𝑄
2

∗ 𝑄
3

] = 𝑀
1
+𝑀
2
+𝑀
3
+𝑀
4
< 0, (22)

where

𝑀
1
=
[

[

𝐴
𝑝
𝑌 + 𝐵

𝑝
𝐶
𝑐
𝑌 𝐴

𝑝

𝑋𝐴
𝑝
𝑌 + 𝑋𝐵

𝑝
𝐶
𝑐
𝑌 + (𝑌

−1

− 𝑋)𝐵
𝑐
𝐶
𝑃
𝑌 + (𝑌

−1

− 𝑋)𝐴
𝑐
𝑌 𝑋𝐴

𝑝
+ (𝑌
−1

− 𝑋)𝐵
𝑐
𝐶
𝑝

]

]

,

𝑀
2
=
[

[

[

𝑌𝐴
𝑇

𝑝
+ 𝑌
𝑇

𝐶
𝑇

𝑐
𝐵
𝑇

𝑝
𝑌𝐴
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑐
𝐵
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑃
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝑌𝐴
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

𝐴
𝑇

𝑝
𝐴
𝑇

𝑝
𝑋 + 𝐶

𝑇

𝑝
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

]

]

]

,

𝑀
3
=
[

[

[

𝐵
𝑝
𝐵
𝑇

𝑝
𝐵
𝑝
𝐵
𝑇

𝑝
𝑋

∗ 𝑋𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + (𝑌

−1

− 𝑋)𝐵
𝑐
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

]

]

]

,

𝑀
4
=
[

[

𝛿
−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝
𝑌 + 𝛿
−1

2
𝑌
𝑇

𝐶
𝑇

𝑐
𝐶
𝑐
𝑌 𝛿
−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝

∗ 𝛿
−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

]

]

.

(23)

Letting

𝐻 = [

0 𝐼

𝑌
−1

−𝐼

] , (24)

and premultiplying and postmultiplying LMI (22) by 𝐻 and
𝐻
𝑇, we obtain

𝐻𝑀
1
𝐻
𝑇

+ 𝐻𝑀
2
𝐻
𝑇

+ 𝐻𝑀
3
𝐻
𝑇

+ 𝐻𝑀
4
𝐻
𝑇

< 0. (25)
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Since

𝐻𝑀
1
𝐻
𝑇

= 𝐻[

𝐴
𝑝
𝑌 + 𝐵

𝑝
𝐶
𝑐
𝑌 𝐴

𝑝

𝑋𝐴
𝑝
𝑌 + 𝑋𝐵

𝑝
𝐶
𝑐
𝑌 + (𝑌

−1

− 𝑋)𝐵
𝑐
𝐶
𝑃
𝑌 + (𝑌

−1

− 𝑋)𝐴
𝑐
𝑌 𝑋𝐴

𝑝
+ (𝑌
−1

− 𝑋)𝐵
𝑐
𝐶
𝑝

]𝐻
𝑇

= 𝐻[

𝑌 𝑌

𝐼 0
] [

𝑋 𝑌
−1

− 𝑋

∗ 𝑋 − 𝑌
−1
] [

𝐴
𝑝

𝐵
𝑝
𝐶
𝑐

𝐵
𝑐
𝐶
𝑃

𝐴
𝑐

] [

𝑌 𝐼

𝑌 0
]𝐻
𝑇

= 𝑃𝐴,

𝐻𝑀
2
𝐻
𝑇

= 𝐻
[

[

𝑌𝐴
𝑇

𝑝
+ 𝑌
𝑇

𝐶
𝑇

𝑐
𝐵
𝑇

𝑝
𝑌𝐶
𝑇

𝑃
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝑌𝐴
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

+ 𝑌𝐴
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑐
𝐵
𝑇

𝑝
𝑋

𝐴
𝑇

𝑝
𝐴
𝑇

𝑝
𝑋 + 𝐶

𝑇

𝑝
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

]

]

𝐻
𝑇

= 𝐻[

𝑌 𝑌

𝐼 0
][

𝐴
𝑇

𝑝
𝐶
𝑇

𝑃
𝐵
𝑇

𝑐

𝐶
𝑇

𝑐
𝐵
𝑇

𝑝
𝐴
𝑇

𝑐

][

𝑋 𝑌
−1

− 𝑋

∗ 𝑋 − 𝑌
−1
] [

𝑌 𝐼

𝑌 0
]𝐻
𝑇

= 𝐴

𝑇

𝑃,

𝐻𝑀
3
𝐻
𝑇

= 𝐻
[

[

𝐵
𝑝
𝐵
𝑇

𝑝
𝐵
𝑝
𝐵
𝑇

𝑝
𝑋

∗ 𝑋𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + (𝑌

−1

− 𝑋)𝐵
𝑐
𝐵
𝑇

𝑐
(𝑌
−1

− 𝑋)

𝑇

]

]

𝐻
𝑇

= 𝐻[

𝐼 0

𝑋 𝑌
−1

− 𝑋

][

0 𝐵
𝑝

𝐵
𝑐

0

] [

0 𝐵
𝑇

𝑐

𝐵
𝑇

𝑝
0

] [

𝐼 𝑋

0 𝑌
−1

− 𝑋

]𝐻
𝑇

= 𝑃𝐵𝐵

𝑇

𝑃,

𝐻𝑀
4
𝐻
𝑇

= 𝐻[

𝛿
−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝
𝑌 + 𝛿
−1

2
𝑌
𝑇

𝐶
𝑇

𝑐
𝐶
𝑐
𝑌 𝛿
−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝

∗ 𝛿
−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

]𝐻
𝑇

= 𝐻[

𝑌 𝑌

𝐼 0
] [

𝛿
−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

0

∗ 𝛿
−1

2
𝐶
𝑇

𝑐
𝐶
𝑐

] [

𝑌 𝐼

𝑌 0
]𝐻
𝑇

= [

𝛿
−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

0

∗ 𝛿
−1

2
𝐶
𝑇

𝑐
𝐶
𝑐

] ,

(26)

we know that LMI (25) is equivalent to the following
inequality

𝑃𝐴 + 𝐴

𝑇

𝑃 + 𝑃𝐵𝐵
𝑇

𝑃 + [

𝛿
−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

0

∗ 𝛿
−1

2
𝐶
𝑇

𝑐
𝐶
𝑐

] < 0, (27)

which can be rewritten by

𝑥
𝑇

(𝑃𝐴 + 𝐴

𝑇

𝑃 + 𝑃𝐵𝐵
𝑇

𝑃)𝑥

+ 𝑥
𝑇

[

𝛿
−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

0

∗ 𝛿
−1

2
𝐶
𝑇

𝑐
𝐶
𝑐

]𝑥 < 0.

(28)

Since

𝑒
𝑇

𝑒 = 𝑒
𝑇

𝑝
𝑒
𝑝
+ 𝑒
𝑇

𝑐
𝑒
𝑐
≤ 𝜎
1
𝑦
𝑇

𝑝
𝑦
𝑝
+ 𝜎
2
𝑦
𝑇

𝑐
𝑦
𝑐

= 𝑥
𝑇

[

𝜎
1
𝐶
𝑇

𝑝
𝐶
𝑝

0

0 𝜎
2
𝐶
𝑇

𝑐
𝐶
𝑐

]𝑥

= 𝑥
𝑇

[

𝛿
−1

1
𝐶
𝑇

𝑝
𝐶
𝑝

0

∗ 𝛿
−1

2
𝐶
𝑇

𝑐
𝐶
𝑐

]𝑥,

(29)

then we obtain that

𝑥
𝑇

(𝑃𝐴 + 𝐴

𝑇

𝑃 + 𝑃𝐵𝐵
𝑇

𝑃)𝑥 + 𝑒
𝑇

𝑒 < 0. (30)

Combining (15) and (30), we have

𝑉
𝑥
< 0. (31)

Hence, if LMIs (11) and (12) are satisfied, system (6) under
the dynamic output feedback (2) with the matrices 𝐴

𝑐
, 𝐵
𝑐
,
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and 𝐶
𝑐
and event generator (8) with 𝜎

1
= 𝛿
−1

1
, 𝜎
2
= 𝛿
−1

2
is

asymptotically stable, where

𝐴
𝑐
= − (𝑌 − 𝑋

−1

) (𝐴
𝑃
+ 𝑌𝐴
𝑇

𝑝
𝑋 + 𝑉

𝑇

𝐵
𝑇

𝑝
𝑋 + 𝑌𝐶

𝑇

𝑃
𝑊
𝑇

+𝐵
𝑝
𝐵
𝑇

𝑝
𝑋 + 𝛿

−1

1
𝑌𝐶
𝑇

𝑝
𝐶
𝑝
)

𝑇

𝑌
−1

,

𝐵
𝑐
= (𝑌 − 𝑋

−1

)𝑊,

𝐶
𝑐
= 𝑉𝑌
−1

.

(32)

The proof is completed.

Remark 3. Theorem 2 gives us a sufficient condition on how
to co-design the event generator and the dynamic output
feedback controller. Different from the co-design method in
[16–18], this paper focuses on the dynamic output feedback.
Moreover, the event-triggered condition in this paper also
depends on the system output, which ismuch easier to realize
with respect to the case depending on the system state.

Remark 4. For any given LTI model parameters 𝐴
𝑝
, 𝐵
𝑝
, 𝐶
𝑝
,

we can calculate the inequalities (11) and (12) in Theorem 2.
If the LMIs have feasible solutions 𝑋, 𝑌, 𝑉, 𝑊, 𝜎

1
, 𝜎
2
, then

we know system (6) is asymptotically stable. Furthermore,
we obtain the parameters of the event generator and the
controller.Therefore, the co-design problem is converted into
the feasibility of LMIs, which is easy to be checked by using
Matlab/LMI toolbox.

5. A Numerical Example

In this section, a numerical example is given to demonstrate
the efficiency of the proposed method above. Consider the
plant and its candidate dynamic output feedback controller
as follows:

̇𝑥
𝑝
= [

0 1

2 −3
] 𝑥
𝑝
+ [

2.2

2.2
] 𝑢
𝑝
,

𝑦
𝑝
= [−1 4] 𝑥

𝑝
,

̇𝑥
𝑐
(𝑡) = 𝐴

𝑐
𝑥
𝑐
(𝑡) + 𝐵

𝑐
𝑢
𝑐
(𝑡) ,

𝑦
𝑐
(𝑡) = 𝐶

𝑐
𝑥
𝑐
(𝑡) .

(33)

By solving the LMIs feasibility problem in Theorem 2,
we have 𝑋 = [

4.1064 −4.4449

−4.4449 5.4109
], 𝑌 = [

19.3972 4.3338

4.3338 4.2859
], 𝑉 =

[−9.1681 −4.7274]𝑊 = [
−1.8795

0.7450
], 𝛿
1
= 25.2983, and 𝛿

2
=

28.0767 and then the parameters of the controller can be
calculated as

𝐴
𝑐
= [

4.5499 −18.8029

5.7729 −19.7737
] , 𝐵

𝑐
= [

4.2917

3.5312
] ,

𝐶
𝑐
= [−0.2922 −0.8075] .

(34)

From (8), we obtain that the event-triggered condition is

𝑒
𝑇

𝑝
𝑒
𝑝
+ 𝑒
𝑇

𝑐
𝑒
𝑐
≤ 0.0395𝑦

𝑇

𝑝
𝑦
𝑝
+ 0.0356𝑦

𝑇

𝑐
𝑦
𝑐
. (35)
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Figure 2: System state trajectories under the event-triggered
dynamic output feedback controller.
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Figure 3: Event-triggered instant and event-triggered interval.

Given the initial state 𝑥
0
= (40, −20, 40, −20)

𝑇, we have
the trajectory of the closed-loop system shown in Figure 2. It
can be seen that the system is asymptotically stable.

Setting the sampling step as 0.05 s, the effect of the
event-triggered scheme from sensor to controller and from
controller to actuator is shown in Figure 3, where the 𝑥-
axis means the event-triggered instant and 𝑦-axis means the
interval between the current event-triggered instant and the
last event-triggered instant. After computation, the average
sampling time from sensor to controller is 0.15 s, which is
3 times that of the sampling time of the system if there
is no event-triggered scheme; the average sampling time
from controller to actuator is 0.18 s, which is 3.6 times that
of the sampling time of the system if there is no event-
triggered scheme. Therefore, the simulation shows that the
system resource utilization is greatly saved by using the
event-triggered scheme and the unnecessary waste of system
resources is reduced.

6. Conclusion

In this paper, we studied the asymptotical stabilization of
linear systems based on the event-triggered dynamic output
feedback control. We proposed an approach to co-design the
event generator and the dynamic output feedback controller.
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A sufficient condition was presented in terms of LMIs by
using a quadratic Lyapunov function.
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Wireless sensor networks (WSNs) have gained worldwide attention in recent years. Since WSNs can be conveniently deployed to
monitor a given field of interest, they have been considered as a great long-term economic potential for military, environmental,
and scientific applications and so forth. One of the most active areas of research in WSNs is the coverage which is one of the most
essential functions to guarantee quality of service (QoS) in WSNs. However, less attention is paid on the heterogeneity of the node
and the energy balance of the whole network during the redeployment process. In this work, the energy balanced problems in
mobile heterogeneous WSNs redeployment have been analyzed. The virtual force algorithm with extended virtual force model is
used to improve the QoS of the deployment. Furthermore energy model is added to enhance or limit the movement of the nodes
so that the energy of nodes in the whole WSNs can be balanced and the lifetime of the networks can be prolonged. The simulation
results verify the effectiveness of this proposed algorithm.

1. Introduction

WSNs consist of small-sized low cost sensor nodes which
have several restrictions in energy supply, computing power,
and bandwidth of thewireless communication [1].TheQoS of
the network is highly related to the deployment performance
of the nodes. However, in many working environments such
as disaster areas, battlefields, and toxic gas regions, all sensor
nodes are mainly deployed randomly by aircraft instead of
human beings. In such case, the deployment result may not
satisfy the requirement of the system. All the nodes may
cluster in a small region or may even distribute sparsely
without connectivity guarantee which would influence the
QoS and reliability of the WSNs significantly.

Many researchers are currently engaged in coverage prob-
lem [2–4] and numerous algorithms are related to mobile
WSNs.

Mobile WSNs are composed of a distributed collec-
tion of nodes, each of which has communication, sensing,
computation, and locomotion capabilities. The mobility of
sensor nodes allows more complex application scenarios.
With locomotion capabilities, sensor nodes can adjust their

positions after stochastic distribution; thus the whole net-
works could enhance the coverage performance and reach
more precise placement. However, themovement of the node
would expend the energy of the node. Some node may run
out of power because of the long distance movement during
redeployment.

Another actual problem in WSNs coverage is that the
nodes in networks cannot be always the same in practice due
to various reasons. The coverage analysis of heterogeneous
WSNs is very useful for both academic and industrial fields.
The concept of heterogeneous sensor network is proposed in
[5].The existence of heterogeneousWSNs ismainly due to the
following aspects. (1) Nodes are different as physical devices,
and the physical properties of the sensor node are very
difficult to be completely homogenized. (2) The same type of
sensor nodes may work differently due to work environment,
regional terrain characteristics, and imbalanced workload or
other reasons. All those could affect the behaviour of nodes
in WSN.

In the literature, abundant work has been done in the
redeployment of the mobile WSNs, and many effective algo-
rithms have been put forward to obtain a required placement
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and improve the coverage rate. Pervious work on mobile
WSNs redeployment algorithms can be classified into two
main kinds: virtual force algorithms (VFA) and computa-
tional geometry-based approach. In VFA based algorithms
[6], those models the mobile sensor nodes as electrons or
molecules, and nodes move toward or away from each other
by the virtual force (often related to the distance between
nodes) or potential fields. However algorithms above do
not consider some actuality problems such as connectivity
maintenance and the energy cost [7]. References [8–10]
are algorithms according to the computational geometry
in which nodes update their positions to from a uniform
Voronoi diagram or Delaunay triangulation. It can provide
well performance but is hard to be used for the need of
the global position information of the whole network which
usually cannot be realized.

In this paper, the redeployment problem in mobile het-
erogeneousWSNs considering energy balanced is addressed.
Delaunay triangulation is used in VFA to find the logic
neighbors nodes in order to avoid nodes cluster in a small
region. Furthermore according to the research fixed ideal
distance is proposed to solve the serious coverage holes
and redundant problem in traditional VFA. And the energy
model of the nodes is proposed. In order to balance the
energy of the whole networks, in this paper energy control
function is added to the virtual force model.

Throughout the paper, it is assumed that the commu-
nication range is two times the sensing range. The rest of
this paper is organized as follows. Section 2 gets over the
past work that closely related to our work. Section 3 analyzes
energy unbalanced problem in mobile WSNs redeployment
and provides a solution. Section 4 gives the simulation results
that illustrate the performance. Section 5 is the conclusion of
the paper.

2. Related Works

The prior work on redeployment of mobile WSNs in recent
years which closely related to this subject is summarized
below.

The concept of redeployment of mobile WSNs is derived
from dealing with coordination in behavior control of many
robots teams [11, 12]. Gage [11] has classified the use of
robot swarms to provide blanket, barrier, or sweep coverage
of area. According to this classification, the redeployment
problem studied in this paper focuses on the blanket cov-
erage. Reference [12] considers multirobot exploration and
mapping for larger teams and gives an evaluation of different
strategies for coordinating the efforts of a robot team during
an exploration mission in an unknown environment. In
[13], a potential-field-based approach (PFBA) is presented
to deploy sensor nodes in a target environment. In order
to obtain a uniform deployment in an unknown enclosed
area, control force defined as negative gradient of potential
(NGOP) is employed. However, some crucial problems had
not been considered such as connectivity maintenance and
topology control. In [14], the author introduced the concept
of virtual force algorithm (VFA) to the WSNs deployment.

The VFA adopts the similar strategy as PFBA, by considering
the virtual attractive and repulsive forces exerted on each
node by neighbor nodes and obstacles. The VFA can signif-
icantly increase sensor coverage. These works only consider
homogeneous sensing models. Based on works in [14], a
distributed self-spreading algorithm is developed in [15].The
virtual force in (distributed self-spreading algorithm) DSSA
is modeled as internuclear repulsion and attraction between
molecules. Computational geometry such as Voronoi dia-
gram and Delaunay triangulation is commonly used in rede-
ployment of WSNs, and the vector-based algorithm (VEC),
the Voronoi-based algorithm (VOR), and MiniMax are pre-
sented in [8]. The algorithms above use Voronoi diagrams to
divide the coverage field into many small areas and enhance
the covered area by pushing or pulling nodes according to
virtual force. Computational geometry-based algorithms can
solve the stacking problem. However the Voronoi diagram is
a global structure; it means that the diagram can be obtained
only if the global location information of all nodes in the
WSNs is known.

3. Preliminaries

3.1. Network Model and Assumptions. In this paper we focus
on the redeployment problem of heterogeneous WSNs in 2-
dimensional plane. The position of node 𝑖 is described as
(𝑥
𝑖
, 𝑦
𝑖
). The distance between node 𝑖 and node 𝑗 is defined

as Euclidean distance 𝑑
𝑖𝑗
. The initial deployment is a random

deployment in unknown distribution. We assume that every
node can learn its own position by GPS or other localization
technologies.𝑅c is the communication range; if𝑑

𝑖𝑗
≤ 𝑅c, node

𝑖 and node 𝑗 are neighbor nodes. Nodes can receive and send
message to their neighbors without losing data. Meanwhile,
nodes can also get relative distances and orientations between
them. Nodes are aware of their remaining energy and can
share this information with their neighbors. 𝑅s is the sensing
range.The perceptual model𝐶

𝑝𝑖
is defined as follows (𝑝 is an

arbitrary position in target area):

𝐶
𝑝𝑖
{

1, 𝑑
𝑖𝑝
< 𝑅s

0, 𝑑
𝑖𝑝
≥ 𝑅s.

(1)

In general, 𝑅c is larger than 𝑅s.
All of the virtual physics algorithms for redeployment

problem inWSNs are similar to the structure of virtual force,
which include the ideas of potential field with circle packing
that models the sensor node to be a particle in the potential
field. And the potential field exerts forces on the nodes in its
field. For a couple of neighbor nodes 𝑖 and 𝑗, the potential
function 𝑉

𝑖𝑗
could be built. And the virtual force is shown as

follows:

𝐹
𝑖𝑗
= −∇𝑉

𝑖𝑗
. (2)

Nodes move toward the target area by the virtual forces.
The force can be attractive force or repulsive force. Generally,
there is an ideal distance 𝐷

𝑡ℎ
. If the distance between nodes

𝑖 and 𝑗 is less than 𝐷
𝑡ℎ
, repulsive force will act on nodes.

Similarly, attractive force will act on nodes if the distance is
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larger than the ideal distance. The repulsive force is to insure
the sensors are sparse enough without too much redundant
area and the attractive force is to guarantee the coverage
without coverage holes.

The control law for nodes is described in

̈x
𝑖
= ∑

𝑗∈𝐺
𝑖

F
𝑖𝑗
− 𝑘
𝑑
̇x
𝑖
, (3)

where ̈x
𝑖
is the acceleration of the node, ̇x

𝑖
is the velocity of

the node, 𝑘
𝑑
is damping coefficient, and 𝐺

𝑖
is the neighbors

of node 𝑖.
In traditional VFA, the virtual force is defined as follows:

F
𝑖𝑗
=

{
{

{
{

{

𝜔
𝐴
(𝑑
𝑖𝑗
− 𝐷
𝑡ℎ(𝑖,𝑗)

) u
𝑖𝑗
, if 𝑑

𝑖𝑗
> 𝐷
𝑡ℎ(𝑖,𝑗)

𝜔
𝑅
𝑑
−1

𝑖𝑗
u
𝑗𝑖
, if 𝑑

𝑖𝑗
< 𝐷
𝑡ℎ(𝑖,𝑗)

0, if 𝑑
𝑖𝑗
= 𝐷
𝑡ℎ(𝑖,𝑗)

,

(4)

where 𝜔
𝐴
is the virtual force attractive coefficient, 𝜔

𝑅
is the

virtual force repulsive coefficient, 𝑑
𝑖𝑗
is the Euclidean distance

between node 𝑖 and node 𝑗, and u
𝑖𝑗
is the unit vector from

node 𝑖 to node 𝑗.
Nodes move to new positions according to (3). The total

force 𝐹
𝑖
exerted on node 𝑖 can be described as follows:

𝐹
𝑖
= ∑

𝑗∈𝐺
𝑖

𝐹
𝑖𝑗
. (5)

4. Energy Balanced Redeployment Algorithm
for Heterogeneous WSNs

The extended virtual force algorithm is a redeployment
algorithm with some novel features which can overcome
the limitations of traditional VFA. In practical networks the
sensing range 𝑅s of nodes cannot be always the same due to
various reasons; in that case coverage holesmay appear which
may influence theQoS of theWSNs seriously. Prior algorithm
assumed that 𝑅c is two times larger than 𝑅s; however as a
matter of fact 𝑅c is much larger than 𝑅s. High 𝑅c may induce
stacking problem in redeployment.

In order to solve the problem above, Energy Balanced
Redeployment Algorithm (EBRA) is proposed.

Firstly we prove the stability of the algorithm.

4.1. Stability Analysis. The stability of the algorithm can be
proved with Lyapunov stability theory.

Proof. Assume 𝑥
𝑖
is the position vector of node 𝑖. The control

input of node 𝑖 is the virtual force 𝐹
𝑖𝑗
exerted on node 𝑖 by

its neighbor 𝑗. Then the virtual potential field can be known
according to (2) and (5). The total force of the node 𝑖 can be
summarized as follows:

𝐹
𝑖
= ∑

𝑗∈𝐺
𝑖

𝐹
𝑖𝑗
= ∑

𝑗∈𝐺
𝑖

− ∇𝑉
𝑖𝑗
. (6)

Then energy function Φ which combines kinetic energy
with potential energy is built as Lyapunov function:

Φ =

𝑁

∑

𝑖=1

1

2

̇𝑥
𝑇

𝑖
̇𝑥
𝑖
+

1

2

𝑁

∑

𝑖=1

∑

𝑗∈𝐺
𝑖

𝑉
𝑖𝑗
. (7)

For the symmetry of 𝑉
𝑖𝑗
and 𝑉

𝑗𝑖
, ̇𝑥
𝑖
= − ̇𝑥

𝑗
on the

orientation from node 𝑖 to node 𝑗. The time derivative 𝑉
𝑖𝑗
is

described as follows:

𝑑

𝑑𝑡

𝑉
𝑖𝑗
=

𝜕𝑉
𝑖𝑗

𝜕𝑥
𝑖

⋅

𝑑𝑥
𝑖

𝑑𝑡

+

𝜕𝑉
𝑖𝑗

𝜕𝑥
𝑗

⋅

𝑑𝑥
𝑗

𝑑𝑡

= ∇𝑉
𝑖𝑗
⋅ ̇𝑥
𝑖
− ∇𝑉
𝑖𝑗
⋅ ̇𝑥
𝑖

= ∇𝑉
𝑖𝑗
⋅ ( ̇𝑥
𝑖
− ̇𝑥
𝑗
)

= 2∇𝑉
𝑖𝑗
⋅ ̇𝑥
𝑖
.

(8)

The energy functionΦ can be simplified as follows:

Φ̇ =

𝑁

∑

𝑖=1

1

2

( ̇𝑥
𝑇

𝑖
̇𝑥
𝑖
+ ̇𝑥
𝑇

𝑖
̇𝑥
𝑖
) +

𝑁

∑

𝑖=1

∑

𝑗∈𝐺
𝑖

∇𝑉
𝑖𝑗
̇𝑥
𝑇

𝑖

=

𝑁

∑

𝑖=1

̇𝑥
𝑇

𝑖
( ̈𝑥
𝑖
+ ∑

𝑗∈𝐺
𝑖

∇𝑉
𝑖𝑗
) .

(9)

Combining (9) and (3), we get

Φ̇ =

𝑁

∑

𝑖=1

̇𝑥
𝑇

𝑖
( ̈𝑥
𝑖
+ ∑

𝑗∈𝐺
𝑖

∇𝑉
𝑖𝑗
)

=

𝑁

∑

𝑖=1

̇𝑥
𝑇

𝑖
(∑

𝑗∈𝐺
𝑖

𝐹
𝑖𝑗
− 𝑘
𝑑
̇𝑥
𝑖
+ ∑

𝑗∈𝐺
𝑖

∇𝑉
𝑖𝑗
)

=

𝑁

∑

𝑖=1

̇𝑥
𝑇

𝑖
(∑

𝑗∈𝐺
𝑖

− ∇𝑉
𝑖𝑗
− 𝑘
𝑑
̇𝑥
𝑖
+ ∑

𝑗∈𝐺
𝑖

∇𝑉
𝑖𝑗
)

= −𝑘
𝑑

𝑁

∑

𝑖=1

̇𝑥
𝑇

𝑖
̇𝑥
𝑖
,

(10)

where 𝑘
𝑑
is the damping coefficient and Φ̇ is seminegative

definite. According to Lyapunov stability theory, the rede-
ployment algorithm is asymptotically stable.

4.2. Redeployment Algorithm for Heterogeneous WSNs. As
exponential force model can achieve fast convergence, the
force model is shown in (11) and Figure 1:

𝐹
𝑖𝑗
(𝑑) =

{
{
{
{
{

{
{
{
{
{

{

𝛼 (𝑑
−𝛽

𝑖𝑗
− 𝐷
−𝛽

𝑡ℎ
) u
𝑖𝑗
, if 𝐷

𝑡ℎ
< 𝑑
𝑖𝑗
< 𝑅c

0, if 𝑑
𝑖𝑗
= 𝐷
𝑡ℎ








𝛼 (𝑑
−𝛽

𝑖𝑗
− 𝐷
−𝛽

𝑡ℎ
)








u
𝑖𝑗
, if 0.5𝐷

𝑡ℎ
< 𝑑
𝑖𝑗
< 𝐷
𝑡ℎ

1u
𝑖𝑗

if 𝑑
𝑖𝑗
≤ 0.5𝐷

𝑡ℎ
,

(11)

where u
𝑖𝑗
is the unit vector from node 𝑖 to node 𝑗, 𝛼 and 𝛽

are constants that may be changed in different situations, and
𝐷
𝑡ℎ
is the ideal distance.
In heterogeneous WSNs there is no ideal deployment to

achieve, which is different from homogeneous WSNs, so a
new balance point 𝐷

𝑡ℎ(𝑖,𝑗)
and the new force field truncation

coefficient which keeps the nodes from stacking should be
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Figure 1: Virtual force model.

found. 𝐷
𝑡ℎ(𝑖,𝑗)

in homogeneous WSNs is √3𝑅s. However, in
heterogeneous WSNs every node has different 𝑅s, so a new
ideal distance for heterogeneous WSNs should be found.

Theorem 1. As shown in Figure 2, there are three nodes 𝑖, 𝑗,
and 𝑘 with different sensing range.

If ∑𝜙
𝑖𝑗𝑘
= 𝜙
𝑖𝑗
+ 𝜙
𝑖𝑘
+ 𝜙
𝑗𝑘
> 2𝜋, there is a hole in coverage

area; if∑𝜙
𝑖𝑗𝑘
= 𝜙
𝑖𝑗
+𝜙
𝑖𝑘
+𝜙
𝑗𝑘
< 2𝜋, redundant coverage exists

in area; if ∑𝜙
𝑖𝑗𝑘
= 𝜙
𝑖𝑗
+ 𝜙
𝑖𝑘
+ 𝜙
𝑗𝑘
= 2𝜋, neither coverage hole

nor redundant coverage exists.
Assume the distance between node 𝑖 and node 𝑗 is 𝑑

𝑖𝑗
=

𝜆(𝑅si + 𝑅sj), where 𝜆 is the distance coefficient. Then, if 𝜆 =
√3/2, nodes cover the area without any hole.

Proof. Consider

𝜙
𝑖𝑗
= arccos(

𝑅
2

s𝑖 + 𝑅
2

s𝑗 − 𝑑
2

𝑖𝑗

2𝑅s𝑖𝑅s𝑗
)

= arccos(
𝑅
2

s𝑖 + 𝑅
2

s𝑗 − 0.75 (𝑅s𝑖 + 𝑅s𝑗)
2

2𝑅s𝑖𝑅s𝑗
)

= arccos(
0.25𝑅

2

s𝑖 + 0.25𝑅
2

s𝑗 − 1.5𝑅s𝑖𝑅s𝑗

2𝑅s𝑖𝑅s𝑗
)

= arccos(
0.25 (𝑅s𝑖 − 𝑅s𝑗)

2

2𝑅s𝑖𝑅s𝑗
− 0.5)

≤ arccos (−0.5) = 2
3

𝜋.

(12)

Similarly 𝜙
𝑖𝑘
≤ (2/3)𝜋 and 𝜙

𝑗𝑘
≤ (2/3)𝜋, and sum them

up.
Consider ∑𝜙

𝑖𝑗𝑘
= 𝜙
𝑖𝑗
+ 𝜙
𝑖𝑘
+ 𝜙
𝑗𝑘
≤ 2𝜋; that is, in

heterogeneous sensor network, if we set 𝜆 = √3/2, we can
get coverage results without holes.

From the above,𝐷
𝑡ℎ(𝑖,𝑗)

= (√3/2)(𝑅s𝑖 + 𝑅s𝑗).

In VFA for homogeneous WSNs, there is a force field
truncation coefficient 𝜆

2
; generally 𝜆

2
= 1 which equivalent

reduce the value of 𝑅c in order to avoid nodes stacking when
the nodes have high 𝑅c. However the connectivity of the
networks cannot be ensured in the case of scatter initial
deployment.

In this paper we employ Delaunay triangulation to solve
the node gathering problem and on the other hand avoid
affecting the connectivity of the networks.

Delaunay triangulation graph is composed of several
disjoint triangles. The vertices of the triangle are sensor
nodes. Delaunay figure is used as the logical topology of the
network in the coverage control because it has no intersecting
edge topology.

This paper uses Delaunay graph as the network topology
where the balance point𝐷

𝑡ℎ(𝑖,𝑗)
= √3/2(𝑅s𝑖 + 𝑅s𝑗).

To make the algorithm as a distributed algorithm, every
node uses its own local Delaunay triangulation graph.

Definition 2. Every node and its neighbor nodes in its
communication radius make up the Delaunay graph. This
graph is the node’s local Delaunay triangulation graph (Local
DTG or LDTG). The LDTGs of all the nodes form Unit
Delaunay Triangulation Graph (Unit DTG or UDTG). Obvi-
ously, UDTG is a subgraph of DTG.

To achieve better performance, another round of move-
ment is employed; the proof is shown below.

Theorem 3. If 𝐷
𝑡ℎ(𝑖,𝑗)

= √3/2(𝑅si + 𝑅sj) in a Delaunay
triangle, the increment of ∠𝑗

𝑘
𝑖𝑗
𝑘+1

causes monotone decrement
of 𝑅si.

Proof. Consider

cos∠𝑗
𝑘
𝑖𝑗
𝑘+1

= (((

√3

2

) (𝑅s𝑖 + 𝑅s𝑗))

2

+ ((

√3

2

) (𝑅s𝑖 + 𝑅s(𝑗+1)))

2

− ((

√3

2

) (𝑅s𝑗 + 𝑅s(𝑗+1)))

2

)

× (2((

√3

2

) (𝑅s𝑖 + 𝑅s𝑗)(
√3

2

) (𝑅s𝑖 + 𝑅s(𝑗+1))))

−1

=

(𝑅s𝑖 + 𝑅s𝑗)
2

+ (𝑅s𝑖 + 𝑅s(𝑗+1))
2

− (𝑅s𝑗 + 𝑅s(𝑗+1))
2

2 (𝑅s𝑖 + 𝑅s𝑗) (𝑅s𝑖 + 𝑅s(𝑗+1))
.

(13)

Assuming three circles are tangent to each other,
cos∠𝑗

𝑘
𝑖𝑗
𝑘+1
= √3/2 as shown in Figure 3.

It is clear that

∠𝑗
𝑘
𝑖𝑗
𝑘+1
= 2 arctan(

𝑅VL
𝑅s𝑖
) . (14)
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Figure 2: Localization effect in convex and concave holes.
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Figure 3: Delaunay triangle.

The area of the triangle can be described as follows:

𝑆
𝑗
𝑘
𝑖𝑗
𝑘+1

= 2 ×

1

2

𝑅VL𝑅s𝑖 + 2 ×
1

2

𝑅VL𝑅s𝑗
𝑘

+ 2 ×

1

2

𝑅VL𝑅s𝑗
𝑘+1

= 𝑅VL (𝑅s𝑖 + 𝑅s𝑗
𝑘

+ 𝑅s𝑗
𝑘+1

) .

(15)

Also the area of the triangle can be calculated by Heron’s
formula:

𝑆
𝑗
𝑘
𝑖𝑗
𝑘+1

= √(𝑅s𝑖 + 𝑅s𝑗
𝑘

+ 𝑅s𝑗
𝑘+1

) (𝑅s𝑖𝑅s𝑗
𝑘

𝑅s𝑗
𝑘+1

). (16)

Clearly from (14), (15), and (16),

∠𝑗
𝑘
𝑖𝑗
𝑘+1
= 2 arctan(√

𝑅s𝑗
𝑘

𝑅s𝑗
𝑘+1

𝑅s𝑖 (𝑅s𝑖 + 𝑅s𝑗
𝑘

+ 𝑅s𝑗
𝑘+1

)

) . (17)

𝜕∠𝑗
𝑘
𝑖𝑗
𝑘+1
/𝜕𝑅s𝑖 is shown in

𝜕∠𝑗
𝑘
𝑖𝑗
𝑘+1

𝜕𝑅s𝑖
=

1

1 + 𝑅s𝑗
𝑘

𝑅s𝑗
𝑘+1

/𝑅s𝑖 (𝑅s𝑖 + 𝑅s𝑗
𝑘

+ 𝑅s𝑗
𝑘+1

)

×

1

√𝑅s𝑗
𝑘

𝑅s𝑗
𝑘+1

/𝑅s𝑖 (𝑅s𝑖 + 𝑅s𝑗
𝑘

+ 𝑅s𝑗
𝑘+1

)

× ( −

𝑅s𝑗
𝑘

𝑅s𝑗
𝑘+1

𝑅s𝑖
2

(𝑅s𝑖 + 𝑅s𝑗
𝑘

+ 𝑅s𝑗
𝑘+1

)

−

𝑅s𝑗
𝑘

𝑅s𝑗
𝑘+1

𝑅s𝑖 (𝑅s𝑖 + 𝑅s𝑗
𝑘

+ 𝑅s𝑗
𝑘+1

)

2
) < 0.

(18)

Theorem 3 proves that the increment of ∠𝑗
𝑘
𝑖𝑗
𝑘+1

leads to
the monotone decrement of 𝑅s𝑖 in Delaunay triangle. There-
fore a node in each Delaunay triangle that meets the distance
coefficient must be a determined value. But it is almost
impossible to have all nodes meet the value at one time. So
another step is used to improve the performance.

As shown in Figure 2, if ∑𝜙
𝑖𝑗𝑘
= 𝜙
𝑖𝑗
+ 𝜙
𝑖𝑘
+ 𝜙
𝑗𝑘
= 2𝜋,

neither coverage holes nor coverage redundant exist.Then the
main aim of the algorithm is to adjust the distance between
the nodes according to the ∑𝜙

𝑖𝑗𝑘
in Delaunay triangle to

approach 2𝜋.
For node 𝑖 shown in Figure 2(a),

𝜙
𝑡ℎ(𝑖,𝑗
𝑘
)
= 𝜙
𝑖𝑗
𝑘

+ (2𝜋 −∑𝜙
𝑖𝑗
𝑘
𝑗
𝑘+1

)

𝜙
𝑖𝑗
𝑘

∑𝜙
𝑖𝑗
𝑘
𝑗
𝑘+1

. (19)

The ideal distance between nodes can be described as
follows:

𝐷
𝑡ℎ(𝑖,𝑗
𝑘
)
= (𝑅
2

s𝑖 + 𝑅
2

s𝑗
𝑘

− 2𝑅s𝑖𝑅s𝑗
𝑘

cos𝜙
𝑡ℎ(𝑖,𝑗
𝑘
)
) . (20)
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//𝑚: the number of the logic neighbors of node 𝑖
// Δ𝑡: the sampling time
Step 1. Find out logic neighbors node 𝑖 in LDTG(𝑖) of node 𝑖;
Step 2. For 1 ≤ 𝑗 ≤ 𝑚

Step 2.1. Set distance coefficient 𝜆 = √3/2
Step 2.2.
Calculate F

𝑖𝑗
the virtual force between node 𝑖 and its neighbor node 𝑗;

Step 3. Calculate the resultant virtual force;
Step 4. Calculate the accelerated speed 𝑎

𝑖
and speed V

𝑖
of node 𝐼 and then move node 𝑖 to new position;

Step 5. Update 𝑡 + Δ𝑡;
Step 6. Go back to Step 1.
Step 7. Find out logic neighbors node 𝑖 in LDTG(𝑖) of node 𝑖;
Step 8. For 1 ≤ 𝑗 ≤ 𝑚

Step 8.1. Calculate the virtual force F
𝑖𝑗
between node 𝑖 and its logic neighbor 𝑗;

Step 9. Calculate the resultant virtual force;
Step 10. Calculate the accelerated speed 𝑎

𝑖
of node 𝑖 and speed V

𝑖
, node 𝑖move to new position;

Step 11. Update to 𝑡 + Δ𝑡
Step 12. Go back to Step 1.

Algorithm 1

Virtual force between nodes 𝑖 and 𝑗 is listed as follows:

𝐹
𝑖𝑗
(𝑑)

=

{
{
{
{
{
{
{

{
{
{
{
{
{
{

{

𝛼 (𝑑
−𝛽

𝑖𝑗
− 𝐷
−𝛽

𝑡ℎ
) u
𝑖𝑗
, if 𝐷

𝑡ℎ(𝑖,𝑗)
< 𝑑
𝑖𝑗
< 𝑅c

0, if 𝑑
𝑖𝑗
= 𝐷
𝑡ℎ(𝑖,𝑗)

or 𝐸 (𝑖, 𝑗)
is the outside edge








𝛼 (𝑑
−𝛽

𝑖𝑗
− 𝐷
−𝛽

𝑡ℎ
)








u
𝑖𝑗
, if 0.5𝐷

𝑡ℎ(𝑖,𝑗)
< 𝑑
𝑖𝑗
< 𝐷
𝑡ℎ(𝑖,𝑗)

1u
𝑖𝑗

if 𝑑
𝑖𝑗
≤ 0.5𝐷

𝑡ℎ(𝑖,𝑗)
.

(21)

If 𝐸(𝑖, 𝑗) is the outside edge of the LDTG, the virtual force
between nodes 𝑖 and 𝑗 is zero.

Then each node calculates its own resultant virtual force
of its logic neighbors. Then it moves to the new position
according to the motion dynamic model.

Furthermore, the algorithm above can be described in
Algorithm 1.

4.3. Energy Balanced Revision. Actually the imbalanced
energy cost of the network may cause some node to run out
of energy in a short time. In this case the whole structure
of the WSNs may change, the QoS of the network cannot
be guaranteed, and the lifetime of the network may be
greatly shortened. As analyzed above, inmobileWSNswe can
prolong the lifetime of the whole network by balancing the
energy cost of the nodes during the redeployment process.
Minimum energy of node 𝐸min is to describe the minimum
remaining energy of the nodes in the network.

Definition 4. 𝐿
𝑥
, 𝐿
−𝑥
, 𝐿
𝑦
, and 𝐿

−𝑦
are the energy cost of

the node when moving standard distance in each direction.
Energy cost of node 𝑖 is shown as follows:

𝐿
𝑖
= ∑

∀dir






𝐿
𝑖
× dir
𝑖






, (22)

where dir
𝑖
is the distance that node 𝑖moves in each direction.

EI
𝑖
is the initial energy of node 𝑖. 𝐸

𝑖
is the energy of the node

𝑖. Thus the lowest energy of the node 𝐸min is described as
follows:

𝐸min = Min (EI
𝑖
− 𝐿
𝑖
) . (23)

In order to prolong the lifetime of the network, the
algorithm should keep 𝐸min as large as possible.

Definition 5. Energy differential coefficient 𝜑 (see (24)) is
used to describe the energy difference between two nodes:

𝜑
𝑖,𝑗
=






𝐸
𝑖
− 𝐸
𝑗







Max (𝐸
𝑖
, 𝐸
𝑗
)

. (24)

Obviously, 𝜑 ∈ [0, 1], and if 𝜑 approaches zero, more
effort should be made to protect the nodes which have low
energy to save their energy.

Definition 6. Node level 𝛾 shows the importance of the node.
In practical application some key nodes are more important
than other nodes. Those key nodes can influence the QoS
of the whole network. Therefore the algorithm should give
priority to economize the energy of those key nodes.

To balance the energy cost of the node energy control
function (see (25)) is added to (21):

𝑒 (𝜑
𝑖,𝑗
) = {

𝜀 (rand [0, 1] < 𝜑
𝑖,𝑗
)

1 (rand [0, 1] ≥ 𝜑
𝑖,𝑗
) .

(25)

𝜀 is the attenuation coefficient. Every time node 𝑖 calcu-
lates the virtual force of its logic neighbor 𝑗, node 𝑖 compares
its energy with 𝑗 and gets the energy differential coefficient
𝜑
𝑖,𝑗
, and then node 𝑖 generates a random number 𝑘 ∈ [0, 1].

If 𝑘 < 𝜑
𝑖,𝑗
, the virtual force would be limited so that
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//𝑚: the number of the logic neighbors of node 𝑖
// Δ𝑡: the sampling time
Step 1. Find out logic neighbors node 𝑖 in LDTG(𝑖) of node 𝑖;
Step 2. For 1 ≤ 𝑗 ≤ 𝑚

Step 2.1. Set distance coefficient 𝜆 = √3/2
Step 2.2.
Calculate F

𝑖𝑗
the virtual force between node 𝑖 and its neighbor node 𝑗;

Step 2.3.
Compare the energy of node 𝑖 and node 𝑗,

Step 2.4.
Calculate the energy differential coefficient 𝜑 to fix the Virtual force,

Step 3. Calculate the resultant virtual force;
Step 4. Calculate the accelerated speed 𝑎

𝑖
and speed V

𝑖
of node 𝐼 and then move node 𝑖 to new position;

Step 5. Update 𝑡 + Δ𝑡;
Step 6. Go back to Step 1.
Step 7. Find out logic neighbors node 𝑖 in LDTG(𝑖) of node 𝑖;
Step 8. For 1 ≤ 𝑗 ≤ 𝑚

Step 8.1. Calculate the virtual force F
𝑖𝑗
between node 𝑖 and its logic neighbor 𝑗;

Step 9. Calculate the resultant virtual force considering node level 𝛾;
Step 10. Calculate the accelerated speed 𝑎

𝑖
of node 𝑖 and speed V

𝑖
, node 𝑖move to new position;

Step 11. Update to 𝑡 + Δ𝑡
Step 12. Go back to Step 1.

Algorithm 2: EBRA.

the movement of the node 𝑖 would be reduced and in that
case node 𝑖may save its energy in this round.

Then the new virtual force between node 𝑖 and node 𝑗 is
listed as follows:

Feb (𝑖) = ∑
𝑗∈LN

𝑒 (𝜑
𝑖,𝑗
) ⋅ 𝐹
𝑖𝑗
(𝑑) , (26)

where LN is the set of logic neighbors of node 𝑖.
There are some key nodes in the networks, those nodes

should always save energy no matter their neighbor’s energy
is low or not.

Node level control function is addressed in

𝛿 (𝛾) = (𝛾 − 𝜇)
−𝜎

, (27)

where 𝜇 and 𝜎 are constants which can be adjusted according
to different situations. And the final resultant virtual force F

𝑖

is described in

F
𝑖
= 𝛿 (𝛾) ∑

𝑗∈LN
𝑒 (𝜑
𝑖,𝑗
) ⋅ 𝐹
𝑖𝑗
(𝑑) . (28)

Then each node calculates its own resultant virtual force
of its logic neighbors according to the distance and energy
and node level. Then it moves to the new position according
to the motion dynamic model.

EBRA can be described in Algorithm 2.

4.4. Performance Evaluation

Coverage Rate. The coverage rate is a measure of the coverage
quality forWSNs. It was originally introduced byGage [11]. In
the blanket coverage problem, coverage is defined by the ratio
of the union of covered areas of each node to the complete

0 20 40 60 80 100
0

10

20

30

40

50

60

70

80

90

100

x (m)

y
(m

)

Figure 4: Scatter initial deployment.

area of interest. In this paper, the covered area of each node is
defined as the circular area with sensing range 𝑅s. The value
of coverage rate 𝐶 is as follows:

𝐶 =

⋃
𝑛

𝑖=1
𝐴
𝑖

𝐴

, (29)

where 𝐴
𝑖
is the area covered by the node 𝑖, 𝑛 is the total

number of mobile sensor nodes, and 𝐴 is the total area.
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(a) Redeployment by VFA
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(b) Redeployment by EBRA

Figure 5: Simulation result in scatter initial deployment.

Uniformity of Energy. In heterogeneousWSNs, the uniformity
of energy can bemeasured by the average of the local standard
deviation of the node energy

𝜎
𝐸
= (

1

𝑛

𝑛

∑

𝑖=1

(𝐸
𝑖
−

1

𝑛

𝑛

∑

𝑗=1

𝐸
𝑖
)

2

)

1/2

. (30)

Minimum Energy. 𝐸min stands for the minimum energy of all
the nodes and is described in (23).

5. Numerical Simulation

In this section, we present the simulation results of EBRA.
In the simulation environment, 40 nodes are deployed

randomly in a 100m∗100m square field. Communication
range of all nodes is 30m. The sensing range of 14 nodes is
10m, and other nodes’ sensing range is 8m.

5.1. Performance of Energy Balanced Redeployment Algorithm.
Firstly, simulation is done in scatter initial deployment. The
scatter initial deployment is shown in Figure 4.

The redeployment results of VFA and EBRA in scatter
initial deployment are shown in Figures 5(a) and 5(b).

It can be seen clearly from Figure 5 that EBRA shows the
better result than VFA for guaranteeing the connectivity of
the whole network. VFA employed force field truncation to
avoid nodes stacking. 𝜆

2
= 1 makes long-distance virtual

force disappear. In EBRA use Delaunay triangulation to seek
logic neighbor of nodes instead of real neighbor to settle the
defects of VFA.

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

x (m)

y
(m

)

Figure 6: Concentrated initial deployment.

Then simulation is done in concentrated initial deploy-
ment. The concentrated initial deployment is shown in
Figure 6.

The redeployment results of VFA and EBRA in concen-
trated initial deployment are shown in Figures 7(a) and 7(b).

It can be seen clearly from Figure 7(a). Compared with
Figure 7(b), less holes and redundant coverage exist in the
deployment result. In VFA, ideal distance coefficient is
settled, and neighbor nodes cannot reach the ideal distance
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(a) Redeployment by VFA
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(b) Redeployment by EBRA

Figure 7: Simulation result in concentrated initial deployment.

coefficient at same time. To improve the performance of the
algorithm, another round of movement begins withmodified
ideal distance coefficient. Due to the modified ideal distance
coefficient, the virtual forces between nodes change causing
two scenarios. In area with redundant coverage virtual force
makes the nodesmove away from each other and in area with
holes virtual force makes nodes get closer to each other.

The above experiments have been carried out for 100
times, and the simulation results are illustrated below.

Figure 8 shows the 𝑘-coverage rates of VFA and EBRA
with the initial deployment as shown in Figure 6.

It can be seen clearly that EBRA can achieve better
deployment than VFA, because it has less redundant cover-
age, and holes.

Figure 9 shows the minimum energy of all the nodes in
mobile WSNs. Compared with traditional VFA, the mini-
mum energy value of nodes reduces more slowly, and at step
100, both algorithms meet the ending condition, and EBRA
saves more energy for the mobile WSNs which means the
mobile WSNs employed EBRA can provide longer service
time and better QoS.

Figure 10 shows the uniformity of energy of the whole
networks. The uniformity of energy of EBRA is lower than
traditional VFA which means the energy in EBRA is more
uniformdistributionwhich provides better robustness for the
whole system.

Figure 11 shows the energy cost of the key nodes with
and without energy protecting. Simulations are done in same
initial deployment. Firstly a random node is selected as a
key node whose energy cost will be recoded. Secondly, the
node which has been selected changes its node level and then
recodes the energy cost. It can be seen clearly from Figure 11
that EBRA saves the energy for the key nodes.
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Figure 8: 𝑘-coverage rates of the final deployment.

6. Conclusion

In this paper, we analyze the coverage problem in hetero-
geneous WSNs. We argue the energy unbalanced, coverage
holes, and redundant coverage problems that appear when
traditional VFA algorithms are used in heterogeneousWSNs.
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Figure 10: Uniformity of energy.

In order to solve these problems, EBRA which can be
applied for heterogeneous WSNs in any initial deployment is
proposed. Furthermore, it provides better performance than
VFA. Moreover the energy cost of the nodes in the network
has been balanced to prolong the lifetime and enhance the
QoS of the WSNs (heterogeneous WSNs).

Compared with VFA, EBRA saves almost about 20%
energy for key nodes and reduces the energy waste of net-
work.Moreover EBRA provides better coverage performance
(larger coverage area, less redundant, and holes). All the
above insure that EBRA is more suitable in redeployment
heterogeneous WSNs for its longer lifetime, better coverage
performance, and higher QoS. Future work involves studying
𝑘-coverage requirement of heterogeneous WSNs.
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Figure 11: Energy cost of the key nodes with and without energy
protecting.
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The matrix-type network data envelopment analysis (DEA) model is established for evaluating the relative performance of the
matrix-type structure. The existence of solution and property of the new model is given. The equivalence of DEA efficiency and
Pareto solutions of corresponding objective programming problem is proved. Using data in input-output tables, the new model is
tested and the results show that the new model can be feasible in evaluating the relative performance of the matrix-type structure.

1. Introduction

In the process of enterprise, logistics, and supply chain man-
agement, we tend to analyze complex systems such as supply
chain systems based on life cycle assessment (LCA), input-
output systems, and others. The structure of the systems can
be shown in Figure 1 and the efficiency scores of these systems
are often required to be evaluated for the need ofmanagement
decision making.

The generally accepted method for evaluating the rela-
tive performance of a set of comparable decision making
units (DMUs) is data envelopment analysis (DEA). The
first DEA model was introduced in 1978 [1] and several
classic DEA models have been proposed over the past
thirty years [2–5]. In recent years, DEA models were
applied to evaluate the efficiency scores of complex sys-
tems and the concept of network DEA was put forward.
The first network DEA model was introduced in 2000
[6], and then different models were put forward accord-
ing to different system structure. The representative work
includes models for series systems [5, 7–14], models for
the parallel system [15–20], and model for complex system
containing multiple subsystems introduced by Amatatsu
and Ueda [21], Wang et al. [22], and Zhao et al. [23]. How-
ever, the models above cannot efficiently evaluate the effi-
ciency score of the system shown in Figure 1.

In the following sections, a new model for evaluating the
efficiency score of the system shown in Figure 1 is presented.
As the model can be transformed into the linear program-
ming problem, the existence of solution and property of the
new model will be given. Computational experiments will
be also presented to study the performances of the proposed
model.

2. Network DEA Model for
Matrix-Type Organizations

In the system shown in Figure 1, each subsystem has its
own external inputs and external outputs, produces goods for
other subsystems, and receives goods from other subsystems
simultaneously. We refer to this type of system as a matrix-
type system. Because of the complex internal structure, the
relative performance of the system cannot be evaluated by the
models mentioned above.

Consider the subsystem 𝑠
𝑙
(𝑙 = 1, 2, . . . , 𝑛) of DMU

𝑗
(𝑗 =

1, 2, . . . , 𝑚) shown in Figure 2.Here,𝑥𝑙
𝑗
, 𝑦
𝑙

𝑗
(𝑙 = 1, 2, . . . , 𝑛; 𝑗 =

1, 2, . . . , 𝑚), respectively, represent the external inputs and
outputs for the subsystem 𝑠

𝑙
(𝑙 = 1, 2, . . . , 𝑛) of DMU

𝑗
(𝑗 =

1, 2, . . . , 𝑚); 𝑧
(𝑘,𝑙)

𝑗
(𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙) repre-

sent the internal inputs from other subsystems; and 𝑧
(𝑙,𝑘)

𝑗
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Figure 1: Matrix-type structure.
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Figure 2: Subsystem 𝑠
𝑙
ofDMU

𝑗
.

(𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙) represent the internal outputs to other
subsystems.

Let 𝑥𝑙
0
= 𝑥
𝑙

𝑗
0

, 𝑦𝑙
0
= 𝑦
𝑙

𝑗
0

, 𝑧(𝑘,𝑙)
0

= 𝑧
(𝑘,𝑙)

𝑗
0

, and 𝑧
(𝑙,𝑘)

0
= 𝑧
(𝑙,𝑘)

𝑗
0

(𝑙 =

1, 2, . . . , 𝑛; 𝑘 = 1, 2, . . . , 𝑛); the efficiency score of subsystem
𝑠
𝑙
(𝑙 = 1, 2, . . . , 𝑛) inDMU

𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) can be gotten

through the following model:

max Ψ
𝑙
=

𝑢
𝑙
𝑦
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

0

V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜍
𝑘𝑙
𝑧
(𝑘,𝑙)

0

s.t.
𝑢
𝑙
𝑦
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗

V
𝑙
𝑥
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜍
𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗

≤ 1, 𝑗 = 1, 2, . . . , 𝑚,

𝑢
𝑙
, V
𝑙
, 𝜉
𝑙𝑘
, 𝜍
𝑘𝑙
≥ 0, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙,

(1)

where V
𝑙
, 𝜍
𝑘𝑙
represent the measure of the inputs and 𝑢

𝑙
, 𝜉
𝑙𝑘

represent the measure of the outputs. The optimal values
of these parameters can be obtained by the optimization
problem (1).

Considering the relationship among the inputs and out-
puts of subsystems in matrix-type structure, we can get the
flow balance as follows:

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜍
𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
=

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
. (2)

Then the model in (1) can be rewritten to the following
form:

max Ψ
𝑙

=

𝑢
𝑙
𝑦
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

0

V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0

s.t.
𝑢
𝑙
𝑦
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗

V
𝑙
𝑥
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗

≤ 1, 𝑗 = 1, 2, . . . , 𝑛,

𝑢
𝑙
, V
𝑙
, 𝜉
𝑙𝑘
≥ 0, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(3)

According to the properties of CCR model [1], we can
get Ψ𝑙

∗

≤ 1 which is the optimal value of subsystem 𝑠
𝑙
(𝑙 =

1, 2, . . . , 𝑛) and the following definition can be made.

Definition 1. If Ψ𝑙
∗

= 1 and 𝜇
∗

𝑙
, 𝜔
∗

𝑙
> 0 (𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸=

𝑙) in model (3), the subsystem 𝑠
𝑙
(𝑙 = 1, 2, . . . , 𝑛) of

DMU
𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) is DEA efficient.

Furthermore, the efficiency score of DMU
𝑗
0

can be
obtained through averaging the efficiency score of each
subsystem 𝑠

𝑙
(𝑙 = 1, 2, . . . , 𝑛) with certain weight [17], which

is the proportion of all inputs of subsystem 𝑠
𝑙
(𝑙 = 1, 2, . . . , 𝑛)

which accounted for the entire inputs of the system. Then
the efficiency score of DMU

𝑗
0

(𝑗
0

∈ {1, 2, . . . , 𝑛}) can be
evaluated by the following model:

max Φ =

𝑚

∑

𝑙=1

𝛼
𝑙
Ψ
𝑙

s.t.
𝑢
𝑙
𝑦
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗

V
𝑙
𝑥
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗

≤ 1,

𝑗 = 1, 2, . . . , 𝑛; 𝑙 = 1, 2, . . . , 𝑚,

𝑢
𝑙
, V
𝑙
, 𝜉
𝑙𝑘
≥ 0, 𝑙 = 1, 2, . . . , 𝑚; 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(4)

Here, 𝛼
𝑙

= (V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0
)/∑
𝑚

𝑙=1
(V
𝑙
𝑥
𝑙

0
+

∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0
) represents the percentage of the subsystems’

inputs in the total inputs.
Then we can get

𝑚

∑

𝑙=1

𝛼
𝑙
Ψ
𝑙

=

𝑚

∑

𝑙=1

V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0

∑
𝑚

𝑙=1
(V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0
)

∗

𝑢
𝑙
𝑦
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

0

V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0

=

∑
𝑚

𝑙=1
(𝑢
𝑙
𝑦
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

0
)

∑
𝑚

𝑙=1
(V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0
)

;

(5)
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model (4) can be rewritten as

max Φ =

𝑚

∑

𝑙=1

𝛼
𝑙
Ψ
𝑙

=

∑
𝑚

𝑙=1
(𝑢
𝑙
𝑦
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

0
)

∑
𝑚

𝑙=1
(V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0
)

s.t.
𝑢
𝑙
𝑦
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗

V
𝑙
𝑥
𝑙

𝑗
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗

≤ 1,

𝑗 = 1, 2, . . . , 𝑛; 𝑙 = 1, 2, . . . , 𝑚,

𝑢
𝑙
, V
𝑙
, 𝜉
𝑙𝑘
≥ 0, 𝑙 = 1, 2, . . . , 𝑚; 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(6)

To reduce model (6) to an ordinary linear programming
problem, we rescale all data by means of the following
formula:

𝑡 =

1

∑
𝑚

𝑙=1
(V
𝑙
𝑥
𝑙

0
+ ∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜉
𝑘𝑙
𝑧
(𝑘,𝑙)

0
)

,

𝜇
𝑙
= 𝑡𝑢
𝑙
, 𝜔

𝑙
= 𝑡V
𝑙
, 𝜂

𝑙𝑘
= 𝑡𝜉
𝑙𝑘
,

(𝑙, 𝑘 = 1, 2, . . . , 𝑛) .

(7)

Using these rescaled data in model (6), we obtain

max Φ =

𝑚

∑

𝑙=1

(𝜇
𝑙
𝑦
𝑙

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
𝑙𝑘
𝑧
(𝑙,𝑘)

0
)

s.t.
𝑚

∑

𝑙=1

(𝜔
𝑙
𝑥
𝑙

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
𝑘𝑙
𝑧
(𝑘,𝑙)

0
) = 1,

𝜇
𝑙
𝑦
𝑙

𝑗
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗
≤ 𝜔
𝑙
𝑥
𝑙

𝑗
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
,

𝑗 = 1, 2, . . . , 𝑛; 𝑙 = 1, 2, . . . , 𝑚,

𝜇
𝑙
, 𝜔
𝑙
, 𝜂
𝑙𝑘
≥ 0, 𝑙 = 1, 2, . . . , 𝑚; 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(8)

Obviously, the optimal objective values of both model (6)
and model (8) are equal.

The dual problem of model (8) can be expressed as

min 𝜃

s.t.
𝑛

∑

𝑗=1

𝑥
𝑙

𝑗
𝜆
𝑙

𝑗
≤ 𝜃𝑥
𝑙

0
, 𝑙 = 1, 2, . . . , 𝑚,

𝑛

∑

𝑗=1

𝑦
𝑙

𝑗
𝜆
𝑙

𝑗
≥ 𝑦
𝑙

0
, 𝑙 = 1, 2, . . . , 𝑚,

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑙

𝑗
−

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑘

𝑗
≤ 𝜃𝑧
(𝑘,𝑙)

0
− 𝑧
(𝑘,𝑙)

0
,

𝑙 = 1, 2, . . . , 𝑚, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙,

𝜆
𝑙

𝑗
≥ 0, 𝑙 = 1, 2, . . . , 𝑚, 𝑗 = 1, 2, . . . , 𝑛.

(9)

3. Property of New Model

Theorem 2. The optimal solution of model (8) exists and the
optimal objective valuesΦ∗ ≤ 1.

Proof. See the Appendix.

Definition 3. The DMU
𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) is DEA efficient

if the optimal objective value of model (8) is 1 and 𝜇∗
𝑙
, 𝜔
∗

𝑙
> 0,

𝑙 = 1, 2, . . . , 𝑚.

According to the duality theorem and elastic theorem of
linear programming, we can get the following.

Definition 4. The DMU
𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) is DEA efficient

if the optimal solutions ofmodel (9)which can be represented
as 𝜃∗, 𝜆𝑙∗

𝑗
(𝑗 = 1, 2, . . . , 𝑛; 𝑙 = 1, 2, . . . , 𝑚)meet

𝜃
∗

= 1,

𝑛

∑

𝑗=1

𝑥
𝑙

𝑗
𝜆
𝑙∗

𝑗
= 𝜃
∗

𝑥
𝑙

0
,

𝑛

∑

𝑗=1

𝑦
𝑙

𝑗
𝜆
𝑙∗

𝑗
= 𝑦
𝑙

0
,

𝑙 = 1, 2, . . . , 𝑚.

(10)

Theorem 5. TheDMU
𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) is DEA efficient if

and only if all subsystems of theDMU
𝑗
0

are DEA efficient.

Proof. See the Appendix.

4. Equivalence of DEA Efficiency
and Pareto Solution

Consider the following multiple objective programming
problems:

min 𝐹 (X,Y) = (X, −Y)

= (𝑥
1

, 𝑥
2

, . . . , 𝑥
𝑚

; −𝑦
1

, −𝑦
2

, . . . , −𝑦
𝑚

)

𝑇

s.t. (X,Y) ∈ 𝑇.

(11)

Here,

𝑇 =

{

{

{

(X,Y) |
𝑛

∑

𝑗=1

𝑥
𝑙

𝑗
𝜆
𝑙

𝑗
≤ 𝑥
𝑙

,

𝑛

∑

𝑗=1

𝑦
𝑙

𝑗
𝜆
𝑙

𝑗
≥ 𝑦
𝑙

,

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑙

𝑗
≤

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑘

𝑗
,

𝑙 = 1, 2, . . . , 𝑚; 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙

}

}

}

(12)

is the production possibility set of the matrix-type DEA
model.

Definition 6. Let (Χ∗,Y∗) ∈ 𝑇 and if there does not exist
(Χ,Y) ∈ 𝑇 which makes 𝐹(X,Y) ≤ 𝐹(X∗,Y∗), (Χ∗,Y∗) is
defined as the Pareto solution of model (11).
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Figure 3: The construction of the second industry.

Lemma 7. If (X0,Y0) is the optimal solution of
min
(X,Y)∈𝑇 (𝜔

0TX − 𝜇
0TY) and (𝜔

0T
,𝜇

0T
) > 0, (X0,Y0)

is the Pareto solution of model (11).

Proof. See the Appendix.

Theorem 8. TheDMU
𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) is DEA efficient if

and only if (X0,Y0) is the Pareto solution of model (11).

Proof. See the Appendix.

5. Analysis of Efficiencies of the Second
Industry of 27 Provinces in China Based
on Input-Output Tables

Input-output tables are fundamental statistical data in eco-
nomic, social, and environmental issues. Chiang et al. applied
black box DEA programs to input-output tables [24]. Jiang et
al. analyzed the national economy efficiency through input-
output tables with the DEA method [25] and Amatatsu and
Ueda applied the new SBMmodel to input-output tables of 47
prefectures in Japan and assessed the industrial efficiencies of
them [21].

In this part, we apply the matrix model to input-output
tables. We consider the efficiency scores of the second
industry of 27 provinces in China in 2007. Referring to the
statistics specification of the National Bureau of China, there
are four sectors in the second industry including mining,
manufacturing, electricity gas and water production, and
construction. Taking Shanxi for example, the data of four
sectors input-output table can be listed in Table 1.

The construction of the second industry can be shown in
Figure 3. Conventional DEAmodels construction as a “black
box” as shown in Figure 4.

From Figure 3, we can see that the efficiency scores of the
second industry of these provinces can be calculated by the
matrix-type model. Using model (8), the efficiency scores of
the 27 provinces in China can be shown in Table 2.Then, each
sector’s scores can be obtain by the formula

Φ
𝑙
= 𝜇
∗

𝑙
𝑦
𝑙

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

0
, (13)

and the scores are also shown in Table 2.

Mining

Electricity gas and 
water production

Manufacturing

Construction

Input 1 Input 2 Input 3 Input 4

Output 1 Output 2 Output 3 Output 4

Figure 4: The traditional “black model.”

It can be seen that the efficiency scores obtained from the
matrix-type model are not accurate for ignoring the internal
inputs and outputs among the subsystems. There are five
DMUs’ efficiency scores which are equal to 1 in black model
and only the efficiency scores of Henan province are equal to
1 in our new model.

The new model can not only calculate the more accurate
efficiency scores of the DMUs but also give the efficiency
score of each subsystem which provides detailed information
for the decision makers. As Hebei, the efficiency score got
by black model is 0.386. Analyzing the efficiency score got
by matrix model, not all the sectors are inefficient. The
mining and the electricity gas and water production are both
DEA efficient, and the low efficiency score is because of the
manufacture and constructor.

6. Conclusions

This paper has established a matrix-type DEA model for
matrix-type organization and proved the existence of solu-
tion. Also, the property of the newmodel and the equivalence
of DEA efficiency and Pareto solutions of corresponding
objective programming problem are given. Then the new
model has been applied to the input-output tables and got the
meaningful conclusions.

A point that should be stressed is that the newmodel con-
siders the internal linking activities, and the influence of the
interaction of the subsystems on the whole efficiency score
is represented. Based on model (8), the relative performance
of each subsystem can be evaluated. In contrast to the black
model, the new model gives more accurate result.

Finally, in addition to input-output tables, cycle indus-
try is also typical matrix-type organization, such as cycle
automobile industry which includes production, marketing,
repair and recovery, the four sectors are influenced each
other. We will give special discussion on the efficiency of this
kind of industry in the further study.
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Table 1: Example of four sectors of Shanxi’s I-O table (unit: billion).

Mining Manufacturing Electricity gas and water production Construction Output
Mining 3.68 65.26 11.41 20.2 96.72
Manufacturing 20.9 209.6 3.94 82.2 572.3
Electricity gas and water production 5.49 20.4 8.72 1.85 25.3
Construction 0.18 0.24 0.023 0 293.79
Input 132.4 55.7 24.3 57.3

Table 2: Efficiency scores obtained from the “black model” and new model.

DMU
𝑗

Black box model
Matrix model
Subsystem

Primary Secondary Tertiary Quaternary
Anhui 0.26 0.584 0.683 0.518 0.629
Beijing 0.156 0.586 0.604 1 0.025
Chongqing 0.507 0.446 0.634 0.789 0.498
Fujian 0.328 0.456 0.402 0.266 0.674
Gansu 0.143 0.543 0.558 0.171 0.833
Guangdong 0.576 0.655 1 0.301 0.249
Guangxi 0.161 0.535 0.485 0.368 0.762
Guizhou 0.141 0.636 0.482 0.503 0.819
Hainan 1 0.603 0.211 1 0.887
Heilongjiang 1 0.706 0.88 0.904 0.325
Henan 1 1 1 1 1
Hubei 0.313 0.596 1 0.478 1
Hunan 0.089 0.482 0.66 0.188 0.562
Inner Mongolia 0.268 0.439 0.423 0.268 0.496
Jiangsu 0.274 0.732 0.975 0.557 1
Jiangxi 0.32 0.5 0.669 0.915 0.63
Jilin 0.222 0.435 0.514 0.552 1
Liaoning 0.19 0.46 0.405 0.387 0.509
Ningxia 1 0.822 0.871 0.012 0.067
Shaanxi 0.512 0.566 0.976 0.64 0.478
Shandong 0.174 0.61 0.186 0.546 1
Shanxi 1 0.716 0.594 0.934 0.456
Tianjin 0.399 0.476 0.266 0.426 0.585
Xinjiang 0.612 0.447 0.282 0.578 0.372
Yunnan 0.334 0.511 0.619 0.573 0.579
Zhejiang 0.241 0.528 0.93 0.174 0.755

Appendix

Proof of Theorem 2. Let 𝜃 = 1, 𝜆
𝑙

𝑗
= {0, 𝑗 ̸= 𝑗

0
; 1, 𝑗 = 𝑗

0
},

𝑙 = 1, 2, . . . , 𝑚; it is easy to see that 𝜃
𝑙
, 𝜆
𝑙

𝑗
, 𝑙 = 1, 2, . . . , 𝑚, 𝑗 =

1, 2, . . . , 𝑛, is the feasible solutions of model (9). Referring to
the linear programming optimal solution existence theorem,
we can know that the optimal solutions of model (9) and
model (8) exist. Denote by

𝜔
∗

1
, . . . , 𝜔

∗

𝑚
, 𝜇
∗

1
, . . . , 𝜇

∗

𝑚
, 𝜂
∗

21
, 𝜂
∗

31
, . . . , 𝜂

∗

𝑚1
,

𝜂
∗

12
, 𝜂
∗

32
, . . . , 𝜂

∗

𝑚2
, . . . , 𝜂

∗

1𝑚
, 𝜂
∗

2𝑚
, . . . , 𝜂

∗

𝑚−1,𝑚

(A.1)

the optimal solutions of model (8); we then obtain

−𝜔
∗

𝑙
𝑥
𝑙

0
+ 𝜇
∗

𝑙
𝑦
𝑙

0
−

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

0
≤ 0,

𝑙 = 1, 2, . . . , 𝑚,

(A.2)

𝑚

∑

𝑙=1

(𝜔
∗

𝑙
𝑥
𝑙

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

0
) = 1. (A.3)
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From (A.2), we can get

𝑚

∑

𝑙=1

(−𝜔
∗

𝑙
𝑥
𝑙

0
+ 𝜇
∗

𝑙
𝑦
𝑙

0
−

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

0
) ≤ 0.

(A.4)

Considering (A.3) and ∑
𝑚

𝑙=1
∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

0
=

∑
𝑚

𝑙=1
∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

0
, (A.4) can be rewritten as

1 −

𝑚

∑

𝑙=1

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

0
+

𝑚

∑

𝑙=1

𝜇
∗

𝑙
𝑦
𝑙

0
≤ 0. (A.5)

ThenΦ∗ = ∑
𝑚

𝑙=1
(𝜇
∗

𝑙
𝑦
𝑙

0
+∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

0
) ≤ 1; the theorem

is confirmed.

Proof of Theorem 5.

Sufficiency. If the subsystems of the DMU
𝑗
0

are all DEA
efficient, there exist the optimal solutions 𝑢

∗

𝑙
> 0, V∗

𝑙
>

0, 𝜉∗
𝑘𝑙

≥ 0 (𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙) which make Ψ
𝑙∗

=

1 (𝑙 = 1, 2, . . . , 𝑚) for model (3). Considering the constraint
conditions inmodel (3) andmodel (4), we can know that𝑢∗

𝑙
>

0, V∗
𝑙
> 0, 𝜉∗

𝑘𝑙
≥ 0 (𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙) are also the feasible

solutions of model (4). According to those feasible solutions,
the value of model (4) is Φ∗ = ∑

𝑚

𝑙=1
𝛼
𝑙
Ψ
𝑙∗

= ∑
𝑚

𝑙=1
𝛼
𝑙
= 1.

Combined with Theorem 2, Φ∗ = 1 is the optimal
solutions of model (4) and is also the optimal solutions of
model (8); then the DMU

𝑗
0

(𝑗
0

∈ {1, 2, . . . , 𝑛}) is DEA
efficient.

Necessity. If the DMU
𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) is DEA efficient,

the optimal solutions 𝑢
∗

𝑙
> 0, V∗

𝑙
> 0, 𝜉∗

𝑘𝑙
≥ 0, 𝑙 =

1, 2, . . . , 𝑚, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙, of model (4) exist which
make Φ∗ = ∑

𝑚

𝑙=1
𝛼
𝑙
Ψ̂
𝑙∗

= 1.
According to ∑

𝑚

𝑙=1
𝛼
𝑙
= 1 and Ψ̂

𝑙∗

≤ 1, 𝑙 = 1, 2, . . . , 𝑚, we
can get Ψ̂𝑙∗ = 1, 𝑙 = 1, 2, . . . , 𝑚. Considering the constraint
conditions in model (3) and model (4), we know that 𝑢∗

𝑙
>

0, V∗
𝑙

> 0, 𝜉∗
𝑘𝑙

≥ 0, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙, are the feasible
solutions ofmodel (3) when 𝑙 = 1, 2, . . . , 𝑚, respectively.Then
there are Ψ𝑙∗ = Ψ̂

𝑙∗

= 1, 𝑙 = 1, 2, . . . , 𝑚, and the subsystems
of theDMU

𝑗
0

(𝑗
0
∈ {1, 2, . . . , 𝑛}) are all DEA efficient.

Proof of Lemma 7. If (X0,Y0) is not the Pareto solution of
model (11), then there exists (X̂, Ŷ) ∈ 𝑇 which makes ( X̂

−Ŷ ) ≤

(
X0
−Y0

). Let (𝜔0T,𝜇0T) > 0; we have

(𝜔
0T
,𝜇

0T
) [(

̂X
−Ŷ) − (

X0
−Y0

)] ≤ 0. (A.6)

Then 𝜔0T̂X − 𝜇
0T ̂Y ≤ 𝜔

0TX0 − 𝜇
0TY
0
, which is contrary

to the hypothesis that (X0,Y0) is the optimal solution of
min
(𝑋,𝑌)∈𝑇

(𝜔
0TX − 𝜇

0TY).

Proof of Theorem 8.

Sufficiency. If the DMU
𝑗
0

is DEA efficient, the optimal
solutions of model (8) exist which are denoted by 𝜔

∗

𝑙
> 0,

𝜇
∗

𝑙
> 0, 𝜂∗

𝑘𝑙
≥ 0 (𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙) and the corresponding

optimal value is Φ∗ = 1. Then,
𝑚

∑

𝑙=1

(𝜇
∗

𝑙
𝑦
𝑙

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

0
) = 1, (A.7)

𝑚

∑

𝑙=1

(𝜔
∗

𝑙
𝑥
𝑙

0
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

0
) = 1, (A.8)

−𝜔
∗

𝑙
𝑥
𝑙

𝑗
+ 𝜇
∗

𝑙
𝑦
𝑙

𝑗
−

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗
≤ 0,

𝑙 = 1, 2, . . . , 𝑚; 𝑗 = 1, 2, . . . , 𝑛.

(A.9)

Let 𝛽𝑙
𝑗
≥ 0, 𝑗 = 1, 2, . . . , 𝑛, 𝑙 = 1, 2, . . . , 𝑚, and

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝛽
𝑙

𝑗
≤

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝛽
𝑘

𝑗
,

𝑙 = 1, 2, . . . , 𝑚; 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(A.10)

We can rewrite (A.9) as
𝑛

∑

𝑗=1

𝑚

∑

𝑙=1

(−𝜔
∗

𝑙
𝑥
𝑙

𝑗
𝛽
𝑙

𝑗
+ 𝜇
∗

𝑙
𝑦
𝑙

𝑗
𝛽
𝑙

𝑗
−

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
𝛽
𝑙

𝑗

+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗
𝛽
𝑙

𝑗
) ≤ 0.

(A.11)

Arranging (A.11) and considering
𝑛

∑

𝑗=1

𝑚

∑

𝑙=1

(−

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
𝛽
𝑙

𝑗
+

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗
𝛽
𝑙

𝑗
)

=

𝑛

∑

𝑗=1

(−

𝑚

∑

𝑙=1

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
𝛽
𝑙

𝑗
+

𝑚

∑

𝑙=1

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

𝑗
𝛽
𝑙

𝑗
)

=

𝑛

∑

𝑗=1

(

𝑚

∑

𝑙=1

𝑚

∑

𝑘=1, 𝑘 ̸=𝑙

𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

𝑗
(−𝛽
𝑙

𝑗
+ 𝛽
𝑘

𝑗
)) ≥ 0,

(A.12)

we can get ∑𝑛
𝑗=1

∑
𝑚

𝑙=1
(−𝜔
∗

𝑙
𝑥
𝑙

𝑗
𝛽
𝑙

𝑗
+ 𝜇
∗

𝑙
𝑦
𝑙

𝑗
𝛽
𝑙

𝑗
) ≤ 0.

Applying (A.7) and equation ∑
𝑚

𝑙=1
∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜂
∗

𝑙𝑘
𝑧
(𝑙,𝑘)

0
=

∑
𝑚

𝑙=1
∑
𝑚

𝑘=1, 𝑘 ̸=𝑙
𝜂
∗

𝑘𝑙
𝑧
(𝑘,𝑙)

0
to (A.4), the equality −∑

𝑚

𝑙=1
𝜔
∗

𝑙
𝑥
𝑙

0
+

∑
𝑚

𝑙=1
𝜇
∗

𝑙
𝑦
𝑙

0
= 0 is gotten.

That is,
𝑛

∑

𝑗=1

𝑚

∑

𝑙=1

(𝜔
∗

𝑙
𝑥
𝑙

𝑗
𝛽
𝑙

𝑗
− 𝜇
∗

𝑙
𝑦
𝑙

𝑗
𝛽
𝑙

𝑗
) ≥

𝑚

∑

𝑙=1

𝜔
∗

𝑙
𝑥
𝑙

0
−

𝑚

∑

𝑙=1

𝜇
∗

𝑙
𝑦
𝑙

0
. (A.13)

So, ∀(X,Y) ∈ 𝑇 we can get

𝜔
∗𝑇

𝑋 − 𝜇
∗𝑇

𝑌 ≥ 𝜔
∗𝑇

𝑛

∑

𝑗=1

𝑥
𝑙

𝑗
𝜆
𝑙

𝑗
− 𝜇
∗𝑇

𝑛

∑

𝑗=1

𝑦
𝑙

𝑗
𝜆
𝑙

𝑗

≥ 𝜔
∗𝑇

𝑋
0
− 𝜇
∗𝑇

𝑌
0
,

(A.14)
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where 𝜔∗ = (𝜔
∗

1
, 𝜔
∗

2
, . . . , 𝜔

∗

𝑚
)
𝑇

> 0; 𝜇∗ = (𝜇
∗

1
, 𝜇
∗

2
, . . . , 𝜇

∗

𝑚
)
𝑇

>

0. Then (X0,Y0) is the optimal solution of

min 𝜔∗TX − 𝜇
∗TY

s.t. (X,Y) ∈ 𝑇.

(A.15)

According to Lemma 7, (X0,Y0) is also the Pareto
solution of model (11).

Necessity.We suppose (X0,Y0) is the Pareto solution ofmodel
(11) and the DMU

𝑗
0

is not DEA efficient. The following
situations can be gotten as follows.

(a) The optimal solution of model (9) is less than 1; that
is, 𝜃∗ < 1.

(b) The optimal solution of model (9) is 1 and there
exists at least 1 serial number 𝑖 which belongs to the array
{1, 2, . . . , 𝑚} and ∑

𝑛

𝑗=1
𝑥
𝑖

𝑗
𝜆
𝑖∗

𝑗
< 𝜃
∗

𝑥
𝑖

0
.

(c) The optimal solution of model (9) is 1 and there
exists at least 1 serial number 𝑖 which belongs to the array
{1, 2, . . . , 𝑚} and ∑

𝑛

𝑗=1
𝑦
𝑖

𝑗
𝜆
𝑖∗

𝑗
> 𝑦
𝑖

0
.

Now, we make the proof, respectively, according to the
situations above.

(a) Let 𝑥𝑙
0
= 𝜃
∗

𝑥
𝑙

0
< 𝑥
𝑙

0
, X̂0 = {𝑥

1

0
, . . . , 𝑥

𝑙

0
, . . . 𝑥
𝑛

0
}; then

̂X0 < X0. Considering the constraint conditions inmodel (9),
we can get

𝑛

∑

𝑗=1

𝑥
𝑙

𝑗
𝜆
∗𝑙

𝑗
≤ 𝜃
∗

𝑥
𝑙

0
= 𝑥
𝑙

0
, 𝑙 = 1, 2, . . . 𝑚,

𝑛

∑

𝑗=1

𝑦
𝑙

𝑗
𝜆
𝑙∗

𝑗
≥ 𝑦
𝑙

0
, 𝑙 = 1, 2, . . . 𝑚,

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑙∗

𝑗
−

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑘∗

𝑗
≤ 𝜃
∗

𝑧
(𝑘,𝑙)

0
− 𝑧
(𝑘,𝑙)

0
≤ 0,

𝑙 = 1, 2, . . . , 𝑚, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(A.16)

Then (
̂X0,Y0) is the feasible solution of model (11) and

(
X̂0
−Y0

) ≤ (
X0
−Y0

). The conclusion is contrary to the hypothesis
before.

(b)There exists 𝑠 > 0 and∑𝑛
𝑗=1

𝑥
𝑖

𝑗
𝜆
𝑖∗

𝑗
+𝑠 = 𝑥

𝑖

0
. Let𝑥𝑖

0
= 𝑥
𝑖

0
−

𝑠 < 𝑥
𝑙

0
and X̂0 = {𝑥

1

0
, . . . , 𝑥

𝑖

0
, . . . 𝑥
𝑛

0
}; then we have X̂0 ≤ X0.

Considering the constraint conditions in model (9), we can
get

𝑛

∑

𝑗=1

𝑥
𝑙

𝑗
𝜆
∗𝑙

𝑗
≤ 𝜃
∗

𝑥
𝑙

0
= 𝑥
𝑙

0
, 𝑙 = 1, 2, . . . , 𝑚, 𝑙 ̸= 𝑖,

𝑛

∑

𝑗=1

𝑥
𝑖

𝑗
𝜆
∗𝑖

𝑗
= 𝑥
𝑖

0
,

𝑛

∑

𝑗=1

𝑦
𝑙

𝑗
𝜆
𝑙∗

𝑗
≥ 𝑦
𝑙

0
, 𝑙 = 1, 2, . . . , 𝑚,

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑙∗

𝑗
−

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑘∗

𝑗
≤ 𝜃
∗

𝑧
(𝑘,𝑙)

0
− 𝑧
(𝑘,𝑙)

0
≤ 0,

𝑙 = 1, 2, . . . , 𝑚, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(A.17)

Then (X̂0,Y0) is the feasible solution of model (9) and
(

X̂0
−Y0

) ≤ (
X0
−Y0

). The conclusion is contrary to the hypothesis
before.

(c)There exists 𝑠 > 0 and∑𝑛
𝑗=1

𝑦
𝑖

𝑗
𝜆
𝑖∗

𝑗
−𝑠 = 𝑦

𝑖

0
. Let𝑦𝑖

0
= 𝑦
𝑖

0
+

𝑠 > 𝑦
𝑖

0
and ̂Y0 = {𝑦

1

0
, . . . , 𝑦

𝑖

0
, . . . , 𝑦

𝑛

0
}; then we have ̂Y0 ≥ Y0.

Considering the constraint conditions in model (9), we can
get

𝑛

∑

𝑗=1

𝑥
𝑙

𝑗
𝜆
∗𝑙

𝑗
≤ 𝜃
∗

𝑥
𝑙

0
= 𝑥
𝑙

0
, 𝑙 = 1, 2, . . . , 𝑚,

𝑛

∑

𝑗=1

𝑦
𝑙

𝑗
𝜆
𝑙∗

𝑗
≥ 𝑦
𝑙

0
, 𝑙 = 1, 2, . . . , 𝑚, 𝑙 ̸= 𝑖,

𝑛

∑

𝑗=1

𝑦
𝑖

𝑗
𝜆
𝑖∗

𝑗
= 𝑦
𝑖

0
, 𝑙 = 1, 2, . . . , 𝑚,

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑙∗

𝑗
−

𝑛

∑

𝑗=1

𝑧
(𝑘,𝑙)

𝑗
𝜆
𝑘∗

𝑗
≤ 𝜃
∗

𝑧
(𝑘,𝑙)

0
− 𝑧
(𝑘,𝑙)

0
≤ 0,

𝑙 = 1, 2, . . . , 𝑚, 𝑘 = 1, 2, . . . , 𝑚, 𝑘 ̸= 𝑙.

(A.18)

(X0, ̂Y0) is the feasible solution ofmodel (11) and ( X0
−Ŷ0

) ≤

(
X0
−Y0

). The conclusion is contrary to the hypothesis before.
Then the hypothesis is not set up, and if (X0,Y0) is the

Pareto solution of model (11), theDMU
𝑗
0

(𝑗
0
∈ {1, 2, . . . 𝑛}) is

DEA efficient.
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For the large scale and complicated structure of networked control systems, time-varying sensor faults could inevitably occur when
the system works in a poor environment. Guaranteed cost fault-tolerant controller for the new networked control systems with
time-varying sensor faults is designed in this paper. Based on time delay of the network transmission environment, the networked
control systems with sensor faults are modeled as a discrete-time system with uncertain parameters. And the model of networked
control systems is related to the boundary values of the sensor faults. Moreover, using Lyapunov stability theory and linear matrix
inequalities (LMI) approach, the guaranteed cost fault-tolerant controller is verified to render such networked control systems
asymptotically stable. Finally, simulations are included to demonstrate the theoretical results.

1. Introduction

Feedback control systems wherein the control loops are
closed through a real-time network are called networked
control systems (NCS) [1]. Due to their suitable and flexible
structure, NCS is frequently encountered in practice for such
fields as information technology, life science, and aeronau-
tical and space technologies. However, there exist not only
induced delay, data packet loss, and sequence disordering in
NCS, but also actuators or sensors faults, which could cause
negative impact on the performance of the system and even
lead to system instability. Recently, the fault-tolerant control
of NCS has become a new popular issue in the control field
[2–9].

A fault-tolerant control algorithm for networked control
systems is proposed based on Lyapunov stability theorem
by Zheng and Fang [2]. Qu et al. have devised a fault-
tolerant robust control for a class of nonlinear uncertain
systems with possible sensor faults considered and developed
a robust measure to identify the stability- and performance-
vulnerable failures [3]. The faults of each sensor or actuator

were taken as occurring randomly by Tian et al. [5], and
their failure rates are governed by two sets of unrelated
random variables satisfying certain probabilistic distribution.
A sufficient condition is given by Zhang et al. [7], which could
guarantee the stability of NCS with sensor failures or actuator
failures and guarantee robustness to parameter uncertainties,
but the issue of guaranteed cost is not discussed. A robust
fault-tolerant control based on the integrity control theory
when actuator faults occur is discussed by Zhang et al. [9].
Wang et al. [10] investigated the issue of integrity against
actuator faults for NCS under variable-period sampling, in
which the existence conditions of guaranteed cost faults-
tolerant control law are testified in terms of Lyapunov
stability theory, but not referring to the effects of uncertain
parameters.

Almost all literatures above consider the faults in some
special cases. However, in practical application, because of
large scale and complicated structure of NCS, the faults could
vary from time to time when the system works in a poor
environment. It is of great importance to explore a reasonable
control method to guarantee the performance of NCS when
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Figure 1: The structure of networked control systems.

time-varying faults occur. This motivates us to conduct the
research work.

Based on the network transmission environment and
sampling theory, the networked control systems are firstly
modeled as a discrete-time closed-loop system by consid-
ering the time-varying transmission delay and sensor faults
simultaneously.The model of NCS is related to the boundary
values of the sensor faults. Using Lyapunov stability theory,
a sufficient condition is given, which can render the closed-
loop NCS asymptotically stable and can guarantee it to meet
the requirements of performance indicator (the upper bound
of cost function). Based on LMI, the method of designing
guaranteed cost fault-tolerant controller of NCS with time-
varying faults is proposed in this paper.

2. Modeling of Networked Control
Systems with Sensor Faults

A typical structure of NCS is shown in Figure 1.
In Figure 1, 𝜏sc represents the transmission delay from

sensor to the controller, while 𝜏ca represents that from
controller to the actuator. When the controller is static, the
induced-delay time of system can be lumped as 𝜏 = 𝜏sc + 𝜏ca.

A linear control plant is described by state equation as
follows:

̇𝑥 (𝑡) = 𝐴
𝑜
𝑥 (𝑡) + 𝐵

𝑜
𝑢 (𝑡)

𝑦 (𝑡) = 𝐶
𝑜
𝑥 (𝑡) + 𝐷

𝑜
𝑢 (𝑡) ,

(1)

where 𝑥 ∈ 𝑅
𝑛, 𝑢 ∈ 𝑅

𝑚, and 𝑦 ∈ 𝑅
𝑟 represent state, input,

and output vectors separately, while 𝐴
𝑜
, 𝐵
𝑜
, 𝐶
𝑜
, and 𝐷

𝑜
are

matrices with appropriate dimensions.
In order to facilitate the model, some rational assump-

tions for networked control systems are introduced as follows.

(A1) Single data package is transmitted. The packet loss
and sequence disorder are not taken into considera-
tion during the transmission process.

(A2) Uncertain time delay exists during the data trans-
mission process. But time delay is bounded, and the
maximum time delay does not exceed one sampling
period; namely, 𝜏 ∈ [0, 𝑇], where 𝑇 is the sampling
period.

(A3) Sensor is clock driving; controller and actuator are all
event driving.

Based on the above assumptions (see Figure 2), within a
sampling period, the system input is not a constant value
but is a piecewise constant. In a cycle, system input can be
described as

𝑢 (𝑡) = {

𝑢 (𝑘 − 1) , 𝑡
𝑘
< 𝑡 ≤ 𝑡

𝑘
+ 𝜏
𝑘

𝑢 (𝑘) , 𝑡
𝑘
+ 𝜏
𝑘
< 𝑡 ≤ 𝑡

𝑘
+ 𝑇,

(2)

where 𝑡
𝑘
is the 𝑘th cycle sampling time and 𝜏

𝑘
is the 𝑘th cycle

delay.
The discrete-time model of system (1) can be obtained as

follows:

𝑥 (𝑘 + 1) = 𝐴𝑥 (𝑘) + 𝐵
1
(𝜏
𝑘
) 𝑢 (𝑘) + 𝐵

2
(𝜏
𝑘
) 𝑢 (𝑘 − 1)

= 𝐴𝑥 (𝑘) + 𝐵
1
(𝜏
𝑘
) 𝑢 (𝑘) + (𝐵 − 𝐵

1
(𝜏
𝑘
)) 𝑢 (𝑘 − 1) ,

(3)

where 𝐴 = 𝑒
𝐴
𝑜
𝑇, 𝐵
1
(𝜏
𝑘
) = ∫

𝑇−𝜏
𝑘

0

𝑒
𝐴
𝑜
𝑡

𝐵
𝑜
𝑑𝑡, 𝐵
2
(𝜏
𝑘
) =

∫

𝑇

𝑇−𝜏
𝑘

𝑒
𝐴
𝑜
𝑡

𝐵
𝑜
𝑑𝑡, and 𝐵 = ∫𝑇

0

𝑒
𝐴
𝑜
𝑡

𝐵
𝑜
𝑑𝑡.

Moreover, according to the Jordan canonical form,matrix
𝐴
0
can be described as follows:

𝐴
0
= Λ diag (0

𝑝
1
×𝑝
1

,

_
𝐽
𝑝
2
×𝑝
2

, ̆𝐽
𝑝
3
×𝑝
3

)Λ
−1

, (4)

where 0 ≤ 𝑝
𝑖
≤ 𝑛 (𝑖 = 1, 2, 3), 𝑝

1
+ 𝑝
2
+ 𝑝
3
= 𝑛;

_
𝐽 is Jordan

block that is a diagonal matrix consisting of the different
eigenvalues with a total of 𝑝

2
, denoted by 𝜆

1
, 𝜆
2
, . . . , 𝜆

𝑝
2

,
while ̆𝐽 is Jordan block for the repeated eigenvalues with a
total of 𝑝

3
, denoted by 𝜆

0
; matrix Λ is the transformational

matrix of Jordan canonical form for matrix 𝐴
0
.

Correspondingly, the matrix 𝐵
1
with the variable 𝜏

𝑘
can

be equivalently calculated as

𝐵
1
(𝜏
𝑘
) = Λ diag(𝑇

𝑠
− 𝜏
𝑘
, . . . , 𝑇

𝑠
− 𝜏
𝑘
,

𝑒
𝜆
1
(𝑇
𝑠
−𝜏
𝑘
)

− 1

𝜆
1

,

. . . ,

𝑒
𝜆
𝑝
2

(𝑇
𝑠
−𝜏
𝑘
)

− 1

𝜆
𝑝
2

, 𝐽)Λ
−1

𝐵
0
,

(5)

where

𝐽=

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

𝑒
𝜆
0
(𝑇
𝑠
−𝜏
𝑘
)

− 1

𝜆
0

∫

𝑇
𝑠
−𝜏
𝑘

0

𝑡𝑒
𝜆
0
𝑑𝑡 ⋅ ⋅ ⋅

∫

𝑇
𝑠
−𝜏
𝑘

0

𝑡𝑒
𝜆
0
𝑑𝑡

(𝑝
3
− 1)!

0

𝑒
𝜆
0
(𝑇
𝑠
−𝜏
𝑘
)

− 1

𝜆
0

⋅ ⋅ ⋅

∫

𝑇
𝑠
−𝜏
𝑘

0

𝑡𝑒
𝜆
0
𝑑𝑡

(𝑝
3
− 2)!

.

.

.

.

.

. d
.
.
.

0 0 ⋅ ⋅ ⋅

𝑒
𝜆
0
(𝑇
𝑠
−𝜏
𝑘
)

− 1

𝜆
0

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]𝑝
3
×𝑝
3

.

(6)

Here a set of real numbers which are not equal to zero are
denoted by 𝛼, 𝛼

1
, 𝛼
2
, . . . , 𝛼

𝑝
2

, 𝛼
0
.
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Object input

Actuator input

Controller output

Controller input

State

𝜏
k−1
sc

𝜏
k−1
ca

𝜏
k
sc

𝜏
k
ca

u(k)
u(k − 1)

tk−1 tk+1tk tk+2

Figure 2: Timing diagram of signals transmitting in NCS.

And we define

𝐸 = Λ
−1

𝐵
0

𝐹 (𝜏
𝑘
) = diag(

𝑇
𝑠
− 𝜏
𝑘

𝛼

, . . . ,

𝑇
𝑠
− 𝜏
𝑘

𝛼

,

𝑒
𝜆
1
(𝑇
𝑠
−𝜏
𝑘
)

− 1

𝛼
1
𝜆
1

,

. . . ,

𝑒
𝜆
𝑝
2

(𝑇
𝑠
−𝜏
𝑘
)

− 1

𝛼
𝑝
2

𝜆
𝑝
2

,

𝐽

𝛼
0

) .

(7)

From (7), we know appropriate values of 𝛼, 𝛼
1
, 𝛼
2
, . . . , 𝛼

𝑝
2

, 𝛼
0

always can be chosen to satisfy 𝐹𝑇(𝜏
𝑘
)𝐹(𝜏
𝑘
) ≤ 𝐼
𝑛×𝑛.

Comparing equality (7) with equality (5), we only need
to define 𝐷 = Λ diag(𝛼, 𝛼

1
, 𝛼
2
, . . . , 𝛼

𝑝
2

, 𝛼
0
); the matrix 𝐵

1
(𝜏
𝑘
)

can be expressed as

𝐵
1
(𝜏
𝑘
) = 𝐷𝐹 (𝜏

𝑘
) 𝐸. (8)

Submitting equality (8) into equality (3), the following model
can be obtained:

𝑥 (𝑘 + 1) = 𝐴𝑥 (𝑘) + 𝐷𝐹 (𝜏
𝑘
) 𝐸𝑢 (𝑘)

+ (𝐵 − 𝐷𝐹 (𝜏
𝑘
) 𝐸) 𝑢 (𝑘 − 1) .

(9)

Assume that the system is fully measurable; state feedback is
introduced as follows:

𝑢 (𝑘) = 𝐾𝑥 (𝑘) . (10)

Considering the sensor faults that may occur, the controller
is expanded as

𝑢
𝐹

(𝑘) = 𝐾𝐺 (𝑘) 𝑥 (𝑘) , (11)

where 𝑢𝐹(𝑘) = [𝑢
𝐹

1
(𝑘), 𝑢
𝐹

2
(𝑘), . . . , 𝑢

𝐹

𝑚
(𝑘)]
𝑇 represents faulty

signal. 𝐺(𝑘) = diag(𝑔
1
(𝑘), 𝑔
2
(𝑘), . . . , 𝑔

𝑚
(𝑘)); 𝑔

𝑖
= 0

represents the fact that sensor 𝑖 faults occur; 𝑔
𝑖
= 1 represents

the fact that sensor 𝑖 is normal; 0 ≤ 𝑔
𝑖
≤ 1 represents the

fact that partial faults occur at sensor 𝑖. When 𝐺 = 𝐼, it
represents the fact that all sensors are normal. The situation
that all actuators’ failure occurs at the same time is not taken
into consideration here.

Moreover, the boundaries of faults usually can be mea-
sured in the practical work. The following definition is
presented.

Definition 1. The upper bound of fault matrices is defined as
follows:

𝐺
𝑢
= diag (𝑔

𝑢1
, 𝑔
𝑢2
, . . . , 𝑔

𝑢𝑛
) , 1 ≥ 𝑔

𝑢𝑖
> 0, (12)

while the lower bound of fault matrices is defined as follows:

𝐺
𝑙
= diag (𝑔

𝑙1
, 𝑔
𝑙2
, . . . , 𝑔

𝑙𝑛
) , 1 > 𝑔

𝑙𝑖
≥ 0. (13)

That is to say, 𝐺(𝑘) ∈ [𝐺
𝑙
, 𝐺
𝑢
], which is time-varying. The

mean value of matrices in Definition 1 can also be obtained
as

𝐺
0
= diag (𝑔

01
, 𝑔
02
, . . . , 𝑔

0𝑛
) , 𝑔

0𝑖
=

𝑔
𝑢𝑖
+ 𝑔
𝑙𝑖

2

; (14)

furthermore, the following matrices are introduced:

𝐿 (𝑘) = diag (𝑙
1
(𝑘) , 𝑙
2
(𝑘) , . . . , 𝑙

𝑛
(𝑘)) ,

𝑙
𝑖
(𝑘) =

𝑔
𝑖
(𝑘) − 𝑔

0𝑖

𝑔
0𝑖

.

(15)

Obviously, we have

−1 ≤

𝑔
𝑙𝑖
− 𝑔
0𝑖

𝑔
0𝑖

≤ 𝑙
𝑖
(𝑘) =

𝑔
𝑖
(𝑘) − 𝑔

0𝑖

𝑔
0𝑖

≤

𝑔
𝑢𝑖
− 𝑔
0𝑖

𝑔
0𝑖

=

𝑔
𝑢𝑖
− 𝑔
𝑙𝑖

𝑔
𝑢𝑖
+ 𝑔
𝑙𝑖

≤ 1.

(16)

Based on (16), we have −𝐼
𝑛×𝑛

≤ 𝐿(𝑘) ≤ 𝐼
𝑛×𝑛

. Based on (16),
the following can be obtained:

𝑔
𝑖
= 𝑔
0𝑖
(1 + 𝑙
𝑖
) , 𝑖 = 1, 2, . . . 𝑛;

Naturally, we have 𝐺 = 𝐺
0
(𝐼 + 𝐿) .

(17)

The model of closed-loop systems with sensor faults can be
obtained as
𝑥 (𝑘 + 1) = 𝐴𝑥 (𝑘) + 𝐷𝐹 (𝜏

𝑘
) 𝐸𝐾𝐺

0
(𝐼 + 𝐿 (𝑘)) 𝑥 (𝑘)

+ (𝐵 − 𝐷𝐹 (𝜏
𝑘
) 𝐸)𝐾𝐺

0
(𝐼 + 𝐿 (𝑘 − 1)) 𝑥 (𝑘 − 1) .

(18)

Remark 2. The NCS with time-varying delay and sensor
faults is modeled as a closed-loop system (18) with the
uncertain parameter 𝐹(𝜏

𝑘
) and time-varying parameter 𝐿(𝑘);

unlike the previous models as [5], this model is related to the
boundary values of the faults𝐺

𝑢
and𝐺

𝑙
. Moreover, according
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to the expression of matrix 𝐺
0
, we undoubtedly know it is

invertible.

3. The Design of Guaranteed Cost
Fault-Tolerant Control

For the systemmodel (18) established above, the cost function
is given as follows:

𝐽
∞
=

∞

∑

𝑘=0

{𝑥
𝑇

(𝑘) 𝑄𝑥 (𝑘) + [𝐾𝐺
0
(𝐼 + 𝐿) 𝑥 (𝑘)]

𝑇

× 𝑅𝐾𝐺
0
(𝐼 + 𝐿) 𝑥 (𝑘) } ,

(19)

where 𝑄 and 𝑅 are symmetric positive definite matrices.
To analyze the stability of the system expediently, the

following lemmas are introduced.

Lemma 3 (Schur complement). For a symmetric matrix 𝑆 =
[
𝑆
11
𝑆
12

𝑆
21
𝑆
22

], where 𝑆
11

= 𝑆
𝑇

11
, 𝑆𝑇
12

= 𝑆
21
, and 𝑆

22
= 𝑆
𝑇

22
, the

following three conditions are equivalent:

(1) 𝑆 < 0;

(2) 𝑆
11
< 0, 𝑆

22
− 𝑆
𝑇

12
𝑆
−1

11
𝑆
12
< 0;

(3) 𝑆
22
< 0, 𝑆

11
− 𝑆
12
𝑆
−1

22
𝑆
𝑇

12
< 0.

Lemma 4 (see [11]). For any matrices𝑊,𝑀,𝑁, or 𝐹(𝑡) with
𝐹
𝑇

𝐹 ≤ 𝐼 and any scalar 𝜀 > 0, the following inequality holds.
𝑊+𝑀𝐹(𝑡)𝑁 + 𝑁

𝑇

𝐹
𝑇

(𝑡)𝑀
𝑇

≤ 𝑊 + 𝜀𝑀𝑀
𝑇

+ 𝜀
−1

𝑁
𝑇

𝑁.

Theorem 5. Given symmetric positive definite matrices 𝑄, 𝑅
and gain matrix 𝐾, if symmetric positive definite matrices 𝑃
and 𝑆 exist, as well as a scalar 𝜀 > 0, satisfying

[

[

[

[

[

𝜀𝐷𝐷
𝑇

− 𝑃
−1

𝐴 𝐵𝐾𝐺
0
(𝐼 + 𝐿) 0

∗ −𝑃 + 𝑆 + (𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

𝑅𝐿𝐾𝐺
0
(𝐼 + 𝐿) + 𝑄 0 (𝐸𝐾𝐺

0
(𝐼 + 𝐿))

𝑇

∗ ∗ −𝑆 (−𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

∗ ∗ ∗ −𝜀𝐼

]

]

]

]

]

< 0, (20)

then the NCS (18) is asymptotically stable, where ∗ represents
the symmetry blocks of matrix.

Proof. Consider the following Lyapunov function:

𝑉 (𝑘) = 𝑥
𝑇

(𝑘) 𝑃𝑥 (𝑘) + 𝑥
𝑇

(𝑘 − 1) 𝑆𝑥 (𝑘 − 1) . (21)

For the convenience of writing, we denote 𝐿 = 𝐿(𝑘) in the
following expressions. Based on (18) conducting subtraction
calculation can be obtained

Δ𝑉 (𝑘) = V (𝑘 + 1) − V (𝑘)

= 𝑥
𝑇

(𝑘 + 1) 𝑃𝑥 (𝑘 + 1) + 𝑥
𝑇

(𝑘) 𝑆𝑥 (𝑘)

− 𝑥
𝑇

(𝑘) 𝑃𝑥 (𝑘) − 𝑥
𝑇

(𝑘 − 1) 𝑆𝑥 (𝑘 − 1)

= [𝐴𝑥 (𝑘) + 𝐷𝐹𝐸𝐾𝐺
0
(𝐼 + 𝐿) 𝑥 (𝑘)

+ (𝐵 − 𝐷𝐹𝐸)𝐾𝐺
0
(𝐼 + 𝐿) 𝑥 (𝑘 − 1)]

𝑇

× 𝑃 [𝐴𝑥 (𝑘) + 𝐷𝐹𝐸𝐾𝐺
0
(𝐼 + 𝐿) 𝑥 (𝑘)

+ (𝐵 − 𝐷𝐹𝐸)𝐾𝐺
0
(𝐼 + 𝐿) 𝑥 (𝑘 − 1)]

+ 𝑥
𝑇

(𝑘) 𝑆𝑥 (𝑘) − 𝑥
𝑇

(𝑘) 𝑃𝑥 (𝑘)

− 𝑥
𝑇

(𝑘 − 1) 𝑆𝑥 (𝑘 − 1)

= [

𝑥 (𝑘)

𝑥 (𝑘 − 1)
]

𝑇

[

Γ
𝑇

𝑃Γ − 𝑃 + 𝑆 Γ
𝑇

𝑃Ω

∗ Ω
𝑇

𝑃Ω − 𝑆

]

× [

𝑥 (𝑘)

𝑥 (𝑘 − 1)
] ,

(22)

where Γ = 𝐴 + 𝐷𝐹𝐸𝐾𝐺
0
(𝐼 + 𝐿) and Ω = 𝐵𝐾𝐺

0
(𝐼 + 𝐿) −

𝐷𝐹𝐸𝐾𝐺
0
(𝐼 + 𝐿).

System (18) is asymptotically stable, only if it satisfies
Δ𝑉 < 0. It is equivalent to

[

Γ
𝑇

𝑃Γ − 𝑃 + 𝑆 Γ
𝑇

𝑃Ω

∗ Ω
𝑇

𝑃Ω − 𝑆

] < 0. (23)

Now, take the following inequality into consideration:

[
Γ
𝑇

𝑃Γ − 𝑃 + 𝑆 + 𝑄 + (𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

𝑅𝐾𝐺
0
(𝐼 + 𝐿)

∗

Γ
𝑇

𝑃Ω

Ω
𝑇

𝑃Ω − 𝑆

] < 0. (24)
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Inequality (24) is equivalent to

[
Γ
𝑇

𝑃Γ − 𝑃 + 𝑆

∗

Γ
𝑇

𝑃Ω

Ω
𝑇

𝑃Ω − 𝑆

]

+ [
𝑄 + (𝐾𝐺

0
(𝐼 + 𝐿))

𝑇

𝑅𝐿𝐾𝐺
0
(𝐼 + 𝐿) 0

0 0

] < 0.

(25)

𝑄 and 𝑅 are symmetric positive definite matrices; therefore,
inequality (24) is a sufficient condition of inequality (23).
Inequality (24) can be expressed as follows:

[
−𝑃 + 𝑆 + 𝑄 + (𝐾𝐺

0
(𝐼 + 𝐿))

𝑇

𝑅𝐾𝐺
0
(𝐼 + 𝐿)

∗

0

−𝑆
]

+ [

Γ
𝑇

Ω
𝑇
]𝑃 [Γ Ω] < 0.

(26)

From Lemma 3, it follows that

[

[

−𝑃
−1

Γ Ω

∗ −𝑃 + 𝑆 + 𝑄 + (𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

𝑅𝐾𝐺
0
(𝐼 + 𝐿) 0

∗ ∗ −𝑆

]

]

< 0.

(27)

Inequality (27) can be rewritten as

[

[

−𝑃
−1

𝐴 𝐵𝐾𝐺
0
(𝐼 + 𝐿)

∗ −𝑃 + 𝑆 + 𝑄 + (𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

𝑅𝐾𝐺
0
(𝐼 + 𝐿) 0

∗ ∗ −𝑆

]

]

+
[

[

𝐷

0

0

]

]

𝐹 [0 𝐸𝐾𝐺
0
(𝐼 + 𝐿) −𝐸𝐾𝐺

0
(𝐼 + 𝐿)]

+ [0 𝐸𝐾𝐺
0
(𝐼 + 𝐿) −𝐸𝐾𝐺

0
(𝐼 + 𝐿)]

𝑇

𝐹
𝑇
[

[

𝐷

0

0

]

]

𝑇

< 0.

(28)

From Lemma 4, the sufficient condition of inequality (28)
follows that

[

[

−𝑃
−1

𝐴 𝐵𝐾𝐺
0
(𝐼 + 𝐿)

∗ −𝑃 + 𝑆 + 𝑄 + (𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

𝑅𝐾𝐺
0
(𝐼 + 𝐿) 0

∗ ∗ −𝑆

]

]

+ 𝜀
−1 [

[

[

0

(𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

(−𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

]

]

]

[

[

[

0

(𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

(−𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

]

]

]

𝑇

+ 𝜀
[

[

𝐷

0

0

]

]

[𝐷
𝑇

0 0] < 0.

(29)

Therefore, inequality (29) is a sufficient condition of inequal-
ity (23). That is to say, if inequality (29) exists, NCS (18) is
asymptotically stable. From Lemma 3, the inequality above is
equivalent to inequality (20). This completes the proof.

Theorem 6. If the conditions of Theorem 5 are satisfied, for
all allowable uncertainties of system (18), its cost function is
defined as (19) satisfying

𝐽
∞
≤ 𝐽
0
= 𝑥
𝑇

(0) 𝑃𝑥 (0) + 𝑥
𝑇

(−1) 𝑆𝑥 (−1) . (30)

Proof. If inequality (20) exists, inequality (25) must exist.

Pre- and postmultiplying (25) by [ 𝑥(𝑘)
𝑥(𝑘−1)

]

𝑇

and by [ 𝑥(𝑘)
𝑥(𝑘−1)

]

separately, it follows that

[

𝑥 (𝑘)

𝑥 (𝑘 − 1)
]

𝑇

[

Γ
𝑇

𝑃Γ − 𝑃 + 𝑆 Γ
𝑇

𝑃Ω

∗ Ω
𝑇

𝑃Ω − 𝑆

] [

𝑥 (𝑘)

𝑥 (𝑘 − 1)
]

≤ [

𝑥 (𝑘)

𝑥 (𝑘 − 1)
]

𝑇

[
−𝑄 − (𝐾𝐺

0
(𝐼 + 𝐿))

𝑇

𝑅𝐾𝐺
0
(𝐼 + 𝐿) 0

0 0

]

× [

𝑥 (𝑘)

𝑥 (𝑘 − 1)
]

= 𝑥
𝑇

(𝑘) (−𝑄 − (𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

𝑅𝐾𝐺
0
(𝐼 + 𝐿)) 𝑥 (𝑘) .

(31)
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Therefore,

𝐽
∞
≤ −

∞

∑

𝑘=0

Δ𝑉 (𝑘) = 𝑉 (0) − lim
𝑘→∞

𝑉 (𝑘)

= 𝑥
𝑇

(0) 𝑃𝑥 (0) + 𝑥
𝑇

(−1) 𝑆𝑥 (−1) − lim
𝑘→∞

𝑉 (𝑘) .

(32)

According toTheorem 5, system (18) is asymptotically stable.
Therefore, lim

𝑘→∞
𝑥(𝑘) = lim

𝑘→∞
𝑥(𝑘 − 1) = 0. Logically,

there must exist lim
𝑘→∞

𝑉(𝑘) = 0. Inserting it into (32),
inequality (30) can be obtained.

Theorem 7. Given symmetric positive definite matrices𝑄 and
𝑅, as well as a set of constants 𝜎

1
and 𝜎

2
, if symmetric positive

definite matrices 𝑋, 𝑌 and matrix 𝑊 exist, as well as scalar
𝜀 > 0, satisfying the following LMI:

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

−𝑄
−1

0 0 0 0 0 0 𝑋 0 0

∗ −𝜎
1
𝐼 0 0 0 0 0 𝑋 0 0

∗ ∗ −𝜎
2
𝐼 0 0 0 0 0 𝑋 0

∗ ∗ ∗ −𝜎
1
𝑋 0 𝑊

𝑇

0 0 0 (𝐸𝑊)
𝑇

∗ ∗ ∗ ∗ −𝜎
2
𝑋 0 (𝐵𝑊)

𝑇

0 0 (−𝐸𝑊)
𝑇

∗ ∗ ∗ ∗ ∗ −𝑅
−1

0 𝑊 0 0

∗ ∗ ∗ ∗ ∗ ∗ 𝜀𝐷𝐷
𝑇

− 𝑋 𝐴 𝐵𝑊 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝑋 + 𝑌 0 (𝐸𝑊)
𝑇

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝑌 (−𝐸𝑊)
𝑇

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝜀𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0, (33)

then the NCS (18) is asymptotically stable with control gain
𝐾 = 𝑊𝑋

−1

𝐺
0

−1, and for all allowable uncertainties of system,
its performance indicator defined as (19) satisfies inequality
(30).

Proof. If inequality (20) exists, Theorems 5 and 6 must exist.
Inequality (20) is equivalent to

[

[

[

[

[

[

𝜀𝐷𝐷
𝑇

− 𝑃
−1

𝐴 𝐵𝐾𝐺
0
(𝐼 + 𝐿) 0

∗ −𝑃 + 𝑆 + 𝑄 0 (𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

∗ ∗ −𝑆 − (𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

∗ ∗ ∗ −𝜀𝐼

]

]

]

]

]

]

+

[

[

[

[

[

0

(𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

0

0

]

]

]

]

]

𝑅 [0 𝐾𝐺
0
(𝐼 + 𝐿) 0 0] < 0. (34)

From Lemma 3, it follows that

[

[

[

[

[

[

−𝑅
−1

0 𝐾𝐺
0
(𝐼 + 𝐿) 0

∗ 𝜀𝐷𝐷
𝑇

− 𝑃
−1

𝐴 𝐵𝐾𝐺
0
(𝐼 + 𝐿)

∗ ∗ −𝑃 + 𝑆 + 𝑄 0

∗ ∗ ∗ −𝑃

∗ ∗ ∗ ∗

0

0

(𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

(−𝐸𝐾𝐺
0
(𝐼 + 𝐿))

𝑇

−𝜀𝐼

]

]

]

]

]

]

]

]

< 0. (35)
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Inequality (35) can be rewritten as

Φ + Ξ
1
𝐿𝐼
1
+ Ξ
2
𝐿𝐼
2
+ (Ξ
1
𝐿𝐼
1
)

𝑇

+ (Ξ
2
𝐿𝐼
2
)

𝑇

< 0, (36)

where

Φ =

[

[

[

[

[

[

−𝑅
−1

0 𝐾𝐺
0

0

∗ 𝜀𝐷𝐷
𝑇

− 𝑃
−1

𝐴 𝐵𝐾𝐺
0

∗ ∗ −𝑃 + 𝑆 + 𝑄 0

∗ ∗ ∗ −𝑃

∗ ∗ ∗ ∗

0

0

(𝐸𝐾𝐺
0
)
𝑇

(−𝐸𝐾𝐺
0
)
𝑇

−𝜀𝐼

]

]

]

]

]

]

< 0,

Ξ
1
=

[

[

[

[

[

[

𝐾𝐺
0

0

0

0

𝐸𝐾𝐺
0

]

]

]

]

]

]

, 𝐼
1
=

[

[

[

[

[

[

0

0

𝐼

0

0

]

]

]

]

]

]

𝑇

, Ξ
2
=

[

[

[

[

[

[

0

𝐵𝐾𝐺
0

0

0

−𝐸𝐾𝐺
0

]

]

]

]

]

]

, 𝐼
1
=

[

[

[

[

[

[

0

0

0

𝐼

0

]

]

]

]

]

]

𝑇

.

(37)

Using Lemma 4, it can be obtained that

Φ + 𝜎
1

−1

Ξ
1
Ξ
1

𝑇

+ 𝜎
1
𝐼
𝑇

1
𝐼
1
+ 𝜎
2

−1

Ξ
2
Ξ
2

𝑇

+ 𝜎
2
𝐼
𝑇

2
𝐼
2
< 0. (38)

Using Lemma 3 repeatedly, the following inequality can be
obtained:

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

−𝑄
−1

0 0 0 0 0 0 𝐼 0 0

∗ −𝜎
1

−1

𝐼 0 0 0 0 0 𝐼 0 0

∗ ∗ −𝜎
2

−1

𝐼 0 0 0 0 0 𝐼 0

∗ ∗ ∗ −𝜎
1
𝐼 0 (𝐾𝐺

0
)
𝑇

0 0 0 (𝐸𝐾𝐺
0
)
𝑇

∗ ∗ ∗ ∗ −𝜎
2
𝐼 0 (𝐵𝐾𝐺

0
)
𝑇

0 0 (−𝐸𝐾𝐺
0
)
𝑇

∗ ∗ ∗ ∗ ∗ −𝑅
−1

0 𝐾𝐺
0

0 0

∗ ∗ ∗ ∗ ∗ ∗ 𝜀𝐷𝐷
𝑇

− 𝑃
−1

𝐴 𝐵𝐾𝐺
0

0

∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝑃 + 𝑆 0 (𝐸𝐾𝐺
0
)
𝑇

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝑆 (−𝐸𝐾𝐺
0
)
𝑇

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −𝜀𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0. (39)

Pre- and postmultiplying (39) by block-diag(𝐼, 𝜎
1
𝐼, 𝜎
2
𝐼, 𝑃
−1

,

𝑃
−1

, 𝐼, 𝐼, 𝑃
−1

, 𝑃
−1

, 𝐼) and then letting 𝑋 = 𝑃
−1, 𝑊 =

𝐾𝐺
0
𝑃
−1

= 𝐾𝐺
0
𝑋, 𝑌 = 𝑃

−1

𝑆𝑃
−1, inequality (33) can be

obtained. Because 𝐺
0
is invertible, 𝐾 can be obtained by

calculating 𝐾 = 𝑊𝑋
−1

𝐺
0

−1. This completes the proof.

4. Simulations

Consider the model of inverted pendulum device as follows:

̇𝑥 (𝑡) =

[

[

[

[

−0.5 −0.51 0 0

0 −1.3 0 0

0.1 0.2 −0.3 0

0 0 0 0.3

]

]

]

]

𝑥 (𝑡) +

[

[

[

[

0.1

1

0.5

1.2

]

]

]

]

𝑢 (𝑡) . (40)

Consider the sampling period𝑇 = 0.1 s; the network induced
time delay satisfies 𝜏

𝑘
< 𝑇 and is time-varying.We choose the

parameters as 𝛼
1
= 1.3, 𝛼

2
= 1.8, 𝛼

3
= −1.1, and 𝛼

4
= 1.5.

Computing (5)–(8), we have

𝐷 =

[

[

[

[

0 1.61 −0.5772 0

0 0 −0.9054 0

1.3 −0.805 0.2388 0

0 0 0 0

]

]

]

]

, 𝐸 =

[

[

[

[

0.495

−0.6009

1.2149

1.2

]

]

]

]

,

(41)

𝐹 (𝜏
𝑘
) = diag(𝑒

−0.3(0.1−𝜏
𝑘
)

− 1

−0.39

,

𝑒
−0.5(0.1−𝜏

𝑘
)

− 1

−0.9

,

𝑒
−1.3(0.1−𝜏

𝑘
)

− 1

1.43

,

𝑒
0.3(0.1−𝜏

𝑘
)

− 1

0.45

) .

(42)

Obviously, 𝐹𝑇(𝜏
𝑘
)𝐹(𝜏
𝑘
) < 𝐼 is satisfied.
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Table 1: The boundaries of sensor faults.

Upper bound Lower bound Mean value

Sensor faults matrix 𝐺
[

[

[

[

[

0.9 0 0 0

0 0.9 0 0

0 0 0.86 0

0 0 0 0.78

]

]

]

]

]

[

[

[

[

[

0.1 0 0 0

0 0.2 0 0

0 0 0.12 0

0 0 0 0.2

]

]

]

]

]

[

[

[

[

[

0.5 0 0 0

0 0.55 0 0

0 0 0.49 0

0 0 0 0.49

]

]

]

]

]

0.15

0.1

0.05

0
0 25 50 75 100 125 150

D
el

ay
s

Time t (s)

Figure 3: The distribution of delays in NCS.

And the following parameters are given:

𝑄 =

[

[

[

[

50 0 0 0

0 80 0 0

0 0 130 0

0 0 0 220

]

]

]

]

, 𝑅 = 1800, 𝜎
1
= 𝜎
2
= 10
9

.

(43)

Considering the sensor faults that may occur, the bound-
aries of faults are given in Table 1.

By making use of LMI toolbox in MATLAB to solve the
linear matrix inequality (33), guaranteed cost fault-tolerant
controller parameters of NCS can be obtained:

𝐾 = 𝑊𝑋
−1

𝐺
0

−1

= [−0.0756 −1.03 −0.7531 −1.9025] .

(44)

It assumes the initial state of the system is 𝑥(0) = 𝑥(−1) =

[2 − 1.2 1.5 − 1]
𝑇; the comprehensive performance

indicator can be obtained 𝐽
0
= 16.3685. The time-varying

transmission delays produced in network are shown in
Figure 3. When all sensors are normal, namely, 𝐺 = 𝐼, the
state responses of NCS are shown in Figure 4, from which we
know the system gets steady at 40 s. When sensor faults vary
in the scope of boundary values in Table 1, the state responses
of NCS are shown in Figure 5, from which we can see the
transition time of state response obviously becomes longer
than that in Figure 4 because of the effects of time-varying
sensor faults, but the system is still asymptotically stable and
gets steady at 80 s. So, the performance of NCS can be well
maintained by the guaranteed cost fault-tolerant controller,
which demonstrates the effectiveness and feasibility of the
approach proposed in this paper.

2
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0.5

0

−0.5

−1

−1.5
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150

x1 x3
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Figure 4: State response of NCS without sensor faults.
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e

1

Figure 5: State response of NCS with time-varying sensor faults.

5. Conclusions

When time-varying sensor faults occur, guaranteed cost
fault-tolerant control problem of networked control systems
is studied in this paper. Using Lyapunov stability theory
and linear matrix inequality (LMI) approach, a sufficient
condition is given, which can render the closed-loop NCS
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with sensor faults asymptotically stable and can guarantee
it to meet the requirements of performance indicator. And
based on LMI, themethod of designing guaranteed cost fault-
tolerant controller is proposed. Moreover, the feasibility and
effectiveness of this method have been demonstrated by a
simulation example. The next research task will be analyzing
the time-varying actuator faults to improve the performance
of NCS further.
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Network topology and node dynamics play a key role in forming synchronization of complex networks. Unfortunately there is
no effective synchronization criterion for pinning synchronization of complex dynamical networks with switching topology. In
this paper, pinning synchronization of complex dynamical networks with switching topology is studied. Two basic problems
are considered: one is pinning synchronization of switched complex networks under arbitrary switching; the other is pinning
synchronization of switched complex networks by design of switching when synchronization cannot achieved by using any
individual connection topology alone. For the two problems, common Lyapunov function method and single Lyapunov function
method are used respectively, some global synchronization criteria are proposed and the designed switching law is given. Finally,
simulation results verify the validity of the results.

1. Introduction

A complex dynamical network is a set of coupled nodes
interconnected by edges, in which each node is a dynamical
system [1, 2]. Undoubtedly, many systems in nature can be
described by models of complex networks, such as ecological
networks, power grids, wireless communication networks,
and World Wide Web. Over the last decade, the analysis and
control of dynamical networks have become research focus
in many fields, such as mathematics, physics, biology, and
engineering.

Synchronization, the most important collective behavior
of complex dynamical networks, has received much of the
focus [3–5]. The synchronization of complex dynamical net-
works has been extensively investigated and many synchro-
nization criteria for complex networks have been proposed,
such as the master stability function based criteria [6],
Lyapunov function based criteria [7, 8], and graph stability
method based criteria [9].

As we know now, some complex network can be syn-
chronized by itself, but the general case is that the whole
network cannot synchronize by itself; from the perspective of
control theory, designing controllers is an effective method,
and one natural idea is to assign controllers to all nodes of
the controlled complex dynamical network [10–12].

However, complex networks in the real world normally
have a large number of nodes. Therefore, it is usually difficult
to control a complex network by adding the controllers to
all nodes. To reduce the number of the controllers, a natural
approach is to control a complex network by pinning part of
nodes. This idea is actually adding the controllers to a small
fraction of network nodes to achieve synchronization of the
whole complex networks. In [13], Grigoriev et al. investigated
the pinning control of spatiotemporal chaos. Subsequently,
Parekh et al. studied the local and global control in coupled
map lattices [14]. In [15, 16], Wang and Chen considered
the problem of pinning a complex dynamical network to its
equilibrium, and both specific and randompinning strategies
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were proposed. In [17], the controllability of a coupled
complex network via pinning has been studied by means of
a Master Stability Function approach. In [18], Chen et al.
pointed out that a general complex network can be pinned
by a single controller if the coupling strength is large enough.
A network under a typical framework can realize synchro-
nization subject to any linear feedback pinning scheme and
the relationship between coupling strength and the number
of pinning nodes for a general complex dynamical network
through adaptive pinning [19, 20].

Note that most investigations about synchronization of
complex networks under pinning control are with the con-
stant connection topology. Actually, constant connection is
only a special case. It is well known that the interaction of
two different nodes in the real world networks always evolves
with time continuously, and the interaction between different
nodes may change abruptly at some time instants, which
results in switching topology, such as mobile agents [21] and
power grids [22].

The switched system theory provides an effective tool
for studying complex networks with switching topology
[23]. By using the common Lyapunov function method, the
synchronization problem for complex dynamical networks
with switching topology has been studied in [24]. In [25], the
synchronization of switched complex dynamical networks
was discussed from the view point of switched systems, under
the assumptions that all the connection outer matrices are
simultaneous triangularization, and several synchronization
criteria have been established by means of constructing
a common Lyapunov function and single Lyapunov and
multiple Lyapunov functions, respectively. In [26], the syn-
chronization problem was studied with switched coupling
using the average dwell time method. A synchronization
criterion for dynamical networks with nonidentical nodes
and switching topology was given in [27]. However, to our
knowledge, so far, none of the results of pinning synchroniza-
tion of complex networks with switching topology have been
reported. Motivated by the above discussions, in this paper,
the pinning synchronization of complex dynamical networks
is investigated with switching topology. First, we study the
problem of pinning synchronization of switched complex
network under arbitrary switching. Second, when pinning
synchronization is impossible for each individual connection
topology, the problem of synchronization via the design of
switching signal of pregiven connection topology is studied.
By using commonLyapunov functionmethod and single Lya-
punov function method, respectively, we design controllers
and the switching laws to ensure the pinning synchronization.
Without assuming that the coupling matrix is symmetric, we
give some criteria for the global pinning synchronization of
complex networks with switching topology.

The remainder of the paper is organized as follows.
Some preliminaries are described in Section 2. Pinning
synchronization criteria for arbitrary switching are derived in
Section 3. In Section 4, pinning synchronization via design of
switching is studied. In Section 5, several numerical examples
are given. Conclusions are drawn in Section 6.

2. Preliminaries

Now consider a switched complex dynamical network with
𝑁 identical nodes; the mathematics model of the system can
be described as follows:

̇𝑥
𝑖
= 𝑓 (𝑥

𝑖
) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝜎(𝑡)

𝑖𝑗
Γ𝑥
𝑗
, 𝑖 = 1, 2, . . . , 𝑁, (1)

where𝑥
𝑖
= (𝑥
𝑖1
, 𝑥
𝑖2
, . . . , 𝑥

𝑖𝑛
)
𝑇

∈ 𝑅
𝑛 is the state vector of the 𝑖th

node, Γ is the inner-coupling matrix between two connected
nodes, 𝑓 is a continuously differentiable vector function, 𝑐
is the coupling strength, 𝜎 : [0,∞) → 𝑀 = {1, 2, . . . , 𝑚},
for each 𝑘 ∈ 𝑀, 𝐴

𝑘
= {𝑎
𝑘

𝑖𝑗
} ∈ 𝑅

𝑁×𝑁 is the outer-coupling
matrix, assume 𝑎𝑘

𝑖𝑖
= ∑
𝑁

𝑗=1,𝑗 ̸=𝑖
𝑎
𝑘

𝑖𝑗
, and let 𝑠(𝑡) be a solution of

each isolated node; that is, ̇𝑠(𝑡) = 𝑓(𝑠(𝑡)).
Normally, a complex dynamical network has a large

number of nodes, so it is difficult to add the controllers to
all nodes. By pinning control methods, the controllers are to
be added to part of nodes, and the other nodes need not be
controlled; without loss of generality, let the first 𝑙 nodes be
controlled; then (1) can be expressed as

̇𝑥
𝑖
= 𝑓 (𝑥

𝑖
) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝜎(𝑡)

𝑖𝑗
Γ𝑥
𝑗
+ 𝑢
𝜎(𝑡)

𝑖
, 𝑖 = 1, 2, . . . , 𝑙,

̇𝑥
𝑖
= 𝑓 (𝑥

𝑖
) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝜎(𝑡)

𝑖𝑗
Γ𝑥
𝑗
, 𝑖 = 𝑙 + 1, 𝑙 + 2, . . . , 𝑁,

(2)

where 𝑢𝑘
𝑖
are the given controller, which can be described as

𝑢
𝑘

𝑖
= −𝑐𝑞

𝑘

𝑖
Γ (𝑥
𝑖
− 𝑠) , 𝑖 = 1, 2, . . . , 𝑙, 𝑞

𝑘

𝑖
> 0. (3)

It is easy to see that the systems (2) are pinned to
synchronization if lim

𝑡→∞
‖𝑥
𝑖
(𝑡) − 𝑠(𝑡)‖ = 0. Next, define

𝑒
𝑖
= 𝑥
𝑖
− 𝑠; then the error system can be described as

̇𝑒
𝑖
= 𝑓 (𝑥

𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝜎(𝑡)

𝑖𝑗
Γ𝑒
𝑗
− 𝑐𝑞
𝜎(𝑡)

𝑖
Γ𝑒
𝑖
, 𝑖 = 1, 2, . . . , 𝑙,

̇𝑒
𝑖
= 𝑓 (𝑥

𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝜎(𝑡)

𝑖𝑗
Γ𝑒
𝑗
, 𝑖 = 𝑙 + 1, 𝑙 + 2, . . . , 𝑁,

(4)

and it should be noted that only the first 𝑙 nodes have
controllers, so the last term of the second line of (4) is zero.
Now, the synchronization problem of system (2) turns into
the stability of system (4); throughout this paper, we need the
following assumption.

Assumption 1. Assume that there is a positive defined matrix
𝑃 and a constant matrix𝐾, such that 𝑓 satisfies the following
inequality:

(𝑥 − 𝑦)
𝑇

𝑃 (𝑓 (𝑥) − 𝑓 (𝑦)) ≤ (𝑥 − 𝑦)
𝑇

𝐾Γ (𝑥 − 𝑦) ,

∀𝑥, 𝑦 ∈ 𝑅
𝑛

.

(5)
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Note that Assumption 1 is verymild; many systems satisfy
this condition, such as Lorenz system, Liu system, and Chen
system. In the following section, we will investigate the
problems of pinning synchronization by common Lyapunov
function method and single Lyapunov function method,
respectively.

3. Arbitrary Switching

In this section, we study the pinning synchronization of com-
plex dynamical networks under arbitrary switching topology.
A network with switching topology may not realize synchro-
nization by pinning controller, even if pinning synchroniza-
tion is achieved by using each individual connection topology
alone.Therefore, seeking for pinning synchronization criteria
for arbitrary switching topology is not trivial. By using
common Lyapunov functionmethod, a criterion is derived to
ensure the global synchronization under arbitrary switching.

Theorem 2. Suppose that Assumption 1 holds, the pinning
controlled complex dynamical system in (2) achieves global
synchronization under arbitrary switching if there exist a
positive definite matrix 𝑃 such that the condition

𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴

𝑘
− 𝑄
𝑘
) ⊗ 𝑃Γ < 0, 𝑘 = 1, 2, . . . , 𝑚, (6)

holds, where ⊗ is Kronecker product, 𝐼
𝑁
is an N-dimensional

identity matrix, and 𝑄
𝑘

= diag{𝑞𝑘
1
, 𝑞
𝑘

2
, . . . , 𝑞

𝑘

𝑙
, 0, . . . , 0} ∈

𝑅
𝑁×𝑁.

Proof. Construct the commonLyapunov function as the form
of

𝑉 (𝑡) =

1

2

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃𝑒
𝑖
. (7)

Thederivative of𝑉(𝑡) along the trajectories of each subsystem
of (4) gives

𝑉 (𝑡) =

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃 ̇𝑒
𝑖

=

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃
[

[

𝑓 (𝑥
𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑒
𝑖

]

]

− 𝑐

𝑙

∑

𝑖=1

𝑞
𝑘

𝑖
𝑒
𝑇

𝑖
𝑃Γ𝑒
𝑖

≤

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖

[

[

𝐾Γ𝑒
𝑖
+ 𝑐𝑃

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑒
𝑖

]

]

− 𝑐

𝑙

∑

𝑖=1

𝑞
𝑘

𝑖
𝑒
𝑇

𝑖
𝑃Γ𝑒
𝑖

= 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐼

𝑁
⊗ 𝑃) (𝐴

𝑘
⊗ Γ) − 𝑐 (𝑄

𝑘
⊗ 𝑃Γ)] 𝑒

= 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴

𝑘
⊗ 𝑃Γ) − 𝑐 (𝑄

𝑘
⊗ 𝑃Γ)] 𝑒,

(8)

where 𝑒 = (𝑒𝑇
1
, 𝑒
𝑇

2
, . . . , 𝑒

𝑇

𝑁
)
𝑇. From (6), it is easy to see that

𝑉 (𝑡) < 0, (9)

the switched complex network in (2) achieves global syn-
chronization with the pinning controller (3) under arbitrary
switching, which completes the proof.

Remark 3. For the special case is that 𝑃 = 𝐼 and let
the network has only one connection topology; then the
synchronization condition (6) degenerates into

𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴 − 𝑄) ⊗ Γ < 0, (10)

which is expressed in [20].

Remark 4. If Γ is a positive definite matrix and 𝑃 is replaced
with 𝐼, then the conditions (6) inTheorem 2 can be simplified
as

𝜃𝐼
𝑁
+ 𝑐 (𝐴

𝑘
− 𝑄
𝑘
) < 0, 𝑘 = 1, 2, . . . , 𝑚, (11)

where 𝜃 = ‖𝐾‖.

4. Switching Design

In this section, we will study the case that none of subnet-
works can bring pinning synchronization if each individual
connection topology is put in use alone. So pinning syn-
chronization of switched networks under arbitrary switching
is impossible to be achieved for this case. But pinning
synchronization may still be achieved by switching between
connection topologies, so we discuss how to realize synchro-
nization by the suitable design of switching ruler between
connection topologies and give a convex combination based
method.

Let 𝐴 = ∑
𝑚

𝑘=1
𝜀
𝑘
𝐴
𝑘
with 𝜀

𝑘
≥ 0 and ∑

𝑚

𝑘=1
𝜀
𝑘

= 1;
then the convex combination of system (2) and the convex
combination of error system (3) can be described as

̇𝑥
𝑖
= 𝑓 (𝑥

𝑖
) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑖𝑗
Γ𝑥
𝑗
+ 𝑢
𝑖
, 𝑖 = 1, 2, . . . , 𝑙,

̇𝑥
𝑖
= 𝑓 (𝑥

𝑖
) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑖𝑗
Γ𝑥
𝑗
, 𝑖 = 𝑙 + 1, 𝑙 + 2, . . . , 𝑁,

(12)

̇𝑒
𝑖
= 𝑓 (𝑥

𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑖𝑗
Γ𝑒
𝑗
− 𝑐𝑞
𝑖
Γ𝑒
𝑖
, 𝑖 = 1, 2, . . . , 𝑙,

̇𝑒
𝑖
= 𝑓 (𝑥

𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑖𝑗
Γ𝑒
𝑗
, 𝑖 = 𝑙 + 1, 𝑙 + 2, . . . , 𝑁,

(13)

where 𝑎
𝑖𝑗
= ∑
𝑚

𝑘=1
𝜀
𝑘
𝑎
𝑖𝑗
, 𝑢
𝑖
= ∑
𝑚

𝑘=1
𝜀
𝑘
𝑢
𝑖
, 𝑞
𝑖
= ∑
𝑚

𝑘=1
𝜀
𝑘
𝑞
𝑖
, and

∑
𝑚

𝑘=1
𝜀
𝑘
= 1.

Theorem 5. Suppose that Assumption 1 holds, and there exist
a positive definite matrix 𝑃, and some convex combination
coefficients 𝜀

𝑖
, which satisfies the following condition:

𝐼
𝑁
⊗ 𝐾Γ + 𝑐

𝑚

∑

𝑘=1

𝜀
𝑘
(𝐴
𝑘
− 𝑄
𝑘
) ⊗ 𝑃Γ < 0,

𝑘 = 1, 2, . . . , 𝑚,

𝑚

∑

𝑘=1

𝜀
𝑘
= 1,

(14)
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where ⊗ is Kronecker product, 𝐼
𝑁
is an N-dimensional identity

matrix, and 𝑄
𝑘
= diag{𝑞𝑘

1
, 𝑞
𝑘

2
, . . . , 𝑞

𝑘

𝑙
, 0, . . . , 0} ∈ 𝑅

𝑁×𝑁; then
the controlled complex dynamical system in (13) achieves global
pinning synchronization under the following switching laws:

𝜎 (𝑡) = 𝑖 𝑖𝑓 𝜎 (𝑡
−

) = 𝑖, 𝑒 ∈ Ωi (𝑡) ,

𝜎 (𝑡) = 𝑗 𝑖𝑓 𝜎 (𝑡
−

) = 𝑖, 𝑒 ∈ 𝜕Ω
𝑖
(𝑡) ∩ Ω

𝑗
(𝑡) ,

(15)

with

Ω
𝑖
(𝑡)

= {𝑒 | 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴

𝑖
⊗ 𝑃Γ) − 𝑐 (𝑄

𝑖
⊗ 𝑃Γ)] 𝑒 < 0} ,

Ω
𝑗
(𝑡)

= {𝑒 | 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴

𝑗
⊗ 𝑃Γ) − 𝑐 (𝑄

𝑗
⊗ 𝑃Γ)] 𝑒 < 0} ,

𝜕Ω
𝑖
(𝑡)

= {𝑒 | 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴

𝑖
⊗ 𝑃Γ) − 𝑐 (𝑄

𝑖
⊗ 𝑃Γ)] 𝑒 = 0} ,

(16)

where 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑚}.

Proof. Construct the Lyapunov function as the form of

𝑉 (𝑡) =

1

2

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃𝑒
𝑖
. (17)

The derivative of 𝑉(𝑡) along the trajectories of system (12)
gives

𝑉 (𝑡) =

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃 ̇𝑒
𝑖

=

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃
[

[

𝑓 (𝑥
𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑖𝑗
Γ𝑒
𝑖

]

]

− 𝑐

𝑙

∑

𝑖=1

𝑞
𝑖
𝑒
𝑇

𝑖
𝑃Γ𝑒
𝑖

≤

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖

[

[

𝐾Γ𝑒
𝑖
+ 𝑐𝑃

𝑁

∑

𝑗=1

𝑎
𝑖𝑗
Γ𝑒
𝑖

]

]

− 𝑐

𝑙

∑

𝑖=1

𝑞
𝑖
𝑒
𝑇

𝑖
𝑃Γ𝑒
𝑖

= 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐼

𝑁
⊗ 𝑃) (𝐴 ⊗ Γ) − 𝑐 (𝑄 ⊗ 𝑃Γ)] 𝑒

= 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴 ⊗ 𝑃Γ) − 𝑐 (𝑄 ⊗ 𝑃Γ)] 𝑒,

(18)

where 𝑒 = (𝑒
𝑇

1
, 𝑒
𝑇

2
, . . . , 𝑒

𝑇

𝑁
)
𝑇, 𝐴 = ∑

𝑚

𝑘=1
𝜀
𝑘
𝐴
𝑘
, and 𝑄 =

∑
𝑚

𝑘=1
𝜀
𝑘
𝑄
𝑘
. If the condition in (14) is satisfied, then the sets

Ω
𝑖
(𝑡) in (16) will make a partition of 𝑅𝑁𝑛 by the convex

combination technique [23]; that is,∪𝑚
𝑖=1
Ω
𝑖
= 𝑅
𝑁𝑛. According

to the switching laws (16), if the 𝑘th subsystem is activated,
then the 𝑘th subsystem is described as

̇𝑒
𝑖
= 𝑓 (𝑥

𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑥
𝑗
− 𝑐𝑞
𝑘

𝑖
Γ𝑒
𝑖
, 𝑖 = 1, 2, . . . , 𝑙,

̇𝑒
𝑖
= 𝑓 (𝑥

𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑥
𝑗
, 𝑖 = 𝑙 + 1, 𝑙 + 2, . . . , 𝑁.

(19)

The derivative of 𝑉(𝑡) along the trajectories of system (19) is

𝑉 (𝑡) =

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃 ̇𝑒
𝑖

=

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖
𝑃
[

[

𝑓 (𝑥
𝑖
) − 𝑓 (𝑠) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑒
𝑖

]

]

− 𝑐

𝑙

∑

𝑖=1

𝑞
𝑘

𝑖
𝑒
𝑇

𝑖
𝑃Γ𝑒
𝑖

≤

𝑁

∑

𝑖=1

𝑒
𝑇

𝑖

[

[

𝐾Γ𝑒
𝑖
+ 𝑐𝑃

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑒
𝑖

]

]

− 𝑐

𝑙

∑

𝑖=1

𝑞
𝑘

𝑖
𝑒
𝑇

𝑖
𝑃Γ𝑒
𝑖

= 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐼

𝑁
⊗ 𝑃) (𝐴

𝑘
⊗ Γ) − 𝑐 (𝑄

𝑘
⊗ 𝑃Γ)] 𝑒

= 𝑒
𝑇

[𝐼
𝑁
⊗ 𝐾Γ + 𝑐 (𝐴

𝑘
⊗ 𝑃Γ) − 𝑐 (𝑄

𝑘
⊗ 𝑃Γ)] 𝑒 < 0.

(20)

From single Lyapunov function method [23], the complex
networks in (2) achieve global pinning synchronization
under the switching law (15), which completes the proof.

Remark 6. Similar to Remark 4, if Γ is a positive definite
matrix and 𝑃 is replaced with 𝐼, then the conditions (14) in
Theorem 5 can be simplified as

𝜃𝐼
𝑁
+ 𝑐

𝑚

∑

𝑘=1

𝜀
𝑘
(𝐴
𝑘
− 𝑄
𝑘
) < 0,

𝑚

∑

𝑘=1

𝜀
𝑘
= 1, (21)

where 𝜃 = ‖𝐾‖.

Remark 7. Although (7) and (17) are the same expression,
these equations have different meanings. Equation (7) has
been used as common Lyapunov function, which needs
𝑉(𝑡) < 0 for all the subnetworks. It means that each
pinning controlled subnetwork can achieve synchronization.
However, (17) has been used as single Lyapunov function,
compared with common Lyapunov function; it only needs
𝑉(𝑡) < 0 for the time period when the subnetwork is
activated; it is easy to see that single Lyapunov function
method can deal with more general case of switched complex
networks.

Remark 8. Compared with [25], there are three distinct
features. First of all, we investigated the pinning synchro-
nization problems of switched complex networks, including
pinning controller and switching laws design, however, [25]
only considering the synchronization problems of complex
networks from the switched system point of view, and it
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does not deal with the design of controller. So far, no
synchronization criteria have been reported for dynamical
networks with switching topology via pinning controller, so
the research topic is significant. Secondly, the assumptions
in the two papers are different. The results of [25] are under
the assumptions that all the connection outer matrices are
simultaneous triangularization, and these assumptions are
not easily satisfied. Compared with it, this paper does not
need these assumptions. Therefore, the results of this paper
cover more general cases of the dynamical networks in the
real world. Thirdly, compared with [25], the result of this
paper is more simpler and is easy to be verified, which is
conducive to engineering applications.

5. Examples

In this section, two simple examples are used to explain
the effectiveness of the proposed network synchronization
criteria.

Example 1. Consider the network

̇𝑥
𝑖
= 𝑓 (𝑥

𝑖
) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑥
𝑗
+ 𝑢
𝑘

𝑖
, 𝑖 = 1, 2, . . . , 𝑙, 𝑘 = 1, 2

̇𝑥
𝑖
= 𝑓 (𝑥

𝑖
) + 𝑐

𝑁

∑

𝑗=1

𝑎
𝑘

𝑖𝑗
Γ𝑥
𝑗
, 𝑖 = 𝑙 + 1, 𝑙 + 2, . . . , 𝑁, 𝑘 = 1, 2,

(22)

where

𝑓 (𝑥
𝑖
) =

{

{

{

̇𝑥
𝑖1
= 10 (𝑥

𝑖2
− 𝑥
𝑖1
) ,

̇𝑥
𝑖2
= 40𝑥

𝑖1
− 25𝑥

𝑖1
𝑥
𝑖3
,

̇𝑥
𝑖3
= −𝑥
𝑖3
+ 4𝑥
2

𝑖1
.

(23)

Let 𝑇 = diag(1, 2, 1), 𝑐 = 6; herein we assume that the
network structure of (21) obeys the scale-free distribution of
the BA model [27]; the first subsystem’s parameters are given
by 𝑁 = 30, 𝑚

0
= 𝑚 = 3, and the second subsystem’s

parameters are given by 𝑁 = 30, 𝑚
0
= 𝑚 = 5, and, without

loss of generality, the pinning controllers are added to the first
node. Let 𝑞1

1
= 𝑞
2

1
= 20; the conditions of Theorem 2 are

satisfied. The states of error 𝑒
𝑖
(𝑖 = 1, 2, . . . , 30) are illustrated

in Figures 1, 2, and 3 with switching signal in Figure 4, which
show that the controlled network is globally asymptotically
stable under arbitrary switching by the pinning controller (3).

Example 2. Let 𝑓 and Γ be the same as (21), and the pinning
controllers are added to the first node. The outer-coupling
matrices 𝐴

1
and 𝐴

2
are pregiven; let 𝑞1

1
= 𝑞
2

1
= 90; then the

states of error 𝑒
𝑖
(𝑖 = 1, 2, . . . , 30) are illustrated in Figures 5,

6, 7, 8, 9, and 10.
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Figure 1: The synchronization errors 𝑒
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of complex dynamical
system (22).
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Figure 2: The synchronization errors 𝑒
𝑖2
of complex dynamical

system (22).
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Figure 3: The synchronization errors 𝑒
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of complex dynamical

system (22).
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Figure 4: The switching signal of system (22).
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Figure 5: The synchronization errors 𝑒
𝑖1
of the subnetwork 1 of

Example 2.
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Figure 6: The synchronization errors 𝑒
𝑖2
of the subnetwork 1 of

Example 2.
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Figure 7: The synchronization errors 𝑒
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of the subnetwork 1 in

Example 2.
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Figure 8: The synchronization errors 𝑒
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of the subnetwork 2 of

Example 2.
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of the subnetwork 2 of

Example 2.
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Figure 10: The synchronization errors 𝑒
𝑖3
of the subnetwork 2 of

Example 2.
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Figure 11: The synchronization errors 𝑒
𝑖1
of the switched networks

in Example 2.

FromFigures 5 to 10, it is easy to see that two pinning con-
trolled subnetworks cannot achieve synchronization. Apply-
ing Theorem 5, we can get synchronization via the designed
switching law:

𝜎 (𝑡)

= {

1, if 𝑒𝑇 [𝜃𝐼
30
⊗ Γ + 𝑐 (𝐴

1
⊗ 𝑃Γ)−𝑐 (𝑄

1
⊗ 𝑃Γ)] 𝑒≤0,

2, if 𝑒𝑇 [𝜃𝐼
30
⊗ Γ + 𝑐 (𝐴

2
⊗ 𝑃Γ)−𝑐 (𝑄

2
⊗ 𝑃Γ)] 𝑒≤0.

(24)

The simulations are shown in Figures 11, 12, 13, and 14.
FormFigures 11 to 13, it is easy to see that the states of error

systems are very large at the initial time, but after a while, it
converges to zero quickly, so the switched complex networks
achieved synchronization under the designed switching laws,
which verify the validity ofTheorem 5. In Figure 14, the value
of𝜎(𝑡) denotes the activated subsystem; itmeans that if𝜎(𝑡) =
1, the first subnetwork is activated, and if 𝜎(𝑡) = 2, the second
subnetwork is activated.
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Figure 12: The synchronization errors 𝑒
𝑖2
of the switched networks

in Example 2.
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Figure 13: The synchronization errors 𝑒
𝑖3
of the switched networks

in Example 2.
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Figure 14: Switching signal of Example 2.
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6. Conclusion

The pining synchronization problem of a complex net-
work with switching topology is investigated in this paper.
Employing common Lyapunov function method and sin-
gle Lyapunov function method, some criteria are given
to ensure the controlled complex networks achieve global
pinning synchronization under arbitrary switching and some
designed switching law, respectively. The criteria are simple
and easy to verified, but this paper only discussed the pinning
synchronization problem of switched dynamical networks by
common Lyapunov function and single Lyapunov function
method. How to solve this problem by multiple Lyapunov
function method is a challenging problem which deserves
future study.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This project was supported by the National Natural Science
Foundation of China (Grant no. 61272253) and the Programs
Foundation of Technology Bureau of Shenyang (Grant no.
F12-277-1-08).

References

[1] D. J. Watts and S. H. Strogatz, “Collective dynamics of “small-
world” networks,”Nature, vol. 393, no. 6684, pp. 440–442, 1998.

[2] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and D.-U.
Hwang, “Complex networks: structure and dynamics,” Physics
Reports, vol. 424, no. 4-5, pp. 175–308, 2006.

[3] S. H. Strogatz, “Exploring complex networks,” Nature, vol. 410,
no. 6825, pp. 268–276, 2001.
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This paper considers the stability and 𝐻
∞
control problem of networked control systems with time delay. Taking into account the

influence of network with delay, unknown input disturbance, and uncertainties of the system modeling, meanwhile we establish
a precise, closed-loop model for networked control systems with time delay. By selecting a proper Lyapunov-Krasovskii function
and using Lyapunov theorem, a sufficient condition for stability of the system in the form of LMI is demonstrated, corresponding
controller parameters are acquired, and the convergence of the control algorithm is proved.The simulation example shows that the
construction of the network robust control system with time delay indeed improves the stability performance of the system, which
indicates the effectiveness of the design.

1. Introduction

With the continuous development of science and technology,
the structure of the control system is getting more and more
complex, and spatial distribution is becoming wider. In the
meanwhile, the requirements of system control performance
also increasingly have improved. Networked control system
arises at the historic moment. Networked control system is
a feedback control system composed of the sharing of com-
munication network, which consists of sensors, controllers,
and plants which are often connected over a networkmedium
[1]. Compared with traditional feedback control systems,
where these components are usually connected via point-
to-point cables, the introduction of communication network
media brings great advantages, such as low cost, reduced
weight and power requirements, simple installation and
maintenance, and higher reliability [2].Therefore, networked
control systems are widely applied to industrial system and
have received more and more attention. However, the inter-
vention of the network, because of connection interruption
and network congestion, makes the system produce time
delay. Considering the characteristics of networked control
system, time delay can be divided into input delay, output

delay, state time delay, and uncertain time delay. According
to inherent features of delay, it can be divided into inherent
delay, stochastic time delay, uncertainty time delay, and so
forth. These delays are time varying in nature, and their
presence in a system has an adverse impact not only on
system performance but also on its stability [3, 4]. Reducing
the influence of the system time delay to improve the
controlling precision of the system has high practical value.
Therefore, the problems of time delay have receivedmore and
more attention and have become more and more popular in
many practical applications in recent years. At the same time
the limitation of network bandwidth and the collision of date
transmission cause the phenomenon of packet dropout and
cause the data to be out of order [5].

At present, research issues of NCS are concentrated on
the influence of the control quality of network induced delay
and data packet dropout [6–9]. In the literature [10], the
method of setting a cache in the receiving end was raised
by Luck and Ray. On the assumption that the maximum
transmission delay in the network is known, all the uncertain
time delay was defined into the maximum transmission,
because of the artificial extending of the transmission time. In
1998, stochastic optimal control method was used to convert
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the problem of the random network delay into linear
quadratic gauss problem by Nilsson, who considered that the
network time delay is less than the sampling period. In the
literature [11–13], by using random delay control method and
the theory of stochastic control. In the research on the perfor-
mance of networked control systems, the method can ensure
stability of statistical significance. But the precondition is
that the network delay must obey a certain distribution.
This is difficult to achieve in practical engineering. In the
literature [14], the 𝐻

∞
control problem was addressed for

a class of networked control systems with induced delays
and packet dropouts. The NCS was modeled as a switched
system with four subsystems via system states augmentation.
By using the notion of time-window packet dropout rate
and the average dwell time method, we have achieved
sufficient condition of system stability, applied the linear
matrix inequality technique and the cone complementarity
linearization algorithm, and completed the controller design.
At the same time, LMI and interior-point method used for
solving the convex optimization problem are proposed, to
provide an effective tool for analyzing and solving control
problems. Using LMImethod, the controller can be designed
without adjusting parameters, and can be obtained delay
related conclusion with less conservativeness. Compared
with the solution of the Riccati equation, LMI toolbox of
MATLAB can be used for all variables directly. It brings great
convenience for design [15–18]. On the other hand, in the
networked control system, consider network induced delay
generally and ignore the inherent delay in the system. Time
delay system is an infinite dimensional system. Processing
method for time delay at this stage includes Smith predictor
method. By establishing the model, by implementation of
compensating with the aid of the model, transfer the time
delay to the outside of the closed loop, to achieve the purpose
of treatment delays and improve the performance of system
[19]. Proportional integral controller and the first differential
control are a traditional control method. There are still many
missing, such as slow response speed, low control precision,
and cannot fully ensure meet the requirements of high
performance of complex system [20]. Internal model control,
its main idea is to make the dynamic type of inverse phase
approximation between controller and system model. The
main researchmethod is to transfer time delay control system
to a nondelay system by using the Lyapunov functional
analysis.

For networked control systems research, this study is
more focused on solving the problem of network induced
delay and data packet dropout, ignoring the inherent delay
of the system. However, the inherent time delay is also a
widespread phenomenon of networked control systems. In
this paper, being aimed at the networked control systemswith
time delay, considering the network induced delay, unknown
input disturbance, and uncertainties of the system modeling,
we establish a precise system model and research on robust
control method to design the controller for networked con-
trol system.

Network medium

Plant

SensorsActuator

Controller

𝜏ca 𝜏sc

Figure 1: Networked control system model.

2. System Description and Preliminaries

Consider a typical NCS, as shown in Figure 1, controller,
sensor, and actuator; these components are often connected
over network media. Define the transmission delays as 𝜏

𝑘
; 𝜏sc

is the delay from the sensor to the controller, 𝜏ca is the delay
from the controller to the actuator, and 𝜏

𝑐
is the delay for

calculation.
Consider the following networked control system with

time delay given by

̇𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐴
𝑑
𝑥 (𝑡 − 𝑑 (𝑡)) + 𝐵𝑢 (𝑡) ,

𝑦 (𝑡) = 𝐶𝑥 (𝑡) ,

𝑧 (𝑡) = 𝐶𝑥 (𝑡) + 𝐶
𝑑
𝑥 (𝑡 − 𝑑 (𝑡)) + 𝐷𝑢 (𝑡) ,

(1)

where 𝑥(𝑡) ∈ 𝑅
𝑛, 𝑥(𝑡 − 𝑑(𝑡)) ∈ 𝑅

𝑛, 𝑢(𝑡) ∈ 𝑅
𝑚, and

𝜔(𝑡) ∈ 𝑅
𝑙 are the system state vector, the system delay state

vector, control input vector, and disturbance input vector,
respectively; they belong to 𝐿

2
[0 ∞), 𝑧(𝑡) ∈ 𝑅

𝑝 is the output
vector control, and 𝜑(𝑡) is continuous-time initial function
defined on [−𝜏 0]. 𝐴 ∈ 𝑅

𝑛𝑛, 𝐵 ∈ 𝑅
𝑛𝑚, 𝐵
𝜔

∈ 𝑅
𝑛𝑙, 𝐶 ∈

𝑅
𝑝𝑛, and 𝐷 ∈ 𝑅

𝑝𝑚 are some constant matrix of appropriate
dimensions. The state delay of system is 𝑑(𝑡) that meets 0 ≤

𝑑(𝑡) ≤ 𝜏, ̇
𝑑(𝑡) ≤ 𝜌 ≤ 1.

Consider the influence of uncertainties from modeling
inaccuracies and noise disturbance. A model for time delay
networked control systems is described by

̇𝑥 (𝑡) = [𝐴 + Δ𝐴 (𝑡)] 𝑥 (𝑡) + [𝐴
𝑑
+ Δ𝐴
𝑑
(𝑡)] 𝑥 (𝑡 − 𝑑 (𝑡))

+ [𝐵 + Δ𝐵 (𝑡)] 𝑢 (𝑡) + [𝐵
𝜔
+ Δ𝐵
𝜔
(𝑡)] 𝜔 (𝑡) ,

𝑦 (𝑡) = 𝐶𝑥 (𝑡) ,

𝑧 (𝑡) = 𝐶𝑥 (𝑡) + 𝐶
𝑑
𝑥 (𝑡 − 𝑑 (𝑡)) + 𝐷𝑢 (𝑡) .

(2)

The problem of stability and 𝐻
∞

stabilization of systems
with time-varying delay using static state feedback control
law have received considerable attention in recent times [21–
23]. Suppose the control law for (1) is 𝑢(𝑡) = 𝐾𝑥(𝑡), and
when the network transmission delay is small, the actual
value transmitted from sensor to actuator decides that the
controller acts on this moment of the current value of
the object. When the network transmission delay is large,
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the controller acts on the current object value, depending on
the latest value of retainer. At the same time, considering the
influence of bounded uncertainties of time delay, in Figure 1,
the state feedback controller can be described as

𝑢 (𝑡) = 𝐾
1
(𝑡 − 𝑑 (𝑡)) + 𝐾

2
𝑥 (𝑡 − 𝜏) , (3)

where 𝜏 = 𝑑(𝑡) + 𝜏
𝑘
; put (3) into (2) as

̇𝑥 (𝑡)

= [𝐴 + Δ𝐴 (𝑡)] 𝑥 (𝑡) + [𝐴
𝑑
+ Δ𝐴
𝑑
(𝑡) + 𝐵𝐾

1
+ Δ𝐵𝐾

1
]

× 𝑥 (𝑡 − 𝑑 (𝑡)) + (𝐵 + Δ𝐵)𝐾
2
𝑥 (𝑡 − 𝜏)

+ [𝐵
𝜔
+ Δ𝐵
𝜔
(𝑡)] 𝜔 (𝑡) ,

𝑧 (𝑡)

= 𝐶𝑥 (𝑡) + (𝐶
𝑑
+ 𝐷𝐾

1
) 𝑥 (𝑡 − 𝑑 (𝑡)) + 𝐷𝐾

2
𝑥 (𝑡 − 𝜏) ,

𝑥 (𝑡) = 𝜙 (𝑡) , 𝑡 ∈ [−𝜏, 0] ,

(4)

where Δ𝐴(𝑡), Δ𝐴
𝑑
(𝑡), Δ𝐵(𝑡), and Δ𝐵

𝜔
(𝑡) are known, real

time-varying matrices of appropriate dimensions represent-
ing time-varying parametric perturbations; they are assumed
to have the following form:

[Δ𝐴 (𝑡) Δ𝐴
𝑑
(𝑡) Δ𝐵 (𝑡) Δ𝐵

𝜔
(𝑡)]

= 𝐸𝐹 (𝑡) [𝐷
𝑥

𝐷
𝑑

𝐷
𝑢

𝐷
𝜔
] ,

(5)

where 𝐸, 𝐷
𝑥
, 𝐷
𝑑
, 𝐷
𝑢
, and 𝐷

𝜔
are constant matrices of

appropriate dimensions and𝐹(𝑡) is an unknown time-varying
matrix, which is Lebesgue measurable in 𝑡 and satisfies
𝐹
𝑇

(𝑡)𝐹(𝑡) ≤ 𝐼, ∀ ≥ 0.

3. Performance Analysis and Robust
Controller Design

Theorem 1. For a given scalar 𝛾 > 0, there exist real symmetric
matrices 𝑃, 𝑄, 𝑅, matrices 𝐾

1
, 𝐾
2
, and scalars 𝜀

1
> 0, 𝜀

2
> 0,

𝜀
3
> 0, 𝜀
4
> 0, 𝜀
5
> 0 which satisfy the following inequality:

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

𝑆

∗

∗

∗

∗

∗

∗

∗

𝑃𝐴
𝑑
+ 𝑃𝐵𝐾

1

−𝑅 + 𝜀
−1

4
𝐾
𝑇

1
𝐷
𝑇

𝑢

∗

∗

∗

∗

∗

∗

𝑃𝐵𝐾
2

0

−𝑄

∗

∗

∗

∗

∗

𝑃𝐵
𝜔

0

0

−𝛾𝐼 + 𝜀
−1

5
𝐷
𝑇

𝜔
𝐷
𝜔

∗

∗

∗

∗

𝐶
𝑇

𝐶
𝑇

𝑑
+ 𝐾
𝑇

1
𝐷
𝑇

𝐾
𝑇

2
𝐷
𝑇

0

−𝐼

∗

∗

∗

𝐷
𝑇

𝑥

0

0

0

0

−𝜀
−1

1
𝐼

∗

∗

0

𝐷
𝑇

𝑑

0

0

0

0

−𝜀
−1

2
𝐼

∗

0

0

𝐾
𝑇

2
𝐷
𝑇

𝑢

0

0

0

0

−𝜀
−1

3
𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0, (6)

where 𝑆 = 𝐴
𝑇

𝑃 + 𝑃𝐴 + 𝜀
1
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
2
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
3
𝑃𝐸𝐸
𝑇

𝑃 +

𝜀
4
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
5
𝑃𝐸𝐸
𝑇

𝑃 + 𝑅 + 𝑄. Then the NCS like (4) marches
the control law shown in (3) and the system is asymptotically
stable with an 𝐻

∞
norm bound 𝛾. Obtained controller 𝐾

1
, 𝐾
2

is state feedback suboptimal𝐻
∞

controller.

Proof. Consider the following Lyapunov-Krasovskii func-
tional:

𝑉 (𝑥
𝑡
, 𝜔
𝑡
, 𝑡) = 𝑥

𝑇

(𝑡) 𝑃𝑥 (𝑡) + ∫

𝑡

𝑡−𝑑(𝑡)

𝑥
𝑇

(𝑠) 𝑅𝑥 (𝑠) 𝑑𝑠

+ ∫

𝑡

𝑡−𝜏

𝑥
𝑇

(𝑠) 𝑄𝑥 (𝑠) 𝑑𝑠,

(7)

where 𝑃, 𝑅, and 𝑄 are positive definite matrices. The time
derivative of the LK functional along the trajectory of (7) is
given by

𝑉 (𝑥
𝑡
, 𝜔
𝑡
, 𝑡) = ̇𝑥

𝑇

(𝑡) 𝑃𝑥 (𝑡) + 𝑥
𝑇

(𝑡) 𝑃 ̇𝑥 (𝑡) + 𝑥
𝑇

(𝑡) 𝑅𝑥 (𝑡)

− 𝑥
𝑇

(𝑡 − 𝑑) 𝑅𝑥 (𝑡 − 𝑑) + 𝑥
𝑇

(𝑡) 𝑄𝑥 (𝑡)

− 𝑥
𝑇

(𝑡 − 𝜏)𝑄𝑥 (𝑡 − 𝜏)

(8)

without considering the interference factors 𝜔(𝑡) = 0, so

𝑉 (𝑥
𝑡
, 𝜔
𝑡
, 𝑡)

= 𝑥
𝑇

(𝑡) 𝐴
𝑇

𝑃𝑥 (𝑡) + 𝑥
𝑇

(𝑡) 𝑃𝐴𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝐷
𝑇

𝑥
𝐹
𝑇

𝑥 (𝑡) 𝐸
𝑇

𝑃𝑥 (𝑡) + 𝑥
𝑇

(𝑡) 𝑅𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝑄𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝑃𝐸𝐹 (𝑡)𝐷
𝑥
𝑥 (𝑡) + 𝑥

𝑇

(𝑡 − 𝑑)𝐴
𝑇

𝑑
𝑃𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝑃𝐴
𝑑
𝑥 (𝑡 − 𝑑) + 𝑥

𝑇

(𝑡 − 𝑑)𝐷
𝑇

𝑑
𝐹
𝑇

(𝑡) 𝐸
𝑇

𝑃𝑥 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝑃𝐸𝐹 (𝑡)𝐷
𝑑
𝑥 (𝑡 − 𝑑) + 𝑥

𝑇

(𝑡 − 𝜏)𝐾
𝑇

2
𝐵
𝑇

𝑃𝑥 (𝑡)
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+ 𝑥
𝑇

(𝑡) 𝑃𝐵𝐾
2
𝑥 (𝑡 − 𝜏) − 𝑥

𝑇

(𝑡 − 𝑑) 𝑅𝑥 (𝑡 − 𝑑)

+ 𝑥
𝑇

(𝑡) 𝑃𝐸𝐹 (𝑡)𝐷
𝑢
𝐾
2
𝑥 (𝑡 − 𝜏)

+ 𝑥
𝑇

(𝑡 − 𝜏)𝐾
𝑇

2
𝐷
𝑇

𝑢
𝐹
𝑇

(𝑡) 𝐸
𝑇

𝑃𝑥 (𝑡) − 𝑥
𝑇

(𝑡 − 𝜏)

× 𝑄𝑥 (𝑡 − 𝜏)

+ 𝑥
𝑇

(𝑡 − 𝑑)𝐾
𝑇

1
𝐵
𝑇

𝑃𝑥 (𝑡) + 𝑥
𝑇

(𝑡) 𝑃𝐵𝐾
1
𝑥 (𝑡 − 𝑑)

+ 𝑥
𝑇

(𝑡) 𝑃𝐸𝐹 (𝑡)𝐷
𝑢
𝐾
1
𝑥 (𝑡 − 𝑑)

+ 𝑥
𝑇

(𝑡 − 𝑑)𝐾
𝑇

1
𝐷
𝑇

𝑢
𝐹
𝑇

(𝑡) 𝐸
𝑇

𝑃𝑥 (𝑡) .

(9)

Change (9) to get (10) as follows:

𝑉 (𝑥
𝑡
, 𝜔
𝑡
, 𝑡)

≤ 𝑥
𝑇

(𝑡) [𝐴
𝑇

𝑃 + 𝑃𝐴 + 𝜀
−1

1
𝐷
𝑇

𝑥
𝐷
𝑥
+ 𝜀
1
𝑃𝐸𝐸
𝑇

𝑃

+ 𝜀
2
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
−1

2
𝐾
𝑇

1
𝐷
𝑇

𝑢
𝐾
1
+ 𝜀
3
𝑃𝐸𝐸
𝑇

𝑃

+ 𝜀
4
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
5
𝑃𝐸𝐸
𝑇

𝑃 + 𝑅 + 𝑄]

× 𝑥 (𝑡) + 𝑥
𝑇

(𝑡) [𝑃𝐴
𝑑
+ 𝑃𝐵𝐾

1
] 𝑥 (𝑡 − 𝑑) + 𝑥

𝑇

(𝑡 − 𝑑)

× [𝜀
−1

2
𝐷
𝑇

𝑑
𝐷
𝑑
+ 𝜀
−1

5
𝐾
𝑇

1
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
1
− 𝑅] 𝑥 (𝑡 − 𝑑)

+ 𝑥
𝑇

(𝑡) 𝑃𝐵𝐾
2
𝑥 (𝑡 − 𝜏) + 𝑥

𝑇

(𝑡 − 𝑑) [𝐴
𝑇

𝑑
𝑃 + 𝐾

𝑇

1
𝐵
𝑇

𝑃]

× 𝑥 (𝑡) + 𝑥
𝑇

(𝑡 − 𝜏)𝐾
𝑇

2
𝐵
𝑇

𝑃𝑥 (𝑡) + 𝑥
𝑇

(𝑡 − 𝜏)

× [𝜀
−1

3
𝐾
𝑇

2
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
2
− 𝑄] 𝑥 (𝑡 − 𝜏) .

(10)

Consider reduction for the following form:

𝑉 (𝑥
𝑡
, 𝜔
𝑡
, 𝑡) = 𝜉

𝑇

(𝑡) Σ𝜉 (𝑡) . (11)

Define

𝜉 (𝑡) =
[

[

[

𝑥 (𝑡)

𝑥 (𝑡 − 𝑑 (𝑡))

𝑥 (𝑡 − 𝜏)

]

]

]

, Σ =

[

[

[

[

𝑆
0

𝑃𝐴
𝑑
+ 𝑃𝐵𝐾

1
𝑃𝐵𝐾
2

𝐴
𝑇

𝑑
𝑃 + 𝐾

𝑇

1
𝐵
𝑇

𝑃 𝜀
−1

2
𝐷
𝑇

𝑑
𝐷
𝑑
+ 𝜀
−1

4
𝐾
𝑇

1
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
1
− 𝑅 0

𝐾
𝑇

2
𝐵
𝑇

𝑃 0 𝜀
−1

3
𝐾
𝑇

2
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
2
− 𝑄

]

]

]

]

, (12)

where 𝑆
0
= 𝐴
𝑇

𝑃 + 𝑃𝐴 + 𝜀
1
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
2
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
3
𝑃𝐸𝐸
𝑇

𝑃 +

𝜀
5
𝑃𝐸𝐸
𝑇

𝑃 + 𝑅 + 𝑄.

When Σ < 0, we have 𝑉(𝑥
𝑡
, 𝜔
𝑡
, 𝑡) < 0. The system

is robust quadratic stability at this time. Considering the
interference factors 𝜔(𝑡), we will have

𝜔
𝑇

(𝑡) 𝐵𝑃 (𝑥) + 𝑥
𝑇

(𝑡) 𝑃𝐵𝜔 (𝑡)

= 𝜔
𝑇

(𝑡) 𝐵
𝑇

𝜔
𝑃𝑥 (𝑡) + 𝜔

𝑇

(𝑡) 𝐷
𝑇

𝜔
𝐹
𝑇

𝐸𝑃𝑥 (𝑡) + 𝑥
𝑇

(𝑡) 𝑃𝐵
𝜔
𝜔 (𝑡)

+ 𝑥
𝑇

(𝑡) 𝑃𝐸𝐹 (𝑡)𝐷
𝜔
𝜔 (𝑡)

≤ 𝜔
𝑇

(𝑡) 𝐵
𝑇

𝜔
𝑃𝑥 (𝑡) + 𝑥

𝑇

(𝑡) 𝑃𝐵
𝜔
𝜔 (𝑡) + 𝑥

𝑇

(𝑡) 𝜀
5
𝑃𝐸𝐸
𝑇

𝑃𝑥 (𝑡)

+ 𝜔
𝑇

(𝑡) 𝜀
−1

5
𝐷
𝑇

𝜔
𝐷
𝜔
𝜔 (𝑡) .

(13)

Now, for a prescribed scalar 𝛾 > 0, we define a perform-
ance index 𝐽 as follows:

𝑉 (𝑥
𝑡
, 𝜔
𝑡
, 𝑡) + 𝑧

𝑇

(𝑡) 𝑧 (𝑡) − 𝛾𝜔
𝑇

(𝑡) 𝜔 (𝑡) < 0. (14)

Then

𝜉
1

𝑇

(𝑡) Σ
1
𝜉
1
(𝑡) + 𝑧

𝑇

(𝑡) 𝑧 (𝑡) < 0. (15)

Define

𝜉
1
(𝑡) =

[

[

[

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 − 𝑑 (𝑡))

𝑥 (𝑡 − 𝜏)

𝜔 (𝑡)

]

]

]

]

]

]

,

Σ
1
=

[

[

[

[

[

[

[

𝑆
1

𝑃𝐴
𝑑
+ 𝑃𝐵𝐾

1
𝑃𝐵𝐾
2

𝑃𝐵
𝜔

𝐴
𝑇

𝑑
𝑃 + 𝐾

𝑇

1
𝐵
𝑇

𝑃 𝜀
−1

2
𝐷
𝑇

𝑑
𝐷
𝑑
+ 𝜀
−1

4
𝐾
𝑇

1
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
1
− 𝑅 0 0

𝐾
𝑇

2
𝐵
𝑇

𝑃 0 𝜀
−1

3
𝐾
𝑇

2
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
2
− 𝑄 0

𝐵
𝑇

𝜔
𝑃 0 0 −𝛾𝐼 + 𝜀

−1

5
𝐷
𝑇

𝜔
𝐷
𝜔

]

]

]

]

]

]

]

,

(16)



Mathematical Problems in Engineering 5

where 𝑆
1
= 𝐴
𝑇

𝑃 + 𝑃𝐴 + 𝜀
1
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
2
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
3
𝑃𝐸𝐸
𝑇

𝑃 +

𝜀
4
𝑃𝐸𝐸
𝑇

𝑃 + 𝜀
5
𝑃𝐸𝐸
𝑇

𝑃 + 𝑅 + 𝑄 as

𝜉
𝑇

1
(𝑡) Σ
1
𝜉
1
(𝑡)

+

[

[

[

[

[

[

[

𝐶
𝑇

𝐶
𝑇

𝑑
+ 𝐾
𝑇

1
𝐷
𝑇

𝐾
𝑇

2
𝐷
𝑇

0

]

]

]

]

]

]

]

[𝐶 𝐶
𝑑
+ 𝐷𝐾

1
𝐷𝐾
2

0] < 0.

(17)

Now, for any 𝑥(𝑡), 𝑥(𝑡−𝑑), 𝑥(𝑡−𝜏), and𝜔(𝑡) the following
holds good:

[

[

[

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 − 𝑑 (𝑡))

𝑥 (𝑡 − 𝜏)

𝜔 (𝑡)

]

]

]

]

]

]

𝑇

[

[

[

[

[

[

[

𝑆
1

𝑃𝐴
𝑑
+ 𝑃𝐵𝐾

1
𝑃𝐵𝐾
2

𝑃𝐵
𝜔

𝐴
𝑇

𝑑
𝑃 + 𝐾

𝑇

1
𝐵
𝑇

𝑃 𝜀
−1

2
𝐷
𝑇

𝑑
𝐷
𝑑
+ 𝜀
−1

4
𝐾
𝑇

1
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
1
− 𝑅 0 0

𝐾
𝑇

2
𝐵
𝑇

𝑃 0 𝜀
−1

3
𝐾
𝑇

2
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
2
− 𝑄 0

𝐵
𝑇

𝜔
𝑃 0 0 −𝛾𝐼 + 𝜀

−1

5
𝐷
𝑇

𝜔
𝐷
𝜔

]

]

]

]

]

]

]

[

[

[

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 − 𝑑 (𝑡))

𝑥 (𝑡 − 𝜏)

𝜔 (𝑡)

]

]

]

]

]

]

+

[

[

[

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 − 𝑑 (𝑡))

𝑥 (𝑡 − 𝜏)

𝜔 (𝑡)

]

]

]

]

]

]

𝑇

[

[

[

[

[

[

[

𝐶
𝑇

𝐶
𝑇

𝑑
+ 𝐾
𝑇

1
𝐷
𝑇

𝐾
𝑇

2
𝐷
𝑇

0

]

]

]

]

]

]

]

[𝐶 𝐶
𝑑
+ 𝐷𝐾

1
𝐷𝐾
2

0]

[

[

[

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 − 𝑑 (𝑡))

𝑥 (𝑡 − 𝜏)

𝜔 (𝑡)

]

]

]

]

]

]

< 0.

(18)

According to the Schur complement lemma, we have

Σ
2
=

[

[

[

[

[

[

[

[

[

[

𝑆
1

𝑃𝐴
𝑑
+ 𝑃𝐵𝐾

1
𝑃𝐵𝐾
2

𝑃𝐵
𝜔

𝐶
𝑇

𝐴
𝑇

𝑑
𝑃 + 𝐾

𝑇

1
𝐵
𝑇

𝑃 𝜀
−1

2
𝐷
𝑇

𝑑
𝐷
𝑑
+ 𝜀
−1

4
𝐾
𝑇

1
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
1
− 𝑅 0 0 𝐶

𝑇

𝑑
+ 𝐾
𝑇

1
𝐷
𝑇

𝐾
𝑇

2
𝐵
𝑇

𝑃 0 𝜀
−1

3
𝐾
𝑇

2
𝐷
𝑇

𝑢
𝐷
𝑢
𝐾
2
− 𝑄 0 𝐾

𝑇

2
𝐷
𝑇

𝐵
𝑇

𝜔
𝑃 0 0 −𝛾𝐼 + 𝜀

−1

5
𝐷
𝑇

𝜔
𝐷
𝜔

0

𝐶 𝐶
𝑑
+ 𝐷𝐾

1
𝐷𝐾
2

0 −𝐼

]

]

]

]

]

]

]

]

]

]

< 0.

(19)

Get (19) linear transformation into (6).
The system like (4) is robust asymptotically stable for any

𝑥(𝑡) ∈ 𝐿
2
[0 ∞), 𝜔(𝑡) ∈ 𝐿

2
[0 ∞), 𝑥(𝑡 − 𝑑(𝑡)) ∈ 𝐿

2
[0 ∞),

and the system state variables march lim
𝑡→∞

𝑥(𝑡) = 0,
lim
𝑡→∞

𝑥(𝑡 − 𝑑) = 0, and 𝑉(𝑥
0
, 𝜔
0
, 0) = 0, and to make 𝐽 =

∫

∞

0

[𝑧
𝑇

(𝑡)𝑧(𝑡) + 𝛾𝜔
𝑇

(𝑡)𝜔(𝑡)] 𝑑𝑡 for any 𝜔(𝑡) ∈ 𝐿
2
[0 ∞), we

will have

𝐽 ≤ ∫

∞

0

[𝑧
𝑇

(𝑡) 𝑧 (𝑡) − 𝛾𝜔
𝑇

(𝑡) 𝜔 (𝑡) + 𝑉 (𝑥
𝑡
, 𝜔
𝑡
, 𝑡)] 𝑑𝑡 < 0.

(20)

From the formula, ‖𝑧(𝑡)‖
2

≤ 𝛾‖𝜔(𝑡)‖
2
can be obtained.

So, the system shown in (4) is asymptotically stable
with an 𝐻

∞
norm bound 𝛾. By applying successively

Schur complement to (19), we deduce the LMIs stated in
Theorem 1.

Theorem2. For a given scalar 𝛾 > 0, there exist real symmetric
matrices 𝑋, matrices 𝑌

1
, and scalars 𝜀

1
> 0, 𝜀

2
> 0, 𝜀

3
> 0,

which satisfy the following inequality:
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[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

𝑆

∗

∗

∗

∗

∗

∗

∗

𝐴
𝑑
+ 𝐵𝑌
1

−𝑅 + 𝜀
−1

4
𝑌
𝑇

1
𝐷
𝑇

𝑢

∗

∗

∗

∗

∗

∗

𝐵𝐾
2

0

−𝑄

∗

∗

∗

∗

∗

𝐵
𝜔

0

0

−𝛾𝐼 + 𝜀
−1

5
𝐷
𝑇

𝜔
𝐷
𝜔

∗

∗

∗

∗

𝑋𝐶
𝑇

𝐶
𝑇

𝑑
+ 𝑌
𝑇

1
𝐷
𝑇

𝐾
𝑇

2
𝐷
𝑇

0

−𝐼

∗

∗

∗

𝑋𝐷
𝑇

𝑥

0

0

0

0

−𝜀
−1

1
𝐼

∗

∗

0

𝐷
𝑇

𝑑

0

0

0

0

−𝜀
−1

2
𝐼

∗

0

0

𝐾
𝑇

2
𝐷
𝑇

𝑢

0

0

0

0

−𝜀
−1

3
𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0, (21)

where 𝑆 = 𝐴𝑋 + 𝑋𝐴
𝑇

+ 𝜀
1
𝐸𝐸
𝑇

+ 𝜀
2
𝐸𝐸
𝑇

+ 𝜀
3
𝐸𝐸
𝑇

+ 𝜀
4
𝐸𝐸
𝑇

+

𝜀
5
𝐸𝐸
𝑇

+𝑅+𝑄.The system like (4) under the action of the control
law 𝑢(𝑡) = 𝐾

1
𝑥(𝑡 − 𝑑(𝑡)) + 𝐾

2
𝑥(𝑡 − 𝜏) is asymptotically stable

with an𝐻
∞

norm bound 𝛾.

Proof. Put (6) the linear, at both sides, respectively, by 𝛿 =

diag{𝑃−1, 𝐼, 𝐼, 𝐼, 𝐼, 𝐼, 𝐼, 𝐼}, and by 𝑋 = 𝑃
−1, 𝑌
1
= 𝐾
1
𝑋 we can

get

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

𝑆

∗

∗

∗

∗

∗

∗

∗

𝐴
𝑑
+ 𝐵𝐾
1

−𝑅 + 𝜀
−1

4
𝐾
𝑇

1
𝐷
𝑇

𝑢

∗

∗

∗

∗

∗

∗

𝐵𝐾
2

0

−𝑄

∗

∗

∗

∗

∗

𝐵
𝜔

0

0

−𝛾𝐼 + 𝜀
−1

5
𝐷
𝑇

𝜔
𝐷
𝜔

∗

∗

∗

∗

𝑋𝐶
𝑇

𝐶
𝑇

𝑑
+ 𝐾
𝑇

1
𝐷
𝑇

𝐾
𝑇

2
𝐷
𝑇

0

−𝐼

∗

∗

∗

𝑋𝐷
𝑇

𝑥

0

0

0

0

−𝜀
−1

1
𝐼

∗

∗

0

𝐷
𝑇

𝑑

0

0

0

0

−𝜀
−1

2
𝐼

∗

0

0

𝐾
𝑇

2
𝐷
𝑇

𝑢

0

0

0

0

−𝜀
−1

3
𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0. (22)

Based on linear matrix inequality can be obtained𝐾
1
,𝐾
2
.

Get the parameters of the corresponding memory state feed-
back controller. If considering state delay does not contain
uncertainties, order 𝐴

𝑑
= 0.

4. Numerical Example

Consider the actual system with the following parameters:

𝐴 = [

−0.9489 −0.2387

−0.238 −0.7536
] , 𝐴

𝑑
= [

−0.01 0.02

−0.03 −0.01
] ,

𝐵 = [

−0.3

0.1
] , 𝐵

𝜔
= [

−0.05

0.01
] ,

𝐶 = [1.63 0] , 𝐶𝑑 = [0.292 0] , 𝐷 = 1,

𝐼 = [

1 0

0 1
] , 𝐸 = [

0.004 −0.003

0 −0.004
] , 𝛾 = 1,

𝐷𝑥 = [

0.06 −0.02

0.05 −0.06
] , 𝐷𝑢 = [

0.01

0.02
] ,

𝐷𝜔 = [

0.01

−0.01
] , 𝐷𝑑 = [

0.04 0.1

0.05 −0.04
] .

(23)

Using LMI toolbox solving controller, we will have

𝐾
1
= [18.1515 14.5412] , 𝐾

2
= [−1.02653 0.0064] .

(24)

A general model for continuous system is ̇𝑥(𝑡) = 𝐴𝑥(𝑡) +

𝐵𝑢(𝑡), 𝑧(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡). Taking step signal introducing
the system, the output curve of the system is shown in
Figure 2.

Considering the influence of bounded inherent time
delay in networked control system, the output curve is
shown in Figure 3. Further, network system existence of
bounded fixed time delay, network with delay, and outside
disturbance, obtaining output curve, is shown in Figure 4. In
order to improve the system performance index, overcome
the influence of system from time delay, external disturbance,
the modeling error, and the uncertainty factors. By adding a
control law of memory 𝑢(𝑡) = 𝐾

1
𝑥(𝑡 − 𝑑) + 𝐾

2
𝑥(𝑡 − 𝜏), the

output response curve is shown in Figure 5.
With reference to Figure 3, when the networked control

system with system delay and steady-state error increases,
the adjustment time increases. Description that the inherent
delay has a great impact on the system. In Figure 4, the system
is affected by the inherent timedelay, outside disturbance, and
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Figure 2: The ideal output response curve of the system.
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Figure 3: Output curve of the system with inherent time delay.

uncertainties. System performance is further deteriorated.
From Figure 5, the system output response curve is under the
action of the state feedback controller approaching the system
ideal output curve. The system can be restored to the stable
equilibriumpoint in a short time. Steady-state error decreases
obviously.

5. Conclusion

In the networked control system, delay is universal. In
this paper, the research object is the networked control
systems with bounded time delay. Considering the influence
of network induced delay, unknown input disturbance, and
uncertainty of the system modeling, we establish the appro-
priate system model. The convergence of control algorithm
has been proved via the selection of Lyapunov-Krasovskii
function. Sufficient conditions for the robust stability of the
system are given in the form of LMI. The design method of
the controller is given. The simulation example shows that
the designed networked control system with bounded time
delays reduces the system steady-state error and improves
the performance of the system. The problem of networked
control systems with bounded inherent time delay has been
solved. An effective solution has been proposed, which has
certain practical value.
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Stability and design of a dynamic quantized predictive control system with time-varying delay and packet loss are studied. For
the system with time-varying delay and packet loss in the forward channel, a dynamic quantizer that can minimize the quantized
output error is designed and a networked quantized predictive control (NQPC) strategy is proposed to compensate for the delay and
packet loss. Stability of the NQPC system is then analyzed and a sufficient stability condition is derived and presented in the form
of matrix inequality. Finally, both simulation and experimental results are given to demonstrate the effectiveness of the proposed
approach.

1. Introduction

In past decades, networked control systems (NCSs) have
been widely studied, whose data are transmitted by networks
with finite capacity. Different from traditional control sys-
tems, there exist many inevitable problems such as network
induced delays and packet losses in networked control sys-
tems. To overcome such difficulties, some effective methods
have been proposed, among which a representative one is the
networked predictive control (NPC) method [1–5].

For example, predictive control system design with time-
varying delay in the feedback channel was considered in [1],
where sufficient conditions for stability of the closed-loop
NCS were given. Meanwhile, NPC systems with delays both
in forward and feedback channel were investigated in [2, 3].
The implementation of NPC scheme was addressed in [4],
where both simulation and practical implementation were
carried out. In [5] an event-driven predictive controller was
designed and a practical example was presented to confirm
the effectiveness of the NPC method.

For control systems that use networks for communica-
tion, data quantization is an important problemwhich should
be taken into consideration. Strictly speaking, all networked

control systems are quantized control systems, because data
quantization is inevitable before transmission.

There are generally two representative quantizers for
quantization: the static quantizer and the dynamic quantizer.
In [6–8], a static logarithmic quantizer was studied, where
stabilization of discrete-time systems was investigated. In
[9, 10], stabilization of systems using finite data rates was
analyzed, and it was proved that the finite horizon coder is
actually a quantizer. In [11, 12], analysis of systems with a
quantized feedbackwas considered by investigating quantizer
complexity versus system performance. In [13, 14], the coars-
est logarithmic quantizer design and stabilization of quan-
tized system with packet loss were analyzed. Compared with
the static quantizer, dynamic quantizer has been an important
topic in last several years. In [15, 16], a novel dynamic
quantizer with a scaling factor was proposed, and asymptotic
stability was studied using the “zooming” approach. In [17],
an optimal dynamic quantizer was investigated, which can
minimize the output error between the quantized system and
the unquantized system.

For the studies mentioned above, quantization has not
been considered for NPC systems that is able to compen-
sate time-varying delay and packet loss. Meanwhile, active
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Figure 1: Dynamic quantized predictive control system.

compensation of networked delay and packet loss has not
been studied for quantized systems before. For these reasons,
in this paper, a synthesis method of NQPC system is given.
Both time-varying delay and packet loss are compensated
using the predictive control method. An improved dynamic
quantizer that canminimize the quantized error in the input-
output relation is designed for the NQPC system.The closed-
loop system is then lifted to a switched system [18–21] and a
sufficient condition for stability is given.

The whole paper is organized as follows. Section 2
describes the NQPC system with time-varying delay and
packet loss. Section 3 studies the predictive compensation
strategy. Section 4 designs a dynamic quantizer that can
minimize themaximum output error of the system. Section 5
analyzes stability of the NQPC system. Section 6 gives both
simulation and experimental results to indicate that our
control strategy is effective and Section 7 concludes the paper.

2. NQPC System Description

The networked quantized predictive control (NQPC) system
with time-varying delay in the forward channel as shown in
Figure 1 is studied in this paper. The key idea of NQPC is
that all the possible future control inputs are quantized and
packed into a single packet before being transmitted through
the network. Then the compensator chooses an appropriate
quantized control input from the received packet and applies
it to the plant.

The discrete-time system studied in this paper is
described by

𝑃 : {

𝑥 (𝑘 + 1) = 𝐴𝑥 (𝑘) + 𝐵V∗ (𝑘)
𝑦 (𝑘) = 𝐶𝑥 (𝑘) ,

(1)

where 𝑥 ∈ R𝑛, V∗ ∈ R𝑙, and 𝑦 ∈ R𝑝 are state vector, control
input, and system output, respectively. 𝐴 ∈ R𝑛×𝑛, 𝐵 ∈ R𝑛×𝑙,
and𝐶 ∈ R𝑝×𝑛 are systemmatrices.The initial state is 𝑥

0
∈ R𝑛.

The dynamic quantizer 𝑄∗ (𝑖 = 0, 1, 2, . . . , 𝑁) is given by

𝑄
∗

:

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

{

𝜉 (𝑘 + 1)

= A𝜉 (𝑘) +B (V (𝑘) − 𝑢 (𝑘))
𝜉 (𝑘 + 2 | 𝑘)

= A𝜉 (𝑘 + 1 | 𝑘)

+B (V (𝑘 + 1 | 𝑘) − 𝑢 (𝑘 + 1 | 𝑘))
.
.
.

𝜉 (𝑘 + 𝑁 + 1 | 𝑘)

= A𝜉 (𝑘 + 𝑁 | 𝑘)

+B (V (𝑘 + 𝑁 | 𝑘) − 𝑢 (𝑘 + 𝑁 | 𝑘))

V (𝑘) = 𝑞
𝜇
(C𝜉 (𝑘) + 𝑢 (𝑘))

V (𝑘 + 1 | 𝑘) = 𝑞
𝜇
(C𝜉 (𝑘 + 1 | 𝑘) + 𝑢 (𝑘 + 1 | 𝑘))

.

.

.

V (𝑘 + 𝑁 | 𝑘)

= 𝑞
𝜇
(C𝜉 (𝑘 + 𝑁 | 𝑘) + 𝑢 (𝑘 + 𝑁 | 𝑘)) ,

(2)

where 𝜉(𝑘 + 1) = 𝜉(𝑘 + 1 | 𝑘), 𝜉 ∈ R𝑛, 𝑢∗ ∈ R𝑙, and V ∈ V𝑙
are the state, input, and output of𝑄∗

𝑖
(V ⊂ R are quantization

sets of 𝑄∗
𝑖
) and A, B, and C are system matrices that will

be designed in Section 4. Set the initial states 𝜉(0) = 0 and
V(𝑘) = 0 when 𝑢(𝑘) = 0.

The static part 𝑞
𝜇
of (2) can be obtained as [15]

𝑞
𝜇
(𝑥) =

{
{
{
{
{
{
{

{
{
{
{
{
{
{

{

𝜇 (𝑘)𝑀, if 𝑥

𝜇 (𝑘)

> 𝑀 −

Δ

2

−𝜇 (𝑘)𝑀, if 𝑥

𝜇 (𝑘)

≤ −𝑀 +

Δ

2

⌊

𝑥

Δ𝜇 (𝑘)

+

1

2

⌋Δ𝜇 (𝑘) , if |𝑥|

𝜇 (𝑘)

≤ 𝑀 −

Δ

2

,

(3)

where Δ is its sensitivity and 𝑀 is the saturation value. We
use ⌊𝑎⌋ to represent the biggest integer that satisfies ⌊𝑎⌋ ≤ 𝑎

in our paper. 𝜇(𝑘) is the scaling factor that is monotonically
nonincreasing, which will be considered later in our paper.

Moreover, the following assumptions are made in this
paper.

Assumption 1. Consider 𝑙 = 𝑝 (the dimensions of V and 𝑦 are
the same) and the matrix 𝐶𝐵 is nonsingular.

Assumption 2. (𝐴, 𝐵) is controllable and (𝐴, 𝐶) is observable.

Assumption 3. The delay in the forward channel satisfies 0 ≤
𝑑(𝑘) ≤ 𝑑

𝑚
.

Assumption 4. The maximum consecutive number of packet
loss in the forward channel is 𝑝

𝑚
.

3. The Predictive Compensation Strategy

To compensate time-varying delay and packet loss in our sys-
tem, we introduce the predictive compensate controlstrategy
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[1, 2] in our paper, which is composed of an observer, a pre-
diction generator, and a delay compensator. The idea of our
NQPCmethod is that all the possible future control inputs are
quantized and packed into a packet before transmission, and
then the compensator chooses an appropriate control input
from the received packet and applies it to the plant.

Firstly a state observer can be given as

𝑥 (𝑘 + 1 | 𝑘) = 𝐴𝑥 (𝑘 | 𝑘 − 1) + 𝐵𝑢 (𝑘)

+ 𝐿 [𝑦 (𝑘) − 𝐶𝑥 (𝑘 | 𝑘 − 1)] ,

(4)

where 𝑥(𝑘 + 1 | 𝑘) ∈ R𝑛 is the one step state prediction, 𝑢(𝑘)
is the input, and 𝐿 is the system matrix.

For the quantized predictive control system, it is clear
that the length of predictive sequence must be equal to or
bigger than upper bound of the total network induced delay
and packet loss. Therefore, we have integer𝑁 satisfying𝑁 ≥

𝑑
𝑚
+ 𝑝
𝑚
which means the prediction is able to compensate

for delay and pack loss in the forward channel and 𝑁 is the
length of the predictive sequence.

Based on (4) and the output data up to 𝑘, state predictive
sequence from instant 𝑘 + 1 to 𝑘 + 𝑁 can be constructed as

𝑥 (𝑘 + 1 | 𝑘) = 𝐴𝑥 (𝑘 | 𝑘 − 1) + 𝐵𝑢 (𝑘)

+ 𝐿 [𝑦 (𝑘) − 𝐶𝑥 (𝑘 | 𝑘 − 1)]

𝑥 (𝑘 + 2 | 𝑘) = 𝐴𝑥 (𝑘 + 1 | 𝑘) + 𝐵𝑢 (𝑘 + 1 | 𝑘)

𝑥 (𝑘 + 3 | 𝑘) = 𝐴𝑥 (𝑘 + 2 | 𝑘) + 𝐵𝑢 (𝑘 + 2 | 𝑘)

.

.

.

𝑥 (𝑘 + 𝑁 | 𝑘) = 𝐴𝑥 (𝑘 + 𝑁 − 1 | 𝑘) + 𝐵𝑢 (𝑘 + 𝑁 − 1 | 𝑘)

(5)

with

𝑢 (𝑘 + 𝑖 | 𝑘) = 𝐾𝑥 (𝑘 + 𝑖 | 𝑘) , (6)

where, 𝑖 = {1, 2, . . . , 𝑁}, 𝐾 ∈ R𝑙×𝑛 is the state feedback gain,
and the way we choose 𝐾 is the same as that of traditional
control systems.

This results in

𝑥 (𝑘 + 𝑖 | 𝑘)

= (𝐴 + 𝐵𝐾)
𝑖−1

𝑥 (𝑘 + 1 | 𝑘)

= (𝐴 + 𝐵𝐾)
𝑖−1

[(𝐴 + 𝐵𝐾 − 𝐿𝐶) 𝑥 (𝑘 | 𝑘 − 1) + 𝐿𝐶𝑥 (𝑘)] ,

(7)

where 𝑖 = {1, 2, . . . , 𝑁}.
In this paper, output of the control prediction generator

at instant 𝑘 can be given as

[𝑢 (𝑘)
𝑇

𝑢 (𝑘 + 1 | 𝑘)
𝑇

𝑢 (𝑘 + 2 | 𝑘)
𝑇

⋅ ⋅ ⋅ 𝑢 (𝑘 + 𝑁 | 𝑘)
𝑇

]

𝑇

. (8)

Remark 5. It is clear in (8) that output sequence length of the
control prediction generator is 𝑁 + 1, which means that the
sequence is composed of two parts: the real-time control part
𝑢(𝑘) and the predictive control part [𝑢(𝑘 + 1 | 𝑘)

𝑇

𝑢(𝑘 +

2 | 𝑘)
𝑇

⋅ ⋅ ⋅ 𝑢(𝑘 + 𝑁 | 𝑘)
𝑇

]
𝑇. When a control output is

Control
prediction
generator Predictive compensate

controller Compensator

Observer

Plant
y �

∗

x̂

Network

=

u(k)

u(k + 1 | k)

...

u(k + N|k)

�(k)

�(k + 1 | k)

...

�(k + N|k)

Figure 2: Unquantized predictive control system.

transmitted without suffering delay or packet loss, the real-
time control part 𝑢(𝑘)will be used for control.When delay or
packet loss occurs during transmission, the predictive control
part will be used for control.

Output of the dynamic quantizer 𝑄∗ at instant 𝑘 is a
sequence

V (𝑘) = 𝑞
𝜇
(C𝜉 (𝑘) + 𝑢 (𝑘))

V (𝑘 + 1 | 𝑘) = 𝑞
𝜇
(C𝜉 (𝑘 + 1 | 𝑘) + 𝑢 (𝑘 + 1 | 𝑘))

.

.

.

V (𝑘 + 𝑁 | 𝑘) = 𝑞
𝜇
(C𝜉 (𝑘 + 𝑁 | 𝑘) + 𝑢 (𝑘 + 𝑁 | 𝑘)) ,

(9)

where V(𝑘+ 𝑖 | 𝑘) (𝑖 = {0, 1, 2, . . . , 𝑁}) is the quantized output
signal obtained by quantizer 𝑄∗.

In this paper both packet loss and time-varying delay are
considered as delay. Define a bounded random scalar 0 ≤

𝜏(𝑘) ≤ 𝑑
𝑚
+𝑝
𝑚
. As is depicted in Figure 1, since the quantizer

output V(𝑘) is transmitted through the network with delay
and packet loss, let V(𝑘 − 𝜏(𝑘)) denote the delayed quantizer
output received by the compensator at instant 𝑘.

For the system considered in this paper, since more than
one predictive sequence may arrive at the compensator side
at the same time, assume that only the newest predictive
sequence is used at each instant.

Then output of the delay compensator at instant 𝑘 can be
obtained as

V∗ (𝑘) = V (𝑘 | 𝑘 − 𝜏 (𝑘))

= 𝑞
𝜇
[C𝜉 (𝑘 | 𝑘 − 𝜏 (𝑘)) + 𝑢 (𝑘 | 𝑘 − 𝜏 (𝑘))] .

(10)

4. Design of a Dynamic Quantizer

In this section, parameters of the dynamic quantizer (2) are
designed.

The system in Figure 2 is an unquantized nominal system,
where the initial state, plant, controller, predictive strategy,
delay, and packet losses process of that system are same as
those in the quantized system in Figure 1.
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Definition 6. Define the maximum output error between the
two systems as

Er (𝑄∗) = max
𝑘∈Z
+





𝑦 (𝑘, 𝑥

0
) − 𝑦
∗

(𝑘, 𝑥
0
)




, (11)

where for instance 𝑘, 𝑦(𝑘) is output of the NQPC system in
Figure 1 and𝑦∗(𝑘) is output of the nominal system in Figure 2
and the initial state is 𝑥(0) = 𝑥

0
.

Remark 7. Er(𝑄∗) in (11) represent the output difference
between the NQPC system and its nominal system. The
upper bound of Er(𝑄∗) is minimized through parameters
redesigning of (2), which is an optimal approximation of the
nominal system in the sense of input-output relation.

Through parameters redesigning, a dynamic quantizer
for our NQPC system can be given according to the following
theorem.

Theorem 8. The dynamic quantizer of the NQPC system that
is able to minimize the quantized error can be given as

𝑄
∗

:

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

{

𝜉 (𝑘 + 1) = 𝐴𝜉 (𝑘) 𝐵 (V (𝑘) − 𝑢 (𝑘))
𝜉 (𝑘 + 2 | 𝑘)

= 𝐴𝜉 (𝑘 + 1 | 𝑘)

+𝐵 (V (𝑘 + 1 | 𝑘) − 𝑢 (𝑘 + 1 | 𝑘))
.
.
.

𝜉 (𝑘 + 𝑁 + 1 | 𝑘)

= 𝐴𝜉 (𝑘 + 𝑁 | 𝑘)

+𝐵 (V (𝑘 + 𝑁 | 𝑘) − 𝑢 (𝑘 + 𝑁 | 𝑘))

V (𝑘) = 𝑞
𝜇
(𝐶
𝑄
𝜉 (𝑘) + 𝑢 (𝑘))

V (𝑘 + 1 | 𝑘) = 𝑞
𝜇
(𝐶
𝑄
𝜉 (𝑘 + 1 | 𝑘) + 𝑢 (𝑘 + 1 | 𝑘))

.

.

.

V (𝑘 + 𝑁 | 𝑘)

= 𝑞
𝜇
(𝐶
𝑄
𝜉 (𝑘 + 𝑁 | 𝑘) + 𝑢 (𝑘 + 𝑁 | 𝑘))

(12)

and the upper bound of the maximum output error can be
minimized by

Er (𝑄∗) ≤ ‖𝐶𝐵‖
Δ𝜇 (0)

2

, (13)

where 𝐶
𝑄
= −(𝐶𝐵)

−1

𝐶𝐴.

Proof. For the NQPC system described in previous section,
from (1), (2), (6), and (9) we have the following equations:

𝑢 (𝑘) = 𝑢 (𝑘 | 𝑘 − 𝜏 (𝑘))

= 𝐾 (𝐴 + 𝐵𝐾)
𝜏(𝑘)−1

[(𝐴 + 𝐵𝐾 − 𝐿𝐶) 𝑥

× (𝑘 − 𝜏 (𝑘) | 𝑘 − 𝜏 (𝑘) − 1)

+𝐿𝐶𝑥 (𝑘 − 𝜏 (𝑘))] ,

𝑥 (𝑘 + 1) = 𝐴𝑥 (𝑘) + 𝐵V∗ (𝑘)

= 𝐴𝑥 (𝑘) + 𝐵C𝜉 (𝑘 | 𝑘 − 𝜏 (𝑘)) + 𝐵𝜔 (𝑘)

+ 𝐵𝑢 (𝑘 | 𝑘 − 𝜏 (𝑘))

= 𝐴𝑥 (𝑘) + 𝐵C𝜉 (𝑘 | 𝑘 − 𝜏 (𝑘)) + 𝐵𝜔 (𝑘)

+ 𝐵𝐾 (𝐴 + 𝐵𝐾)
𝜏(𝑘)−1

× [(𝐴 + 𝐵𝐾 − 𝐿𝐶) 𝑥 (𝑘 − 𝜏 (𝑘) | 𝑘 − 𝜏 (𝑘) − 1)

+ 𝐿𝐶𝑥 (𝑘 − 𝜏 (𝑘))] ,

𝑥 (𝑘 + 1 | 𝑘) = 𝐴𝑥 (𝑘 | 𝑘 − 1) + 𝐵𝑢 (𝑘)

+ 𝐿 [𝑦 (𝑘) − 𝐶𝑥 (𝑘 | 𝑘 − 1)]

= (𝐴 + 𝐵𝐾 − 𝐿𝐶) 𝑥 (𝑘 | 𝑘 − 1) + 𝐿𝐶𝑥 (𝑘) ,

𝜉 (𝑘 + 1) = A𝜉 (𝑘) +B (V (𝑘) − 𝑢 (𝑘))

= (A +BC) 𝜉 (𝑘) +B𝜔 (𝑘)

𝜉 (𝑘 + 1 | 𝑘) = (A +BC) 𝜉 (𝑘) +B𝜔 (𝑘)

𝜉 (𝑘 + 1 | 𝑘 − 1) = (A +BC) 𝜉 (𝑘 | 𝑘 − 1) +B𝜔 (𝑘) ,

.

.

.

𝜉 (𝑘 + 1 | 𝑘 − 𝑁 + 1)

= (A +BC) 𝜉 (𝑘 | 𝑘 − 𝑁 + 1) +B𝜔 (𝑘) ,

(14)

where 𝜔(𝑘) = 𝑞
𝜇
(C𝜉(𝑘 | ⋅) + 𝑢(𝑘)) − (C𝜉(𝑘 | ⋅) + 𝑢(𝑘)).

Letting 𝑆 = (𝐴 + 𝐵𝐾),

𝑧 (𝑘)

= [ 𝑥 (𝑘)
𝑇

𝑥 (𝑘 − 1)𝑇 ⋅ ⋅ ⋅ 𝑥 (𝑘 − 𝑁)
𝑇

𝑥 (𝑘 | 𝑘 − 1)𝑇 𝑥 (𝑘 − 1 | 𝑘 − 2)𝑇 ⋅ ⋅ ⋅ 𝑥 (𝑘 − 𝑁 | 𝑘 − 𝑁 − 1)𝑇

𝑢 (𝑘 − 1)𝑇 𝑢 (𝑘 − 2)𝑇 ⋅ ⋅ ⋅ 𝑢 (𝑘 − 𝑁)
𝑇

𝜉 (𝑘)
𝑇

𝜉 (𝑘 − 1)𝑇 ⋅ ⋅ ⋅ 𝜉 (𝑘 − 𝑁)
𝑇

𝜉 (𝑘 | 𝑘 − 1)𝑇

𝜉 (𝑘 − 1 | 𝑘 − 2)𝑇 ⋅ ⋅ ⋅ 𝜉 (𝑘 − 𝑁 + 1 | 𝑘 − 𝑁)𝑇 𝜉 (𝑘 | 𝑘 − 2)𝑇 𝜉 (𝑘 − 1 | 𝑘 − 3)𝑇 ⋅ ⋅ ⋅ 𝜉 (𝑘 − 𝑁 + 2 | 𝑘 − 𝑁)𝑇

⋅ ⋅ ⋅ 𝜉 (𝑘 | 𝑘 − 𝑁)
𝑇

]

𝑇

,

𝐵 = [𝐵
𝑇 0𝑇
𝑙×[𝑛(2𝑁+1)+𝑙𝑁] B

𝑇 0𝑇
𝑙×𝑛𝑁

B𝑇 0𝑇
𝑙×𝑛(𝑁−1) ⋅ ⋅ ⋅ B𝑇]

𝑇

,

𝐶 = [𝐶 0
𝑝×[𝑛(3𝑁+2+𝑁(𝑁+1)/2)+𝑙𝑁]] ,
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Ξ
𝜎(𝑘)

=

[

[

[

[

[

[

[

[

[

[

[

[

∏

11
∏

12
0 ∏

14

∏

21
∏

22
0 0

∏

31
∏

32
∏

33
0

0 0 0 ∏

44

]

]

]

]

]

]

]

]

]

]

]

]

,

∏

11
=
[

[

𝐴 0
𝑛×𝑛(𝜏(𝑘)−1) 𝐵𝐾𝑆

𝜏(𝑘)−1
𝐿𝐶 0

𝑛×𝑛(𝑁−𝜏(𝑘))

𝐼
𝑛𝑁×𝑛𝑁

0
𝑛𝑁×𝑛

]

]

,

∏

12
=
[

[

0
𝑛×𝑛𝜏(𝑘)

𝐵𝐾𝑆
𝜏(𝑘)−1

(𝐴 + 𝐵𝐾 − 𝐿𝐶) 0
𝑛×𝑛(𝑁−𝜏(𝑘))

0
𝑛𝑁×𝑛(𝑁+1)

]

]

,

∏

14
=
[

[

0
𝑛×𝑛[(𝜏(𝑘)+1)𝑁−𝜏(𝑘)(𝜏(𝑘)−1)/2] BC 0

𝑛×𝑛(𝑁(𝑁+1)/2−𝜏(𝑘)𝑁+𝜏(𝑘)(𝜏(𝑘)−1)/2−1)

0
𝑛𝑁×𝑛(𝑁(𝑁+1)/2)

]

]

,

∏

21
= [

𝐿𝐶 0
𝑛×𝑛𝑁

0
𝑛𝑁×𝑛(𝑁+1)

] ,

∏

22
= [

𝐴 − 𝐿𝐶 0
𝑛×𝑛(𝜏(𝑘)−1) 𝐵𝐾𝑆

𝜏(𝑘)−1
(𝐴 − 𝐿𝐶) 0

𝑛×𝑛(𝑁−𝜏(𝑘))

𝐼
𝑛𝑁×𝑛𝑁

0
𝑛𝑁×𝑛

] ,

∏

31
= [

0
𝑙×𝑛𝜏(𝑘)

𝐾𝑆
𝜏(𝑘)−1

𝐿𝐶 0
𝑙×𝑛(𝑁−𝜏(𝑘))

0
𝑙(𝑁−1)×𝑛(𝑁+1)

] ,

∏

32
= [

0
𝑙×𝑛𝜏(𝑘)

𝐾𝑆
𝜏(𝑘)−1

(𝐴 + 𝐵𝐾 − 𝐿𝐶) 0
𝑙×𝑛(𝑁−𝜏(𝑘))

0
𝑙(𝑁−1)×𝑛(𝑁+1)

] ,

∏

33
= [

0
𝑙×𝑙𝑁

𝐼
𝑙(𝑁−1)×𝑙(𝑁−1) 0𝑙(𝑁−1)×𝑙

] ,

∏

44

=

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

A +BC

𝐼
𝑛𝑁×𝑛𝑁

A +BC

0
𝑛(𝑁−1)×𝑛

0
𝑛×𝑛

0
𝑛(𝑁−2)×𝑛

.

.

.

0
𝑛×𝑛

0
𝑛×𝑛

0
𝑛×𝑛

𝑁(𝑁 + 3)

2
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

0
𝑛×𝑛

⋅ ⋅ ⋅ 0
𝑛×𝑛

0
𝑛𝑁×𝑛

⋅ ⋅ ⋅ 0
𝑛𝑁×𝑛

0
𝑛×𝑛

⋅ ⋅ ⋅ 0
𝑛×𝑛

𝐼
𝑛(𝑁−1)×𝑛(𝑁−1)

0
𝑛(𝑁−1)×𝑛

⋅ ⋅ ⋅ 0
𝑛(𝑁−1)×𝑛

A +BC 0
𝑛×𝑛

⋅ ⋅ ⋅ 0
𝑛×𝑛

0
𝑛(𝑁−2)×𝑛

𝐼
𝑛(𝑁−2)×𝑛(𝑁−2)

0
𝑛(𝑁−2)×𝑛

⋅ ⋅ ⋅ 0
𝑛(𝑁−2)×𝑛

d

⋅ ⋅ ⋅ 0
𝑛×𝑛

A +BC 0
𝑛×𝑛𝑁

⋅ ⋅ ⋅ 0
𝑛×𝑛

0
𝑛×𝑛

𝐼
𝑛𝑁×𝑛𝑁

⋅ ⋅ ⋅ 0
𝑛×𝑛

0
𝑛×𝑛

A +BC

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

.

(15)



6 Mathematical Problems in Engineering

Then the NQPC system can be written as the following
switched system:

𝑧 (𝑘 + 1) = Ξ
𝜎(𝑘)

𝑧 (𝑘) + 𝐵𝜔 (𝑘)

𝑦 (𝑘) = 𝐶𝑧 (𝑘) ,

(16)

where the state matrix Ξ
𝜎(𝑘)

switches in the set of possible
matrices {Ξ

0
⋅ ⋅ ⋅ Ξ
𝑁
} according to the parameter 𝜎(𝑘) called

the switching function, which takes value from the finite
index set F = {0, 1, 2, . . . , 𝑁}.

Moreover, the nominal system in Figure 2 is given as

𝜉 (𝑘 + 1) = Φ
𝜎(𝑘)

𝜉 (𝑘)

𝑦
∗

(𝑘) = 𝐶𝜉 (𝑘) ,

(17)

where
𝜉
𝑘
= [ 𝑥 (𝑘)

𝑇

𝑥 (𝑘 − 1)
𝑇

⋅ ⋅ ⋅ 𝑥 (𝑘 − 𝑁)
𝑇

𝑥 (𝑘 | 𝑘 − 1)
𝑇

𝑥 (𝑘 − 1 | 𝑘 − 2)
𝑇

⋅ ⋅ ⋅ 𝑥 (𝑘 − 𝑁 | 𝑘 − 𝑁 − 1)
𝑇

𝑢 (𝑘 − 1)
𝑇

𝑢 (𝑘 − 2)
𝑇

⋅ ⋅ ⋅ 𝑢 (𝑘 − 𝑁)
𝑇

]

𝑇

,

Φ
𝜎(𝑘)

=

[

[

[

[

[

[

∏

11

∏

12

0

∏

21

∏

22

0

∏

31

∏

32

∏

33

]

]

]

]

]

]

, 𝐶 = [𝐶 0
𝑝×𝑛(3𝑁+1)

] .

(18)

Therefore, difference between 𝑦∗(𝑆, 𝑥
0
) and 𝑦(𝑆, 𝑥

0
) (𝑆 ∈

Z
+
) is

𝑦
∗

(𝑆, 𝑥
0
) − 𝑦 (𝑆, 𝑥

0
)

= 𝐶Φ
𝑆

𝜎(𝑘)
[

𝑥
0

0
𝑛(4𝑁+2)×1

] − 𝐶Ξ
𝑆

𝜎(𝑘)
[

𝑥
0

0
𝑛(3𝑁+1)×1

]

− 𝐶

𝑆−1

∑

𝑙=0

Ξ
(𝑆−1)−𝑙

𝜎(𝑘)
𝐵𝜔 (𝑙)

= −𝐶

𝑆−1

∑

𝑙=0

Ξ
(𝑆−1)−𝑙

𝜎(𝑘)
𝐵𝜔 (𝑙) .

(19)

It is clear that





𝑦
∗

(𝑆, 𝑥
0
) − 𝑦 (𝑆, 𝑥

0
)




≤












𝑆−1

∑

𝑙=0

𝐶Ξ
(𝑆−1)−𝑙

𝜎(𝑘)
𝐵












Δ𝜇 (0)

2

=












𝐶𝐵 +

𝑆−1

∑

𝑙=1

𝐶Ξ
(𝑆−1)−𝑙

𝜎(𝑘)
𝐵












Δ𝜇 (0)

2

.

(20)

Moreover, whenA = 𝐴,B = 𝐵, andC = 𝐶
𝑄
, we can get

𝐶Ξ
(𝑆−1)−𝑙

𝜎(𝑘)
𝐵 = 0 (𝑙 = 1, 2, . . . ,∞), which means that the latter

part of (20) is minimized, and therefore it can be given that

Er (𝑄∗) ≤ ‖𝐶𝐵‖
Δ𝜇 (0)

2

. (21)

As a result, upper bound of the maximum output error
Er(𝑄∗) between the NQPC system and its nominal system is
minimized, the dynamic quantizer is given in (12), and the
smallest upper bound of Er(𝑄∗) is obtained in (21).

Remark 9. In this paper the dynamic quantizer (12) is
different from that in [17]. Since the scaling quantizer 𝑞

𝜇
(3) is

used for dynamic quantization instead of traditionally static
quantizer in [17], improved dynamic quantizers are obtained
for our system, which can finally eliminate the quantized
error by adjusting the parameter 𝜇(𝑘). The adjustment pro-
cedure of 𝜇(𝑘) will be considered in the proof of Theorem 11.

5. Stability Analysis

In this section, a sufficient condition for stability is obtained
for the NQPC system, and the way dynamic quantizer works
is explained.

Firstly, we have the following lemma.

Lemma 10. System state 𝑧(𝑘) that starts from region 𝑅
1

described in (30) will enter region 𝑅
𝑖+1

in 𝑖𝜋 steps, where 𝑅
𝑖+1

can be given by

𝑅
𝑖+1

= {𝑧 (𝑘) : 𝑧
𝑇

(𝑘) 𝑃𝑧 (𝑘) ≤ 𝜇 (𝑘)
2
𝑀
2





ϝ





2
𝜆min (𝑃)} . (22)

Proof of Lemma 10 is in the appendix, and𝑅
1
,𝜋,𝜇(𝑘), and

ϝ are defined in the proof of Theorem 11.
Then, main result of our paper is presented by the

following theorem.

Theorem 11. For NQPC system (16) with time-varying delay
and packet loss in the forward channel, it is asymptotically
stable if there exist 𝑃 = 𝑃

𝑇

> 0 and 𝛼 > 0 satisfying that

(1 + 𝛼) Ξ
𝑇

𝑖
𝑃Ξ
𝑖
− 𝑃 < 0, (23)

where 𝑖 = {0, 1, 2, . . . , 𝑁}.

Proof. Firstly, let 𝑉(𝑘) = 𝑧
𝑇

(𝑘)𝑃𝑧(𝑘), where 𝑃 ∈

R[𝑛(3𝑁+3+𝑁(𝑁+1)/2)+𝑙𝑁]×[𝑛(3𝑁+3+𝑁(𝑁+1)/2)+𝑙𝑁] is a positive defi-
nite matrix, and Δ𝑉(𝑘) can be obtained as

Δ𝑉 (𝑘) = 𝑉 (𝑘 + 1) − 𝑉 (𝑘)

= 𝑧
𝑇

(𝑘 + 1) 𝑃𝑧 (𝑘 + 1) − 𝑧
𝑇

(𝑘) 𝑃𝑧 (𝑘)

= 𝑧
𝑇

(𝑘) (Ξ
𝑇

𝜎(𝑘)
𝑃Ξ
𝜎(𝑘)

− 𝑃) 𝑧 (𝑘)

+ 2𝑧
𝑇

(𝑘) Ξ
𝑇

𝜎(𝑘)
𝑃𝐵𝜔 (𝑘) + 𝜔

𝑇

(𝑘) 𝐵

𝑇

𝑃𝐵𝜔 (𝑘)

≤ 𝑧
𝑇

(𝑘) [(1 + 𝛼) Ξ
𝑇

𝜎(𝑘)
𝑃Ξ
𝜎(𝑘)

− 𝑃] 𝑧 (𝑘)

+ (1 + 𝛼
−1

) 𝜔
𝑇

(𝑘) 𝑃𝜔 (𝑘)

≤ − [𝜆min (𝐷𝑖) |𝑧 (𝑘)|
2

+ (1 + 𝛼
−1

)








𝐵

𝑇

𝑃𝐵








Δ
2

𝜇
2

(𝑘)]

≤ − [𝜆min (𝐷) |𝑧 (𝑘)|
2

+ (1 + 𝛼
−1

)








𝐵

𝑇

𝑃𝐵








Δ
2

𝜇
2

(𝑘)] ,

(24)

where 𝛼 is a positive scalar, 𝐷
𝑖
= −[(1 + 𝛼)Ξ

𝑇

𝑖
𝑃Ξ
𝑖
− 𝑃] is

assumed to satisfy𝐷
𝑖
> 0 for 𝑖 = {0, 1, 2, . . . , (𝑁

1
+1)(𝑁

2
+1)−

1}, and 𝜆min(𝐷) = min[𝜆min(𝐷𝑖)], where 𝜆min(𝐷𝑖) denotes
the smallest eigenvalue of𝐷

𝑖
.
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It is clear that Δ𝑉(𝑘) < 0 when Theorem 11 is satisfied,
and the state of (16) outside the region

𝐻 = {𝑧 (𝑘) : |𝑧 (𝑘)| ≤ ΘΔ𝜇 (𝑘)} (25)

will ultimately converge to 𝐻, where Θ =

√
(1 + 𝛼

−1
)‖𝐵

𝑇

𝑃𝐵‖/𝜆min(𝐷).

To ensure asymptotic stability of the system (16) inside
region𝐻, the “zoom” method proposed in [15, 16] is used for
the following proof.

The zooming-in stage is as follows.
Rewrite 𝜔(𝑘) as 𝜔(𝑘) = 𝑞

𝜇
(ϝ𝑧(𝑘)) − ϝ𝑧(𝑘), where

ϝ = [𝐾 0
𝑝×𝑛(3𝑁+1+𝜏(𝑘)(𝑁+1)−𝜏(𝑘)(𝜏(𝑘)−1)/2)

𝐶
𝑄
0
𝑝×𝑛(𝑁(𝑁+3)/2−𝜏(𝑘)(𝑁+1)−𝜏(𝑘)(𝜏(𝑘)−1)/2)

] . (26)

Let 𝜇(𝑘) = 𝛽
𝑘, where 𝛽 is a given constant satisfying 𝛽 <

1. Then 𝜇(𝑘) can be initialized as

𝜇 (0) = ‖𝐴‖
𝛾

, (27)

where 𝛾 = min{𝑘 ≥ 1 : ‖𝑞
𝜇
(ϝ𝑧(𝑘)/𝜇(𝑘))‖ ≤

𝑀√𝜆min(𝑃)/𝜆max(𝑃) − Δ/2}.
It follows that










ϝ𝑧 (𝑘)

𝜇 (0)










≤










𝑞
𝜇
(

ϝ𝑧 (𝑘)

𝜇 (0)

)










+

Δ

2

≤ 𝑀√

𝜆min (𝑃)

𝜆max (𝑃)
. (28)

Then we can obtain that





𝑧
𝑘





≤

𝑀𝜇 (0)





ϝ





√

𝜆min (𝑃)

𝜆max (𝑃)
. (29)

Therefore, we can get that the initial state 𝑧(0) belongs to
the region

𝑅
1
= {𝑧 (𝑘) : 𝑧

𝑇

(𝑘) 𝑃𝑧 (𝑘) ≤

𝑀
2





ϝ





2
𝜇
2

(0) 𝜆min (𝑃)} . (30)

Define the scaling factor 𝜒 as

𝜒 = √

𝜆max (𝑃)

𝜆min (𝑃)
√Θ
2
+ 𝜀





ϝ




Δ𝑀
−1

, (31)

where 𝜀 > 0 is a fixed constant. Choose𝑀, Δ in (31) to ensure
𝜒 < 1, and it is clear that 𝑅

1
⊃ 𝐻, and 𝑧(𝑘) will never leave

𝑅
1
.
The zooming-out stage is as follows. Define

�̂� =

𝑀
2

𝜆min (𝑃)




ϝ





2

𝜆min (𝐷) Δ
2
𝜀

−

Θ
2

𝜆max (𝑃)

𝜆min (𝐷) 𝜀
,

𝜇 (𝑘) = 𝜒
⌊𝑘/𝜋⌋

𝜇 (0) ,

(32)

where 𝑘 ≥ 0 and 𝜋 = ⌊�̂�⌋, and it is clear that �̂� > 0 as 𝜒 < 1.
From Lemma 10, we can obtain that the system state 𝑧(𝑘)

belongs to 𝑅
2
for 𝑘 ≥ 𝜋

𝑅
2
= {𝑧 (𝑘) : 𝑧

𝑇

(𝑘) 𝑃𝑧 (𝑘) ≤ (𝜒𝜇 (0))
2 𝑀
2





ϝ





2
𝜆min (𝑃)} , (33)

where 𝜇(𝑘) = 𝜒𝜇(0) for 𝑘 ≥ 𝜋.
It is clear that the radius of region 𝑅

2
becomes smaller

than 𝑅
1
, which means that the state of the system converges

after 𝜋 steps from the initial state.
Similarly, we have the system state 𝑧(𝑘) belonging to 𝑅

𝑖+1

for 𝑘 ≥ 𝑖𝜋

𝑅
𝑖+1

= {𝑧 (𝑘) : 𝑧
𝑇

(𝑘) 𝑃𝑧 (𝑘) ≤ (𝜒
𝑖

𝜇 (0))

2 𝑀
2





ϝ





2
𝜆min (𝑃)} , (34)

where 𝜇(𝑘) = 𝜒𝑖𝜇(0) for 𝑘 ≥ 𝜋.
As a result, it can be obtained that 𝜇(𝑘) → 0 when 𝑘 →

∞ and lim
𝑘→∞

|𝑧(𝑘)| = 0 as the radius of 𝑅
𝑛
(𝑛 → ∞) goes

to 0, and then the proof of Theorem 11 is completed.

6. Simulation and Practical Examples

In this section, both simulation and practical examples are
given to illustrate the advantages of the proposed method.

6.1. Simulation Example. Consider the discrete-time plant
described by

𝐴 = [

0.9994 0.0096

−0.1125 0.9154
] , 𝐵 = [

4.8563 × 10
−5

0.0096

] ,

𝐶 = [17630 11840]

(35)

which is controlled over the network, and matrices 𝐴, 𝐵, and
𝐶 are obtained through system identification of theDCmotor
with sampling period 10ms. Set 𝑁 = 9, which means that
the maximum delay in the forward channel is 90ms. The
networked delay in our simulation is shown in Figure 3.

Choose𝐾 and 𝐿 to be

𝐾 = [−6.75 −4.784] ,

𝐿 = [1.763 × 10
−6

1.184 × 10
−6

] .

(36)

There exist positive scalars 𝛼 = 0.01, positive definite matrix
𝑃, and quantizer parameters Δ = 0.05, 𝑀 = 6 satisfying
Theorem 8.

Let Ω = 0.8, 𝜏 = 80, and give a step input to the plant at
𝑡 = 1 s. Then simulation results of the system can be shown
in Figure 4, where the proposed quantized predictive control
method is compared with six other methods: the predictive
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Figure 3: Networked delay in simulation.
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Figure 4: Outputs of the system in simulation.

method without quantization, the predictive method using
quantizer in [17], the predictive method using quantizer in
[15], networkedmethodwithout prediction and quantization,
the proposed quantized method without prediction, and
local method. It is clear in Figure 4 that proposed quantized
predictive control method is better than other quantized
predictive control methods and is more similar to local
control, which means that the proposed method is able to
compensate the networked delay well.

6.2. Experimental Example. A test rig was built in our lab
to test the proposed method, whose experimental diagram
is given in Figure 5. Signals were sent from the control
box (Figure 8) to the actuator with the help of the trans-

Observer

Controller PC
DC motor Control box Dynamic quantizers(plant)

Wireless network

Compensator

Figure 5: Experimental diagram.
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Figure 6: Networked delay in experiment.

mission board (Figure 9). The control box’s IP address
is 192.168.100.20, and the computer’s IP address is
192.168.100.21. They communicate with each other by
Wi-Fi IEEE 802.11b.

In our test rig, a DC motor (Figure 10) with sampling
period 10ms is controlled, which can be given by (35).
Matrices 𝐾, 𝐿, 𝑃, and 𝛼 and quantizer parameters Δ, 𝑀, Ω,
and 𝜏 are the same as those in simulation example section.

To illustrate the effectiveness of the proposed method,
seven cases are studied. Firstly, predictive control without
quantization is studied. Then the proposed quantized pre-
dictive control method is studied, where networked delay
varies between 0 s and 0.18 s as shown in Figure 6. Compared
with the proposed method, quantized predictive control
methods using quantizer in [15, 17] are studied. Meanwhile,
networked control without prediction, quantized control
without prediction, and local control are studied. Results of
the experiments are given in Figure 7, and it is clear that
proposed method performs well and its output of DC motor
is very close to that of the local control method.

7. Conclusion

The design and stability of networked quantized predictive
control systems where time-varying delay and packet loss
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Figure 7: Outputs of the system in experiment.

Figure 8: The control box.

Figure 9: The transmission board.

Figure 10: The DC motor.

occur in the forward channel have been investigated in
this paper. Based on predictive control method, a model
that considers delay, packet loss, and optimal quantization
has been analyzed. By redesigning the original dynamic
quantizer, a dynamic quantizer that can minimize output
error of our system is obtained. The stability problem of
the given NQPC system has been transformed into stability
of a switched system, and a sufficient condition has been
presented. Finally, effectiveness of our method has been
shown by both simulation and experimental examples.

Appendix

Proof of Lemma 10. Assume the system state at instant 𝜋
satisfying that

𝑧
𝑇

(𝜋) 𝑃𝑧 (𝜋) ≤ Δ
2

𝜇
2

(0) (Θ
2

+ 𝜀) 𝜆max (𝑃) . (A.1)

If inequality (A.1) is not true, then we have

𝑧
𝑇

(𝜋) 𝑃𝑧 (𝜋) > Δ
2

𝜇
2

(0) (Θ
2

+ 𝜀) 𝜆max (𝑃) (A.2)

which means that |𝑧(𝜋)|2 > Δ2𝜇2(0)(Θ2 + 𝜀) for all 𝑘 ∈ [0, 𝜋].
From (30) and (A.2) we can obtain that

𝑧
𝑇

(𝜋) 𝑃𝑧 (𝜋) − 𝑧
𝑇

(0) 𝑃𝑧 (0)

≥ Δ
2

𝜇
2

(0) (Θ
2

+ 𝜀) 𝜆max (𝑃) −
𝑀
2





ϝ





2
𝜇
2

(0) 𝜆min (𝑃)

= 𝜆max (𝑃)Θ
2

Δ
2

𝜇
2

(0) −

𝑀
2





ϝ





2
𝜇
2
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Nevertheless, from (24), (A.1), and 𝜒 < 1, the following
inequality can be obtained:

Δ𝑉 (𝜋 − 1)

= 𝑧
𝑇
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Δ
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𝜇
2
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𝜇
2
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(A.4)
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Similarly, it can be obtained that

Δ𝑉 (𝜋 − 𝑗)
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≤ −𝜆min (𝐷)




𝑧 (𝜋 − 𝑗)






2

+ 𝜆min (𝐷)Θ
2

Δ
2

𝜇
2

(0)

< −𝜆min (𝐷) Δ
2

𝜇
2

(0) 𝜀,

(A.5)

where 𝑗 = {1, 2, 3, . . . , 𝜋}.
Then we have
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As there is a contradiction between (A.3) and (A.6), validity
of (A.1) has been proved.

Based on (A.1) and 𝜒 < 1, it follows that
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Thus, 𝑧(𝜋) belongs to

𝑅
2
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For 𝜋 ≤ 𝑘 ≤ 2𝜋, a similar result can be obtained as
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Moreover, for (𝑖 − 1)𝜋 ≤ 𝑘 ≤ 𝑖𝜋, it can be obtained that
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which means that the scaling factor 𝜇(𝑘) is narrowed every 𝜋
steps. That is, 𝑧(𝑖𝜋) belongs to

𝑅
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The proof of Lemma 10 is completed.
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As an emerging research field, networked control systems have shown the increasing importance and attracted more and
more attention in the recent years. The integration of control and communication in networked control systems has made
the design and analysis of such systems a great theoretical challenge for conventional control theory. Such an integration also
makes the implementation of networked control systems a necessary intermediate step towards the final convergence of control,
communication, and computation. We here introduce the basics of networked control systems and then describe the state-of-the-
art research in this field. We hope such a brief tutorial can be useful to inspire further development of networked control systems
in both theory and potential applications.

1. Introduction

“Networked control systems” (NCSs) are the name of a
general class of control systems where “the control loop
is closed via a serial communication network” [1]. Interest
in such a system configuration can date back to as early
as 1980s, when the so-called “Integrated Communication
and Control Networks” attracted much attention from the
control community [2]. From that time on, other aliases,
such as “Network-Based Control Systems” and “Control over
(through) Networks,” have also been used to describe similar,
if not the same, system configuration as NCSs but are seldom
used today.

As indicated by its name, the most distinct feature of
NCSs is the use of communication networks in the control
loop [3, 4]. Earlier days have witnessed the use of the control-
oriented communication networks, such as the Control Area
Network and DeviceNet, as the first choice of the commu-
nication networks in NCSs; the fast development of the com-
munication technology aswell as the increasing needs of large

scale systems has now made the Internet an overwhelmingly
attracting alternative. The Internet offers us the capability
of building a large control system at much lower cost and
easier maintenances, with also more flexible reconfiguration.
Built on such fundamental theoretical advances in NCSs, we
have seen various innovations, such as the smart home, smart
transportation, remote surgery, and Internet of Things, in
recent years [5–8].

The advantages brought by NCSs however do not come
at no cost. A fundamental basis of conventional control
systems is that the data exchanges among the control
components are lossless. In NCSs, the data have to be
transmitted through the communication network, and the
nature of the Internet and other variations of data net-
works means that perfect data exchanges among the con-
trol components are essentially unavailable. The imperfect
data translation in NCSs thus introduces the so-called
communication constraints to the control system, which
include, for example, the network-induced delay (the delays
occurred in transmitting the sensing and control data),
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Figure 1: Networked control systems in the direct structure.

the data packet dropout (the data packet may be missing
during transmission), and the time synchronization issue
(different control components may work on different clocks)
[9]. These communication constraints can greatly degrade
the system performance or even destabilize the system at
certain conditions, while simple extensions of conventional
control approaches cannot be obtained directly in a net-
worked control environment [10–16]. These difficulties thus
pose great challenges for the control and communication
communities and considerable works have been done for
a better understanding and design of such systems at the
boundary of control theory and communication technology
[17–19].

Here, we provide a brief tutorial on NCSs. This consists
of two parts. We first give an extensive introduction of
the communication networks in NCSs, including its basic
characteristics and more importantly its interactions with
the control system. Note that we focus on data networks
such as the Internet but not the control-oriented networks,
simply because of the increasing use and more complicated
communication features of the former. We then survey
the state-of-the-art research on NCSs, from mainly the
control perspective with also an emphasis on the codesign
approach which integrates both control and communication.
This tutorial is not necessarily thorough or comprehen-
sive. Rather, our main purpose is to introduce to the new
researchers the basics of NCSs. By attracting more and more
young researchers to this field, we believe that the glorious
future that NCSs have promised will become true very
soon.

For simplicity in this tutorial, we focus on a simpler
structure of NCSs. In fact, from a general perspective of
system structure, NCSs may contain two different structures
[20]: the “direct structure” (Figure 1) and the “hierarchical
structure” (Figure 2).The latter is different from the former as
a local controller is present and the communication network
is used to close the loop between the main controller and
the local system. This structural distinction may have some
theoretical as well as practical values; the latter, however,
may be regarded as a hierarchical combination of the direct
structured NCS and a conventional local control system and
therefore it is not absolutely necessary to investigate the
hierarchical structure as a brand new type of NCSs. In fact,
most available works on NCSs to date have focused on the
direct structure, which is also the main focus of this brief
tutorial.

controllercontroller Local
Local control system

Main

Network

Plant

Actuator

Figure 2: Networked control systems in the hierarchical structure.

2. The Basics of Networked Control Systems

This section introduces the basics of NCSs, where an empha-
sis ismade on the differences betweenNCSs and conventional
control systems, that is, the distinct and unique characteris-
tics of NCSs that are brought by the inserted communication
network.

2.1. Network Topology. In the presence of the communication
network in the NCSs, the conventional control components
include the sensor, the controller, and the actuator work as
network nodes from the perspective of network topology.
From this perspective, two issues need to be addressed as
follows.

2.1.1. Time-Synchronization. Thecontrol components need to
be time synchronized to act properly. This is a fundamental
basis of conventional control systems but is usuallymissing in
NCSs due to the use of the distributed communication net-
works [21]. Under certain conditions, time-synchronization
in NCSs may not be a necessary condition if the network-
induced delay in the backward channel is not required for
the calculation of the control signals and/or the network-
induced delay in the forward channel is not required for the
implementation of the control actions. In some other cases,
as discussed in [22, 23], time-synchronization together with
the use of time stamps in NCSs can offer an advantage over
conventional time delay systems since the backward channel
delay is known by the controller and the forward channel
delay (round trip delay as well) is known by the actuator.This
advantage can then be used to derive a better control structure
for NCSs as done in [22, 24].

2.1.2. Drive Mechanism. The sensor and the actuator can be
driven either by time or event. The difference between the
two drivemechanisms lies in the triggermethod that initiates
the control components. For the time-driven mechanism,
the control components are trigged to work at regular
intervals, while for the event-driven mechanism the control
components are only trigged by predefined “events.” From a
broad perspective, time-driven mechanism can be regarded
as a special case of event-drivenmechanism, when the trigger
events for the latter are chosen as the time. Therefore, it
is no wonder why the event-driven mechanisms are more
sophisticated and may require ancillary devices to work.

The sensor is usually time driven, while the controller and
the actuator can either be time driven or event driven. For
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Figure 3: The typical data packet structure where NCS is sharing
the data packet with other applications.

more information on the drive mechanism for the control
components, the reader is referred to [25] and the references
therein. It is worth mentioning though that, with different
drive mechanisms, different system models for NCSs are
obtained and event-driven control components generally lead
to a better system performance.

2.2. Packet-Based Data Transmission. The data in NCSs is
encoded in the data packets and then transmitted through
the communication network. A typical data packet is shown
in Figure 3. Packet-based transmission is one of the most
important characteristics ofNCSswhich distinguishes it from
conventional control systems [26–28]. This characteristic
can mean that the perfect data transmission as assumed
in conventional control systems is absent in NCSs, posing
the most challenging aspect in NCSs. The communication
constraints caused by the packet-based transmission in NCSs
include the network-induced delay, data packet dropout, and
data packet disorder, which are detailed in what follows.

2.2.1. Network-Induced Delay. The transmission time for the
data packets introduces network-induced delays to NCSs,
which are well known to degrade the performance of the
control systems.

There are two types of network-induced delays according
to where they occur.

(i) 𝜏sc is network-induced delay from the sensor to the
controller, that is, backward channel delay.

(ii) 𝜏ca is network-induced delay from the controller to
the actuator, that is, forward channel delay.

The two types of network-induced delays may have
different characteristics [29]. In most cases, however, these
delays are not treated separately and only the round trip delay
is of interest [4, 30–32].

According to the types of the communication networks
being used in NCSs, the characteristics of the network-
induced delay vary as follows [20, 33, 34].

(i) Cyclic service networks (e.g., Toking-Ring and
Toking-Bus) are bounded delays which can be
regarded as constant for most occasions.

(ii) Random access networks (e.g., Ethernet and CAN)
are random and unbounded delays.

(iii) Priority order networks (e.g., DeviceNet) are
bounded delays for the data packets with higher
priority and unbounded delays for those with lower
priority.
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Figure 4: Data packet disorder in NCSs.

Network-induced delay is one of the most important
characteristics of NCSs which has been widely addressed in
the literature to date; see, for example, [4, 30, 32, 35–48].

2.2.2. Data Packet Dropout. Data transmission error in com-
munication networks is inevitable, which in the case of NCSs
then produces a situation called “data packet dropout.” Data
packet dropout can occur either in the backward or forward
channel, and it makes either the sensing data or the control
signals unavailable to NCSs, thus significantly degrading the
performance of NCSs.

In communication networks, two different strategies are
applied when a data packet is lost, that is, either to send
the packet again or simply discard it. Using the terms from
communication networks, these two strategies are called
transmission control protocol (TCP) and user datagram
protocol (UDP), respectively [21]. It is readily seen that,
with TCP, all the data packets will be received successfully,
although it may take a considerably long time for some data
packets, while, with UDP, some data packets will be lost
forever.

As far as NCSs are concerned, UDP is used in most
applications due to the real-time requirement and the robust-
ness of control systems. As a result, the effect of data packet
dropout in NCSs has to be explicitly considered, as done in,
for example, [49–54].

2.2.3. Data Packet Disorder. In most communication net-
works, different data packets suffer different delays, which
then produces a situation where a data packet sent earlier
may arrive at the destination later or vice versa; see Figure 4.
This phenomenon is referred to as data packet disorder. The
existence of data packet disorder can mean that a newly
arrived control signal in NCSs may not be the latest, which
never occurs in conventional control systems. The control
performance will be inevitably degraded if the control algo-
rithm has not taken explicit consideration of the disordered
data. Some preliminary works have been done, usually using
an active compensation scheme [55–57].
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Figure 5: Relationship between the sampling period, network loads,
and system performance in NCSs.

2.2.4. Single and Multipacket. When the sensing data and
the control signals are sent via data packets of the network,
another situation occurs: in a case where, for example,
multiple sensors are used and distributed geographically in
NCSs and thus they send their sensing data separately to the
controller over the network, the controller may have to wait
for the arrival of all the sensing data packets before it is able
to calculate the control actions, and if only one sensing data
packet is lost, all the other sensing data packets have to be
discarded due to incompleteness. We call this situation the
“multipacket” transmission of the data in NCSs.

Another situation in NCSs is where the sensing data or
the control signals of multiple steps are sent via a single
data packet over the network, since the packet size used in
NCSs can be very large compared with the data size required
to encode a single step of sensing data or control signal.
This “single packet” transmission of the data in NCSs is
the fundamental basis of the so-called packet-based control
approach [24].

2.3. Limited Network Resources. The limitation of the net-
work resources in NCSs is primarily caused by the limited
bandwidth of the communication network, which results in
the following three situations in NCSs that are distinct from
conventional control systems.

2.3.1. Sampling Period, Network Loads, and System Perfor-
mance. NCSs are a special class of sampled data systems due
to the digital transmission of the data in communication
networks. However, in NCSs, the limited bandwidth of the
network produces a situation where, a smaller sampling
period may not result in a better system performance which
is normally true for sampled data systems [58].

This situation happens because, with a too small sampling
period, too much sensing data will be produced, thus over-
loading the network and causing congestion, whichwill result

System 1 System N

Plant Controller

Share network

Plant Controller· · ·

Figure 6: Multiple NCSs can share the communication network.

in more data packet dropouts and longer delays, and then
degrading the system performance.The relationship between
the sampling period, network loads, and system performance
in NCSs is illustrated in Figure 5. For example, when the
sampling period decreases from the value corresponding to
points “a” to “b,” the system performance is getting better
as in conventional sampled data systems since the network
congestion does not appear until point “b”; however, the
systemperformance is likely to deteriorate due to the network
congestion when the sampling period is getting even smaller
from the value corresponding to points “b” to “c.” Therefore,
the relationship shown in Figure 5 implies that there is a
trade-off between the period of sampling of the plant data
and the system performance in NCSs; that is, in NCSs, an
optimal sampling period exists which offers the best system
performance (point “b” in Figure 5).

2.3.2. Quantization. Due to the use of data networks with
limited bandwidth, signal quantization is inevitable in NCSs,
which has a significant impact on the system performance.
Quantization in the meantime is also a potential method
to reduce the bandwidth usage which enables it to be an
effective tool to avoid the network congestion in NCSs and
thus improve the system performance of NCSs. For more
information on the quantization effects in NCSs, the reader
is referred to [59–64] and the references therein.

2.3.3. Network Access Constraint and Scheduling. As shown
in Figure 3, an NCS may use only part of the payload and
share the data packet with other applications. In particular,
in Figure 6, the other applications can also be NCSs, meaning
that multiple NCSs share the same communication network.
In such a case, the limited bandwidth of the network means
that subsystems may not be able to access the network
resources at all times due to resource competition. A schedul-
ing algorithm is therefore needed to schedule the timeline
of when and how long a specific subsystem can occupy the
network resource. At the same time, under the satisfactory
control performance constraint, the less bandwidth an NCS
uses, the better it does to other applications.

3. The Research on Networked
Control Systems

In this section, we briefly survey the state-of-the-art research
on NCSs. This consists of two parts, categorized according
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to the methodologies used in these research; that is, the first
category is dominated by the use of the control theory, while
the second one adopts a codesign strategy by combining
control and communication together.

3.1. Control-Centred Research on NCSs. Since the renewed
interest in NCSs [1], the research on NCSs has been primarily
done within the control theory community [20].

From the control theory community, one is concerned
with the theoretical analysis of the control performance of
NCSs where the network in NCSs is modeled by prede-
termined parameters to the control system. In this type of
research, the communication characteristics of NCSs, for
example, the network-induced delay, can be formulated and
incorporated into the system as some parameters, thereby
yielding a conventional control system for further analysis
and design.This type of research simplifies the modeling and
analysis of NCSs, enabling all existing control methods to be
readily applied to NCSs. Hence, such a research strategy has
been dominating the research field for a significant period
[20, 65].

Since the communication characteristics are assumed to
be given parameters, the design of NCSs then faces great
conservativeness.Most works can only focus on the extension
of existing control approaches to NCSs without full use of the
communication characteristics of NCSs. This then ignores
the possibility of optimizing the system performance by
making efficient use of the network characteristics [66–69].

The conventional control approaches and theories that
have been applied to NCSs are briefly surveyed as follows.

(i) Time Delay Systems. As far as the network-induced delay
is concerned, it is natural to model NCSs as a special class of
time delay systems. This research method covers a vast range
of research on NCSs; see, for example, [39, 41, 70–77] and the
survey in [4, 20, 78].

An interesting issue here is to determine the maximum
allowable delay bound (MADB) of NCSs, which is the upper
bound of the transfer interval that ensures the stability or
other performance objectives of NCSs [79]. The determina-
tion of MADB is important in theory and can also play a
guiding role for practical applications. One can refer to the
survey paper in [36] for more information on this issue.

(ii) Stochastic Control. As mentioned above, the commu-
nication constraints in NCSs are stochastic in nature, thus
enabling the application of conventional stochastic control
approaches to NCSs. An early study can be found in [29],
where the characteristics of the network-induced delay were
explicitly formulated and preliminary stochastic stability
criteria of NCSs were obtained; [35] extended the work
in [2] to a stochastic optimal control framework and gave
the stochastic optimal state feedback and output feedback
controllers, respectively; in [42], the sufficient and necessary
conditions of the stochastic stability of NCSs were obtained
based on the Markov jump system framework. For further
information, the reader is referred to the survey in [9].

(iii) Optimal Control. As a very successful idea both in theory
and practical applications, optimal control has also found
its position in NCSs. Undoubtedly, conventional optimal
control approaches can be used in the networked control
environment to design the controller for NCSs; see, for
example, [48, 50, 51, 80–82]; and, as a special class of
optimal control approaches, model predictive control (MPC
or receding horizon control (RHC)) seems to be more
suitable for the networked control environment and “a major
extension required to apply model predictive control in
networked environments would be the distributed solution
of the underlying optimization problem” [27]. Examples of
the application of MPC to NCSs can be seen, for example, in
[23, 44, 83–86].

(iv) Switched System Theory. Another important tool in the
study on NCSs is switched system theory, which is typically
used by modelling different network conditions in NCSs as
different system modes. This approach can readily deal with
network-induced delay as well as data packet dropout in
NCSs, and the limitation of the approach is caused mainly
by how well we understand the properties of the changes of
the network conditions, which is generally difficult. For the
research in this area, the reader is referred to [72, 75, 87–93]
and the references therein.

3.2. Codesign for NCSs. As has been pointed out earlier,
it is the communication network which replaces the direct
connections among the control components in conventional
control systems that makes NCSs distinct. Therefore, the
so-called codesign approach to NCSs, an approach that
integrates both control and communication, has been an
emerging trend in recent years. The communication con-
straints are no longer assumed as predetermined parameters
but act as designable factors, and by the efficient use of these
factors a better performance can be expected [23, 26, 67, 68,
85, 94–97]. We give two examples of the codesign approach
to NCSs.

(i) Packet-Based Control Approach. As discussed in
Section 2.2, the packet-based transmission is one of the
most distinct characteristics of NCSs. This characteristic can
be used to derive a codesign control structure for NCSs,
called the packet-based control framework, as done in
[23, 24, 98–100]. The packet-based control approach has
its origin in [44, 97], where, with the use of generalized
predictive control method, the packet-based structure of the
data transmission was efficiently used to actively compensate
for the communication constraints in NCSs.

(ii) Control and Scheduling Codesign. InNCSs, a situationmay
occur where multiple control components share a network
with limited bandwidth. In such a situation, network resource
scheduling among the control components is necessary;
see Section 2.3.3. As far as the scheduling algorithms are
concerned, [1] proposed a dynamic scheduling algorithm
called “try-once-discard” (TOD) which allocates the network
resources in a way that the node with the greatest error in
the last reported period has access to the network resource.
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Reference [101] proposed a Lyapunov uniformly globally
asymptotically stable (UGAS) protocol based on TOD, which
is further improved in [102]. In [103], the authors used the
technique of “communication sequence” (see also [104]) to
deal with the network access constraint for such a system con-
figuration and modeled the subsystems as switched systems
with two modes “open loop” and “closed loop” which switch
according to whether the current subsystem has access to the
medium or not. In [105], the authors considered a special case
of the configuration shown in Figure 6 where the channel
from controller to actuator is linked directly, and the rate
monotonic scheduling algorithm is applied to schedule the
transmissions of the sensing data of the subsystems.

4. Conclusions

Despite all the achievements that have been made for net-
worked control systems in the past decades, more efforts are
still needed in the future. Most of these ongoing researches
adopt the codesign methodology, and the collaborations
between the control and communication as well as compu-
tation communities are desirable.

These collaborations will then reveal the values of net-
worked control systems in broader perspectives, by looking
into its close relationship with other systems such as the
Internet of Things, cyber-physical systems, and multiagent
systems. All these together then bring us the promising future
of the networked intelligent automation.
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Within the challenging environment of intelligent transportation systems (ITS), networked control systems such as platooning
guidance of autonomous vehicles require innovativemechanisms to provide real-time communications. Although several proposals
are currently under discussion, the design of a rapid, efficient, flexible, and reliable medium access control mechanism whichmeets
the specific constraints of such real-time communications applications remains unsolved in this highly dynamic environment.
However, cognitive radio (CR) combines the capacity to sense the radio spectrum with the flexibility to adapt to transmission
parameters in order to maximize system performance and has thus become an effective approach for the design of dynamic
spectrum access (DSA) mechanisms. This paper presents the enhanced noncooperative cognitive division multiple access
(ENCCMA) proposal combining time division multiple access (TDMA) and frequency division multiple access (FDMA) schemes
with CR techniques to obtain a mechanism fulfilling the requirements of real-time communications. The analysis presented here
considers the IEEE WAVE and 802.11p as reference standards; however, the proposed medium access control (MAC) mechanism
can be adapted to operate on the physical layer of different standards.Themechanism also offers the advantage of avoiding signaling,
thus enhancing system autonomy as well as behavior in adverse scenarios.

1. Introduction

The scientific community has shown an increasing interest
in intelligent transportation systems (ITS) over the last few
years. Early attempts to apply information technologies to
road transport systems yielded various approaches, such
as digital short range communications (DSRC) [1] in the
USA. Later, with the goal of establishing a universal frame-
work, several international bodies launched their proposals
to support future intelligent transport system applications
[2]. These agencies include an industrial consortium, the
car to car communication consortium (C2C-CC) [3], the
international organization for standardization (ISO), which
has developed the communications access for land mobiles
(CALM) initiative, the CVIS (cooperative vehicle infras-
tructure systems) project [4, 5], and the IEEE, which has
developed the wireless access for the vehicular environment
(WAVE) protocol suite [6] and the 802.11p specification [7],

which is considered the most acceptable proposal of all these
frameworks.

More recently, several technology companies, research
centers, and leading vehicle manufacturers have been devel-
oping a number of alternatives in order to offer vehicles with
different automatic driving levels [8–10]. Several research
bodies and technology companies have demonstrated their
proposals, including VisLab [11], IAI-CSIC, which has devel-
oped the AUTOPIA project [12], Google [13], and Bosch [14].
Consequently, ITS are considered a very important source
of innovative ideas, projects, and applications, for example,
those related to platooning guidance [15, 16] or others related
to more typical situations in ITS [17, 18].

One of the most interesting challenges in regard to these
systems is to develop a universal wireless communication
system which provides the communication capacity required
by the vast majority of possible applications envisaged for
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this field. Such is the aim of the IEEE standard known as
WAVE [6], which includes the 802.11p specification [7], a
new member of the extensive IEEE 802.11 family. The design
of this new specification is based on the great advantages
of the other protocols in the 802.11 family but also includes
particular modifications to improve its adaptation to vehicle
surroundings [6, 7].

The IEEE 802.11p medium access control protocol incor-
porates the carrier sensing multiple access/collision avoid-
ance (CSMA/CA) mechanism contained in the b and g
specifications widely used to gain access to networks and the
Internet. In order to improve system performance, enhanced
distributed channel access (EDCA), an update in the IEEE
802.11a specification, has been included to provide quality
of service [19]. However, not all ITS applications have the
same communication requirements. Furthermore, some traf-
fic safety applications require real-time communication with
high reliability, meaning that packets must be successfully
delivered before a certain deadline [20–23]. To meet a real-
time deadline, timely and predictable access to the channel
is paramount; however, the medium access method used in
IEEE 802.11p does not guarantee channel access before a finite
deadline [21–23].

Several techniques within the cognitive radio (CR)
paradigm [24–26] have recently been developed related to
spectrum exploration [27–29] and dynamic spectrum access
[30–32]. These techniques can be applied to the design
of medium access control mechanisms in the quest for
solutions offering a better performance than the conventional
proposals.

This paper outlines the enhanced noncooperative cogni-
tive multiple access (ENCCMA) proposal, which has evolved
from the noncooperative cognitive time division multiple
access (NCC-TDMA) proposal [20, 33]. Dynamic spectrum
access (DSA) and spectrum exploration techniques are used
in order to expand the mechanism’s capacities and improve
its performance by applying a combination of both time
division multiple access (TDMA) and frequency division
multiple access (FDMA) schemes. The rest of the paper is
organized as follows. Section 2 gives a detailed description of
the problem. Section 3 presents an analysis of recent papers
on cognitive radio. Section 4 provides a description of the
model of the system analyzed. The ENCCMA proposal is
described in detail in Section 5, while the simulation results
and conclusions are given in Sections 6 and 7, respectively.

2. Real-Time Communication in ITS

The physical layer and MAC sublayer of the WAVE stan-
dard developed by the IEEE to meet ITS requirements are
described in the IEEE 802.11p specification [7].

Various attempts have been made in the design of the
WAVE medium access control sublayer to simplify the
connection and information exchange operations in local
area wireless networks and to provide effective use of ad
hoc communication among vehicles [6]. Consequently, a new
communication mode, the WAVE mode, has been included
in the specification.Thismode does not require prior network
authentication and connection, which therefore reduces the

time and signaling required for a node to send information
to network members.

However, as with the rest of the IEEE 802.11 family,
the IEEE 802.11p uses CSMA/CA as a medium access
control (MAC) mechanism. In addition, IEEE 802.11p also
includes enhanced distributed channel access (EDCA) in
order to improve the performance of this mechanism in
ITS scenarios [19]. This mechanism was already included in
the IEEE 802.11e amendment to improve quality of service
by classifying traffic according to four different priorities.
Therefore, the resultingmedium access control mechanism is
contention-based, rather than deterministic, since it cannot
guarantee medium access within a bounded time [21], and
thus the improvement provided by EDCA does not ensure
deterministic access delay. EDCA performance depends on
the level of priority assigned to messages exchanged within
the system [19, 34], and the existence of a large number of high
priority messages will reduce effectiveness. Because of this
nondeterministic nature of the IEEE 802.11p, it is not suitable
for traffic safety applications where low-delay, reliable, real-
time communication is required.

There are several published solutions that attempt to
improve the properties of the IEEE 802.11p medium access
controlmechanism and satisfy the specific functions required
by ITS applications. These are classified as contention-based
and schedule-based protocols [35]. Schedule-based dynamic
schemes are suitable for networks in which the topology
or members are variable. In these cases, access schedules
are continuously calculated to reflect network changes. Self-
organized dynamic access is more suited to the special
characteristics of vehicular environments [20]. In this case,
allocation becomes the responsibility of the system users
themselves. Consequently, the medium access control mech-
anism can contend with high levels of user mobility and
inherent network topology variations in ITS.

Another possible classification for MAC mechanisms
in the field of ITS can be made between proposals for a
final specific application in the system versus fully generic
solutions whose operation is not restricted to a certain type
of application. There are several proposals for application-
based MACs, such as position-based MACs which leverage
the need to disseminate the current position, speed, and
direction of vehicles in the context of ITS.The self-organizing
time divisionmultiple access (STDMA)mechanism [21] is an
illustrative example of this type of proposal, which requires
the transmission of protocol signaling in order to allow users
to generate access planning.

This paper presents a generic, self-organized, and sched-
uled medium access control mechanism. This proposal
provides the deterministic features required by real-time
communications in the ITS field. Moreover, it can be adapted
to any application and act as a single MAC or as a comple-
mentary MAC for the solution.

3. Cognitive Radio

This section describes how cognitive radio has become an
important source of new techniques frequently used to design
medium access control mechanisms. Several proposals in
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this field have recently leveraged both spectrum sensing and
dynamic spectrum access, including the present ENCCMA
proposal.

3.1. Cognitive Radio Properties. Cognitive radio [24–26] is an
intelligent wireless communication system that is aware of its
environment and uses understanding-by-building method-
ology to learn from the environment and adapt to statistical
variations in the input stimuli by effecting the corresponding
changes in determined real-timeparameters.The twofold aim
of CR, to obtain a highly reliable and efficient communication
system, constitutes a perfect match with ITS requirements.

The core of the cognitive network is the cognitive cycle
[36], which consists of six processes: observe, orient, plan,
decide, act, and learn. A cognitive network achieves network-
level cognition by integrating the cognitive cycle across
layers in the protocol stack and through the network nodes.
Such cognitive nodes require an architecture that supports
observation of the state of the network, collective reasoning
to achieve end-to-end network goals, learning from past
actions, and reconfiguration of cognitive nodes based on
collective decisions.

One of the main ideas that CR exploits is observation of
spectrum use in order to take advantage of free spectrum
zones (spectrum holes) at any given moment. Searching for
these holes and using them constitute one of the main objec-
tives of CR [37]. Consequently, CR systems have receptors
observing themedium (spectrum sensing) [27] and detecting
occupancy by any kind of signal.

The result of this spectrum occupancy observation leads
to one of the greatest challenges of CR-based systems:
the design of dynamic spectrum access techniques. These
techniques are designed according to the level of cooperation
among users and range from noncooperative distributed
schemes to completely centralized ones.

3.2. Spectrum Sensing and Dynamic Spectrum Sensing. In a
previous paper presenting theNCC-TDMAproposal [20, 33],
the concepts ofCRwere applied in terms of spectrum sensing,
learning, and system adaptability to the radio environment.

Observation of medium occupancy is one of the most
important capabilities of CR, as this enables detection of
underutilized spectrum holes which can therefore be used
for transmissions by secondary users. This feature of CR
is associated with spectrum sensing and DSA techniques,
with the latter being defined as a method to adapt to the
use of spectrum resources to the present situation and user
requirements [30]. Both of them now constitute one of the
main pillars in the design of medium access mechanisms, as
can be seen in [27, 31].

One example of a medium access control mechanism
using these techniques is cognitive MAC for VANET (CMV)
[38]. In this paper, the spectrum sensing techniques described
in [28] are applied over the channel distribution described in
the WAVE standard.

3.3. Multichannel in WAVE. Following the guidelines
established in DSRC [1], the WAVE standard includes a

multichannel operation based on seven different channels:
six of them are called service channels (SCH) [34, 39], while
the seventh is the control channel (CCH) [6]. Although
the EDCA strategy is applied to each of these channels,
the control one is responsible for critical messages, or, in
terms of ITS, real-time communications. Moreover, the
possibility is provided of using a higher transmission power
for the control channel in order to improve the likelihood
of successfully carrying out a transmission on that channel.
In summary, the capacity of WAVE to support real-time
communications can be measured by the operation of the
protocol on the control channel.

3.4. Learning and Adaptability. The NCC-TDMA proposal
leverages the concept of learning and adaptability through the
estimation allocation vector (EAV).This tool enables each user
to associate each transmission slot to a value of the estimated
probability of finding that slot free for transmission. The
values of this vector are updated in accordance with the result
of the previous transmission attempt using the algorithm
described in [20]. This same idea is applied in the CMV
mechanism [38]. Unlike the generic approach employed in
NCC-TDMA,CMVspecifically executes themechanismover
the WAVE channel scheme using a tool named spectrum
status table (SST), which stores the status of the spectrum
sensed near the device. By storing this information, each user
can adapt to any environment condition, at least to those
registered in the SST in the case of CMV [38] or in the EAV
in the case of NCC-TDMA.

The advantages of this mechanism are taken to a higher
level in the proposal described in the present paper. The
ENCCMA exploits this functionality and enhances it in two
ways:

(i) by maintaining a generic approach that is not
restricted to the division of channels included in
WAVE but is rather applied to a division of both fre-
quency channels and time slots using a combination
of TDMA and FDMA and the estimation allocation
vector (EAV) thus becomes the estimation allocation
matrix (EAM);

(ii) by improving the accuracy of the information stored
for each user through the inclusion of a secondary
updatingmechanism that decreases the time required
for the information stored in the EAM to accurately
reflect spectrum occupancy conditions at any given
time.

The next section describes the model of the system
designed, analyzed, and simulated in order to develop the
ENCCMA proposal described in detail in Section 5.

4. System Model

The starting point for an analysis of the ENCCMAproposal is
platooning guidance of autonomous vehicles. In this collabo-
rative transport scenario, vehicles are grouped into convoys,
and each convoy is headed by a leader vehiclewhich transmits
the route information to the rest of the convoy members
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(followers). Control of each follower requires knowledge of
the motion state of the preceding unit, and the dissemi-
nation of this information is critical because loss of these
messages could jeopardize the stability of the convoy chain
[15]. In addition, other maneuvers can produce variations
in spectrum occupancy, such as vehicles joining or leaving
the convoy. In summary, it is a system in which users must
convey critical information within a specified maximum
deadline and the system itself must cope with a variable
number of users as well as different interfering signals due to
the existence of other convoys or other services sharing the
medium.

4.1. Scenario. To simplify the experiments, the special con-
ditions of start, stop, line change, and the generation of
reference paths for the convoy on a realmap are not discussed
here. Thus, the convoy can be considered as a group of freely
flowing vehicles on an unbounded map. It is assumed that
the vehicles are traveling in convoy and can separate from
it (leaving the communication system) in the same way that
other vehicles can join it as new users.

Trajectory control and tracking tasks require cooperation
among users. However, from the point of view of the
communication system andCR, the system is not cooperative
because the messages exchanged among users only contain
application information which is not related to management
of the medium access control mechanism. There is no
need for signaling among users as the vehicles never send
information about the transmission region they are using.
This feature renders users completely autonomous from the
communication point of view.

4.2. Channel. According to the definition of WAVE, the
shared medium should be divided in accordance with the
channel scheme included in the specification [6]. As a result,
only the seven specified channels may be applied, ignoring
the specific use defined in the standard for each channel.
It should be noted that, for the simulation experiments
conducted, the shared medium was divided into channels
in a generic way in order to avoid the temporary restriction
imposed by the WAVE specification. The main requirement
of real-time applications in ITS is that the exchange of
messages must be made within a critical time limit 𝑇

𝑐
. The

shared medium is divided according to this limit in order to
conform to the TDMA-FDMA frame. Both time slot duration
and channel frequency range are determined by the needs of
the application.

In addition, the following is assumed.

(a) During each transmission, it is possible to transmit
all the information needed by each user to fulfill the
system requirements.

(b) Once the medium has been accessed, there are no
external interferences in the communication process.

4.3. Communication. To perform the envisaged functions of
the newproposal, it is assumed that all users rely on a commu-
nication system capable of observing the medium (spectrum

sensing) in the same way as the systems described in [27–
29], which is equipped with an auxiliary device providing
time synchronization [27]. Given both these capabilities,
the end users will be able to manage their communications
themselves in a decentralized and autonomous way without
the need to receive information from any other user in the
system (signaling).

4.4. Key Aspects. In summary, the following aspects charac-
terize the model of the communication system under study.

(i) The shared medium is exploited using a combination
of TDMA and FDMA schemes. The main frame lasts
𝑇
𝑐
and is divided into 𝑟 time slots. Each time slot is

also divided into 𝑓 frequency channels.
(ii) Thus, a total number of 𝑟𝑓 transmission regions are

established for the system users in amultiframe.
(iii) Each participant must transmit his data within the

time limit 𝑇
𝑐
. Thus, it is necessary and sufficient to

access the medium in one transmission region.
(iv) Once a participant has accessed the medium during

the period of transmission in the selected region, it
will be considered that the transmission has been
carried out correctly.

(v) Vehicles are equipped with a spectrum sensing com-
munication system which provides each user with
spectrum occupancy knowledge.

(vi) Vehicles are equipped with time devices to provide
multiframe synchronization.

(vii) For the medium access control mechanism, there is
no cooperation among users. They neither exchange
signaling nor have explicit knowledge of transmission
regions used by the remaining users.

5. The ENCCMA Proposal

The enhanced noncooperative cognitive medium access
(ENCCMA) proposal represents a development of the NCC-
TDMA mechanism which improves the latter’s efficiency
by guaranteeing a bounded medium access delay to ITS
applications which require real-time communications.

The original proposal consisted of a TDMA-based
medium access control mechanism. Each user stored infor-
mation about the occupancy estimation of each slot by
applying CR techniques. This information was then used to
select the best slot to perform the information transmission
required by the application. Subsequently, that information
was updated depending on the result of each of these trans-
missions by applying a bonuses-and-penalties algorithm.
This was a nondeterministic mechanism that enabled each
user to learn and adapt to rapid changes in VANET environ-
ments.

TheENCCMAmechanismhas been designed in response
to the need for an improvement in the application ofDSA and
CR techniques to enhance the performance of the original
proposal.
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5.1. Increasing System Capacity. As with other existing alter-
natives [38], including WAVE itself [6], the ENCCMA pro-
posal incorporates a multichannel operation. Following the
principle of neutrality and generality of the mechanism, it
is not applied in a fixed frequency division scheme. Rather,
the mechanism has been designed bearing in mind that
the availability of spectrum and channels can be freely set.
Therefore, the shared medium is not only divided into time
slots, as in the NCC-TDMA, but an FDMA scheme is also
implemented in each time slot.Thus, the medium is operated
using a combination of TDMAandFDMAschemes, resulting
in transmission regions defined by time slots and frequency
channels which notably increase the maximum number of
users that can interact in a given application. The granularity
of these divisions is not restricted by the mechanism but
rather the requirements of the application determine the
medium division scheme.

The tool used by the NCC-TDMA mechanism to store
the estimated spectrum occupancy information was a vector
whose elements represented the estimated occupancy infor-
mation for each user and time slot. In the ENCCMAproposal
and with the emergence of multichannel operations, this
vector has evolved into a matrix, the estimation allocation
matrix (EAM), in which each user can store his information
about the estimated occupancy of each transmission region.
As with the NCC-TDMA, it is necessary to organize the
access to the multiframe transmission regions according to
the possibility of finding these regions occupied by other
system users. Consequently, the use of transmission schemes
operates as shown in the example illustrated in Figure 3.
It should be noted that this operation is performed while
maintaining the constraint of avoiding signal transmission,
rendering each user completely autonomous in the system.

5.2. Improving Spectrum Sensing. The ENCCMA strategy
provides a substantial improvement in spectrum scan capa-
bilities compared to the original NCC-TDMA proposal.
The estimated occupancy information stored in the EAM
changes as a result of accessing the medium to perform
the transmission required by the application. In addition,
it also changes by means of a complementary exploration
mechanism, the aim of which is to increase the accuracy
of the stored information within the shortest possible time.
Therefore, users can select the best transmission region in
each iteration. However, this additional exploration is not
free in terms of the efficiency pursued by CR. Therefore, the
ENCCMA strategy establishes a cost function in order to
determine the optimal number of regions to be explored in
each iteration.This cost function can be adapted to the needs
of each application or system by modifying the parameters
shown in Table 1.

5.3. Performance Index. A performance index has been
designedwith the aim of increasing the adaptability, learning,
and efficiency of the system. It describes the exploration cost
in the system and it allows the algorithm to determine the
optimum number of regions to inspect in each iteration.

Table 1: Parameters used to obtain the cost function curve of
Figure 1.

Parameter Value
Total number of available transmission regions 100
Number of previous iterations (𝑁 value in (5)) 20
Number of regions explored in previous iterations 50
Unit cost of scan From 0.5 to 2
𝑠 10
𝛼 0.9
𝑑
𝑠
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Figure 1: Cost function: cost of exploration versus regions to ex-
plore.

To take into account all the elements of the system, in the
design process the following considerations have been made.

(1) Resources Consumption versus Spectrum Occupancy
Knowledge. Two main terms determine the algorithm
decision: the cost of exploring the regions and the current
knowledge of the spectrum occupancy. It is necessary to
maintain a compromise solution between the algorithm
performance (always exploring everything in the ideal case)
and the minimum consumption situation (not to explore any
extra region).

The parameter 𝑊 was included to balance the relative
importance of each term in the performance index evalua-
tion:

𝐶 = 𝑊 ⋅ 𝐸 + (1 −𝑊) ⋅ 𝑅, (1)

where:

(i) 𝐶 is cost function or performance index,
(ii) 𝑊 is weight parameter, aimed to balance the impor-

tance of the twomain terms in the performance index;
𝑊 ∈ (0, 1),

(iii) 𝐸 is parameter related to the current spectrum occu-
pancy knowledge, and

(iv) 𝑅 is parameter related to the cost of exploration.

(2) Parameter Related to the Cost of Exploration. The defini-
tion of the term 𝑅 implies, on one hand, a relation between
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Figure 3: Application of TDMA-FDMA multiframe and transmission schemes in ENCCMA to an example of two followers and a leader
formation. Three time slots and four frequency channels are available for the MAC mechanism.

the number of regions to explore in the iteration and the
total number of regions and, on the other hand, the cost of
exploration of a single region which is a term defined by the
hardware characteristic of the system.The number of regions
to explore is the value that the algorithm has to determine by
minimizing the cost function. Therefore,

𝑅 =

𝑋

𝑇

𝑅
𝑐
, (2)

where
(i) 𝑋 is number of regions to explore,

(ii) 𝑇 is total number of regions, and
(iii) 𝑅

𝑐
is exploration cost of a single region.

(3) Parameter Related to the Spectrum Occupancy Knowledge.
The parameter 𝐸 is defined from a curve obtained from
a set of configuration parameters and a variable related
to the knowledge of the historical spectrum occupancy. If
the information about spectrum occupancy is recent, the
number of regions to explore can be reduced. However, if the
information was obtained many iterations ago, the number
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of explorations must be increased. The configuration param-
eters 𝑠 and 𝑑 are considered for allowing the adaptation of
the performance index to different scenarios. The parameter
𝑠 is simply a slope modifier that can be used to soften the
curve variation near the minimum. On the other hand, the
parameter 𝑑 contains the information about the exploration
in previous iterations. Other variables have been included in
the definition of 𝐸 in order to constrain its value in the range
(0, 1). The resulting expression for 𝐸 is

𝐸 = 1 − (

1

𝜋

𝑎 tan(𝑑 − 𝑇 + 2𝑋
2𝑠

) + 𝑎 tan(𝑇 − 𝑑
2𝑠

)) , (3)

where 𝑠 ∈ (1, 30) and 𝑑 includes the information about the
exploration history.

The term 𝑑 represents a measure of the previous knowl-
edge about the spectrum occupancy. It depends on the total
number of regions 𝑇, a configuration parameter 𝑑

𝑠
, and the

factor ℎ which contains the information about the previous
iterations:

𝑑 = 𝑑
𝑠
𝑇ℎ. (4)

The factor ℎ is evaluated as a sum of𝑁 values that repre-
sent the number of explorations𝑋

𝑛
performed at iteration 𝑛,

normalized by the total number of regions 𝑇, and weighted
by an exponential function with an adjusting parameter 𝛼
(𝛼 ∈ (0, 1)), as shown in the following equation:

ℎ =

𝑛=𝑁

∑

𝑛=1

𝑋
𝑛

𝑇

𝑒
𝛼(𝑛−𝑁)

. (5)

According to this definition, the number of regions
explored in a recent iteration will be more relevant for ℎ
than the number of regions explored in a previous iteration.
Therefore, a higher value of ℎ will determine a lower value
of the number of regions to explore. In the same way, the
higher the value of the parameter 𝛼 is, the lower the value
of ℎ is. It means that if in the previous iterations there were
not a large number of explorations, in the current iteration
the vehicle needs to perform a lot of them to reach a certain
level of spectrum occupancy knowledge.

Theperformance index𝐶 is completely defined by expres-
sions (1) to (5). The algorithm determines the number 𝑋
of regions to explore in each iteration by obtaining the
minimum 𝐶 value.

In Table 1, the values of parameters used to obtain the cost
function plotted in Figure 1 are shown. The same values are
used in the simulations performed in Section 6.

As the parameter 𝑑 is related to the exploration history
and depends on the number of regions explored in each
iteration, the resultant performance index is time dependent
and therefore the algorithm has to find the minimum value
of the curve in each iteration.

5.4. The ENCCMA Algorithm. The ENCCMA algorithm
manages the actions of each user in each iteration. Basically,
it determines the transmission region and the exploration
regions (number and identification). It also updates the

EAM with the information obtained from the explorations.
The following actions can be performed by each user when
accessing the medium: transmit, listen, and explore and listen.
The transmit action is performed in the transmission region
determined by the algorithm for that purpose. The listen
action is performed in order to receive the information
transmitted by the other system users. Besides receiving
information provided by other users, the explore and listen
action senses the medium in the regions identified by the
algorithm for this purpose without interfering with any other
potential users transmitting in the same regions. Figure 2
presents a flowchart of the ENCCMA algorithm.

5.5. Transmission Schemes. According to the ENCCMA
transmissionmechanism, each transmission region is divided
into three time intervals and each user makes use of them
in a different way. If the selected region is the same as the
one in the previous iteration, the listen + transmission scheme
is applied. First, the user transmits the required information
and listens during the third interval of the region to check
for the presence of any interference. If the selected region
is different from the one selected in the previous iteration,
the user senses the medium to check the availability of
this region. If it is free, the user transmits its information;
otherwise, the user has to reexecute the algorithm to check
another region.

An example of the application of different transmission
schemes can be seen in Figure 3, where a convoy of three
units exchanges motion information to guarantee the stable
movement of the formation. The medium access control
mechanism considers three time slots and four frequency
channels.

5.6. Estimation Allocation Matrix Update. The EAM is the
tool that enables each user to determine the present status of
the medium. In the ENCCMA, the EAM is rapidly updated
via the auxiliary scanning process. Before transmission, each
element of the matrix represents an estimate of finding
the associated transmission region unoccupied. Each scan
of the available transmission regions provides occupancy
information which is used by the algorithm to apply bonuses
if the region is found to be free or penalties if it is found
to be busy. Thus, a penalty is applied to a matrix element
associated with an occupied region, in order to lower its
possibilities of being selected as a transmission region by
the algorithm. In contrast, a bonus is applied to a matrix
element associated with a region found to be unoccupied in
each iteration, facilitating its selection as transmission region
for the user in future iterations. A detailed definition of the
bonuses and penalties used for the EAMupdate can be found
in [20, 33]. A user who has successfully transmitted, after
applying bonuses, remains in the listen state until the next
frame; otherwise, a new iteration is triggered.

5.7. Summary of Main Features. Summing up, the main
aspects of the ENCCMA proposal are as follows.

(i) It represents a natural evolution of the NCC-TDMA
strategy described in [20].
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(ii) Improvements have been made in two main areas:

(a) leverage of multichannel capacity, increasing
the system’s capacity by using a combination of
TDMA and FDMA schemes;

(b) leverage of new CR techniques in the field of
spectrum sensing [27] and dynamic spectrum
access [30]. Consequently, this new proposal
senses medium status (spectrum occupancy)
and reflects potential environment variations in
VANET scenarios more rapidly. It allows each
user to select the best region to transmit in each
iteration.

(iii) These original restrictions have also been considered.

(a) The resultant MAC must meet the real-time
communications requirements of VANET sce-
narios.

(b) The use of signaling must be avoided in order
to maintain the complete autonomy of each
system user. Each user must be able to per-
form any application function by transmitting
the required information without the need to
receive any signaling information from any
other user or central station.

(iv) A generic approach has been employed in the design
of the ENCCMA.

(a) The protocol can be used as the main medium
access control mechanism or as a complemen-
tary one.

(b) The new multichannel capacity can be freely
adapted to any spectrum division scheme,
including the IEEE 802.11p multichannel
scheme or any other multichannel configura-
tions.

(v) Various aspects of the cost function defined for the
complementary exploration function can be config-
ured:

(a) depending on the cost of a single operation of
spectrum sensing in terms of energy efficiency;

(b) the balance between historical exploration val-
ues and immediate ones.

6. Results

To evaluate the performance of the ENCCMA, a specific tool
called SIMITS was implemented using NET C# (available
in [40]). This tool starts from a scenario that matches the
characteristics described in Section 4 and allows the user
to select the following main aspects: number of users, time
as well as frequency divisions, and medium access control
mechanisms, including Slotted-Aloha [41], RR-ALOHA [42],
and the ENCCMA proposal presented here. Slotted-Aloha is
one of themost widely studied protocols in the literature.This

generic MAC mechanism is not oriented to the application
and does not use signaling. RR-ALOHA is based on Slotted-
Aloha but includes a signaling mechanism to render the
mechanism self-scheduled.

Section 3 made a reference to the cognitive MAC for
VANET (CMV). However, the SIMITS tool does not include
this alternative among its available protocols because it is
a specific mechanism for the spectrum division given in
IEEE 802.11p. This means that it is not possible to perform
a simulation using CMV over a generic medium scheme
without modifying its performance. It should be noted that
both Slotted-Aloha and RR-ALOHA are proposals which
start from a TDMA scheme. However, SIMITS is capable of
simulating environments with combined TDMA and FDMA
schemes for these access mechanisms without taking into
account the considerations of a real implementation of these
protocols over any kind of combined TDMA and FDMA
schemes. This is also the reason why all the selected mecha-
nisms are generic and not application oriented. This means
that every MAC selectable by the simulator can operate
over any kind of access (TDMA, FDMA, or combinations of
TDMA and FDMA). In the case of the previously described
protocol (CMV), this is not possible because its nature is
strictly associated with theWAVE spectrum division scheme.

In addition, this tool is capable of simulating channel
occupancy bymeans of interfering signals.Therefore, scenar-
ios with very dense spectrum occupancy have been tested,
revealing some interesting conclusions about mechanism
performance in such types of situation, as can be seen in
Section 6.2.

6.1. Throughput Comparison in Nominal Scenario. The soft-
ware tool calculates the performance of the medium access
control mechanism in terms of throughput as follows:

simulated time = simulated time slots ⋅ time per slot

bytes sent = successful transmissions ⋅message size

bytes sent per user =
bytes sent

number of users

total throughput =
bytes sent ⋅ 8
simulated time

throughput per channel =
total throughput

number of frequency channels
,

(6)

where message size is calculated according to the encoding
for each modulation type [7], as shown in Table 2.

In the case of RR-ALOHA, it is necessary to take into
account the extra size of the message related to the signaling
required for the protocol [42]. Consequently, to calculate
the throughput when using RR-ALOHA, an extrasized user
message is added according to

rr aloha user data size = user data + 2 ∗ number of users.
(7)
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Table 2: Coding rates used for each modulation in IEEE 802.11p.

Modulation Coding rate Transfer rate
BPSK 1/2 3Mbps
BPSK 3/4 4.5Mbps
QPSK 1/2 6Mbps
QPSK 3/4 9Mbps
16-QAM 1/2 12Mbps
16-QAM 3/4 18Mbps
64-QAM 2/3 24Mbps
64-QAM 3/4 27Mbps
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Figure 4: Throughput comparison of several MAC mechanisms in
an ideal small scenario.

Figure 4 shows the simulation results for a small scenario
in ideal conditions (no interferences), where all the mecha-
nisms tended to reach themaximum throughput per user and
per frequency channel. As can be seen, both the ENCCMA
and RR-ALOHA were capable of reaching an equilibrium
situation and avoiding the occurrence of collisions. However,
this was not the case of Slotted-Aloha, where collisions
occurred throughout the simulation experiment.

The results shown in Figure 5 were obtained using the
same conditions as in the previous experiment but with
a shared medium divided into a combined TDMA and
FDMA scheme and modifying the protocol behavior of S-
Aloha and RR-ALOHA to allow frequency channels. It can
be seen that the performance of the tested mechanisms
was quite similar to that obtained with the basic scenario,
which only considered time division. As expected, Slotted-
ALOHA offered a lower throughput since vehicles using this
mechanism collided when trying to communicate.

6.2. Throughput Comparison in a High Interference Sce-
nario. Simulation results were also obtained for the scenario
described in the previous section but considering the exis-
tence of multiple interfering signals so that the remaining
available transmission regions were equal to the number of
users. Each vehicle had to use one of these remaining free
regions to transmit without interfering with other vehicles
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Figure 5: Throughput comparison of several MAC mechanisms in
an ideal large scenario.
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Figure 6:Throughput comparison in high interference small scena-
rio.

or with the external signals purposely generated in the
experiment. This situation illustrates the capacity of the
mechanisms to adapt to changes in the environment and also
highlights the capabilities and performance of each evaluated
mechanism in similar situations of high interference scenar-
ios.

As can be seen in Figure 6, only the ENCCMA mecha-
nism was capable of recovering equilibrium in the system.
In the equilibrium situation, all the users were able to
carry out transmission of the information required by the
application. In the case of RR-ALOHA, the throughput curve
did not reach the downward trend of Slotted-Aloha, but
the mechanism was nevertheless still unable to return to
the equilibrium situation. For the platooning guidance of
autonomous vehicles, only the ENCCMA mechanism could
ensure convoy stability. Thus, in order to ensure convoy sta-
bility, the system parameters must be configured to maintain
the maximum communication time among vehicles lower
than the maximum time to reach equilibrium by the medium
access control mechanism. It should be noted that the case
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Figure 7: Throughput comparison in high interference large sce-
nario.

under study is a difficult communication scenario due to the
presence of multiple interfering signals, which requires the
mechanism to work at maximum capacity. In this situation,
themechanism can still reach the equilibrium, but the system
is brought to its capacity limit. The same conditions were
also applied to a more complex scenario with an increased
number of users over a combined TDMA-FDMA scheme,
and the simulation results are shown in Figure 7.

The Slotted-Alohamechanismvalues have obviously been
removed from Figure 7. The behavior of this mechanism was
worse than the other two alternatives analyzed, as can be seen
in the previous experiments. The RR-ALOHA mechanism
reached initial equilibrium faster, due to the benefits that this
protocol obtains from using signaling. In this initial stage, the
ENCCMA had not yet acquired any knowledge about spec-
trum occupancy, and thus it required more iterations than
RR-ALOHA to reach equilibrium. Given that the medium
was divided into 10 time slots and 6 frequency channels in
the test scenario, themultiframe system consisted of 60 trans-
mission regions, so that the ENCCMA mechanism reached
equilibrium in the second multiframe. Typical values for the
specific case of platooning guidance of autonomous vehicles
could be about 100ms. The interferences were introduced
into the system around the simulation of transmission region
number 180. At this point, both mechanisms had to begin
adapting to the shared medium changes in order to recover
an equilibrium situation, as required in ITS applications.

The RR-ALOHA mechanism was unable to achieve
equilibrium, as indicated by the indefinite increase in the
number of collisions. The throughput curve corresponding
to this mechanism continued to grow slightly since some
users managed to find a transmission region to transmit
without collision. However, other users tried to transmit in
busy regions, generating collisions and indicating that the
mechanism was not able to recover an equilibrium situation.

The ENCCMA mechanism recovered the equilibrium
situation following exploration of around 300 regions after
two multiframes. This would be around 200ms, considering
typical values in platooning guidance. Although the drop in
initial performance of the ENCCMA was more noticeable
than in the case of the RR-ALOHAmechanism, it was actually

able to recover the equilibrium situation in the worst case
scenario. This thus allowed the ITS application to meet the
special real-time communication requirements.

7. Conclusions

This paper describes an enhanced medium access mecha-
nism which has evolved from the proposal made by the
same authors described in [20, 33]. The aim of the current
proposal is to improve the capacity and efficiency of the
system by fulfilling real-time communication requirements
in environments such as VANET in ITS. In a scenario
involving platooning guidance of autonomous vehicles, the
loss of critical information endangers the global stability of
the convoy formation. This ITS application, in which it is
essential to meet real-time requirements, is a clear example
of the application of networked control systems to smart
transportation.

The ENCCMA proposal can be considered an alternative
mechanism for medium access control in VANET applica-
tions that require real-time communication. It provides full
autonomy to the vehicle in terms of communications as it
does not require signaling for operation. In addition, it can
be applied to a system as the sole medium access control
mechanism or as a complementary one (e.g., as a CSMA/CA
complement). Furthermore, it is completely generic and
therefore not application oriented. This means that it is not
necessary for an application requiring ITS communication
among vehicles to meet any special precondition in order
to use the mechanism, unlike the case of other proposals
such as the STDMA [21], which works better for position
dissemination applications. Moreover, it can operate multiple
schemes of shared medium division: TDMA, FDMA, or
combination of both. It is neither restricted to a particular
spectrum division in order to share access among users
(as is the case of CMV [38]). Lastly, it is based on the
principles of CR (learning and adaptability) and leverages
recently developed spectrum sensing andDSA techniques. As
a result, it is capable of adapting to rapid changes in medium
occupancy either by system users or by external interfering
signals.

The global result is a dynamic and autonomous mech-
anism that takes advantage of medium observation to
determine the best transmission region for use each time,
and which continuously learns and adapts to environment
changes. For guidance of autonomous vehicles in convoy,
medium access control is of vital relevance in split and
merge maneuvers. In these cases, the medium access control
mechanism must deal with new vehicles joining the convoy
while maintaining satisfactory transmission for member
vehicles. Lastly, although the present version of the mech-
anism requires time synchronization between system users,
a possible future area of research would be to incorporate
sufficient complexity into the mechanism to avoid this need.
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[12] E. Onieva, J. Alonso, J. Pérez, V. Milanés, and T. de Pedro,
“Autonomous car fuzzy control modeled by iterative genetic
algorithms,” in Proceedings of the IEEE International Conference
on Fuzzy Systems (FUZZ-IEEE ’09), pp. 1615–1620, Jeju Island,
Republic of Korea, August 2009.

[13] http://www.google.com/about/careers/lifeatgoogle/self-
driving-car-test-steve-mahan.html.

[14] J. Levinson, J. Askeland, J. Becker et al., “Towards fully
autonomous driving: systems and algorithms,” in Proceedings
of the IEEE Intelligent Vehicles Symposium (IV ’11), pp. 163–168,
June 2011.

[15] C. Santos, F. Espinosa, D. Pizarro, F. Valdés, E. Santiso, and I.
Dı́az, “Fuzzy decentralized control for guidance of a convoy

of robots in non-linear trajectories,” in Proceedings of the IEEE
International Conference on Emerging Technologies and Factory
Automation (ETFA ’10), pp. 1–8, Bilbao, Spain, September 2010.

[16] M. Gerla, E.-K. Lee, G. Pau, and U. Lee, “Internet of vehicles:
from intelligent grid to autonomous cars and vehicular clouds,”
in Proceedings of the IEEE World Forum on Internet of Things
(WF-IoT ’14), pp. 241–246, March 2014.

[17] M.-W. Li, T.-H. Wu, W.-Y. Lin, K.-C. Lan, C.-M. Chou, and C.-
H. Hsu, “On the feasibility of using 802.11p for communication
of electronic toll collection systems,” ISRN Communication and
Networking, vol. 2011, Article ID 723814, 11 pages, 2011.
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With the new, state-of-the-art printing devices and equipment, there has been rapid growth in the counterfeiting of banknotes.
Traditional security features on banknotes are easy targets for counterfeiters, and they can easily imitate the original banknotes with
fake ones. Conventional methods for validating currency require specialized devices for the authentication of banknotes. However,
cost and lack of mobility of sophisticated banknote validation devices are big problems for general consumers. Modern digital
solutions are attempting to complement the traditional security features through embedding radio frequency identification (RFID)
chips in the banknotes, for example, Euro currency. Unfortunately, the requirement of specialized RFID readers for banknote
validation impedes their widespread proliferation among consumers. To overcome this problem, a new method of banknote
validation using an RFID chip and an NFC-enabled smartphone is presented. The consumer sends a banknote validation request
to the Monetary Agency (MA) using her or his smartphone and an Internet connection. The MA replies by sending a random
challenge to the consumer’s smartphone. The RFID chip in the banknote receives the challenge, via the NFC, and calculates an
equivalent response to theMA’s challenge. If any of the messages are incorrect, authentication is denied. By the proposed method,
consumers can easily and instantly check the originality of currency notes with theMA using their smartphones and an Internet
connection.The proposed system is less expensive, computationally, than regular methods and preserves the privacy of people who
carry banknotes.

1. Introduction

Counterfeiting money has become an enormous problem
around the world. Traditional security features on banknotes,
for example, holograms, are easily prone to counterfeiting.
Existing techniques do not provide realistic solutions because
of complexity of the sophisticated devices that are used for
banknote validation. Recently, RFID chips have been used
on banknotes to complement the existing security features
printed on the banknotes. The new digital solutions embed
the banknote’s serial number in the attached RFID chips.
Robust solutions require appending cryptographic methods
to stop forgery and counterfeiting. RFID devices have been
experimentally assessed and tested as ameans for confronting
the problem of counterfeit currency notes.

RFID systems are comprised of RF tags and RF tag
readers. RFID tags are small, wireless microchips that are

used to spot their attached targets. RFID tags generally can
be classified into two categories; that is, (1) RFID tags with
a power source are delivered dynamically to a reader and
identified as “active tags” and (2) powerless devices, which are
prompted by a reader, are identified as “passive tags” [1–3].
The reader is a machine that identifies and retrieves the RFID
information from the card [4, 5].The reader challenges the tag
by generating a radio frequency wave, and the tag answers the
reader with an equivalent response [6]. The reader delivers
the tag’s answers to a final host (server). The server obtains
the tag’s record and recovers the tag’s complete information
from its response. Near-field communication (NFC) is an
emerging area of communication for connecting RFID tags;
hence NFC standards are based on existing RFID standards,
including ISO/IEC 14443. [7]. The NFC protocol establishes
a radio communication channel with NFC-enabled devices
by putting them in close proximity, normally no more than
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a few centimeters. With the improvement of computing
and digital printing technology, the counterfeit industry
recently has grown exponentially. An accepted counterfeiting
technique is digital printing using computer scanners and
high-resolution printers. Although banknotes already con-
tain security attributes, such as holograms, foil lines, special
threads, microprinting, special inks, and watermarks [6],
additional protection is required. The aim of this paper is to
offer a comprehensive solution against the use of counterfeit
banknotes using RFID chips embedded in currency notes.
The proposed technique will allow individuals to verify
banknotes using a portable token (e.g., their smartphones)
without going to a facility or making personal or direct
contactwith an agency. In the proposed system, the consumer
does not need to have specialized RFID readers; rather he or
she can use an NFC-enabled smartphone for this purpose.
The capability of using smartphones for detecting counterfeit
money will, in turn, lead to their widespread use for this pur-
pose by consumers. It will influence wide-ranging consumers
to validate their currency by their smartphones extensively
without the need for any complicated currency validation
tools. The proposed protocol provides a set of required
security features, and it guarantees low communication and
computational costs in terms of number of communications
required between the reader-tag and the mathematical oper-
ations, respectively. The analysis shows that the proposed
protocol achieved the required performance goal and the
security goal. The rest of the paper is organized as follows.
Section 2 discusses the related work, Section 3 illustrates
the security requirements, Section 4 proposes our currency
validation protocol, Section 5 analyzes the security attributes
and evaluates performance, and Section 6 presents our con-
clusions.

2. Related Work

Several research scientists have attempted to develop secure
communication protocols for detecting counterfeit money
using lightweight RFIDs. RFIDs facilitate non-line-of-sight
and very rapid examining of unique IDs. It allows practical
handling of unique identifiers in open-loop supply chains.
Generally, identifiers can be symbolized in barcodes or
holograms as well, but a line-of-sight communication would
be required, and they must be read one by one in a very
exhaustive process. RFID chips can obtain a single factory
programmed ID that is locked after writing, making it
unchangeable. The number of chips is limited and requires
trusted chip authorities who do not produce duplicate IDs.
They should be made in a random distribution instead of
used sequential numbers inside a certain number-space,
making it essentially impervious to unauthorized disclosures
of the legal ID. Preventing counterfeiting by tracking and
tracing possessions across the supply chain utilizes central
or connected databases by detecting any abnormal trace
patterns of RFID tags. There are two fundamental categories
of RFID authentication schemes, that is, the use of digital
signature-based protocols and challenge-response protocols.
However, in the challenge-response authentication, we could
have a mutual authentication with a symmetric scheme

as well as a one-sided authentication with an asymmetric
scheme. To prevent counterfeiting, the authenticity of the
service distributed is verified alongside the delivery chain and
possibly at the end-users as well. However, many checkpoints
are not online. Also, public key cryptography offers different
options between complexity on the tag and complexity in
the infrastructure. Therefore public key cryptography is an
attractive alternative to symmetric key systems, in particular
for open and offline systems. However, cryptographic tags
have cost and performance limitations due to their additional
hardware and the processing time required. The following
subsection illustrates some of the schemes that have been
presented and their weaknesses. Hash-based access control
(HAC), proposed byWeis et al. [5, 8], uses a one-way hashing
to latch the RFID tags. A latched tag uses a hash of a
random key to be its meta-ID. When latched, a tag reacts
to every inquiry by its fixed meta-ID. HAC is vulnerable to
location tracking attacks because the meta-ID is stationary at
any time when a tag is needed. Randomized access control
(RAC) stops this tracking vulnerability, but it is susceptible
to tag impersonation attacks since a captured tag’s answer
can be repeated. In addition, it does not grant backward
untraceability since the tag’s ID is stationary. Lane et al. dis-
closed a method and apparatus for authenticating currency
wherein the currency contains a foundation, such as paper,
and an implanted RFID transponder [9]. An implanted RFID
transponder or electronic watermark could include several
sequencing levels of electronic passwords, which could be
used to defend the host currency from any illegal alteration.
In addition, such smart RFID tagsmay, outstandingly, classify
an original certificate and its related information.The validat-
ing organization can use a public/private electronic product
code (EPC) database as a facility to authenticate documents
by the authenticating agency.The smart EPC could be used as
an anticounterfeit system to facilitate a third party’s request
in order to offer services, profits, or monetary payments to
validate documents and stop the counterfeiting of money.

Pareskevakos presented a system and method for cur-
rency authentication [10]. In Pareskevakos’s system, the
currency is authenticated by evaluating the classifying infor-
mation taken from the banknote itself, such as the note’s
correlated serial number, to identify information in a direc-
tory related to invalid currency, such as fake currency. If
the extorted classifying information matches information
on the directory, the note is considered original. Optical
character recognition could be used to extract the classifying
information.

Ohkubo et al. presented an inexpensive hash chain
method to revise the tag’s secret data and grant forward
security [11, 12]. It was intended to classify a communication
party while guaranteeing privacy. However, it is susceptible
to replay attacks [9], and, consequently, it allows an intruder
to masquerade as a tag without any knowledge of the hidden
information on the tag.

Henrici andMüller (HM) proposed a one-way hash func-
tion to countermeasure tag-tracing violations by enhancing
the privacy of the location.The tag answers a reader’s inquiry
with double hashes and renews its saved values after a legal
validation. This proposition still allows an amount of tag
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tracing because a tag replies with the identical answer before
its legitimate validation. In addition, forward security cannot
be guaranteed since an intruder can analyze prior sessions’ tag
identifiers from the tag’s present identifier with the random
number of the server.

In 2007, a mutual authentication protocol for RFID was
researched by Chien and Chen [13]. A challenge-response
technique was presented to stop replay attacks. The server
record contains images of previous and fresh tag keys to pre-
vent denial-of-service attacks.The authentication key and the
access-key are renewed cooperatively subsequent to a valid
authentication to give backward untraceability. However, the
system authorizes backward and forward traceability, since
an intruder who exposes a tag could recognize a tag’s earlier
exchanges from the prior communications and can examine
the tag’s upcoming dealings. Furthermore, an intruder can
impersonate an authorized server to a tag by obtaining the
tag’s private values.

Duc et al. demonstrated a synchronized connection
method for the RFID tag of the EPCGlobal-Class-1-Gen-2
[14]. It considers a pseudo-random number producer and a
CRC check. It is not able to counter replay attacks prior to
the subsequently valid authentication. Critically, a DoS attack
can get a server and a tag out of synchronization [15]. It
cannot present backward intractability if the fixed EPC and
the access-key PIN are disclosed [13].

Song and Mitchell presented a scheme by utilizing the
challenge-response approach to avoid tag impersonation
attacks and replay attacks [5]. It uses random challenge
values to give unpredictable tag responses. To circumvent
denial-of-service attacks in case of a lack of synchronization
in the shared private updating, the back-end server saves
the updated values with their earlier values for the next
validations. If the validation and authentication process is
successful, subsequently, the tag and the server will update
their common private values using swapped random num-
bers, thereby achieving untraceability. A main attribute of
the algorithm is that a random number produced by a tag
acts as a short-term private value for the tag. An alternative
attribute is that a tag only requires saving identification,
which is a cryptohash function of a bit-string allocated to
the tag. The scheme was intended to decrease the use of
complicated cryptographic functions and to replace them
with straightforward functions, such as bit-wise exclusive-
or and left and right shift registers to join data sequences.
Security threats to RFID protocols also are discussed in [5, 11,
16–18], and the use of RFID 𝜇-chips for detecting counterfeit
money is discussed in [18–25].

2.1. RFID 𝜇-Chip. Improvement of low-cost RFIDs was
initiated in 1998 as an authentication enclosure integrated
circuit to help avert the counterfeiting of currency [26].
Each 𝜇-chip IC has a 128-bit, exclusive identifier that is
configurationally part of the chip. The 𝜇-chips function at
an operating frequency of 2.45GHz.The normal time for the
exchange of messages to and from the reader and the 𝜇-chip
is about 20ms [15]. Maximum reading distance between the
reader and the tag is about 30 cm in the free space. With an

Table 1: Banknote data storage format in Juels and Pappu’s scheme.

RFID
Cell 𝛾 ispublicly readable and
keyed-writable

Cell 𝛿 is keyed-readable and
keyed-writable

𝐶 = Enc(𝑃𝐾
𝐿
, ∑ ‖𝑆, 𝑟) 𝑟

Optical
𝑆 ∑ = Sign(𝑆𝐾

𝐵
, 𝑆‖den)

area of 0.4mm2, 𝜇-chips can be implanted in the currency
and transmit defined information over a low-range space.
Also, the fabrication of chips per siliconwafer is roughly twice
that of the typical 0.7mm2 RFID chips. The smaller chip is
called the powder large-scale integrated (LSI) chip,which also
saves a 128-bit identification.

Powder LSI chips contain basically the identical con-
stituents as the𝜇-chip, but they are cuddled intominor pieces.
A main reason for the added efficiency was the use of what is
named “90-nanometer silicon-on-insulator” (SOI) expertise.
SOI allows processors to execute better and use less power
than those formed by traditional methods as it separates
transistors with an insulator. The insulator decreases the
absorption of electrical energy into the surrounding medium
and maintains the transistors separated which stops inter-
ference between transistors and lets them be grouped more
closely together, making the chip smaller in size [27].

2.2. Juels and Pappu’s Scheme. In [25], Juels and Pappu
proposed a scheme that allows the verification of banknotes,
which allows a law enforcement agency L to legally track
interesting banknotes. They identified four entities that are
involved in treating banknotes; that is, (1) a central bank
that is authorized to produce and issue banknotes is denoted
by B, (2) a law enforcement agency that is able to trace
the flow of banknotes is denoted by L, (3) the merchant is
denoted by M, and (4) the consumer is denoted by C. B
creates the banknotes and has a signing key pair (𝑆𝐾

𝐵
, 𝑃𝐾
𝐵
)

for Sign(⋅). L is the banknote tracing agency, and it has
an encryption key pair (𝑆𝐾

𝐿
, 𝑃𝐾
𝐿
) for Enc(⋅). M checks the

received banknotes in a trade and has the responsibility of
notifying L when a forgery is detected. The Juels-Pappu
banknote protection scheme (RBPS) usesRFID𝜇-chips (tags)
to prevent counterfeiting the banknote. They used two data
sources on the currency, that is, the visual or ocular data
issued on the currency, for example, the PDF417 2D bar code,
and the digital data saved on an RFID tag with keyed-reading
and keyed-writing abilities. Table 1 presents two data sources
on currency (a bill).

The serial number and the value of a banknote are
denoted by S and den, respectively. Juels-Pappu RBPS
involves the following procedure.

(1) Banknote Creation

B calculates ∑
𝑖
= Sign(𝑆𝐾

𝐵
, 𝑆
𝑖
‖den
𝑖
) and prints the

serial number 𝑆
𝑖
and the signature∑

𝑖
on a banknote.

B picks a random value 𝑟 and puts it in the 𝛿-cell.
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B does Enc(𝑃𝐾
𝐿
, ∑
𝑖
‖𝑆
𝑖
, 𝑟
𝑖
) in the 𝛾-cell.

B evaluates the key𝐷
𝑖
= ℎ(∑

𝑖
) for a banknote.

B adjusts the reading/writing facilities as below: the
𝛾-cell ispublicly readable and writable with a 𝐷

𝑖
as

an access-key; the 𝛿-cell is readable/writable with an
access-key𝐷

𝑖
.

(2) Banknote Verification

M examines the optical region to get 𝑆
𝑖
and ∑

𝑖
and

then calculates an access-key𝐷
𝑖
= ℎ(∑

𝑖
).

M reads𝐶
𝑖
from the 𝛾-cell and reads 𝑟with a key from

the 𝛿-cell.
M validates 𝐶

𝑖
t Enc(𝑃𝐾

𝐿
, ∑
𝑖
‖𝑆
𝑖
, 𝑟
𝑖
).

(3) Banknote Anonymity

M selects 𝑟 in a randomway and keyed-writes it into
the 𝛿-cell.
M computes 𝐶 = Enc(𝑃𝐾

𝐿
, ∑
𝑖
‖𝑆
𝑖
, 𝑟


) and keyed-
writes it into the 𝛾-cell.

(4) Banknote Tracking

L gets 𝐶
𝑖
from the 𝛾-cell.

L does 𝐶 = Dec(𝑆𝐾
𝐿
, 𝐶
𝑖
) to get (∑

𝑖
‖𝑆
𝑖
).

L validates a signature (𝑆
𝑖
‖den
𝑖
) t Veri(𝑃𝐾

𝐵
‖∑
𝑖
) to

obtain the serial number 𝑆
𝑖
for tracking.

Unless all of these steps in currency validation and banknote
anonymity are successful, the merchant must inform L.
Juels-Pappu RBPS is vulnerable to data recovery, the cook-
ies threat, access-key tracking, denial-of-service attack, and
cipher-text tracking, as shown in [7].

3. Security Requirements

In this section, a number of advantageous security attributes
as well as security threats to RFID protocols are discussed [5,
11, 16–18].

3.1. Nonrepudiation. Typically, “nonrepudiation” refers to the
capability of ensuring that a communication party cannot
deny the authenticity of the receipt security credentials that
have been originated by the main server. Consequently, the
RFID tags are not able to deny what they receive from the
server.

3.2. Freshness. Encryptionmaterialsmust be fresh and differ-
ent from the reprocessing of previous keying material.

3.3. Known-Key Security. A protocol output should come
with an exclusive shared secret. If a shared secret is compro-
mised, it should have no effect on the other shared secrets.

3.4. Server Impersonation. An opponent, with knowledge of
a tag internal condition, is able to masquerade as a legitimate
server to the tag.

3.5. Timeliness. The process has to be accomplished in a
planned amount of time and message exchange should be in
a limited session.

3.6. Monitoring. Administration deals with keeping track of
banknotes in exchange.

3.7. Replay Attack. In such an attack, the intruder reprocesses
exchanged messages from prior communication sessions to
perform the replay attack.

4. Currency Validation Protocol

RFID 𝜇-chips have had a significant impact on security,
especially in the detection of counterfeit currency [18–25].
However, those systems do not provide a high confidence
level in terms of security and accuracy. The RFID 𝜇-chip
holds a 128-bit storage, including the note’s serial number,
which cannot be easily duplicated. However, there is concern
that success in duplication of a serial number will lead to
mass counterfeiting and failure to detect counterfeit notes. In
the proposed work, an NFC-enabled smartphone was used
to verify the authenticity of a banknote with high confidence
in the accuracy. A key element of the present technique is
the step of requiring the 𝜇-chip on the banknote to do a
calculation in response to a challenge that includes a random
question.

4.1. Notation. Weused the coming notation in the illustration
of the protocol.

U: regular consumer (user);

MA:Monetary Agency;

ℎ(⋅): public cryptographic one-way hash function;

ℎ
𝐴
(⋅): first hash function;

ℎ
𝐵
(⋅): second hash function;

𝑠
𝑖
: banknote 𝑖 serial number;

𝑠𝑑
𝑖
: seed initial value for banknote 𝑖;

𝑠𝑑
𝑖
(𝑡): seed number 𝑡 for the 𝑡th authentication

(current seed) for banknote 𝑖;

𝐴𝐶
𝑖
: authentication counter for banknote 𝑖;

(𝑥
𝑡
, 𝑦
𝑡
): nested hashing progress, random challenge,

values for 𝑡th authentication;

ℎ
𝑦
𝑡

𝐵
(ℎ
𝑥
𝑡

𝐴
(𝑠𝑑
𝑖
(𝑡))): hashing the current seed number 𝑡 by

ℎ
𝐴
(⋅) for 𝑥

𝑡
times followed by an ℎ

𝐵
(⋅) hashing for 𝑦

𝑡

times;

‖: concatenation operation.
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Figure 1: Challenge-response internal function based on two different types of hashes.
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Figure 2: Framework and operations of the proposed scheme.

4.2. Description of the Protocol. The aim of the proposed
scheme is to use a zero-knowledge proof instead of using
public key cryptography. Two dissimilar hashes, ℎ

𝐴
(⋅) and

ℎ
𝐵
(⋅), were included to satisfy the algorithm’s challenge-

response function [24], as depicted in Figure 1.
We integrated two dissimilar one-way hashes, ℎ

𝐴
(⋅) and

ℎ
𝐵
(⋅), to preset our algorithm challenge-response function

[10], as shown in Figure 1. Hence, MA sends refreshed
challenge indexes (𝑥

𝑡
, 𝑦
𝑡
) to U for the tth authentication.

Then, U prompts those indexes to her or his token to be
transferred to the 𝜇-chip using RFID communication. The
𝜇-chip responds with the corresponding response to the
user’s smartphone over the RFID channel. The smartphone
transfers the 𝜇-chip’s response to MA for validation. With
the result of the validation, the server confirms the validity
of the banknote. BothU andMA have the same initial seed
value.

4.3. Currency Creation. (1) As shown in Table 2,MA embeds
the two RFID 𝜇-chips (i.e., 𝛾 and 𝛿 chips) [25, 28] in the
currency that contains a tamperproof primary value (the bill
seed) 𝑠𝑑

𝑖
and issues the serial number on the banknote.

(2) The validation counting value for each note is kept in
the issuer/authenticator’s serverMA.

(3) The issuer/authenticator’s server MA does not need
to indicate the bill’s serial number.

(4)The issuer/authenticator’s serverMA ensures that the
𝛾-cell is unreadable and self-writable and that the 𝛿-cell is
openly readable and only writable by 𝛾.

4.4. Currency Validation. (1) When an individual consumer
or U receives a banknote and wishes to check its validity, U
uses the NFC smartphone to read the information on 𝜇-chip

Table 2: Banknote data storage format in the proposed scheme.

RFID
Cell 𝛾 is unreadable and
self-writable

Cell 𝛿 is publicly
readable/only writable by 𝛾

𝑠𝑑
𝑖
(𝑡) ℎ

𝑦
𝑡

𝐵
(ℎ
𝑥
𝑡

𝐴
(𝑠𝑑
𝑖
(𝑡)))

Optical
𝑆

message number 1 and to automatically send a request to the
issuer/authenticator’s server message, that is, number 2. The
message communication is shown in Figure 2.

(2)Then the issuer/authenticator’s serverMA verifies the
value and serial number and, upon correction of values, it
corresponds with a random challenge (𝑥

𝑡
, 𝑦
𝑡
) for the next

authentication round (𝑡+1)thmessage number 3 that requires
a calculation by the RFID 𝜇-chip embedded in the banknote.
This calculation is done by hashing (𝑠𝑑

𝑖
(𝑡)) by ℎ

𝐴
(⋅) 𝑥
𝑡
times

to get (𝑠𝑑
𝑖
(𝑡 + 1)) = (ℎ

𝑥
𝑡

𝐴
(𝑠𝑑
𝑖
(𝑡))) and define it for the current

seed and afterwards hash this current seed by ℎ
𝐵
(⋅)𝑦
𝑡
times

to get ℎ𝑦𝑡
𝐵
(ℎ
𝑥
𝑡

𝐴
(𝑠𝑑
𝑖
(𝑡))) to be transferred to 𝛿-cell, (𝛾) →

(𝛿), which is publicly readable. This challenge is sent to
the smartphone and transferred to the banknote’s 𝜇-chip, as
shown in Figure 2, message number 4.

(3) The server MA receives and digests the response for
the (𝑡 + 1)th authentication in step message number 5 and
message number 6. If MA receives the correct response,
it sends a confirmation or authentication through message
number 7.

4.5. Currency Secrecy. The knowledge of 𝛿 which obtains
ℎ
𝑦
𝑡

𝐵
(ℎ
𝑥
𝑡

𝐴
(𝑠𝑑
𝑖
(𝑡))), which is openly readable, cannot reveal any
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Table 3: Comparison of the presented scheme and related schemes in terms of computational costs.

DPLK [14] CC [13] SM [5] Proposed
TAG Operations 4𝐹 4𝐹 3𝐹 (𝑥

𝑡
+ 𝑦
𝑡
) 𝐹 = 2𝐹|

𝑥
𝑡
=𝑦
𝑡
=1

MA Operations (𝑘 + 3) 𝐹 (𝑘 + 3) 𝐹 (𝑘 + 1) 𝐹 (𝑥
𝑡
+ 𝑦
𝑡
) 𝐹 = 2𝐹|

𝑥
𝑡
=𝑦
𝑡
=1

𝐹: a computationally complex function (such as a CRC or a hash function).
𝑘: an integer that satisfies 1 ≤ 𝑘 ≤ 2𝑁.
𝑁: the number of tags.

information about the banknote. In each authentication
session, the equivalent reply value must be distorted.

4.6. Currency Tracing. Theproposed scheme allows standard
and nonspecialist consumers to identify fake banknotes by
using their smartphones. Individual consumers can report
fake banknotes to the administrationMA. Consequentially,
the capability of identifying fake currency is fully achieved.

5. Security, Performance
Analysis, and Comparison

Thealgorithmwe presented can obstruct the off-line guessing
attack; thus it leads to strong answers, anchored in strong
hash functions. The prevention of counterfeiting comes
by detecting and eliminating banknote forgeries and the
production of fake bills over a random generation of serial
numbers. In the following subsections, a security analysis of
the proposed scheme is illustrated [29, 30].

5.1. Nonrepudiation Attack. To circumvent the nonrepudi-
ation attack, the authentication parties U and MA must
update their shared secret value, (𝑠𝑑

𝑖
(𝑡 + 1)) = (ℎ

𝑥
𝑡

𝐴
(𝑠𝑑
𝑖
(𝑡))),

one time per round. Consequently, the client updating will
be used as the host’s next verifier, and vice versa, so that any
unauthorized modification of the exchanged vectors will be
detected by the authentication party.

5.2. Freshness. The authentication credentials should be
fresh; that is, material that has been used should not be
reused. This is to be done by maintaining the randomization
of the generated challenges and, consequently, the equivalent
response.

5.3. Known-Key Security. Theproposed protocol grants secu-
rity against the known key. That is why each run of the
protocol between authentication parties U and MA should
make an exclusive shared key, which relies on random
challenges. Even if an adversary has discovered some other
earlier keys, he or she cannot guess a future key. Therefore,
the protocol attains its goal against the adversary.

5.4. Server Impersonation. An opponent could demand a cer-
tain tag to renew its common secrets.The tag and the genuine
server could then be unsynchronized with authentication
counter 𝐴𝐶

𝑖
and incapable of successful communication.

5.5. Timeliness. In the proposed protocol, we tried to decrease
the number of swapped messages between authentication
parties and the direct message exchange in real-time. In
addition, the size of the messages was short.

5.6. Monitoring and Tracking. The trusted authority (i.e.,
issuer/authenticator’s server MA) has the full keying
resources and sequentially achieves admittance to those
associated keys, such that key-escrow is fully achieved. Thus,
nonspecialist consumers have the ability to detect counter-
feiting easily. Then the tracking capability is implicitly and
completely achieved.

5.7. PreplayAttack. To avoid this attack, shared secrets should
be revealed only to tags and the server. Also, challenge-
response authentication addresses this threat.

5.8. Replay Attack. Gaining of unauthorized access by replay-
ing reusable passwords is restricted by encoding passwords,
which are used only once.

5.9. Forgery Attack. The algorithm we used has a high
forgery-attack confrontation. The data recovery attack is
banned provided that the second hash function ℎ

𝐵
(⋅) is

unbroken, and ℎ
𝐵
(⋅) will not help a counterfeiter recover

any information required to make a counterfeit copy with
a certain serial number. However, in case of the failure of
ℎ
𝐵
(⋅) and obtaining the required information by the forger

to generate multiple copies of given banknote with a serial
number, MA will achieve a lack of synchronization with its
counter 𝐴𝐶

𝑖
.

5.10. Recovery Attack. As has been illustrated previously, the
recovery attack cannot be executed in the survival of ℎ

𝐵
(⋅),

which is the blockade for any intruder who is attempting
to acquire any hidden information. Also, it is important to
note that no access-key is needed for hiding information.
Table 3 [5] demonstrates a judgment between the presented
algorithm and contemporary algorithms considering the
number of operations required by each communication party.

6. Conclusions

In this paper, the currency counterfeiting problem has been
addressed. Schemes for protecting electronic cash must
include cryptomethods to deal with forgery and counterfeit-
ing problems. A new banknote validation technique has been
presented which is based on the use of an RFID 𝜇-chip and an
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NFC-enabled smartphone. A banknote is issued with a value,
a serial number, and a secret seed message that is also saved
on the MA. A tamperproof RFID 𝜇-chip is embedded in
the currency note and includes the value, serial number, and
secret message that is used for validation. The smartphone
reads the information on the chip and requests the MA to
validate the note. TheMA transmits a challenge through an
Internet connection and the 𝜇-chip calculates an equivalent
answer that is sent to theMA. An approval or disapproval is
then sent to the smartphone.

This possibility of using these devices to detect counterfeit
money results in the extensive deployment of this technology
among regular and nonspecialist end-users. It will encourage
the general public to check for counterfeit money using
smartphones without the need for any sophisticated and
expensive optical devices.The presented validation technique
satisfies the security requirements for banknote counterfeit
detection. It has been compared with some related schemes
with regard to computational efficiency and performance
analysis. The comparisons showed that the proposed scheme
is more efficient and effective than existing schemes.
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The paper mainly investigates the H
∞

fuzzy control problem for a class of nonlinear discrete-time stochastic systems with
Markovian jump and parametric uncertainties. The class of systems is modeled by a state space Takagi-Sugeno (T-S) fuzzy model
that has linear nominal parts and norm-bounded parameter uncertainties in the state and output equations. AnH

∞
control design

method is developed by using the Lyapunov function. The decoupling technique makes the Lyapunov matrices and the system
matrices separated, which makes the control design feasible. Then, some strict linear matrix inequalities are derived on robustH

∞

norm conditions in which both robust stability and H
∞

performance are required to be achieved. Finally, a computer-simulated
truck-trailer example is given to verify the feasibility and effectiveness of the proposed design method.

1. Introduction

Over the past decade, there has been a rapidly growing
interest in control and filtering of nonlinear systems, and
there have been many successful applications [1–4]. In [1],
based on the sum of squares approach, sufficient conditions
for the existence of a nonlinear state feedback controller
for polynomial discrete-time systems are given in terms of
solvability of polynomial matrix inequalities. Reference [3]
presents a stochastic distribution control algorithm; an opti-
mal control law is then obtained using the penalty function
method. Despite the success, it has become evident thatmany
basic issues remain to be addressed. In particular, the control
technique based on the so-called Takagi-Sugeno (T-S) fuzzy
model [5] has attracted a great deal of attention (see [6–
12]). This is because it is regarded as a powerful solution to
bridging the gap between the fruitful linear control and the
fuzzy logic control targeting complex nonlinear systems. The
common practice of the technique is as follows. First, the
nonlinear plant is represented by the T-S fuzzy model. This
fuzzy model is described by a set of fuzzy IF-THEN rules
which correspond to local linear input-output relations of

the system, respectively. The overall model of the system is
achieved by fuzzy “blending” of these fuzzy models. Then,
based on this fuzzy model, a control design is carried
out based on the fuzzy models via the so-called parallel
distributed compensation (PDC) scheme. The idea is that
a linear feedback control is designed for each local linear
model. The resulting overall controller, which is, in general,
nonlinear, is again a fuzzy blending of each individual linear
controller. Their works introduce the model-based analysis
methods into fuzzy logic control.

In recent years, the stability issue and robust performance
of T-S fuzzy control systems have been discussed in an
extensive literature. Since the pioneering work on the so-
called𝐻

∞
optimal control theory, there has been a dramatic

progress in the 𝐻
∞

control theory. Recently, the problem of
nonlinear 𝐻

∞
control was intensively studied (see [5, 7, 8,

13]). The design of𝐻
∞

controller for fuzzy dynamic systems
was presented in the paper [5]. Reference [4] introduces a
new class of discrete-time networked nonlinear systems with
mixed random delays and packet dropouts, and sufficient
conditions for the existence of an admissible filter are estab-
lished, which ensure the asymptotical stability as well as a
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prescribed 𝐻
∞

performance. The authors in [13] analyzed
the 𝐻

∞
control design problem systematically for a class of

nonlinear stochastic active fault-tolerant control systemswith
Markovian parameters.𝐻

∞
controller designwhichwas con-

sidered in [7] noted that most of the aforementioned research
efforts focused on the use of single quadratic Lyapunov
function, which tended to givemore conservative conditions.
This is because with the use of parameter-dependent or
basis-dependent Lyapunov function less conservative control
results can be obtained than with the use of single Lyapunov
quadratic function. More recently, there were many results
on stability analysis and control synthesis of discrete-time
uncertain systems based on parameter-dependent Lyapunov
functions [9] or basis-dependent Lyapunov function (see
[8, 14]). It is shown that with the use of Lyapunov function
well-pleasing control results can be obtained.

In practice, a lot of physical systems have variable
structures subject to random changes. These changes may
result from abrupt phenomena such as random failures and
repairs of the components, changes in the interconnections
of subsystems, and sudden environment changes. The so-
called Markovian jump systems (MJSS) are special class of
hybrid systems. As one of the most basic dynamics models,
Markov jump nonlinear system can be used to represent
these random failure processes in manufacturing and some
investment portfolio models. In theMJSS, the random jumps
in system parameters are governed by a Markov process
which takes values in a finite set. The class of systems may
represent a large variety of processes including those in the
production systems, fault-tolerant systems, communication
systems, and economic systems [15]. In the past two decades,
many important issues of MJSS were researched extensively,
such as the controllability and observability [16], stability and
stabilization (see [17–22]),𝐻

2
[23] and𝐻

∞
performance [24–

27], and robustness [28, 29]. To the best of our knowledge,
despite these efforts, very few results are available for the
control design for nonlinear MJSS. In this study, a mode-
dependent control design is proposed to achieve robust
stability of uncertain discrete-time nonlinear MJSS via fuzzy
control.

In the paper, robust 𝐻
∞

control is investigated for
nonlinear discrete-time stochastic MJSS with parametric
uncertainties. Under our proposed fuzzy rules, the nonlinear
discrete-time stochastic MJSS could be translated into a class
of equivalent T-S fuzzymodels with parametric uncertainties.
The uncertainty could be translated into a linear fractional
form, which includes the norm-bounded uncertainty as a
special case and can describe a kind of rational nonlinearities.
With the PDC scheme, the control law is designed tomake the
closed-loop system with 𝐻

∞
norm bound 𝛾 stable. Besides,

some matrix variables and the Lyapunov function for robust
stabilization with 𝑙

2
-norm bound for the fuzzy discrete-time

stochastic MJSS are given. It is shown that the solution of the
control design problem can be obtained by solving a class of
LMIs.

The paper is organized as follows. Section 2 discusses
the T-S fuzzy models. And definitions and preliminary
results are given for uncertain nonlinear discrete-time MJSS.
Section 3 gives the analysis results of robust stability with𝐻

∞

performance, and the results are employed in the following
to develop an 𝐻

∞
control design. In Section 4, a numerical

simulation example is proposed to illustrate the effectiveness
of the approach. Finally, the paper is concluded in Section 5.

For convenience, the following basic notations are
adopted throughout the paper.R𝑛 denotes the 𝑛-dimensional
real space, andR𝑛×𝑚 denotes the set of all real 𝑛×𝑚matrices.
𝑈
 indicates the transpose of matrix 𝑈 and 𝑈 ≥ 0 (𝑈 > 0)

represents a nonnegative definite (positive definite) matrix.
Similarly, 𝑈 ≤ 0 (𝑈 < 0) represents a nonpositive definite
matrix (negative definite). 𝑙

2
[0,∞) refers to the space of

square summable infinite vector sequences. ‖ ⋅ ‖
2
stands for

the usual 𝑙
2
[0,∞) norm. 𝐸(⋅) represents the mathematical

expectation.

2. Problem Formulation and Preliminaries

Consider the following nonlinear MJSS:

𝑥 (𝑘 + 1) = 𝑓 (𝑥 (𝑘) , 𝜃
𝑘
) + 𝑔 (𝑥 (𝑘) , 𝜃

𝑘
) 𝑢 (𝑘)

+ 𝑘 (𝑥 (𝑘) , 𝜃
𝑘
) V (𝑘) + 𝑙 (𝑥 (𝑘) , 𝜃

𝑘
) 𝑤 (𝑘) ,

𝑦 (𝑘) = 𝑚 (𝑥 (𝑘) , 𝜃
𝑘
) + 𝑡 (𝑥 (𝑘) , 𝜃

𝑘
) 𝑢 (𝑘)

+ 𝑛 (𝑥 (𝑘) , 𝜃
𝑘
) V (𝑘) .

(1)

Assume that 𝑓(𝑥(𝑘), 𝜃
𝑘
), 𝑔(𝑥(𝑘), 𝜃

𝑘
), 𝑘(𝑥(𝑘), 𝜃

𝑘
), 𝑙(𝑥(𝑘), 𝜃

𝑘
),

𝑚(𝑥(𝑘), 𝜃
𝑘
), 𝑡(𝑥(𝑘), 𝜃

𝑘
), and 𝑛(𝑥(𝑘), 𝜃

𝑘
) are Borel measurable

on R𝑛. And 𝑥(𝑘) ∈ R𝑛 is the system state, 𝑢(𝑘) ∈ R𝑚

and V(𝑘) ∈ R𝑝 represent the system control inputs and
disturbance signal, and 𝑦(𝑘) ∈ R𝑞 is system output. 𝑤(𝑘) is
a sequence of real random variables defined on a complete
probability space (Ω,F

𝑘
, 𝑃), which is wide sense stationary,

second-order processes with 𝐸[𝑤(𝑘)] = 0 and 𝐸[𝑤(𝑖)𝑤(𝑗)] =
𝛿
𝑖𝑗
, where 𝛿

𝑖𝑗
refers to a Kronecker function; that is, 𝛿

𝑖𝑗
= 1

if 𝑖 = 𝑗 and 𝛿
𝑖𝑗
= 0 if 𝑖 ̸= 𝑗. {𝜃

𝑘
; 𝑘 ≥ 0} is a measurable

Markov chain taking values in a finite set X = {1, 2, . . . , 𝑁},
with transition probability matrix P = [𝑝

𝛼𝛽
], where

𝑝
𝛼𝛽
:= 𝑃 (𝜃

𝑘+1
= 𝛽 | 𝜃

𝑘
= 𝛼) , ∀𝛼, 𝛽 ∈ X, 𝑘 ≥ 0. (2)

The paper considers the nonlinear discrete-time MJSS which
can be described by the following T-S fuzzy model with
uncertainties.

Rule i. If 𝑧
1
(𝑘) is 𝐹𝑖

1
, 𝑧
2
(𝑘) is 𝐹𝑖

2
, . . . , and 𝑧

𝑛
(𝑘) is 𝐹𝑖

𝑛
, then

𝑥 (𝑘 + 1) = AA
𝑖,𝜃
𝑘

𝑥 (𝑘) +B
𝑖,𝜃
𝑘

𝑢 (𝑘) +C
𝑖,𝜃
𝑘

V (𝑘)

+D
𝑖,𝜃
𝑘

𝑥 (𝑘)𝑤 (𝑘) ,

𝑦 (𝑘) =M
𝑖,𝜃
𝑘

𝑥 (𝑘) +T
𝑖,𝜃
𝑘

𝑢 (𝑘) +N
𝑖,𝜃
𝑘

V (𝑘) .

(3)

The 𝐹𝑖
𝑗
are fuzzy sets; 𝑟 is the number of IF-THEN rules.

Moreover, A
𝑖,𝜃
𝑘

, B
𝑖,𝜃
𝑘

, C
𝑖,𝜃
𝑘

, D
𝑖,𝜃
𝑘

, M
𝑖,𝜃
𝑘

, T
𝑖,𝜃
𝑘

, and N
𝑖,𝜃
𝑘

are system matrices with parametric uncertainties. Besides,
𝑧
1
(𝑘), 𝑧
2
(𝑘), . . . , 𝑧

𝑛
(𝑘) are the premise variables of the fuzzy

modes and they are the functions of state variables.
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Following the PDC scheme, we consider a state feedback
fuzzy controller which shares the same structure of the above
T-S fuzzy system, as follows.

Rule j. IF 𝑧
1
(𝑘) is 𝐹𝑗

1
, 𝑧
2
(𝑘) is 𝐹𝑗

2
, . . . , and 𝑧

𝑛
(𝑘) is 𝐹𝑗

𝑛
, then

𝑢 (𝑘) = 𝐾
𝑗,𝜃
𝑘

𝑥 (𝑘) , (4)

where𝐾
𝑗,𝜃
𝑘

are the local feedback gain matrices.
And the fuzzy basis functions are given by

ℎ
𝑖
[𝑧 (𝑘)] =

∏
𝑛

𝑗=1
𝜇
𝑖𝑗
[𝑧
𝑗
(𝑘)]

∑
𝑟

𝑙=1
∏
𝑛

𝑗=1
𝜇
𝑖𝑗
[𝑧
𝑗
(𝑘)]

, 𝑖 = 1, 2, . . . , 𝑟, (5)

where 𝜇
𝑖𝑗
[𝑧
𝑗
(𝑘)] is the grade of membership of 𝑧

𝑗
(𝑘) in 𝐹𝑖

𝑗
. By

definition, the fuzzy basis functions satisfy

ℎ
𝑖
[𝑧 (𝑘)] ≥ 0, 𝑖 = 1, 2, . . . , 𝑟,

𝑟

∑

𝑖=1

ℎ
𝑖
[𝑧 (𝑘)] = 1.

(6)

A more compact presentation of the discrete-time T-S fuzzy
model is given by

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) (A

𝑖,𝜃
𝑘

𝑥 (𝑘) +B
𝑖,𝜃
𝑘

𝑢 (𝑘) +C
𝑖,𝜃
𝑘

V (𝑘)

+D
𝑖,𝜃
𝑘

𝑥 (𝑘)𝑤 (𝑘)) ,

(7)

𝑦 (𝑘) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘))

× (M
𝑖,𝜃
𝑘

𝑥 (𝑘) +T
𝑖,𝜃
𝑘

𝑢 (𝑘) +N
𝑖,𝜃
𝑘

V (𝑘)) ,

(8)

where

A
𝑖,𝜃
𝑘

= 𝐴
𝑖,𝜃
𝑘

+ Δ𝐴
𝑖,𝜃
𝑘

,

B
𝑖,𝜃
𝑘

= 𝐵
𝑖,𝜃
𝑘

+ Δ𝐵
𝑖,𝜃
𝑘

,

C
𝑖,𝜃
𝑘

= 𝐶
𝑖,𝜃
𝑘

+ Δ𝐶
𝑖,𝜃
𝑘

,

D
𝑖,𝜃
𝑘

= 𝐷
𝑖,𝜃
𝑘

,

M
𝑖,𝜃
𝑘

= 𝑀
𝑖,𝜃
𝑘

+ Δ𝑀
𝑖,𝜃
𝑘

,

T
𝑖,𝜃
𝑘

= 𝑇
𝑖,𝜃
𝑘

+ Δ𝑇
𝑖,𝜃
𝑘

,

N
𝑖,𝜃
𝑘

= 𝑁
𝑖,𝜃
𝑘

+ Δ𝑁
𝑖,𝜃
𝑘

.

(9)

And 𝐴
𝑖,𝜃
𝑘

, 𝐵
𝑖,𝜃
𝑘

, 𝐶
𝑖,𝜃
𝑘

, 𝐷
𝑖,𝜃
𝑘

,𝑀
𝑖,𝜃
𝑘

, 𝑇
𝑖,𝜃
𝑘

, and𝑁
𝑖,𝜃
𝑘

are assumed
to be deterministic matrices with appropriate dimension;
Δ𝐴
𝑖,𝜃
𝑘

, Δ𝐵
𝑖,𝜃
𝑘

, Δ𝐶
𝑖,𝜃
𝑘

, Δ𝑀
𝑖,𝜃
𝑘

, Δ𝑇
𝑖,𝜃
𝑘

, and Δ𝑁
𝑖,𝜃
𝑘

are unknown

matrices which represent the time-varying parameter uncer-
tainties and are assumed to be of the form

[

Δ𝐴
𝑖,𝜃
𝑘

Δ𝐵
𝑖,𝜃
𝑘

Δ𝐶
𝑖,𝜃
𝑘

Δ𝑀
𝑖,𝜃
𝑘

Δ𝑇
𝑖,𝜃
𝑘

Δ𝑁
𝑖,𝜃
𝑘

] = [

𝐸
1𝑖

𝐸
2𝑖

]Δ [𝐻
1𝑖
𝐻
2𝑖
𝐻
3𝑖
] ,

Δ = [𝐼 − 𝐹
𝑖,𝜃
𝑘

𝐽]

−1

𝐹
𝑖,𝜃
𝑘

,

(10)

where 𝐸
1𝑖
, 𝐻
1𝑖
, 𝐸
2𝑖
, 𝐻
2𝑖
, 𝐻
3𝑖
, and 𝐽 are known real constant

matrices with appropriate dimension and unknown nonlin-
ear time-varying matrix 𝐹

𝑖,𝜃
𝑘

∈ R𝑚×𝑛 satisfying 𝐹
𝑖,𝜃
𝑘

𝐹


𝑖,𝜃
𝑘

≤ 𝐼.
To guarantee that the matrix 𝐼 − 𝐹

𝑖,𝜃
𝑘

𝐽 is invertible for all
admissible 𝐹

𝑖,𝜃
𝑘

, it is necessary that 𝐼 − 𝐽𝐽 > 0.
The following definition and lemmas will be used later.

Definition 1. The discrete-time unforced uncertain fuzzy
system is said to be robust stable with 𝐻

∞
norm bound 𝛾

if it is stable with 𝐻
∞

norm bound 𝛾 for all uncertainly
admissible 𝐹

𝑖,𝜃
𝑘

. For a given control law (4) and a prescribed
level of disturbance attenuation 𝛾 > 0 to be achieved, the
discrete-time fuzzy system (3) is said to be stabilizable with
𝐻
∞

norm bound 𝛾 if for all V(𝑘) ∈ 𝑙
2
[0,∞), V(𝑘) ̸= 0, the

closed-loop system (7)-(8) is asymptotically stable and the
response {𝑦(𝑘)} of the system under the zero initial condition
(𝑥(0) = 𝑥

0
= 0) satisfies





𝑦 (𝑘)




2
< 𝛾‖V(𝑘)‖

2
. (11)

Lemma 2. It is supposed that 𝑢(𝑘) = 0, V(𝑘) = 0, and Δ = 0,
so the discrete-time MJSS becomes

𝑥 (𝑘 + 1) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) (𝐴

𝑖,𝜃
𝑘

𝑥 (𝑘) + 𝐷
𝑖,𝜃
𝑘

𝑥 (𝑘)𝑤 (𝑘)) . (12)

The system (12) is globally asymptotically stable if there exists a
symmetric piecewise matrix 𝑃

𝑖,𝜃
𝑘

> 0 such that

𝐴


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

< 0, (13)

where �̃�
𝑗,𝜃
𝑘

= 𝑃
𝑗,𝜃
𝑘+1

= ∑
𝑁

𝜃
𝑘
=1
𝑝
𝜃
𝑘
𝜃
𝑘+1

𝑃
𝑖,𝜃
𝑘

.

Lemma 3. Given a matrix 𝐴
𝑖,𝜃
𝑘

, 𝐷
𝑖,𝜃
𝑘

, suppose 𝑃
𝑖,𝜃
𝑘

> 0,
�̃�
𝑗,𝜃
𝑘

> 0, 𝑃
𝑙,𝜃
𝑘

> 0. If

𝐴


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

< 0,

𝐴


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑙,𝜃
𝑘

+ 𝐷


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

− 𝑃
𝑙,𝜃
𝑘

< 0,

(14)

then

𝐴


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑙,𝜃
𝑘

+ 𝐴


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

+ 𝐷


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

− 𝑃
𝑙,𝜃
𝑘

< 0.

(15)

Proof. It is noted that

�̃�
𝑗,𝜃
𝑘

> 0 ⇒ (𝐴
𝑖,𝜃
𝑘

− 𝐴
𝑙,𝜃
𝑘

)



�̃�
𝑗,𝜃
𝑘

(𝐴
𝑖,𝜃
𝑘

− 𝐴
𝑙,𝜃
𝑘

)

+ (𝐷
𝑖,𝜃
𝑘

− 𝐷
𝑙,𝜃
𝑘

)



�̃�
𝑗,𝜃
𝑘

(𝐷
𝑖,𝜃
𝑘

− 𝐷
𝑙,𝜃
𝑘

) ≥ 0,

(16)
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which gives

𝐴


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑙,𝜃
𝑘

+ 𝐴


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

+ 𝐷


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

≤ 𝐴


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖,𝜃
𝑘

+ 𝐴


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑙,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

+ 𝐷


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

.

(17)

Therefore, the result of Lemma 3 can be easily proven.

Lemma 4 (see [14]). Suppose Δ is given by (10). With matrices
𝑀 = 𝑀

, 𝑆, and𝑁 with appropriate dimension, the inequality

𝑀+ 𝑆Δ𝑁 +𝑁


Δ


𝑆


< 0 (18)

holds for all 𝐹
𝑖,𝜃
𝑘

such that 𝐹
𝑖,𝜃
𝑘

𝐹


𝑖,𝜃
𝑘

≤ 𝐼, if and only if, for some
𝛿 = 𝜖
2

> 0,

[

[

𝛿𝑀 𝑆 𝛿𝑁


𝑆


−𝐼 𝐽


𝛿𝑁 𝐽 −𝐼

]

]

< 0. (19)

3. Robust Stability and𝐻
∞

Performance Analysis

In this section, the stability and 𝐻
∞

performance for the
nominal fuzzy systemwill be analyzed. Under control law (4),
the closed-loop fuzzy system becomes

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) [(A

𝑖,𝜃
𝑘

+B
𝑖,𝜃
𝑘

𝐾
𝑗,𝜃
𝑘

) 𝑥 (𝑘) +C
𝑖,𝜃
𝑘

V (𝑘)

+D
𝑖,𝜃
𝑘

𝑥 (𝑘)𝑤 (𝑘)] ,

(20)

𝑦 (𝑘) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘))

× [(M
𝑖,𝜃
𝑘

+T
𝑖,𝜃
𝑘

𝐾
𝑗,𝜃
𝑘

) 𝑥 (𝑘) +N
𝑖,𝜃
𝑘

V (𝑘)] .

(21)

When Δ = 0, the nominal closed-loop system becomes

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘))

× (𝐴
𝑖𝑗,𝜃
𝑘

𝑥 (𝑘) + 𝐶
𝑖,𝜃
𝑘

V (𝑘) + 𝐷
𝑖,𝜃
𝑘

𝑥 (𝑘)𝑤 (𝑘)) ,

(22)

𝑦 (𝑘) =

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘))

× (𝑀
𝑖𝑗,𝜃
𝑘

𝑥 (𝑘) + 𝑁
𝑖,𝜃
𝑘

V (𝑘)) ,

(23)

where

𝐴
𝑖𝑗,𝜃
𝑘

= 𝐴
𝑖,𝜃
𝑘

+ 𝐵
𝑖,𝜃
𝑘

𝐾
𝑗,𝜃
𝑘

,

𝑀
𝑖𝑗,𝜃
𝑘

= 𝑀
𝑖,𝜃
𝑘

+ 𝑇
𝑖,𝜃
𝑘

𝐾
𝑗,𝜃
𝑘

.

(24)

Theorem 5. The nominal closed-loop fuzzy system (22) is
stable with𝐻

∞
norm bound 𝛾; that is, ‖𝑦(𝑘)‖

2
< 𝛾‖V(𝑘)‖

2
for

all nonzero V(𝑘) ∈ 𝑙
2
[0,∞) under the zero initial condition, if

there exists matrices {𝑃
𝑖,𝜃
𝑘

> 0}
𝑟

𝑖=1
for all 𝑖, 𝑗, 𝑙 ∈ {1, 2, . . . , 𝑟}

such that

[

Φ Γ

Λ Ψ
] < 0, (25)

where

�̃�
𝑙,𝜃
𝑘

=

𝑁

∑

𝜃
𝑘
=1

𝑝
𝜃
𝑘
𝜃
𝑘+1

𝑃
𝑖,𝜃
𝑘

,

Φ = 𝐴


𝑖𝑗,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐴
𝑖𝑗,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

+𝑀


𝑖𝑗,𝜃
𝑘

𝑀
𝑖𝑗,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

,

Γ = 𝐴


𝑖𝑗,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

+𝑀


𝑖𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

,

Λ = 𝐶


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐴
𝑖𝑗,𝜃
𝑘

+ 𝑁


𝑖,𝜃
𝑘

𝑀
𝑖𝑗,𝜃
𝑘

,

Ψ = 𝐶


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

+ 𝑁


𝑖,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

− 𝛾
2

𝐼.

(26)

Proof. Obviously, inequality (25) implies the following
inequality:

𝐴


𝑖𝑗,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐴
𝑖𝑗,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

< 0. (27)

It can be checked from the result of Lemma 3 that for all
𝑖, 𝑗, 𝑙, 𝑝, 𝑞 ∈ {1, 2, . . . , 𝑟},

𝐴


𝑖𝑝,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑙𝑞,𝜃
𝑘

+ 𝐴


𝑙𝑞,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖𝑝,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

+ 𝐷


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

− 𝑃
𝑙,𝜃
𝑘

< 0.

(28)

When 𝑖 = 𝑙, the inequality (28) becomes

𝐴


𝑖𝑝,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖𝑞,𝜃
𝑘

+ 𝐴


𝑖𝑞,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖𝑝,𝜃
𝑘

+ 2𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 2𝑃
𝑖,𝜃
𝑘

< 0.

(29)

Let

𝑉 (𝑥 (𝑘) , 𝜃
𝑘
) = 𝑥


(𝑘) [

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) 𝑃

𝑖,𝜃
𝑘

]𝑥 (𝑘) . (30)

When V(𝑘) = 0, the system (22) becomes

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘))

× (𝐴
𝑖𝑗,𝜃
𝑘

𝑥 (𝑘) + 𝐷
𝑖,𝜃
𝑘

𝑥 (𝑘)𝑤 (𝑘)) .

(31)
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In what follows, we will drop the argument of ℎ
𝑖
(𝑧(𝑘)) for

clarity. By some algebraic manipulation, with ℎ+
𝑗
= ℎ
𝑗
(𝑧(𝑘 +

1)), the difference of Lyapunov function 𝑉(𝑥(𝑘), 𝜃
𝑘
) given by

Δ𝑉(𝑥(𝑘), 𝜃
𝑘
) = 𝑉(𝑥(𝑘 + 1), 𝜃

𝑘+1
) − 𝑉(𝑥(𝑘), 𝜃

𝑘
) along the

solution of system (31) is

𝐸 [Δ𝑉 (𝑥 (𝑘) , 𝜃
𝑘
)



(31)
]

= 𝐸 [𝑉 (𝑥 (𝑘 + 1) , 𝜃
𝑘+1
) − 𝑉 (𝑥 (𝑘) , 𝜃

𝑘
)]

= 𝐸

{

{

{

𝑥


(𝑘 + 1)
[

[

𝑟

∑

𝑗=1

ℎ
𝑗
(𝑧 (𝑘)) 𝑃

𝑗,𝜃
𝑘+1

]

]

𝑥 (𝑘 + 1)

−𝑥


(𝑘) [

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) 𝑃

𝑖,𝜃
𝑘

]𝑥 (𝑘)

}

}

}

= 𝑥


(𝑘)
[

[

𝑟

∑

𝑗=1

ℎ
+

𝑗

𝑟

∑

𝑖=1

𝑟

∑

𝑙=1

𝑟

∑

𝑝=1

𝑟

∑

𝑞=1

ℎ
𝑖
ℎ
𝑙
ℎ
𝑝
ℎ
𝑞

× (𝐴


𝑖𝑝,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑙𝑞,𝜃
𝑘

+𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

)
]

]

𝑥 (𝑘)

= 𝑥


(𝑘)

×

{

{

{

𝑟

∑

𝑗=1

ℎ
+

𝑗
[

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

ℎ
2

𝑖
ℎ
2

𝑝

× (𝐴


𝑖𝑝,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖𝑝,𝜃
𝑘

+𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

)

+

𝑟

∑

𝑖=1

𝑟

∑

𝑙>𝑖

𝑟

∑

𝑝=1

𝑟

∑

𝑞=1

ℎ
𝑖
ℎ
𝑙
ℎ
𝑝
ℎ
𝑞

× (𝐴


𝑖𝑝,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑙𝑞,𝜃
𝑘

+ 𝐴


𝑙𝑞,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖𝑝,𝜃
𝑘

+ 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

+𝐷


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 𝑃
𝑖,𝜃
𝑘

− 𝑃
𝑙,𝜃
𝑘

)

+

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

𝑟

∑

𝑞>𝑝

ℎ
2

𝑖
ℎ
𝑝
ℎ
𝑞

× (𝐴


𝑖𝑞,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖𝑞,𝜃
𝑘

+ 𝐴


𝑖𝑞,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐴
𝑖𝑝,𝜃
𝑘

+2𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

− 2𝑃
𝑖,𝜃
𝑘

) ]

}

}

}

𝑥 (𝑘) ,

(32)

where

�̃�
𝑗,𝜃
𝑘

= 𝑃
𝑗,𝜃
𝑘+1

=

𝑁

∑

𝜃
𝑘
=1

𝑝
𝜃
𝑘
𝜃
𝑘+1

𝑃
𝑖,𝜃
𝑘

. (33)

It follows from (13), (28), and (29) that

Δ𝑉 (𝑥 (𝑘) , 𝜃
𝑘
)



(31)

< 0, (34)

which proves the stability of system (31).
It follows from (25) that for all 𝑖, 𝑗, 𝑙 ∈ {1, 2, . . . , 𝑟} exists

[

𝐴
𝑖𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



[
�̃�
𝑙,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑖𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]

− [

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

0

0 𝛾
2

𝐼

] < 0.

(35)

Let

𝐽
𝑁
=

𝑁−1

∑

𝑘=0

𝐸 [𝑦


(𝑘) 𝑦 (𝑘) − 𝛾
2V (𝑘) V (𝑘)] . (36)

For zero initial condition 𝑥(0) = 𝑥
0
= 0, one has

𝑁−1

∑

𝑘=0

𝐸 [Δ𝑉 (𝑥 (𝑘) , 𝜃
𝑘
)



(22)
] = 𝑉 (𝑥 (𝑁) , 𝜃

𝑁
) − 𝑉 (𝑥 (0) , 𝜃

0
)

= 𝑉 (𝑥 (𝑁) , 𝜃
𝑁
) .

(37)

Therefore,

𝐽
𝑁
=

𝑁−1

∑

𝑘=0

𝐸 [𝑦


(𝑘) 𝑦 (𝑘) − 𝛾
2V (𝑘) V (𝑘)]

=

𝑁−1

∑

𝑘=0

𝐸 [𝑦(𝑘)


𝑦 (𝑘) − 𝛾
2V (𝑘) V (𝑘) + Δ𝑉 (𝑥 (𝑘) , 𝜃

𝑘
)



(22)
]

− 𝑉 (𝑥 (𝑁) , 𝜃
𝑁
) ,

(38)

where Δ𝑉(𝑥(𝑘), 𝜃
𝑘
)|
(22)

defines the difference of 𝑉(𝑥(𝑘), 𝜃
𝑘
)

along system (22). It is noted that, with 𝜁(𝑘) defined by

𝜁 (𝑘) = [

𝑥 (𝑘)

V (𝑘)] , (39)
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we have

𝐸 [𝑦


(𝑘) 𝑦 (𝑘) − 𝛾
2V (𝑘) V (𝑘)]

= 𝜁


(𝑘)

× {

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

𝑟

∑

𝑙=1

𝑟

∑

𝑞=1

ℎ
𝑖
ℎ
𝑝
ℎ
𝑙
ℎ
𝑞

×([

𝑀


𝑖𝑝,𝜃
𝑘

𝑁


𝑖,𝜃
𝑘

] [𝑀
𝑙𝑞,𝜃
𝑘

𝑁
𝑙,𝜃
𝑘

] − [

0 0

0 𝛾
2

𝐼

])

}

}

}

𝜁 (𝑘) ,

𝐸 [Δ𝑉 (𝑥 (𝑘) , 𝜃
𝑘
)



(22)
]

= 𝜁


(𝑘)

×

{

{

{

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

𝑟

∑

𝑗=1

𝑟

∑

𝑙=1

𝑟

∑

𝑞=1

ℎ
𝑖
ℎ
+

𝑗
ℎ
𝑝
ℎ
𝑙
ℎ
𝑞

× ([

𝐴


𝑖𝑝,𝜃
𝑘

𝐶


𝑖,𝜃
𝑘

] �̃�
𝑗,𝜃
𝑘

[𝐴
𝑙𝑞,𝜃
𝑘

𝐶
𝑙,𝜃
𝑘

]

− [

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

0

0 0

])

}

}

}

𝜁 (𝑘) .

(40)

Then, it is obtained that

𝐽
𝑁
≤

𝑁−1

∑

𝑘=0

𝜁


(𝑘)

×

{

{

{

𝑟

∑

𝑗=1

ℎ
+

𝑗

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

𝑟

∑

𝑙=1

𝑟

∑

𝑞=1

ℎ
𝑖
ℎ
𝑝
ℎ
𝑙
ℎ
𝑞

× ([

𝑀


𝑖𝑝,𝜃
𝑘

𝑁


𝑖,𝜃
𝑘

] [𝑀
𝑙𝑞,𝜃
𝑘

𝑁
𝑙,𝜃
𝑘

]

+ [

𝐴


𝑖𝑝,𝜃
𝑘

𝐶


𝑖,𝜃
𝑘

] �̃�
𝑗,𝜃
𝑘

[𝐴
𝑙𝑞,𝜃
𝑘

𝐶
𝑙,𝜃
𝑘

]

− [

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

0

0 𝛾
2

𝐼

])

}

}

}

𝜁 (𝑘)

=

𝑁−1

∑

𝑘=0

𝜁


(𝑘)

×

{

{

{

𝑟

∑

𝑗=1

ℎ
+

𝑗

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

𝑟

∑

𝑙=1

𝑟

∑

𝑞=1

ℎ
𝑖
ℎ
𝑝
ℎ
𝑙
ℎ
𝑞

× ([

𝐴
𝑖𝑝,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑝,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



[

�̃�
𝑗,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑙𝑞,𝜃
𝑘

𝐶
𝑙,𝜃
𝑘

𝑀
𝑙𝑞,𝜃
𝑘

𝑁
𝑙,𝜃
𝑘

]

−[

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

0

0 𝛾
2

𝐼

])

}

}

}

𝜁 (𝑘) ,

(41)

which can be rewritten as

𝐽
𝑁
≤

𝑁−1

∑

𝑘=0

𝜁


(𝑘)

×

{

{

{

𝑟

∑

𝑗=1

ℎ
+

𝑗

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

ℎ
2

𝑖
ℎ
2

𝑝

× ([

𝐴
𝑖𝑝,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑝,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



× [

�̃�
𝑗,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑖𝑝,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑝,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]

−[

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

0

0 𝛾
2

𝐼

])

}

}

}

𝜁 (𝑘)

+

𝑁−1

∑

𝑘=0

𝜁


(𝑘)

×

{

{

{

𝑟

∑

𝑗=1

ℎ
+

𝑗

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

𝑟

∑

𝑙>𝑖

𝑟

∑

𝑞=1

ℎ
𝑖
ℎ
𝑝
ℎ
𝑙
ℎ
𝑞

× ([

𝐴
𝑖𝑝,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑝,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



[

�̃�
𝑗,𝜃
𝑘

0

0 𝐼

]

× [

𝐴
𝑙𝑞,𝜃
𝑘

𝐶
𝑙,𝜃
𝑘

𝑀
𝑙𝑞,𝜃
𝑘

𝑁
𝑙,𝜃
𝑘

]

− [

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑙,𝜃
𝑘

0

0 𝛾
2

𝐼

]

+ [

𝐴
𝑙𝑞,𝜃
𝑘

𝐶
𝑙,𝜃
𝑘

𝑀
𝑙𝑞,𝜃
𝑘

𝑁
𝑙,𝜃
𝑘

]



× [

�̃�
𝑗,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑖𝑝,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑝,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]

−[

𝑃
𝑙,𝜃
𝑘

− 𝐷


𝑙,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

0

0 𝛾
2

𝐼

])

}

}

}

𝜁 (𝑘)

+

𝑁−1

∑

𝑘=0

𝜁


(𝑘)

×

{

{

{

𝑟

∑

𝑗=1

ℎ
+

𝑗

𝑟

∑

𝑖=1

𝑟

∑

𝑝=1

𝑟

∑

𝑞>𝑝

ℎ
2

𝑖
ℎ
𝑝
ℎ
𝑞

× ([

𝐴
𝑖𝑝,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑝,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



× [

�̃�
𝑗,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑖𝑞,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑞,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]
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+ [

𝐴
𝑖𝑞,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑞,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



× [

�̃�
𝑗,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑖𝑝,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑝,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]

−2 [

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

0

0 𝛾
2

𝐼

])

}

}

}

𝜁 (𝑘) .

(42)

By following similar line as in the proof of (34) it can be
checked that, for any𝑁, 𝐽

𝑁
< 0, which gives for any nonzero

V(𝑘) ∈ 𝑙
2
[0,∞), 𝑦(𝑘) ∈ 𝑙

2
[0,∞), and ‖𝑦(𝑘)‖

2
< 𝛾‖V(𝑘)‖

2
.

Theorem 6. For the nominal fuzzy system (20), there exists a
state feedback fuzzy control law (4) such that the closed-loop
system is stable with𝐻

∞
norm bound 𝛾, if there exist matrices

{𝑋
𝑖,𝜃
𝑘

> 0}
𝑟

𝑖=1
, {Ω
𝑖,𝜃
𝑘

}
𝑟

𝑖=1
, and {𝑌

𝑖,𝜃
𝑘

}
𝑟

𝑖=1
, 𝑖, 𝑗, 𝑙 ∈ {1, 2, . . . , 𝑟}

satisfying the following LMIs:

[

[

[

[

[

𝑋
𝑖,𝜃
𝑘

− (Ω
𝑗,𝜃
𝑘

+ Ω


𝑗,𝜃
𝑘

) ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

𝐴
𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

+ 𝐵
𝑖,𝜃
𝑘

𝑌
𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

−𝑋
𝑙,𝜃
𝑘

∗

𝑀
𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

+ 𝑇
𝑖,𝜃
𝑘

𝑌
𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

]

< 0, (43)

where ∗ represents the transposed matrices that are readily
inferred by symmetry for all 𝑖 and 𝑗 except the pairs (𝑖, 𝑗)
such that ℎ

𝑖
(𝑧(𝑘))ℎ

𝑗
(𝑧(𝑘)) = 0, for all 𝑘. A robust stabilizing

controller gain can be given by

𝐾
𝑗,𝜃
𝑘

= 𝑌
𝑗,𝜃
𝑘

Ω
−1

𝑗,𝜃
𝑘

. (44)

Proof. By using (24) and (44), (43) becomes

[

[

[

[

[

𝑋
𝑖,𝜃
𝑘

− (Ω
𝑗,𝜃
𝑘

+ Ω


𝑗,𝜃
𝑘

) ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

𝐴
𝑖𝑗,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

−𝑋
𝑙,𝜃
𝑘

∗

𝑀
𝑖𝑗,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

]

< 0, (45)

which gives 0 < 𝑋
𝑖,𝜃
𝑘

< Ω
𝑗,𝜃
𝑘

+ Ω


𝑗,𝜃
𝑘

. (𝑋
𝑖,𝜃
𝑘

–
Ω
𝑗,𝜃
𝑘

)


𝑋
−1

𝑖,𝜃
𝑘

(𝑋
𝑖,𝜃
𝑘

− Ω
𝑗,𝜃
𝑘

) ≥ 0 implies that Ω
𝑗,𝜃
𝑘

𝑋
−1

𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

≥

Ω
𝑗,𝜃
𝑘

+ Ω


𝑗,𝜃
𝑘

− 𝑋
𝑖,𝜃
𝑘

yielding

[

[

[

[

−Ω


𝑗,𝜃
𝑘

𝑋
−1

𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

𝐴
𝑖𝑗,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

−𝑋
𝑙,𝜃
𝑘

∗

𝑀
𝑖𝑗,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

< 0. (46)

Note that Ω
𝑗,𝜃
𝑘

is invertible. Premultiplying diag(Ω
𝑗,𝜃
𝑘

, 𝐼, 𝐼,
𝐼)
−1 and postmultiplying diag(Ω−1

𝑗,𝜃
𝑘

, 𝐼, 𝐼, 𝐼) to (46) give

[

[

[

[

−𝑋
−1

𝑖,𝜃
𝑘

∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

𝐴
𝑖𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

−𝑋
𝑙,𝜃
𝑘

∗

𝑀
𝑖𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

< 0. (47)

Set𝑋−1
𝑖,𝜃
𝑘

= 𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

and𝑋−1
𝑙,𝜃
𝑘

= �̃�
𝑙,𝜃
𝑘

; there is

[

[

[

[

[

− (𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

) ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

𝐴
𝑖𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

−�̃�
−1

𝑙,𝜃
𝑘

∗

𝑀
𝑖𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

]

< 0. (48)

It follows from Schur complement equivalence that

[

𝐴
𝑖𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



[
�̃�
𝑙,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑖𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]

− [

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑙,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

0

0 𝛾
2

𝐼

] < 0.

(49)

The result then follows fromTheorem 5.

Theorem 7. For the uncertain discrete-time MJSS (7), there
exists a state feedback fuzzy control law (4) such that the
closed-loop system is stable with 𝐻

∞
norm bound 𝛾, if there

exist matrices {𝑋
𝑖,𝜃
𝑘

> 0}
𝑟

𝑖=1
, {Ω
𝑖,𝜃
𝑘

}
𝑟

𝑖=1
, and {𝑌

𝑖,𝜃
𝑘

}
𝑟

𝑖=1
, 𝑖, 𝑗, 𝑙 ∈

{1, 2, . . . , 𝑟} satisfying the following LMIs:

[

[

[

[

[

[

[

[

[

𝑋
𝑖,𝜃
𝑘

− (Ω
𝑗,𝜃
𝑘

+ Ω


𝑗,𝜃
𝑘

) ∗ ∗ ∗ ∗ ∗

0 −𝜖𝛾
2

𝐼 ∗ ∗ ∗ ∗

𝐴
𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

+ 𝐵
𝑖,𝜃
𝑘

𝑌
𝑗,𝜃
𝑘

𝜖𝐶
𝑖,𝜃
𝑘

−𝑋
𝑙,𝜃
𝑘

∗ ∗ ∗

𝑀
𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

+ 𝑇
𝑖,𝜃
𝑘

𝑌
𝑗,𝜃
𝑘

𝜖𝑁
𝑖,𝜃
𝑘

0 −𝜖𝐼 ∗ ∗

0 0 𝐸


1𝑖
𝐸


2𝑖
−𝐼 ∗

𝐻


1𝑖
Ω
𝑗,𝜃
𝑘

+ 𝐻


2𝑖
𝑌
𝑗,𝜃
𝑘

𝜖𝐻
3𝑖

0 0 𝐽 −𝐼

]

]

]

]

]

]

]

]

]

< 0,

(50)

where ∗ represents the transposed matrices that are readily
inferred by symmetry for all 𝑖 and 𝑗 except the pairs (𝑖, 𝑗)
such that ℎ

𝑖
(𝑧(𝑘))ℎ

𝑗
(𝑧(𝑘)) = 0, for all 𝑘. A robust stabilizing

controller gain can be given by

𝐾
𝑗,𝜃
𝑘

= 𝑌
𝑗,𝜃
𝑘

Ω
−1

𝑗,𝜃
𝑘

. (51)

Proof. By using Lemma 4, it can be checked that the feasibil-
ity of inequality (50) is equivalent to

[

[

[

[

[

𝑋
𝑖,𝜃
𝑘

− (Ω̂
𝑗,𝜃
𝑘

+ Ω̂


𝑗,𝜃
𝑘

) ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

A
𝑖,𝜃
𝑘

Ω̂
𝑗,𝜃
𝑘

+B
𝑖,𝜃
𝑘

�̂�
𝑗,𝜃
𝑘

C
𝑖,𝜃
𝑘

−𝑋
𝑙,𝜃
𝑘

∗

M
𝑖,𝜃
𝑘

Ω̂
𝑗,𝜃
𝑘

+T
𝑖,𝜃
𝑘

�̂�
𝑗,𝜃
𝑘

N
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

]

< 0, (52)

where

𝑋
𝑖,𝜃
𝑘

= 𝜖
−1

𝑋
𝑖,𝜃
𝑘

, Ω̂
𝑗,𝜃
𝑘

= 𝜖
−1

Ω
𝑗,𝜃
𝑘

, �̂�
𝑗,𝜃
𝑘

= 𝜖
−1

𝑌
𝑗,𝜃
𝑘

.

(53)

It follows from (51)–(53) that

[

[

[

[

[

𝑋
𝑖,𝜃
𝑘

− (Ω̂
𝑗,𝜃
𝑘

+ Ω̂


𝑗,𝜃
𝑘

) ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

(A
𝑖,𝜃
𝑘

+B
𝑖,𝜃
𝑘

𝐾
𝑗,𝜃
𝑘

) Ω̂
𝑗,𝜃
𝑘

C
𝑖,𝜃
𝑘

−𝑋
𝑙,𝜃
𝑘

∗

(M
𝑖,𝜃
𝑘

+T
𝑖,𝜃
𝑘

𝐾
𝑗,𝜃
𝑘

) Ω̂
𝑗,𝜃
𝑘

N
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

]

< 0, (54)

which implies that the closed-loop system (20) and (21) is
robustly stable with𝐻

∞
norm bound 𝛾 byTheorem 6.
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Corollary 8. Consider the nominal unforced system

𝑥 (𝑘 + 1) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘))

× (𝐴
𝑖,𝜃
𝑘

𝑥 (𝑘) + 𝐶
𝑖,𝜃
𝑘

V (𝑘) + 𝐷
𝑖,𝜃
𝑘

𝑥 (𝑘)𝑤 (𝑘)) ,

𝑦 (𝑘) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) (𝑀

𝑖,𝜃
𝑘

𝑥 (𝑘) + 𝑁
𝑖,𝜃
𝑘

V (𝑘)) .

(55)

The nominal unforced fuzzy system is stable with 𝐻
∞

norm
bound 𝛾; that is, ‖𝑦(𝑘)‖

2
< 𝛾‖V(𝑘)‖

2
for all nonzero V(𝑘) ∈

𝑙
2
[0,∞) under the zero initial condition, if there exist matrices
{𝑃
𝑖,𝜃
𝑘

> 0}
𝑟

𝑖=1
, for all 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑟} such that

[

𝐴
𝑖,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]



[

�̃�
𝑗,𝜃
𝑘

0

0 𝐼

] [

𝐴
𝑖,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

𝑀
𝑖,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

]

− [

𝑃
𝑖,𝜃
𝑘

− 𝐷


𝑖,𝜃
𝑘

�̃�
𝑗,𝜃
𝑘

𝐷
𝑖,𝜃
𝑘

0

0 𝛾
2

𝐼

] < 0,

(56)

where �̃�
𝑗,𝜃
𝑘

= ∑
𝑁

𝜃
𝑘
=1
𝑝
𝜃
𝑘
𝜃
𝑘+1

𝑃
𝑖,𝜃
𝑘

.

Corollary 9. The nominal unforced fuzzy system (55) is stable
with 𝐻

∞
norm bound 𝛾, if there exist matrices {𝑋

𝑖,𝜃
𝑘

> 0}
𝑟

𝑖=1
,

{Ω
𝑖,𝜃
𝑘

}
𝑟

𝑖=1
, 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑟} satisfying the following LMIs:

[

[

[

[

[

𝑋
𝑖,𝜃
𝑘

− (Ω
𝑗,𝜃
𝑘

+ Ω


𝑗,𝜃
𝑘

) ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗

𝐴
𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

𝐶
𝑖,𝜃
𝑘

−𝑋
𝑗,𝜃
𝑘

∗

𝑀
𝑖,𝜃
𝑘

Ω
𝑗,𝜃
𝑘

𝑁
𝑖,𝜃
𝑘

0 −𝐼

]

]

]

]

]

< 0. (57)

Corollary 10. When 𝑢(𝑘) = 0, the unforced system (7) and (8)
is robustly stable with𝐻

∞
norm bound 𝛾, if there exist matrices

{𝑋
𝑖,𝜃
𝑘

> 0}
𝑟

𝑖=1
and 𝜖 > 0, 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑟} satisfying the

following LMIs:

[

[

[

[

[

[

[

[

−𝑋
𝑖,𝜃
𝑘

∗ ∗ ∗ ∗ ∗

0 −𝜖𝛾
2

𝐼 ∗ ∗ ∗ ∗

𝐴
𝑖,𝜃
𝑘

𝑋
𝑖,𝜃
𝑘

𝜖𝐶
𝑖,𝜃
𝑘

−𝑋
𝑗,𝜃
𝑘

∗ ∗ ∗

𝑀
𝑖,𝜃
𝑘

𝑋
𝑖,𝜃
𝑘

𝜖𝑁
𝑖,𝜃
𝑘

0 −𝜖𝐼 ∗ ∗

0 0 𝐸


1𝑖
𝐸


2𝑖
−𝐼 ∗

𝐻


1𝑖
𝑋
𝑖,𝜃
𝑘

𝜖𝐻
3𝑖

0 0 𝐽 −𝐼

]

]

]

]

]

]

]

]

< 0. (58)

4. Numerical Simulation Example

In this section, to illustrate the proposed new 𝐻
∞

fuzzy
control method, the backing-up control of a computer-
simulated truck-trailer is considered [30]. For example, the
truck-trailer model is given by

𝑥
1
(𝑘 + 1) = (1 −

V𝑡
𝐿

) 𝑥
1
(𝑘) + 𝛿

V𝑡
ℓ

𝑢 (𝑘) , (59)

𝑥
2
(𝑘 + 1) = 𝑥

2
(𝑘) +

V𝑡
𝐿

𝑥
1
(𝑘) , (60)

𝑥
3
(𝑘 + 1) = 𝑥

3
(𝑘) + V𝑡 sin(𝑥

2
(𝑘) +

V𝑡
2𝐿

𝑥
1
(𝑘)) , (61)

where 𝑥
1
(𝑘) is the angle difference between truck and trailer,

𝑥
2
(𝑘) is the angle of trailer, and 𝑥

3
(𝑘) is the vertical position

of rear end of trailer. The parameter 𝛿 ∈ [0, 1] is used to
describe the actuator failure, where 𝛿 = 1 implies no failure,
𝛿 = 0 implies a total failure, and 0 < 𝛿 < 1 implies a
partial failure. It is assumed that there is no actuator failure.
Equations (59) and (60) are linear, but (61) is nonlinear. The
model parameters are given as 𝐿 = 5.5, ℓ = 2.8, V = −1.0,
𝑡 = 2.0, and 𝛿 = 0.

The transition probability matrix that relates the three
operation modes is given as follows:

P = [

[

0.48 0.29 0.23

0.6 0.1 0.3

0.1 0.65 0.25

]

]

. (62)

As in [30], we set 𝜔 = 0.01/𝜋 and the nonlinear term
sin(𝑧(𝑘)) as

sin (𝑧 (𝑘)) = ℎ
1
(𝑧 (𝑘)) 𝑧 (𝑘) + ℎ

2
(𝑧 (𝑘)) 𝜔𝑧 (𝑘) , (63)

where ℎ
1
(𝑧(𝑘)), ℎ

2
(𝑧(𝑘)) ∈ [0, 1], and ℎ

1
(𝑧(𝑘))+ℎ

2
(𝑧(𝑘)) = 1.

By solving the equations, it can be seen that the membership
functions ℎ

1
(𝑧(𝑘)), ℎ

2
(𝑧(𝑘)) have the following relations.

When 𝑧(𝑘) is about 0 rad, ℎ
1
(𝑧(𝑘)) = 1, ℎ

2
(𝑧(𝑘)) = 0, and

when 𝑧(𝑘) is about ±𝜋 rad, ℎ
1
(𝑧(𝑘)) = 0, ℎ

2
(𝑧(𝑘)) = 1. Then

the following fuzzy models can be used to design the fuzzy
controller for the uncertain nonlinear MJSS.

Rule 1. If 𝑧(𝑘) = 𝑥
2
(𝑘) + (V𝑡/2𝐿)𝑥

1
(𝑘) is about 0 rad, then

𝑥 (𝑘 + 1) = (𝐴
1,𝜃
𝑘

+ Δ𝐴
1,𝜃
𝑘

) 𝑥 (𝑘) + (𝐵
1,𝜃
𝑘

+ Δ𝐵
1,𝜃
𝑘

) 𝑢 (𝑘)

+ (𝐶
1,𝜃
𝑘

+ Δ𝐶
1,𝜃
𝑘

) V (𝑘) + 𝐷
1,𝜃
𝑘

𝑥
1
(𝑘) 𝑤 (𝑘) .

(64)

Rule 2. If 𝑧(𝑘) = 𝑥
2
(𝑘) + (V𝑡/2𝐿)𝑥

1
(𝑘) is about ±𝜋 rad, then

𝑥 (𝑘 + 1) = (𝐴
2,𝜃
𝑘

+ Δ𝐴
2,𝜃
𝑘

) 𝑥 (𝑘) + (𝐵
2,𝜃
𝑘

+ Δ𝐵
2,𝜃
𝑘

) 𝑢 (𝑘)

+ (𝐶
2,𝜃
𝑘

+ Δ𝐶
2,𝜃
𝑘

) V (𝑘) + 𝐷
2,𝜃
𝑘

(𝑘) 𝑤 (𝑘) ,

(65)

where

𝐴
1,𝜃
𝑘

=

[

[

[

[

[

[

[

[

[

1 −

V𝑡
𝐿

0 0

V𝑡
𝐿

1 0

V2𝑡2

2𝐿

V𝑡 1

]

]

]

]

]

]

]

]

]

,

𝐴
2,𝜃
𝑘

=

[

[

[

[

[

[

[

[

[

1 −

V𝑡
𝐿

0 0

V𝑡
𝐿

1 0

𝜔V2𝑡2

2𝐿

𝜔V𝑡 1

]

]

]

]

]

]

]

]

]

,
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𝐵
1,𝜃
𝑘

= 𝐵
2,𝜃
𝑘

= [

V𝑡
𝐿

0 0]



,

𝐶
1,𝜃
𝑘

= 𝐶
2,𝜃
𝑘

= [−0.1 0.2 0.15]



,

𝐷
1,𝜃
𝑘

= 𝐷
2,𝜃
𝑘

=
[

[

0.1 0 0

0 0.01 0

0 0 0

]

]

.

(66)

In the above uncertain fuzzy models, the uncertainty to
describe the modeling error is assumed to be in the following
form:

Δ𝐴
1,𝜃
𝑘

= 𝐸
11
Δ𝐻
11
, Δ𝐵

1,𝜃
𝑘

= 𝐸
11
Δ𝐻
21
,

Δ𝐶
1,𝜃
𝑘

= 𝐸
11
Δ𝐻
31
,

Δ𝐴
2,𝜃
𝑘

= 𝐸
12
Δ𝐻
12
, Δ𝐵

2,𝜃
𝑘

= 𝐸
12
Δ𝐻
22
,

Δ𝐶
2,𝜃
𝑘

= 𝐸
12
Δ𝐻
32
,

(67)

where

𝐸
11
= 𝐸
12
=
[

[

0.06 0 0

0 0.06 0

0 0 0.06

]

]

,

𝐸
21
= 𝐸
22
=
[

[

0.1 0 0

0 0.1 0

0 0 0.1

]

]

,

𝐻
11
= 𝐻
12
=
[

[

0.3 0 0

0 0.3 0

0 0 0.3

]

]

,

𝐻
21
= 𝐻
22
= 0, 𝐻

31
= 𝐻
32
=
[

[

0

0

0

]

]

.

(68)

We choose the following matrices for the uncertain discrete-
time MJSS:

𝑀
1,𝜃
𝑘

= 𝑀
2,𝜃
𝑘

=
[

[

0.1 0 0

0 0.1 0

0 0 0.3

]

]

,

𝑁
1,𝜃
𝑘

= 𝑁
2,𝜃
𝑘

= [0.5 0 0]



,

𝑇
1,𝜃
𝑘

= 𝑇
2,𝜃
𝑘

= [0.5 0 0]



,

𝐽 =
[

[

0 0 0

0 0 0

0 0 0

]

]

.

(69)

We set 𝑖 = 1, 𝑗 = 1, 𝑙 = 1, 𝜃
𝑘
= 1 and 𝑖 = 2, 𝑗 = 2, 𝑙 =

2, 𝜃
𝑘
= 2, respectively. Based on Theorem 7 and using LMI

control toolbox in Matlab to solve LMIs (50), we can obtain
the feasible set of solutions as follows:

𝑋
1,1
=
[

[

0.2389 0.1410 0.1770

0.1410 0.1387 0.3577

0.1770 0.3577 1.9030

]

]

,

Ω
1,1
=
[

[

0.3259 0.1769 0.2347

0.1768 0.1730 0.4467

0.2286 0.4594 2.3108

]

]

,

𝑋
2,2
=
[

[

0.2725 0.2913 −0.0027

0.2913 0.8440 0.0210

−0.0027 0.0210 0.0402

]

]

,

Ω
2,2
=
[

[

0.3559 0.2937 −0.0047

0.2937 0.9264 0.0186

−0.0047 0.0186 0.0370

]

]

,

𝑌
1,1
= [0.8566 0.2418 0.0753] ,

𝑌
2,2
= [0.8592 0.2091 −0.0203] .

(70)

By (51), there are the local state feedback gains given by

𝐾
1,1
= [5.0451 −5.1128 0.5086] ,

𝐾
2,2
= [3.0255 −0.7375 0.2056] .

(71)

Then, we can get

𝑃
1,1
=
[

[

11.7492 −15.7505 2.0651

−15.7505 37.4327 −4.7133

2.0651 −4.7133 1.4101

]

]

,

𝑃
2,2
=
[

[

107.2937 −35.1096 10.0427

−35.1096 29.0490 −8.5669

10.0427 −8.5669 3.3892

]

]

.

(72)

It can be found that the LMIs ofTheorem 7 have some feasible
solution for the uncertain discrete-time MJSS. Setting 𝜖 = 1,
𝛾 = 2.6, the aforementioned simulation results are obtained.
Employing the feedback gains 𝐾, the fuzzy controller can be
obtained by (4). By using Theorem 7, with the fuzzy control
applied, if the LMIs in (50) and (25) have a positive-definite
solution for 𝐾

𝑗,𝜃
𝑘

and 𝑃
𝑖,𝜃
𝑘

, respectively, then the system (7)
and (8) driven by the designed fuzzy controller is stable with
satisfying the𝐻

∞
performance constraint.

5. Conclusions

In the paper, the robust 𝐻
∞

control has been discussed for
a class of nonlinear discrete-time stochastic MJSS. First, a
new LMI characterization of stability with 𝐻

∞
norm bound

for uncertain discrete-time stochastic MJSS has been given.
Moreover, sufficient conditions on robust stabilization and
𝐻
∞
performance analysis and control have been presented on

LMIs. Furthermore, there are some corollaries of the stability,
and the nominal unforced system has been given. Finally, a
numerical simulation example has been presented to show
the effectiveness.
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This paper is concerned with the distributed fault estimation for a class of nonlinear networked systems, where the T-S fuzzy model
is utilized to approximate the nonlinear plant and the whole fault estimation task is operated by a wireless sensor network. Due
to the limited power in sensors, signal is quantized before transmission. Based on the Lyapunov stability theory and the robust
control approach, a sufficient condition is obtained such that the estimation error system is asymptotic stable with a prescribed𝐻

∞

performance level. Finally, a case study on the actuator fault estimation of robotic manipulator is given to show the effectiveness of
the proposed design.

1. Introduction

Fault detection and isolation (FDI) and fault tolerant control
(FTC) have received considerable attention in the past two
decades due to the increasing demand for higher perfor-
mance, higher safety, and reliability standards in engineering.
Till now, many effective FDI methods have been proposed
including the model-based fault detection approach [1], par-
ity relations approach [2], the Kalman filter-based approach
[3], and so on. Based on the FDI information, the controller is
reconstructed to compensate the fault, which can guarantee
the stability of systems and also some certain performance [4,
5]. For example, the authors in [6] proposed a methodology
for detection and accommodation of actuator faults for a class
of multi-input-multi-output (MIMO) stochastic systems.
Firstly, a new real-time fault estimationmodule that estimates
the actuator effectiveness was developed. Then, the output of
the nominal controller is reconfigured to compensate for the
loss of actuator effectiveness in the system. Simulation results
of a helicopter in vertical plane were finally presented to
demonstrate the performance of the proposed fault-tolerant
control scheme. In [7], the authors studied the problem of
robust fault estimation (FE) observer design for discrete-time
Takagi-Sugeno (T-S) fuzzy systems via piecewise Lyapunov

functions. Both the full-order FE observer (FFEO) and the
reduced-order FE observer (RFEO) were presented. They
showed that the optimal fault estimator can be determined by
solving a set of linear matrix inequalities. It should be noted
that all the above fault estimators are designed in a centralized
way, and such a framework may have low reliability; for
example, the estimation task may fail once the estimator has
unrecoverable fault.

With the development of wireless sensor networks
(WSNs), distributed estimation has received much attention
in the last decade. Compared with the centralized filtering
systems, the distributed filtering one has more redundancies,
and thus it has higher reliability. Once some sensors have
unrecoverable fault, other sensors can also provide the
estimation signal. For example, a distributed Kalman filtering
algorithm has been introduced in [8] that allows the nodes
of a sensor network to track the average of 𝑛 sensor mea-
surements using an average consensus based distributed filter.
In the scenario that the priori information on the external
noises is not precisely known, the authors in [9] proposed
an average 𝐻

∞
performance and the distributed observer

design has been presented such that the prescribed estimation
performance is guaranteed in the 𝐻

∞
sense. Recently, the
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distributed filtering for a class of sensor networks with
switching topology is investigated in our earlier work [10].
Based on the switched system approach, we showed that the
sensor working mode can be regulated to save energy. Recent
advancement on the distributed filtering in sensor networks
is referred to [8–10].

It is worth pointing out that the above distributed filtering
results only focused on the state estimation problem. How-
ever, certain faults may occur in practical systems as we have
mentioned above. In particular, in today’s industrial systems,
actuator fault may occur due to the increasing complexity of
systems. Then, a natural problem is how to estimate the fault
in a distributed way? To the best of the author’s knowledge,
such a challenging work has not been investigated yet. In this
paper, we are concerned with the distributed fault estimation
for a class of nonlinear systems. Two fundamental difficulties
are identified as follows: (1) in the sensor-network-based
distributed fault estimation systems, the first difficulty is how
to prolong the lifetime of the networks as the sensor power
is usually limited and it is impossible to be replaced when
deployed in a large geometric area. (2) For a sensor network,
each filter is designed based on the local information and
the information from its neighboring ones, so the second
difficulty is how to handle the complicated couplings between
one sensor and its neighboring sensors in the presence of
multiple quantization errors.

To handle the above challenges, attention of this paper
is focused on designing a set of distributed fault estimators
such that the estimation error system is asymptotically stable
and achieves a prescribed 𝐻

∞
performance. Firstly, the

Kronecker product is introduced to help solve the complex
coupling of sensors in network. Then, signal quantization
technique is utilized to reduce the transmitted packet size
and thus save the transmission power. Based on the robust
control technique and the Lyapunov stability theory, a new
sufficient condition is obtained for the solvability of the
considered estimation problem. Finally, a case study of
robotic manipulator is given to show the effectiveness of the
proposed design.

Notation. Some definitions for the notation used throughout
the paper are given as follows. A superscript T stands for
matrix transposition and superscript−1 stands for the inverse
of a matrix; R𝑛 denotes the 𝑛-dimensional Euclidean space
and ‖ ⋅ ‖ denotes the Euclidean norm; 𝑙

2
[0,∞) denotes the

space of square-integrable vector functions over [0,∞) and
the symbol ⊗ denotes the Kronecker product; 𝐼 and 0 rep-
resent the identity matrix and zero matrix with appropriate
dimensions; 𝑒

𝑛
represents an 𝑛-dimensional column vector

with all the entries being identity.

2. Problem Formulation

The sensor network is deployed to monitor the plant, where
there is no centralized fusion center in the network, and every
sensor in the network acts also as an estimator.

Standard definitions for the sensor networks are now
given as follows. Let the topology of a given sensor network
be represented by a direct graph 𝜋(𝑘) = (𝜗, 𝜒, 𝐴) of order 𝑛

with the set of sensors 𝜗 = {1, 2, . . . , 𝑛}, set of edges 𝜒 ⊆ 𝜗×𝜗,
and a weighted adjacency matrix 𝐴 = [𝑎

𝑖𝑗
] with nonnegative

adjacency elements 𝑎
𝑖𝑗
. An edge of 𝜋 is denoted by (𝑖, 𝑗). The

adjacency elements associated with the edges of the graph are
𝑎
𝑖𝑗
= 1, (𝑖, 𝑗) ∈ 𝜗, if sensor 𝑖 receives information from sensor

𝑗, whereas 𝑎
𝑖𝑗
= 0, if sensor 𝑖 can not receive information

from sensor 𝑗. Moreover, we assume 𝑎
𝑖𝑖
= 1 for all 𝑖 ∈ 𝜗. The

set of neighbors of node 𝑖 ∈ 𝜗 plus the node itself are denoted
by 𝑁

𝑖
= {𝑗 ∈ 𝛿 : (𝑖, 𝑗) ∈ 𝜗}. 𝐴 = [𝑎

𝑖𝑗
] is a square matrix

representing the topology of the sensor network.
In this paper, the nonlinear plant is described by the

following T-S model.

Plant Rule 𝑖. IF 𝜙
1
(𝑘) is 𝜓

𝑖1
and 𝜙

2
(𝑘) is 𝜓

𝑖2
and ⋅ ⋅ ⋅ and 𝜙

𝑡
(𝑘)

is 𝜓
𝑖𝑡
, THEN

𝑥 (𝑘 + 1) = 𝐴
𝑖
𝑥 (𝑘) + 𝐵

𝑖
𝑢 (𝑘) + 𝐷

𝑖
𝑤 (𝑘) + 𝐸

𝑖
𝑓 (𝑘)

𝑦
𝑝
(𝑘) = 𝐶

𝑝𝑖
𝑥 (𝑘) + 𝐷

𝑝𝑖
𝑤 (𝑘) , 𝑖 = 1, 2, . . . , 𝑟,

(1)

where 𝜙(𝑘) = [𝜙
1
(𝑘), 𝜙

2
(𝑘), . . . , 𝜙

𝑡
(𝑘)] is the premise variable

vector, 𝜓
𝑖𝑗
is the fuzzy set, and 𝑟 is the number of IF-THEN

rules. 𝑥(𝑡) ∈ R𝑥 is the state variable, 𝑢(𝑘) ∈ R𝑢 is the input,
𝑤(𝑘) ∈ R𝑤 is the unknowndisturbance belonging to 𝑙

2
[0,∞),

𝑓(𝑘) ∈ R𝑓 is the fault vector, 𝑦
𝑝
(𝑘) ∈ R𝑦

𝑝
(𝑝 = 1, 2, . . . , 𝑛)

is the output measured by the 𝑝th fault estimator, and 𝐴
𝑖
, 𝐵

𝑖
,

𝐷
𝑖
, 𝐸

𝑖
, 𝐶

𝑝𝑖
, 𝐷

𝑝𝑖
are all known real matrices with appropriate

dimensions.

Remark 1. It should be pointed out that the T-S fuzzy model
(1) can only approximate the smooth nonlinear control
systems, but not all the nonlinear control systems. Our
attention in this paper is to design the fault estimator for
such a class of nonlinear systems described by the T-S fuzzy
model. We will show in the simulation part that such a T-
S fuzzy system can be used to model the nonlinear robotic
manipulator.

By using a center-average defuzzifier, product fuzzy
inference, and a singleton fuzzifier, the overall fuzzy system
is inferred as

𝑥 (𝑘 + 1) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝜙 (𝑘))

× [𝐴
𝑖
𝑥 (𝑘) + 𝐵

𝑖
𝑢 (𝑘) + 𝐷

𝑖
𝑤 (𝑘) + 𝐸

𝑖
𝑓 (𝑘)]

𝑦
𝑝
(𝑘) =

𝑟

∑

𝑖=1

ℎ
𝑖
(𝜙 (𝑘)) [𝐶

𝑝𝑖
𝑥 (𝑘) + 𝐷

𝑝𝑖
𝑤 (𝑘)] ,

(2)

where ℎ
𝑖
(𝜙(𝑘)) = 𝜋

𝑖
(𝜙(𝑘))/∑

𝑟

𝑖=1
𝜋
𝑖
(𝜙(𝑘)) and 𝜋

𝑖
(𝜙(𝑘)) =

∏
𝑝

𝑗=1
𝜓
𝑖𝑗
(𝜙

𝑗
(𝑘)), with 𝜓

𝑖𝑗
(𝜙

𝑗
(𝑘)) representing the grade of

membership of 𝜙
𝑗
(𝑘) in 𝜓

𝑖𝑗
. Usually, it is assumed that

𝜋
𝑖
((𝜙(𝑘))) ≥ 0 and ∑𝑟

𝑖=1
𝜋
𝑖
(𝜙(𝑘)) > 0 for all 𝜙(𝑘).
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For system (2), the following distributed fault estimator
form is constructed.

Plant Rule 𝑖. IF 𝜙
1
(𝑘) is 𝜓

𝑖1
and 𝜙

2
(𝑘) is 𝜓

𝑖2
and ⋅ ⋅ ⋅ and 𝜙

𝑡
(𝑘)

is 𝜓
𝑖𝑡
, THEN

𝑥
𝑝
(𝑘 + 1) = 𝐴

𝑖
𝑥
𝑝
(𝑘) + 𝐵

𝑖
𝑢 (𝑘)

+ 𝐸
𝑖

̂
𝑓
𝑝
(𝑘) −

𝑛

∑

𝑞=1

𝑎
𝑝𝑞
𝐻

𝑖

𝑝𝑞
𝑄

𝑞
(𝑦

𝑞
(𝑘) − 𝑦

𝑞
(𝑘)) ,

𝑦
𝑝
(𝑘) = 𝐶

𝑝𝑖
𝑥
𝑝
(𝑘) ,

̂
𝑓
𝑝
(𝑘 + 1) =

̂
𝑓
𝑝
(𝑘) −

𝑛

∑

𝑞=1

𝑎
𝑝𝑞
𝐾

𝑖

𝑝𝑞
𝑄

𝑞
(𝑦

𝑞
(𝑘) − 𝑦

𝑞
(𝑘)) ,

(3)

where 𝑥
𝑝
∈ R𝑥 is the estimator state vector, 𝑦

𝑝
(𝑘) ∈ R𝑦

𝑝
(𝑝 =

1, 2, . . . , 𝑛) is the estimator output, and ̂
𝑓
𝑝
(𝑘) ∈ R𝑓 is an

estimate of 𝑓(𝑘);𝐻𝑖

𝑝𝑞
and𝐾𝑖

𝑝𝑞
are the estimator gain matrices

to be designed.𝑄
𝑞
(⋅) represents the quantizer in𝑝th estimator

with the quantization density 0 < 𝜌
𝑝
< 1 and the set of

quantization levels are described as

𝑈
𝑗
= {±𝑢

𝑗

𝑖
: 𝑢

𝑗

𝑖+1
= 𝜌

𝑗
𝑢
𝑗

𝑖
, 𝑖 = 1, 2, 3 ⋅ ⋅ ⋅ } ∪ {±𝑢

𝑗

0
} ∪ {0}

0 < 𝜌
𝑗
< 1, 𝑢

𝑗

0
> 0.

(4)

Its quantization is described by

𝑄
𝑞
(𝜎) = [𝑄

𝑞
(𝜎

1
) 𝑄

𝑞
(𝜎

2
) ⋅ ⋅ ⋅ 𝑄

𝑞
(𝜎

𝑁
)]

T
. (5)

Here, 𝜎 = [𝜎
1
, 𝜎

2
, . . . , 𝜎

𝑁
] is the input vector; the quantized

output 𝑄
𝑞
(𝜎

𝑘
) is given by the following piecewise function

𝑄
𝑞
(𝜎

𝑘
) =

{
{
{
{

{
{
{
{

{

𝜌
𝑖

𝑞
𝑢
𝑞

0
, if

𝑢
𝑞

𝑖

1 + 𝛿
𝑞

< 𝜎
𝑘
≤

𝑢
𝑞

𝑖

1 − 𝛿
𝑞

, 𝜎
𝑘
> 0

0, if 𝜎
𝑘
= 0

−𝑄
𝑞
(−𝜎

𝑘
) , if 𝜎

𝑘
< 0,

(6)

where 𝛿
𝑞
= (1−𝜌

𝑞
)/(1+𝜌

𝑞
) is the maximum error coefficient

of quantizer 𝑄
𝑞
(⋅). In this paper, the quantization error is

defined as

𝑒
𝑄
𝑞

= 𝑄
𝑞
(𝜎

𝑘
) − 𝜎

𝑘
= Δ

𝑞
𝜎
𝑘
, Δ

𝑞
∈ [−𝛿

𝑞
, 𝛿

𝑞
] . (7)

Let Δ𝑓(𝑘) = 𝑓(𝑘 + 1) − 𝑓(𝑘), and let the tracking errors
of 𝑥 and 𝑓 be

𝑒
𝑥
𝑝

(𝑘) = 𝑥
𝑝
(𝑘) − 𝑥 (𝑘) ,

𝑒
𝑓
𝑝

(𝑘) =
̂
𝑓
𝑝
(𝑘) − 𝑓 (𝑘) .

(8)

Then, based on (1) and (3), the error dynamics can be derived
as

𝑒
𝑥
𝑝

(𝑘 + 1) =

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑖
(𝜙 (𝑘)) ℎ

𝑗
(𝜙 (𝑘))

× [𝐴
𝑖
𝑒
𝑥
𝑝

(𝑘) + 𝐸
𝑖
𝑒
𝑓
𝑝

(𝑘)

−

𝑛

∑

𝑞=1

𝑎
𝑝𝑞
𝐻

𝑖

𝑝𝑞
(𝐼 + Δ

𝑞
(𝑘))

× (𝐶
𝑞𝑗
𝑒
𝑥
𝑝

(𝑘) − 𝐷
𝑞𝑗
𝑤 (𝑘)) − 𝐷

𝑖
𝑤 (𝑘) ]

(9)

𝑒
𝑓
𝑝

(𝑘 + 1) =

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑖
(𝜙 (𝑘)) ℎ

𝑗
(𝜙 (𝑘))

× [𝑒
𝑓
𝑝

(𝑘) − Δ𝑓 (𝑘)

−

𝑛

∑

𝑞=1

𝑎
𝑝𝑞
𝐾

𝑖

𝑝𝑞
(𝐼 + Δ

𝑞
(𝑘))

× (𝐶
𝑞𝑗
𝑒
𝑥
𝑝

(𝑘) − 𝐷
𝑞𝑗
𝑤 (𝑘)) ] ,

(10)

where Δ
𝑞
(𝑘) = diag{Δ

𝑞1
(𝑘), Δ

𝑞2
(𝑘), . . . , Δ

𝑞𝑦
(𝑘)}, and Δ

𝑞𝑖
∈

[−𝛿
𝑞
, 𝛿

𝑞
], 𝑖 = 1, 2, . . . , 𝑦.

Let

𝑒
𝑥
(𝑘) = [𝑒

T
𝑥
1

(𝑘) ⋅ ⋅ ⋅ 𝑒
T
𝑥
𝑛

(𝑘)]

T
, 𝐴

𝑖
= 𝐼

𝑛
⊗ 𝐴

𝑖
,

𝑒
𝑓
(𝑘) = [𝑒

T
𝑓
1

(𝑘) ⋅ ⋅ ⋅ 𝑒
T
𝑓
𝑛

(𝑘)]

T
, 𝐸

𝑖
= 𝐼

𝑛
⊗ 𝐸

𝑖
,

𝐶
𝑖
= diag {𝐶

1𝑖
, 𝐶

2𝑖
⋅ ⋅ ⋅ 𝐶

𝑛𝑖
} ,

𝐷
𝑖
= [𝐷

T
1𝑖

⋅ ⋅ ⋅ 𝐷
T
𝑛𝑖
]

T
, 𝐷

𝑖
= 𝑒

𝑛
⊗ 𝐷

𝑖
,

Δ (𝑘) = diag {Δ
1
(𝑘) , Δ

2
(𝑘) ⋅ ⋅ ⋅ Δ

𝑛
(𝑘)} ,

𝐻
𝑖
=
[

[

[

𝑎
11
𝐻

𝑖

11
⋅ ⋅ ⋅ 𝑎

1𝑛
𝐻

𝑖

1𝑛

... d
...

𝑎
𝑛1
𝐻

𝑖

𝑛1
⋅ ⋅ ⋅ 𝑎

𝑛𝑛
𝐻

𝑖

𝑛𝑛

]

]

]

,

𝐾
𝑖
=
[

[

[

𝑎
11
𝐾

𝑖

11
⋅ ⋅ ⋅ 𝑎

1𝑛
𝐾

𝑖

1𝑛

... d
...

𝑎
𝑛1
𝐾

𝑖

𝑛1
⋅ ⋅ ⋅ 𝑎

𝑛𝑛
𝐾

𝑖

𝑛𝑛

]

]

]

.

(11)
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By defining ℎ𝑘
𝑖
= ℎ

𝑖
(𝜙(𝑘)), 𝑒(𝑘) = [𝑒

T
𝑥
(𝑘) 𝑒

T
𝑓
(𝑘)]

T
, V(𝑘) =

[𝑤
T
(𝑘) Δ𝑓

T
(𝑘)]

T
, combining (9) and (10), the following

augmented estimation error system is obtained:

𝑒 (𝑘 + 1) =

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑘

𝑖
ℎ
𝑘

𝑗
[𝑀

𝑖𝑗
𝑒 (𝑘) + 𝑁

𝑖𝑗
V (𝑘)] ,

𝑧 (𝑘) = 𝐿𝑒 (𝑘) ,

(12)

where

𝑀
𝑖𝑗
= [

𝐴
𝑖
− 𝐻

𝑖
(𝐼 + Δ (𝑘)) 𝐶

𝑗
𝐸
𝑖

−𝐾
𝑖
(𝐼 + Δ (𝑘)) 𝐶

𝑗
𝐼

] ,

𝑁
𝑖𝑗
= [

𝐻
𝑖
(𝐼 + Δ (𝑘))𝐷

𝑗
− 𝐷

𝑖
0

𝐾
𝑖
(𝐼 + Δ (𝑘))𝐷

𝑗
𝑒
𝑛
⊗ 𝐼

] ,

𝐿 = [0 𝐼] .

(13)

The objective of this paper is to design the robust
distributed fault estimator in the form of (3) such that the
estimation error system (12) is asymptotic stable and achieves
an 𝐻

∞
performance. To be more specific, the estimation

requirements are expressed as follows.

(1) The augmented estimation error system in (12) with
V(𝑘) ≡ 0 is asymptotically stable.

(2) For any nonzero external disturbance V(𝑘) ∈ 𝑙
2
[0,∞),

its effect on the estimation error 𝑒
𝑓
𝑝

(𝑘) is attenuated
below a desired level 𝛾 > 0. More specifically, it is
required that

∞

∑

𝑘=0

1

𝑛

‖𝑧 (𝑘)‖
2

≤ 𝛾
2

∞

∑

𝑘=0

‖V (𝑘)‖2. (14)

The estimation error system (12) is said to be asymp-
totically stable with an average 𝐻

∞
performance 𝛾 if the

aforementioned requirements are met.

Remark 2. In this paper, our attention is focused on estimat-
ing the fault signal in the presence of unknown disturbance.
Hence, we choose 𝐿 = [0 𝐼 ]. It is interesting to see that when
we choose 𝐿 as an identity matrix, both state and fault signals
can be estimated such that the estimation error system is
asymptotic stable and achieves a prescribed𝐻

∞
performance

level.

The following lemmas are introduced before further
proceeding.

Lemma 3 (see [11]). For given matrices of appropriate dimen-
sions Σ

1
, Σ

2
, and Σ

3
with Σ

1
satisfying Σ

1
= Σ

𝑇

1
, then

Σ
1
+ Σ

2
ΔΣ

3
+ Σ

𝑇

3
Δ
𝑇

Σ
𝑇

2
< 0 (15)

holds for all Δ𝑇

Δ ≤ 𝐼 if and only if there exists a scalar 𝜀 > 0

such that

Σ
1
+ 𝜀Σ

2
Σ
T
2
+ 𝜀

−1

Σ
T
3
Σ
3
< 0. (16)

Lemma 4 (see [12]). For matrices 𝐴, 𝑄 = 𝑄
𝑇, and 𝑃 > 0 the

following matrix inequality

𝐴
𝑇

𝑃𝐴 − 𝑄 < 0 (17)
holds if and only if there exists a matrix 𝑇 of appropriate
dimensions such that

[

−𝑄 𝐴
𝑇

𝑇

∗ 𝑃 − 𝑇 − 𝑇
T] < 0. (18)

3. Main Results

In this section, we aim to solve the distributed fault estimation
problem. Some theorems are derived that the estimation
error system (12) is asymptotic stable and achieves an 𝐻

∞

performance.Theorem 5 guarantees that the estimation error
system (12) is asymptotic stable with an 𝐻

∞
performance

𝛾 > 0, and the specific design method for distributed fault
estimator is proposed inTheorem 7.

Theorem 5. For a given system (3) and a scalar 𝛾 > 0, the
estimation error system (12) is asymptotic stable with an 𝐻

∞

performance 𝛾 > 0 if there exist symmetric positive matrices 𝑃
and a scalar 𝜀 > 0, the following inequalities

[

[

[

[

[

[

[

[

[

[

[

[

−𝑃 0 �̂�
𝑇

𝑖𝑗
𝐿
𝑇

𝜀𝐶
𝑇

𝑗
Δ 0

∗ −𝛾
2

𝐼 �̂�
𝑇

𝑖𝑗
0 𝜀𝐷

𝑇

𝑗
Δ 0

∗ ∗ −𝑃
−1

0 0 𝐹
𝑖

∗ ∗ ∗ −𝑛𝐼 0 0

∗ ∗ ∗ ∗ −𝜀𝐼 0

∗ ∗ ∗ ∗ ∗ −𝜀𝐼

]

]

]

]

]

]

]

]

]

]

]

]

< 0 (19)

hold for all 𝑖, 𝑗 = 1, 2, . . . , 𝑟, where

�̂�
𝑖𝑗
= [

𝐴
𝑖
− 𝐻

𝑖
𝐶
𝑗
𝐸
𝑖

−𝐾
𝑖
𝐶
𝑗

𝐼

] , 𝐶
𝑗
= [−𝐶

𝑗
0] ,

�̂�
𝑖𝑗
= [

𝐻
𝑖
𝐷

𝑗
− 𝐷

𝑖
0

𝐾
𝑖
𝐷

𝑗
𝑒
𝑛
⊗ 𝐼

] , 𝐷
𝑗
= [𝐷

𝑗
0] ,

𝐹
𝑖
= [𝐻

𝑖

𝑇

𝐾
𝑖

𝑇

]

𝑇

, Δ = diag {𝛿
1
𝐼
𝑦
, 𝛿

2
𝐼
𝑦
, . . . , 𝛿

𝑛
𝐼
𝑦
} .

(20)
Proof. We first consider the asymptotic stability of the aug-
mented estimation error system (12) with V(𝑘) ≡ 0. Construct
the following Lyapunov function:

𝑉 (𝑘) = 𝑒
T
(𝑘) 𝑃𝑒 (𝑘) ; (21)

then the dynamics of 𝑉(𝑘) is given by
Δ𝑉 (𝑘) ≜ 𝑉 (𝑘 + 1) − 𝑉 (𝑘)

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑘

𝑖
ℎ
𝑘

𝑗
[𝑒

T
(𝑘 + 1) 𝑃𝑒 (𝑘 + 1) − 𝑒

T
(𝑘) 𝑃𝑒 (𝑘)]

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑘

𝑖
ℎ
𝑘

𝑗
[𝑒

T
(𝑘) (𝑀

T
𝑖𝑗
𝑃𝑀

𝑖𝑗
− 𝑃) 𝑒 (𝑘)] ,

(22)
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where 𝑀
𝑖𝑗
= 𝑀

𝑖
+ 𝐹

𝑖
𝐶
𝑗
+ 𝐹

𝑖
Δ(𝑘)𝐶

𝑗
and 𝑀

𝑖
= [

𝐴
𝑖
𝐸
𝑖

0 𝐼

], 𝑁
𝑖
=

[
−�̃�
𝑖

0

0 𝑒
𝑛
⊗𝐼
]. It can be obtained that Δ𝑉(𝑘) =

∑
𝑟

𝑖=1
∑

𝑟

𝑗=1
ℎ
𝑘

𝑖
ℎ
𝑘

𝑗
[Ω

𝑖𝑗
], where Ω

𝑖𝑗
= Ω

1𝑖
+ Ω

2𝑗
Δ(𝑘)Ω

3𝑖
+

Ω
T
3𝑖
Δ
T
(𝑘)Ω

T
2𝑗
, Ω

1𝑖
= [

−𝑃 �̂�
T
𝑖

∗ −𝑃
−1
] , Ω

2𝑗
= [𝐶

𝑗
0]

T
, Ω

3𝑖
=

[0 𝐹
T
𝑖
].

Notice that (Δ(𝑘)Δ−1

)
T
Δ(𝑘)Δ

−1

≤ 𝐼; by using Lemma 3
and Schur complement, it can be seen that Ω

𝑖𝑗
< 0 is

equivalent to

[

[

[

[

−𝑃 �̂�
T
𝑖𝑗

𝜀𝐶
T
𝑗
Δ 0

∗ −𝑃
−1

0 𝐹
𝑖

∗ ∗ −𝜀𝐼 0

∗ ∗ ∗ −𝜀𝐼

]

]

]

]

< 0, 𝑖, 𝑗 = 1, 2, . . . , 𝑟. (23)

It is noted that (23) holds if (19) holds; hence we have
Δ𝑉(𝑘) < 0, indicating that the estimation error system (12)
is asymptotic stable.

We then consider the𝐻
∞

performance of the estimation
error system (12). Define

𝐽 ≜

∞

∑

𝑘=0

[

1

𝑛

𝑧
T
(𝑘) 𝑧 (𝑘) − 𝛾

2VT (𝑘) V (𝑘)] . (24)

Denote 𝜂(𝑘) = [𝑒T(𝑘) VT(𝑘)]
T
; then it can be obtained under

the zero initial conditions that

𝐽 ≤

∞

∑

𝑘=0

[

1

𝑛

𝑧
T
(𝑘) 𝑧 (𝑘) − 𝛾

2VT (𝑘) V (𝑘) + Δ𝑉]

=

∞

∑

𝑘=0

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑘

𝑖
ℎ
𝑘

𝑗
[𝜂

T
(𝑘)Θ

𝑖𝑗
𝜂 (𝑘)] ,

(25)

where Θ
𝑖𝑗
= Θ

1𝑖
+ Θ

2𝑗
Δ(𝑘)Θ

3𝑖
+ Θ

T
3𝑖
Δ
T
(𝑘)Θ

T
2𝑗
with

Θ
1𝑗
= [𝐶

𝑗
𝐷

𝑗
0 0]

T
,

Θ
2𝑖
= [0 0 𝐹

T
𝑖

0] ,

Θ
3𝑖
=

[

[

[

[

−𝑃 0 �̂�
T
𝑖

𝐿
T

∗ −𝛾
2

𝐼 �̂�
T
𝑖

0

∗ ∗ −𝑃
−1

0

∗ ∗ ∗ −𝑛𝐼

]

]

]

]

.

(26)

Based on Lemma 3 and Schur complement, it can be
derived from (19) that Θ

𝑖𝑗
< 0. Thus 𝐽 < 0 and the

estimation error system (12) is asymptotic stable with an𝐻
∞

performance 𝛾 > 0. The proof is completed.

Remark 6. In Theorem 5, it is difficult to determine the
estimator gains due to the nonlinear term in (19). Toward
this end, based on Theorem 5, Theorem 7 is proposed to
determine the estimator gains.

Theorem 7. For a given system (3) and a scalar 𝛾 > 0,
the estimation error system (12) is asymptotic stable with an
average𝐻

∞
performance 𝛾 > 0 if there exist symmetric positive

matrices 𝑃, a matrix 𝑇, and a scalar 𝜀 > 0; the following
inequalities

[

[

[

[

[

[

[

[

[

[

[

[

−𝑃 0 𝑀
𝑇

𝑖
𝑇 + 𝐶

𝑇

𝑗
𝐹

𝑇

𝑖
𝐿
T

𝜀𝐶
𝑇

𝑗
Δ 0

∗ −𝛾
2

𝐼 𝑁
𝑇

𝑖
𝑇 + 𝐷

𝑇

𝑗
𝐹

𝑇

𝑖
0 𝜀𝐷

𝑇

𝑗
Δ 0

∗ ∗ 𝑃 − 𝑇 − 𝑇
𝑇

0 0 𝐹
𝑖

∗ ∗ ∗ −𝑛𝐼 0 0

∗ ∗ ∗ ∗ −𝜀𝐼 0

∗ ∗ ∗ ∗ ∗ −𝜀𝐼

]

]

]

]

]

]

]

]

]

]

]

]

< 0 (27)

hold for all 𝑖, 𝑗 = 1, 2, . . . , 𝑟. Meanwhile, the estimator gains
can be determined as

𝐹
𝑖
= 𝑇

−𝑇

𝐹
𝑖
. (28)

Proof. Based on Lemma 4 and Schur complement, it is
easy to derive from (27) that (29) holds. Denote 𝑇 =

diag{𝐼, 𝐼, 𝑇−T
, 𝐼, 𝐼, 𝐼}; premultiplying (28) by𝑇 andpostmulti-

plying (29) by𝑇
T
simultaneously, (18) is obtained, which ends

the proof. Consider

[

[

[

[

[

[

[

[

[

−𝑃 0 𝑀
T
𝑖
𝑇 + 𝐶

T
𝑗
𝐹

T
𝑖

𝐿
T

𝜀𝐶
T
𝑗
Δ 0

∗ −𝛾
2

𝐼 𝑁
T
𝑖
𝑇 + 𝐷

T
𝑗
𝐹

T
𝑖

0 𝜀𝐷
T
𝑗
Δ 0

∗ ∗ 𝑇𝑃
−1

𝑇
T

0 0 𝐹
𝑖

∗ ∗ ∗ −𝑛𝐼 0 0

∗ ∗ ∗ ∗ −𝜀𝐼 0

∗ ∗ ∗ ∗ ∗ −𝜀𝐼

]

]

]

]

]

]

]

]

]

< 0. (29)

Remark 8. Optimal solutions for the problem of distributed
fault estimation can be obtained by solving the following
optimization problem:

min 𝛾
2

s.t. (27) .

(30)

The estimator gains can be determined through (28).

4. Illustrative Example

In this section, a simulation example is presented to illustrate
the effectiveness of the proposed design methods. Consider
a single-link rigid robot that is connected through a revolute
joint to the basement and whose plane of motion is vertical.
The motion equation of this mechanical system is given by
[13, 14]

𝐽
̈
𝜗 = − (0.5𝑚𝑔𝑙 +𝑀𝑔𝑙) sin (𝜗) + 𝑢, (31)

where𝜗denotes the joint rotation angle in radians,𝑚 = 1.5 kg
is the mass of the load,𝑀 = 3 kg is the mass of the rigid link,
𝑔 = 9.8m/s2 is the gravity constant, 𝑙 = 0.5m is the length
of the robot link, 𝐽 = 0.875 kg ⋅m2 is the moment of inertia,
and 𝑢 is the control torque applied at the joint in Nm. 𝜗 = 0

denotes the lowest vertical equilibrium position.
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Figure 1: 𝑓(𝑘) and its estimate 𝑓
1
(𝑘).

By applying the approach in [13], a T-S fuzzy model is
constructed for system (31) as follows:

Plant rule 1: IF 𝑥
1
is about 0,THEN

̇𝑥 = 𝐴
1𝑐
𝑥 + 𝐵

1
𝑢 + 𝑤

Plant rule 2: IF 𝑥
1
is about Π, THEN

̇𝑥 = 𝐴
2𝑐
𝑥 + 𝐵

2
𝑢 + 𝑤,

(32)

where 𝑥 = [
𝜗

̇
𝜗
] , 𝐴

1𝑐
= [

0 1

−(0.5𝑚𝑔𝑙+𝑀𝑔𝑙)/𝐽 0
], 𝐴

2𝑐
=

[
0 1

−2(0.5𝑚𝑔𝑙+𝑀𝑔𝑙)/𝜋𝐽 0
], and 𝐵

1𝑐
= 𝐵

2𝑐
= [

0

1/𝐽
].

The fuzzy membership functions are set as ℎ
1
(𝑥

1
) =

(0.5𝜋 − |𝑥
1
|)/0.5𝜋 and ℎ

2
(𝑥

1
) = 1 − ℎ

1
(𝑥

1
). By using

the controller gain 𝐾
1

= [10.5000 −5.1057], 𝐾
2

=

[3.8800 −5.0628], with a sampling time 𝑇
𝑠
= 0.5 s, the

discrete-time model for system (32) is obtained as

Plant rule 1: IF 𝑥
1
(𝑘) is about 0,THEN

𝑥 (𝑘 + 1) = 𝐴
1
𝑥 (𝑘) + 𝐵

1
𝑤 (𝑘)

Plant rule 2: IF 𝑥
1
(𝑘) is about Π,THEN

𝑥 (𝑘 + 1) = 𝐴
2
𝑥 (𝑘) + 𝐵

2
𝑤 (𝑘) ,

(33)

where

𝐴
1
= [

0.5508 0.1139

−1.0252 −0.1139
] , 𝐵

1
= [

0.0570

0.1302
] ,

𝐴
2
= [

0.5515 0.1149

−1.0270 −0.1136
] , 𝐵

2
= [

0.0574

0.1314
] .

(34)

In this example, we consider the actuator fault problem,
and we aim to estimate the fault in a distributed framework.
Hence, 𝐸

𝑖
= 𝐵

𝑖
and 𝑓(𝑘) is estimated by two distributed

estimators, with 𝐶
𝑝𝑖

= [1 0] , (𝑝, 𝑖 = 1, 2), 𝐷
11

= 0.1,
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Figure 2: 𝑓(𝑘) and its estimate 𝑓
2
(𝑘).

𝐷
12

= 0.1, 𝐷
21

= 0.3, and 𝐷
22

= 0.3. In order to achieve
a better estimation performance, these two estimators share
their measurements to each other. This is reasonable as two
sensors may be enough to monitor the robotic manipulator
and the sensors are usually deployed in the working area
of this manipulator such that they can communicate with
each other. By choosing 𝜌

1
= 0.9, 𝜌

2
= 0.7, solving

the optimization problem (30), the minimized value for
𝐻

∞
performance is obtained as 𝛾

∗

= 3.2053 and the
corresponding filter parameter matrices are given as follows:

𝐻
1
=

[

[

[

[

1.3854 −0.1770

0.4810 0.2116

1.3770 −0.1739

0.4969 0.2057

]

]

]

]

,

𝐻
2
=

[

[

[

[

1.3907 −0.1772

0.4937 0.2117

1.3825 −0.1741

0.5095 0.2059

]

]

]

]

,

𝐾
1
= [

14.7365 −3.3897

14.7365 −3.3897
] ,

𝐾
2
= [

14.7305 −3.3878

14.7305 −3.3878
] .

(35)

For simulation, the disturbance𝑤(𝑘) is randomly varying
in [−0.5, 0.5] and 𝑓(𝑘) is chosen as

𝑓 (𝑘) = {

0 0 ≤ 𝑘 < 100; 200 ≤ 𝑘 < 300

5 100 ≤ 𝑘 < 200; 300 ≤ 𝑘 < 400.

(36)

Simulation results are depicted as follows. The state
trajectories of 𝑓(𝑘) as well as its estimates 𝑓

1
(𝑘) and 𝑓

2
(𝑘)

are shown in Figures 1 and 2, respectively. It follows from
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Table 1: Relation between the estimation performance and the
quantization density.

𝜌
1

0.9 0.9 0.9 0.9 0.9
𝜌
2

0.9 0.8 0.7 0.6 0.5
𝛾
∗ 3.1971 3.2053 3.2231 3.2587 3.3578

Figures 1 and 2 that the two sensors have the same estimation
performance due the the consensus based estimation tech-
nique. Hence, once one sensor has temporary failure such
that it cannot provide the estimation signal, we can also
have the fault estimation signal from the other sensor. The
relation between the quantization density and the estimation
performance is given in Table 1. It is seen that the estimation
performance becomesworsewhen the quantization density is
small; howevermore energymay be saved as less information
is transmitted.

5. Conclusions

We have investigated the distributed fault estimation for
a class of nonlinear systems, where the nonlinear plant is
approximated by a T-S fuzzymodel. Due to the limited power
in sensors, signal quantization technique has been utilized to
save sensor power. Based on the Lyapunov stability theory
and the robust control approach, a sufficient condition is
obtained such that the estimation error system is asymptotic
stable with a prescribed 𝐻

∞
performance level. Finally, a

case study on the fault estimation of actuator fault in the
robotic manipulator is given to show the effectiveness of the
proposed design. Some other future works, for example, the
distributed fault estimation, with various networked issues
will be considered [15–18]. In addition, in order to reduce
the energy consumption of network, stochastic transmission
protocol may be employed [19]. In this scenario, how to
design the distributed fault estimator deserves further study.
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This paper presents a joint design method for wireless networked control system (WNCS) to balance both the demands of network
service and the control performance. Since the problems of power consumption, communication reliability, and system stability
exist simultaneously and interdependently in WNCS, most of the achieved results in the wireless network and wired networked
control system cannot be used directly. To coordinate the three problems, sampling period is found to be the linking bridge. An
adaptive sampling power efficiency algorithm is proposed to manage the power consumption such that it can meet the demands of
network life span. The sampling period is designed to update periodically on the constraints of network schedulability and system
stability. The convergence of the power efficiency algorithm is further proved. The sampling period is no longer a fixed value,
however; thus, increasing the difficulty in modeling and controlling such a complicated time-varying system remains. In this work,
a switched control system scheme is applied tomodel such aWNCS, and the effect of network-induced delay is considered. Switched
feedback controllers are introduced to stabilize the WNCS, and some considerations on stability condition and the bounds of the
update circle for renewing sampling period are discussed. A numerical example shows the effectiveness of the proposed method.

1. Introduction

Wireless networked control systems are composed of dis-
tributed fields and plant devices (sensors, actuators, and
controllers) interconnected via a wireless network [1]. The
sensors, controllers, and actuators exchange informationwith
one another through the wireless network. Sensors collect the
status or outputs of plants at every sampling instant, packet
the data with time-stamp, and then send the information
to each corresponding controller via the wireless network.
Controllers then compute the control variables as soon
as they receive the newest data from their plants. After
that, the control variables are sent to their corresponding
actuators. Plants will not update their status until they receive
the newest command from controllers. Wireless capabilities
clearly provide opportunities to be more inventive in system
organization [2]. The use of wireless network offers several
advantages compared with a conventional wired networked
control system in terms of cost, maintenance, scalability, and

implementation flexibility. However, wireless nodes also have
obviousweak points such as reliability and availability, partic-
ularly the power consumption. Power efficiency technologies
are important research areas in wireless network applications.

Most studies onWNCS analyze the effects of the wireless
medium on overall closed-loop control systems in [3–11].
The first critical analysis on the use of wireless control is
performed by Kumar in [3]. Kumar explores the impact
of different protocol layers, from routing to physical, on
control performance. In [4], Liu and Goldsmith analyzed
the performance of a control system in terms of variation
in data rate, error correcting codes, and different maximum
bounds in the number of retransmissions. They also studied
the impact of IEEE 802.11b medium access control. In [5],
Colandairaj et al. discuss the impact of data flow on the
stability of a closed-loop wireless network control system
based on IEEE 802.11. Sampling rate adaption is proposed
as a codesign solution to enhance control and wireless
network performance. Different from our work in this paper,
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the purpose of adapting the sampling rate is to optimize
bandwidth utilization not to save power. A robust and
dynamic cross-layer communication architecture for wireless
networked control system is presented in [6] by Israr et al.
The protocol stack for WNCS comprises five layers. Each
layer contributes to the overall goal of reliable, power-efficient
communication. However, the control performance is not
taken into account in their work.

Anumber of studies related to power efficiency inwireless
sensor networks (WSNs) and wireless networks have also
been conducted in [12–18]. Current power efficiency research
always falls into two categories: one is reducing the power
consumption of each single node in the network and the
other is balancing the power consumption of all the nodes in
network. In [12], Colandairaj et al. present a dynamic power
control strategy to minimize the communication power
consumption of nodes by varying the transmission rate. A
protocol intending to balance power consumption from the
remaining battery power of the node-based routing policy is
proposed by Liang and Yang in [13]. The nodes with greater
remaining power are allocated with more communication
tasks. In [15], Kim et al. propose a lifetime-based routing
strategy in which the survival time is estimated according to
the residual power and current ratio of power consumption.
The path with the longest node survival time is selected for
data transmission.

Recently, limited studies in [19–21] are conducted on
effective power saving strategies that specifically target at
WNCS. Fischione et al. [20] propose a trade-off between
wireless output power related to reliability and power con-
sumption, where a physical characteristic model revealed
quantitative relations with communication outage probabil-
ity. They also focus on the lower layer optimal protocol
design by considering the application layer requirements.
Lino [21] discusses the optimal sleepmode control of wireless
network nodes and proposes a trade-off method between
control performance and power consumption. An optimal
control strategy is applied to optimize the control period. In
[22], event-predictive control for power saving of wireless
networked control system is discussed. The key idea is to
save power by maximizing the control interval with con-
strains of appropriate control performance. The proposed
control method is rather complicated and requires online
optimizationmixed integer programming, which reduces the
practicability. Thus, a simpler trade-off method for WNCS is
required.

Power consumption, communication reliability, and sys-
tem stability exist simultaneously and react with one another
in wireless networked control systems. Supposed that the
three factors are interdependent, most results achieved in
wireless network power management and wired networked
control systems cannot be directly applied to WNCS. Thus,
the motivation of this paper is to find a bridge which can
link the three factors and make a balance among these
factors through the bridge parameter, such that the overall
satisfactory performance can be achieved. Fortunately, the
sampling period of sensor node is found to be the bridge
parameter. From this point, a joint designmethod of adaptive
sampling power efficiency algorithm and coordinated control

method are discussed in this paper. An updating rule of
sampling period is presented to satisfy the demands of wire-
less life span under constrains of network schedulability and
control system stability. Convergence of the power efficiency
algorithm is further proved. Subsequently, the control system
is a varying-period system since the sampling periods of
sensors are time-varying. It is then modeled as a class of
switched control system with two types of behavior in each
update period.The switched control law is applied to stabilize
the control system and stability conditions are discussed.
Also, the choosing rule of update period is given.

The remaining sections are organized as follows. Section 2
is the problem formulation. Section 3 presents the adaptive
power efficiency algorithm. Section 4 discusses the coor-
dinated wireless networked control system modeling and
design method. Numerical simulation is given in Section 5.
Section 6 is the conclusion of this paper.

2. Problem Formulation

2.1. Description of WNCSs. Consider the wireless networked
control systems shown in Figure 1. There are three kinds
of node in the system. Power consumption varies for the
different kinds of node.

Besides, some necessary assumptions are made in this
paper as the follows.

Assumption 1. The power of sensor and actuator nodes is
supplied by battery while the power of controller is supplied
by base station.

Assumption 2. The sensor and the actuator are clock driven
while the controller is event driven. The sampling data is
packed in one packet for transmission with time stamp.

Assumption 3. There exists transmission delay in the control
loop, and it is assumed to be less than one sampling period.

2.2. Analysis of Power Consumption inWNCSs. Sensor power
is consumed by three processes: data sampling, sample
data reading by the ADC, and data transfer. The power
consumption of the controller node is also consumed by three
processes: receiving data, calculating control variables, and
sending data packet. The power of the actuator is consumed
by two processes: receiving data and D/A conversion. The
power consumption of different tasks is shown in Table 1 (see
in [6]).

From the table, we get the following two conclusions:

(1) when the sensor transfers the same amount of data as
the actuator receives, it will consume 2.5 times more
power than the actuator will consume.

(2) data transfer consumes over 90% of the total sensor
power consumption.

Given that the power required by control nodes can be
supplied by the base station in most situations, the power
required by the sensor nodes and actuators can be provided
by batteries. Thus, sensors utilize the maximum amount
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Figure 1: Structure of wireless networked control systems.

Table 1: Power consumption of different tasks.

Task Energy consumption (nAh)
Receive data 8
Transfer data 20
Read data 0.011
Sample data 1.08

of power consumption in WNCS. Managing the power
consumption of sensors is the key to prolonging the survival
time of the wireless network. A direct and effective method
is to reduce as much of the transmission consumption as
possible by properly adjusting the amount of sample data.
This principle is the basis of our power control algorithm.

In wireless networks, the average power consumption of
sending a packet can be described as [3]

𝐸 = 𝑏 × packet size + 𝑐, (1)

where 𝑏 is the coefficient of power consumption and 𝑐 is the
fixed power consumption of the node sending a data packet.
According to Assumptions 1 and 2, a sensor node sends a
packet to the corresponding controller at every sampling
time. Given the lack of packet retransmission, the survival
time of the sensor can be described as

𝐿 =

sum
∑

𝑖=1

(𝑡 (𝑖) − 𝑡 (𝑖 − 1)) , (2)

where 𝐿 is the survival time of the sensor node, sum is the
maximum number of packets sent by the sensor given an
initial power, sum = ⌊𝐸init/𝐸⌋, ⌊𝑥⌋ is the integral part of

𝑥, 𝐸init is the given initial power of the sensor, 𝑡(𝑖), 𝑖 ∈

{1, 2, . . . , sum} is the time that the sensor node sends the 𝑖th
data packet, and 𝑡(0) is the initial time.

Survival time is dependent on transfer intervals. It can
be prolonged by increasing the transfer intervals. Based on
this premise as well as on the knowledge of the relationship
between sampling period and control performance, we can
cooperatively design the control and the network perfor-
mances by adaptively adjusting the sampling period with a
proper rule.

3. Adaptive Sampling Power
Efficiency Algorithm

3.1. Update Rule of Sampling Period. For the consideration of
simplicity and generality, we choose one of the control loops
in the WNCS to describe the power control algorithm. Let
𝑇
min be the lower bound of the sampling period to guarantee

the schedulability of the network and let 𝑇max be the upper
bound of the sampling period to ensure system stability.
Supposing that there are 𝑀 candidate sampling periods for
choosing in the allowable range between the maximum and
minimum bounds, 𝑇

𝑙
∈ [𝑇

min
, 𝑇

max
], 𝑙 = 1, 2, . . . ,𝑀.

Furthermore, an update period 𝑇
𝑀
, 𝑇
𝑀

> 𝑇
max is designed

for the sampling period renewal. The sampling period is
renewed at each update instant as follows:

𝑇 (𝑗 + 1) = 𝑇 (𝑗) + Δ𝑇 (𝑗 + 1)

Δ𝑇 (𝑗 + 1) = − sgn (�̂� (𝑗) − 𝐿
𝑒
) ⋅

𝑆 (𝑇
max

− 𝑇
min

)

𝑀 − 1

,

(3)
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where

𝑆 = min
{

{

{

[

[

[

[

2 (𝑀 − 1)






�̂� (𝑗) − 𝐿

𝑒







× ((

𝐸init

𝐸

−

𝑀

∑

𝑙=1

𝑘
𝑙
(𝑗)

𝑇
𝑀

𝑇
𝑙

−

𝑇
𝑀

𝑇
𝑗

)

× (𝑇
max

− 𝑇
min

))

−1]

]

]

]

,𝑀 − 1

}

}

}

;

(4)

𝐿
𝑒
is the demand of sensor survival time; 𝑇(𝑗) is the value

of the sampling period in the 𝑗th updating interval; sgn(𝑥)
is the signal of scalar 𝑥; ⌊𝑥⌋ is the integral part of scalar
𝑥; 𝑘
𝑙
(𝑗) is the number of updating intervals in which the

sampling period is 𝑇
𝑙
during the previous 𝑗 updates; �̂�(𝑗) is

the current predicted survival time of sensor node calculated
by the following formula:

�̂� (𝑗) = 𝑗𝑇
𝑀
+

𝐸rem (𝑗)

𝐸

× 𝑇 (𝑗) ; (5)

𝐸rem(𝑗) is the current remaining power at the updating instant
𝑗𝑇
𝑀
.

3.2. Convergence of Power Efficiency Algorithm

Theorem 1. For the WNCS described in Figure 1, considering
the update rule of adaptive sampling period (3), if theminimum
sampling period satisfies

𝑇
min

>

𝐿
𝑒

𝑠𝑢𝑚

, (6)

then the actual survival time of sensor node will reach its
expected value 𝐿

𝑒
through the proposed rule of sampling period

update.

Proof. According to Formula (1), we have

�̂� (𝑗 + 1) = (𝑗 + 1) 𝑇
𝑀
+

𝐸rem (𝑗 + 1)

𝐸

× 𝑇 (𝑗 + 1) . (7)

The remaining power relationship at the two adjacent
updating instants is given by

𝐸rem (𝑗 + 1) = 𝐸rem (𝑗) −

𝑇
𝑀

𝑇 (𝑗)

× 𝐸. (8)

We assume that the sensor node has sampled the plant
with the sampling period 𝑇

𝑙
for 𝑘
𝑙
(𝑗) times from the initial

to the current time instant. The remaining power can be
calculated based on the initial power and consumed power:

𝐸rem (𝑗) = 𝐸init −
𝑀

∑

𝑙=1

𝑘
𝑙
(𝑗)

𝑇
𝑀
𝐸

𝑇
𝑙

. (9)

Power control error is defined as 𝑒(𝑗) = �̂�(𝑗) − 𝐿
𝑒
.

According to formulas (7), (8), and (9), the dynamics of the
error can be described as

𝑒 (𝑗 + 1) = 𝑒 (𝑗) + 𝐾 (𝑗) Δ𝑇 (𝑗 + 1) , (10)

where 𝐾(𝑗) is defined as 𝐾(𝑗) = sum − ∑
𝑀

𝑙=1
𝑘
𝑙
(𝑗)(𝑇
𝑀
/𝑇
𝑙
) −

(𝑇
𝑀
/𝑇(𝑗)). At the current time instant, 𝐾(𝑗) is a known

variable.
The following Lyapunov function is introduced to prove

convergence of the adaptive sampling power efficiency algo-
rithm:

𝑉 (𝑗) =

1

2

𝑒
2

(𝑗) . (11)

Considering Formula (10), it follows that

Δ𝑉 (𝑗) = 𝑉 (𝑗 + 1) − 𝑉 (𝑗)

= 𝐾 (𝑗) Δ𝑇 (𝑗 + 1) 𝑒 (𝑗) +

1

2

𝐾
2

(𝑗) Δ𝑇
2

(𝑗 + 1) .

(12)

With formula (3), we obtain

𝑒 (𝑗) > 0, Δ𝑇 (𝑗 + 1) < 0

𝑒 (𝑗) < 0, Δ𝑇 (𝑗 + 1) > 0

}

}

}

⇒ Δ𝑇 (𝑗 + 1) 𝑒 (𝑗) < 0,





Δ𝑇 (𝑗 + 1)










𝑒 (𝑗)





>

1

2

𝐾 (𝑗) Δ𝑇
2

(𝑗 + 1) .

(13)

From inequalities (13), it can be concluded that Δ𝑉(𝑗) <
0. Furthermore, to guarantee that the minimum survival
time can reach the expected value, the minimum sampling
period is bounded by 𝑇

min
≥ 𝐿
𝑒
/sum. Consequently, the

error system is stable, and the survival time can converge
to the expected value if the conditions in Theorem 1 are
satisfied.

Remark 2 (prediction of survival time). The actual survival
time is unavailable at the current instant because the power
consumption is time varying. However, it can be predicted
by the known information of the remaining power and
sampling period at the current instant. Formula (5) provides
the prediction and indicates that the survival time of the
node will be �̂�(𝑗) if the sensor node maintains the sampling
period 𝑇(𝑗) as unchanged from the current instant 𝑡 = 𝑗𝑇

𝑀
.

The prediction of the survival time serves as a substitute for
real survival time and is used to calculate the new sampling
period.

Remark 3 (lower bound of sampling period). Taking IEEE
802.11b as an example, the lower bound of the sampling
period of sensor 𝑇min can be determined by the following
formula:

𝑇
min

= max{
𝐿
𝑒

sum
,

𝑆mc × 2 × 𝑁

𝑄

} , (14)
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where (𝑆mc × 2 × 𝑁)/𝑄, is the allowable minimum sampling
period when the wireless network can be schedulable (see in
[6]), and

𝑄 =

𝑆mc
𝑇DIFS + (𝐶𝑊min × 𝑇SIFS/2) + 𝑇frame + 𝑇SIFS + 𝑇ACK

(15)

𝑇frame =
𝑆PHY
𝑅
𝑙

+

𝑆MAC + 𝑆mc
𝑅
𝑡

,

𝑇frame =
𝑆PHY
𝑅
𝑙

+

𝑆MAC + 𝑆mc
𝑅
𝑡

.

(16)

𝑅
𝑡
is the transmission rate, 𝑅

𝑙
is the legacy transmission rate,

𝑆mc is the measurement-control data size, 𝑆PHY is the size
of control frame in physical layer, and 𝑆MAC is the data size
of ACK and is a confirmed sign in the header of TCP data
packet that confirms the received TCP message. 𝑇SIFS is the
shortest time period of the 802.11b protocol for the interval
of frames requiring immediate response. 𝑇DIFS is the time
segment for the interval of the time frame of the distributed
coordination function for sending in IEEE 802.11b. 𝑇PIFS is
the time segment for the interval of the time frame of the
centralized coordination function for sending, which satisfies

𝑇PIFS = 𝑇DIFS − 𝑇slot, 𝑇slot = 𝑇PIFS − 𝑇SIFS. (17)

CW is the contention window. Wireless network parameters
under the 802.11b direct sequence spread spectrum are shown
in Table 2.

Remark 4 (upper bound of sampling period). For a SISO
system, the maximum sampling period can be obtained
using Shannon sampling theorem. For a MIMO system, the
following method can be used to obtain the upper bound. If
the system feedback control law is given ahead, then𝑇max can
be obtained by solving the following optimal problem:

max 𝑇

s.t










eig(𝑒A𝑇 + ∫

𝑇

0

𝑒
A𝑇

𝑑𝑡BK
0
)











< 1,

(18)

where A is the system matrix and B is the control input
matrix. K

0
is the Kalman gain, which satisfies

Re (eig (A + BK
0
)) < 0, (19)

where Re(𝜐) denotes the real part of 𝜐 and eig(X) denotes the
eigenvalues of matrix X. Gain K

0
can be determined by the

pole assignment in the continuous time domain.

However, the above optimal problem is difficult to solve
directly.The following iterationmethod can be used to obtain
the approximate optimal value of 𝑇max:

Step 1. Let 𝑞 = 1, and the initial value of 𝑇max is 𝑇max
(𝑞) =

2𝑇
min. If the condition can satisfy the constraints of the

optimal problem, go to Step 2; or else, go to Step 3.

Table 2: Wireless network parameters under 802.11b direct
sequence spread spectrum.

Parameter Value
𝑅
𝑡

11Mbps
𝑅
𝑙

1Mbps
𝑇SIFS, 𝑇DIFS, 𝑇slot 10, 50, 20 us
𝑆MAC, 𝑆PHY 34, 24 bytes
𝑆mc 80 bytes
𝑆ACK 14 bytes + PHY header
CWmin, CWmax 32, 1024

Step 2. Let 𝑞 = 𝑞 + 1, and let 𝑇max
(𝑞) = 2𝑇

max
(𝑞 − 1). If the

condition can fulfill the constraints of the optimal problem,
cycle Step 2; or else, end the iteration and then let 𝑇max

=

𝑇
max

(𝑞 − 1).

Step 3. Let 𝑇max
(𝑞) = (1 + (3/4)

𝑞

)𝑇
min. If the condition still

does not satisfy the constraints of the optimal problem, let
𝑞 = 𝑞 + 1 and cycle Step 3; or else end the iteration and let
𝑇
max

= 𝑇
max

(𝑞).

4. Modeling and Stability Analysis of Adaptive
Sampling Period WNCS

4.1. Modeling of Adaptive Sampling Period WNCS. Consid-
ering the generality, one of the control loops in the WNCS
is chosen as an example to illustrate the modeling approach.
For theWNCS power consumptionmanaged by algorithm in
Section 2, the dynamics of the control system is time-varying.
Since the sampling period varies among the 𝑀 candidates,
the system can be considered a switched system with 𝑀

modes from the perspective of the switched control system
scheme. Each switching mode is corresponded to one of
the candidates. According to Assumption 1, the sensor and
actuator nodes are assumed to be clock-driven. It results that
the switching occurs at some of the sampling instants. Addi-
tionally, according to Assumption 3, the inevitable existence
of network-induced delay is taken into account and it is less
than one sampling period.

We consider a plant of control loop 𝑖 in the WNCS with
the following dynamics:

̇𝑥
𝑖

(𝑡) = A𝑖𝑥𝑖 (𝑡) + B𝑖𝑢𝑖 (𝑡)

𝑦
𝑖

(𝑡) = C𝑖𝑥𝑖 (𝑡) ,
(20)

where 𝑥𝑖(𝑡) ∈ R𝑛 is the plant state, 𝑢𝑖(𝑡) ∈ R𝑚 is the control
input, and 𝑦

𝑖

(𝑡) ∈ R𝑝 is the plant output. A𝑖 ∈ R𝑛×𝑛, B𝑖 ∈
R𝑛×𝑚, and C𝑖 ∈ R𝑝×𝑛 are the matrices of state, control input,
and output matrices, respectively. Due to the generality of 𝑖,
we omit the superscript 𝑖 in the following model description
and deduction.

Discretizing system (20) with sampling rate 𝑇
𝑙
and

considering network-induced delay less than one sampling
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Mixed mode Mixed mode
l(k − 1) ≠ l(k) l(k − 1) = l(k) l(k + 3) ≠ l(k + 2)

u(k − 1)

u(k + 1)
𝜏l(k)(k)

k + 1 k + 2 k + 3

Sensor

Controller

node

node

node
u(k − 1)

= Kl(k−1)x(k − 1)

Actuator

k − 1 k

u(k)

Nominal behavior

One monitor interval

Tl(k−1) Tl(k) Tl(k +3)

TM

Figure 2: Evolution over one period of switched WNCS with two types of behavior.

period, the discrete dynamics of the open control loop can
be described as

𝑥 (𝑘 + 1) = Φ
𝑙(𝑘)

𝑥 (𝑘) + Γ
𝑙(𝑘)

𝑢 (𝑘 − 1)

𝑦 (𝑘) = C𝑥 (𝑘) ,
(21)

whereΦ
𝑙(𝑘)

= 𝑒
A𝑇
𝑙(𝑘) ; Γ
𝑙
= ∫

𝑇
𝑙(𝑘)

0

𝑒
A𝑡
𝑑𝑡B; and 𝑙(𝑘) is the identi-

fication of sampling period at the 𝑘th sampling instant, 𝑙(𝑘) ∈
Z → ℓ = {0, 1, . . . ,𝑀 − 1}.

For the discrete switched system (21), a switched state
feedback controller is introduced in the following form:

𝑢 (𝑘) = K
𝛾(𝑘)

𝑥 (𝑘) , (22)

where 𝛾(𝑘) ∈ Z → ℓ = {0, 1, . . . ,𝑀 − 1} denotes the switch-
ing signal used in the control.

Consequently, the closed-loop WNCS can be written as

[

𝑥 (𝑘 + 1)

𝑥 (𝑘)
] = [

Φ
𝑙(𝑘)
Γ
𝑙(𝑘)

K
𝛾(𝑘)

I 0

] [

𝑥 (𝑘)

𝑥 (𝑘 − 1)
] . (23)

4.2. Stability Analysis of Adaptive Sampling Period WNCS.
The control gains K

𝛾(𝑘)
are assumed to be designed in such

a way that the closed-loop system is asymptotically stable
when 𝛾(𝑘) = 𝑙(𝑘). Ideally, the switching signal used in control
𝛾(𝑘) is the same as the real signal 𝑙(𝑘). However, this view
is unrealistic in WNCS with network-induced delay, where
𝛾(𝑘) = 𝑙(𝑘 − 1). The evolution over one sampling period can
be described by two distinct types of behavior: the nominal
and mixed mode sampling periods, as shown in Figure 2.

(1)Nominal sampling period is when the system evolution
uses the right switching information:

𝛾 (𝑘) = 𝑙 (𝑘 − 1) , 𝑙 (𝑘) = 𝑙 (𝑘 − 1) . (24)

(2) Mixed mode sampling period is when the system
command uses a wrong feedback gain

𝛾 (𝑘) = 𝑙 (𝑘 − 1) , 𝑙 (𝑘) ̸= 𝑙 (𝑘 − 1) . (25)

Denoting Δ
𝑚 as the samples spent in the mixed mode,

since the delay is less than one sampling period, it follows that

Δ
𝑚 has a range of 0 ≤ Δ

𝑚

≤ 1. Moreover, we assume that
the system is controlled using the right gains for at least Δ𝑛
samples before another switching occurs.

The next thing we should do is to guarantee the closed-
loop system remaining stable with the designed state feed-
back control gains when the switching signal is temporarily
uncertain. Consider the scalars 𝜃

𝑛
> 0, 𝜃

𝑚
> 0 and the

symmetric positive definite matrices P𝑛
𝑙
, P𝑚
(𝑙,𝛾)

with (𝑙, 𝛾) ∈

ℓ × ℓ, which satisfy the following matrix inequalities:

Φ
𝑇

(𝑙,𝛾)
(P𝑚
(𝑙,𝛾)

)

−1

Φ
(𝑙,𝛾)

− 𝜃
𝑚
P𝑚
(𝑙,𝛾)

< 0, ∀ (𝑙, 𝛾) ∈ ℓ × ℓ

Φ
𝑇

(𝑙,𝑙)
P𝑛
𝑙
Φ
(𝑙,𝑙)

− 𝜃
𝑛
P𝑛
𝑙
< 0, ∀𝑙 ∈ ℓ.

(26)

Moreover, consider the following two scalars,

𝛽
𝑛
=

max
𝑙∈ℓ
eigmax (P

𝑛

𝑙
)

min
𝑙∈ℓ
eigmin (P𝑛𝑙 )

,

𝛽
𝑚
=

max
(𝑙,𝛾)∈ℓ×ℓ

eigmax (P
𝑚

(𝑙,𝛾)
)

min
(𝑙,𝛾)∈ℓ×ℓ

eigmin (P𝑚(𝑙,𝛾))
,

(27)

where eigmax(X) and eigmin(X) denote the maximum and the
minimum eigenvalues of matrix X, respectively.

Then, the stability of the closed-loop WNCS (23) can be
guaranteed by the following theorem.

Theorem 5. Let 𝜃∗
𝑛
, 𝜃∗
𝑚
be the solutions of the optimization

problems 𝜃∗
𝑛

= min 𝜃
𝑛
and 𝜃

∗

𝑚
= min 𝜃

𝑚
subject to matrix

inequalities (26). Closed-loop system (23) is asymptotically
stable if

𝛽
𝑛
⋅ 𝛽
𝑚
⋅ (𝜃
∗

𝑛
)
Δ
𝑛

⋅ 𝜃
∗

𝑚
< 1. (28)

Proof. We consider the following Lyapunov functions:

𝑉
𝑛

(𝑘) = 𝑥
𝑇

(𝑘)P𝑛
𝑙
𝑥 (𝑘) , 𝑉

𝑚

(𝑘) = 𝑥
𝑇

(𝑘)P𝑚
(𝑙,𝛾)

𝑥 (𝑘) .

(29)

Inequalities (13) show that

𝑉
𝑛

(𝑘
1
) < (𝜃

∗

𝑛
)
𝑘
1
−𝑘
0

𝑉
𝑛

(𝑘
0
) . (30)
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∀𝑘 ∈ [𝑘
0
, 𝑘
1
), if the right switching signal is used in the

control, 𝑙(𝑘) = 𝛾(𝑘) = 𝑙(𝑘
0
), then

𝑉
𝑚

(𝑘
1
) < (𝜃

∗

𝑚
)
𝑘
1
−𝑘
0

𝑉
𝑚

(𝑘
0
) . (31)

∀𝑘 ∈ [𝑘
0
, 𝑘
1
), if the switching signal in the control is not

necessarily the same as the real signal, the pair 𝑙(𝑘), 𝛾(𝑘) takes
an arbitrary value 𝑙(𝑘

0
), 𝛾(𝑘

0
) in ℓ × ℓ.

Since the controller gains K
𝑙
are designed to make the

matricesΦ
(𝑙,𝑙)

stable, the scalar 𝜃
𝑛
is smaller than one, 𝜃

𝑛
< 1.

The scalar 𝜃
𝑚
may be greater than one, 𝜃

𝑚
> 1, since the

gains K
𝛾
are not designed to stabilize combinations other

thanΦ
(𝛾,𝛾)

.
Combining inequalities (26) yield

min
𝑙∈ℓ

eigmin (P
𝑛

𝑙
)




𝑥(𝑘
1
)





2

< (𝜃
∗

𝑛
)
𝑘
1
−𝑘
0max
𝑙∈ℓ

eigmax (P
𝑛

𝑙
)




𝑥(𝑘
0
)





2

∀𝑙 ∈ ℓ

min
(𝑙,𝛾)∈ℓ×ℓ

eigmin (P
𝑚

(𝑙,𝛾)
)




𝑥(𝑘
1
)





2

< max
(𝑙,𝛾)∈ℓ×ℓ

eigmax (P
𝑚

(𝑙,𝛾)
)




𝑥(𝑘
0
)





2

∀ (𝑙, 𝛾) ∈ ℓ × ℓ.

(32)

With the definitions of 𝛽
𝑛
and 𝛽

𝑚
, we can obtain the state

vector norm decay or growth rate in a nominal regime and in
an uncertain switching signal regime as follows:





𝑥(𝑘
1
)





2

< 𝛽
𝑛
⋅ (𝜃
∗

𝑛
)
𝑘
1
−𝑘
0


𝑥(𝑘
0
)





2

, ∀𝑙 ∈ ℓ





𝑥(𝑘
1
)





2

< 𝛽
𝑚
⋅ (𝜃
∗

𝑚
)
𝑘
1
−𝑘
0


𝑥(𝑘
0
)





2

, ∀ (𝑙, 𝛾) ∈ ℓ × ℓ.

(33)

Let 𝑘𝑚
𝑠
describe the instants when the closed-loop system

jumps to a mixed mode with uncertain switching signal, and
let 𝑘𝑛
𝑠
be the instance when the system enters into a normal

regime. With definitions and bounds of Δ𝑚 and Δ𝑛, it follows
that

0 ≤ Δ
𝑚

= 𝑘
𝑛

𝑠
− 𝑘
𝑚

𝑠
≤ 1, 𝑘

𝑚

𝑠+1
− 𝑘
𝑛

𝑠
≤ Δ
𝑛

. (34)

Without loss of generality, we assume that the system
starts with a mixed-mode behavior, 𝑘𝑚

𝑠
< 𝑘
𝑛

𝑠
. The system

behavior in time interval 𝑘 ∈ [𝑘
𝑚

𝑠
, 𝑘
𝑚

𝑠+1
) is then analyzed.

Given that 𝑙(𝑘) ̸= 𝛾(𝑘), ∀𝑘 ∈ [𝑘
𝑚

𝑠
, 𝑘
𝑛

𝑠
) and 𝑙(𝑘) =

𝛾(𝑘), ∀𝑘 ∈ [𝑘
𝑛

𝑠
, 𝑘
𝑚

𝑠+1
), using inequalities (26), the norm of the

state at the end of the sequence can be upper bounded asd





𝑥(𝑘
𝑚

𝑠+1
)





2

< 𝛽
𝑚
⋅ 𝛽
𝑛
⋅ (𝜃
∗

𝑚
)
𝑘
𝑛

𝑠
−𝑘
𝑢

𝑠

⋅ (𝜃
∗

𝑛
)
𝑘
𝑚

𝑠+1
−𝑘
𝑛

𝑠




𝑥(𝑘
𝑚

𝑠
)





2

<




𝑥(𝑘
𝑚

𝑠+1
)





2

< 𝛽
𝑚
⋅ 𝛽
𝑛
⋅ 𝜃
∗

𝑚
⋅ (𝜃
∗

𝑛
)
Δ
𝑛





𝑥(𝑘
𝑚

𝑠
)





2

.

(35)

It indicates that closed loop (16) will be asymptotically stable
if condition (28) in Theorem 5 is satisfied.

4.3. Choosing Rule of Update Period 𝑇
𝑀

Theorem 6. Consider the WNCS with adaptive sampling
period rule (3). The WNCS can be stabilized by the switched

state feedback controllers (22), whereas the survival time can
meet its expected value 𝐿

𝑒
, if the update period 𝑇

𝑀
satisfies the

following conditions:

(1) 𝑇
𝑀

≥ max (Δ𝑛
𝑖
+ 1) [𝑇

max
1

, 𝑇
max
2

, . . . , 𝑇
max
𝑛

]

(2) ⌊

𝐿
𝑒

𝑇
𝑀

⌋ ⋅ 𝑇
𝑀

≤

𝐸
𝑖𝑛𝑖𝑡

𝐸

min {𝑇min
1

, 𝑇
min
2

, . . . , 𝑇
min
𝑛

} ,

(36)

where Δ𝑛
𝑖
is the least nominal sampling period of control loop

𝑖 and the solution of Theorem 5, [𝑇max
1

, 𝑇
max
2

, . . . , 𝑇
max
𝑛

], is the
least commonmultiple of the maximum sampling period for all
the 𝑛 control loops in the WNCS.

Proof. According to Theorem 5, control loop 𝑖 in the WNCS
should stay at least Δ𝑛

𝑖
in a nominal sampling period in one

updating interval for stability. With the consideration of 0 ≤

Δ
𝑚

𝑖
≤ 1, if the update period satisfies condition (1), all control

loops in the WNCS will meet the demands of their least
nominal sampling periods and will be stable. As a complete
system, WNCS is composed of 𝑛 control loops that will be
stable when condition (1) is satisfied.

Condition (2) inTheorem 6 provides the upper bound of
the updating period. For the power efficiency algorithm in
Theorem 1, with the definition of 𝑘

𝑙
(𝑗), there exists

𝑀

∑

𝑙=1

𝑘
𝑙
(𝑗)

𝑇
𝑀

𝑇
𝑙

+

𝑇
𝑀

𝑇
𝑗

≤ ⌊

𝐿
𝑒

𝑇
𝑀

⌋ ⋅

𝑇
𝑀

min {𝑇min
1

, 𝑇
min
2

, . . . , 𝑇
min
𝑛

}

.

(37)

If condition (2) inTheorem 6 is satisfied, the item ((𝐸init/𝐸)−

∑
𝑀

𝑙=1
𝑘
𝑙
(𝑗)(𝑇
𝑀
/𝑇
𝑙
) − (𝑇

𝑀
/𝑇
𝑗
)) in the denominator of formula

(3) will be greater than zero, which guarantees that formula
(3) has physical meaning and is solvable. The survival time
will, thus, reach the expected value by applying the power
efficiency algorithm.

5. Numerical Example

Simulation studies are performed on a WNCS closed by an
IEEE 802.11b wireless network with two control loops sharing
the network resources. The two control loops are assumed to
have the same dynamics but with different initial conditions:

̇𝑥
𝑖

(𝑡) = [

−1 −0.1

0 0.95
] 𝑥
𝑖

(𝑡) + [

−0.15

−0.43
] 𝑢
𝑖

(𝑡)

𝑦
𝑖

(𝑡) = [1 1] 𝑥
𝑖

(𝑡) ,

𝑖 = 1, 2

𝑥
1

(0) = [−5 5]

𝑇

, 𝑥
2

(0) = [−5 10]

𝑇

.

(38)

The wireless network parameters are set as in Table 2.
The time delays in both loops are less than one sampling
period. Some other necessary parameters are given as shown
in Table 2.

In Table 3, the minimum and maximum sampling peri-
ods are computed by the methods in Section 3. Solving
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Table 3: Simulation parameters.

Parameter Value
Initial energy of both sensors 𝐸init 0.15 J
Sensor 1 expected survival time 𝐿

𝑒1
75 s

Sensor 2 expected survival time 𝐿
𝑒2

70 s
Unit transmission energy 𝐸 25 dbm
Number of sampling period candidates𝑀 10
The minimum sampling period of loop1 𝑇min

1
1ms

The maximum sampling period of loop1 𝑇max
1

256ms
The minimum sampling period of loop2 𝑇min

2
1ms

The maximum sampling period of loop2 𝑇max
2

256ms

Table 4: Controller gains of ten sampling modes.

Sampling period (/ms) Controller gain
𝑇
0
= 1 𝐾

0
= [1117.6 1118.8]

𝑇
1
= 29 𝐾

1
= [39.4837 40.5512]

𝑇
2
= 58 𝐾

2
= [19.4678 20.4319]

𝑇
3
= 86 𝐾

3
= [12.5668 13.4279]

𝑇
4
= 114 𝐾

4
= [9.0353 9.7947]

𝑇
5
= 143 𝐾

5
= [6.8663 7.5265]

𝑇
6
= 171 𝐾

6
= [5.383 5.947]

𝑇
7
= 199 𝐾

7
= [4.295 4.769]

𝑇
8
= 227 𝐾

8
= [4.225 3.852]

𝑇
9
= 256 𝐾

9
= [3.707 2.95]

inequality (28) in Theorem 5, it yields Δ𝑛
1
= Δ
𝑛

2
= 8, Δ𝑚 = 1.

Also, the update period can be chosen byTheorem 6 as 𝑇
𝑀

=

150ms.
Solving matrix inequalities (18) and (19), the controller

gains of ten switching modes can be obtained as in Table 4.
With the above simulation parameters and controller

gains, the curves of survival time prediction, power consump-
tion, and control output of both control loops are shown in
Figures 3 to 8.

Analyzing the simulation curves, we have the following
results.

(1) Figures 3, 6, 4, and 7 imply that both sensor 1
and sensor 2 can meet their expected survival time
requirements.

(2) The power consumption in three cases of minimum
sampling, maximum sampling, and the proposed
adaptive sampling is compared in Figures 4 and
7. It is obvious that the power is consumed much
faster than the other two cases. In the case of the
adaptive sampling, the power consumption varies
according to both the requirements of the control
performance and survival time. At the beginning, the
power consumption curves vary quickly and more
power are consumed because of the control systems
not reaching stable yet.Then, after the control systems
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Figure 3: Sensor 1 survival time prediction.
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Figure 4: Sensor 1 power consumption comparison in three cases.

are settled, it tends to theminimum consumption rate
which is corresponding to the maximum sampling
period.

(3) Figures 5 and 8 are the control outputs of loop1
and loop2 in the three cases mentioned above. The
figures show that the control systems can be stabilized
through the proposed joint design methods. In three
cases, the adaptive sampling can get the control per-
formances closed to the case of minimum sampling.

(4) Combining Figures 4, 5, 7, and 8, it can be concluded
that the proposed joint design method achieves a
tradeoff between the performances of control and
power efficiency.
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Figure 6: Sensor 2 survival time prediction.

6. Conclusion

This paper presents a joint design method for wireless
networked control systems with limited power constraint. A
power efficiency algorithm based on the adaptive sampling
period is put forward to satisfy the demands of sensor
survival time and system stability. Then, the time-varying
control system with transmission delay is modeled as a
switched system with uncertain switching signals. A dwell-
time-dependent controlmethod is discussed to guarantee the
stability of WNCS. Simulation results show the effectiveness
of the proposed method and indicate that it can achieve
good tradeoff performance. Methods by which to reduce
power consumption from the aspect of a single node as well
as balancing power consumption from the global network
perspective are worthy of further exploration.
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This paper discusses the asymptotic stabilization problem of linear systems with input and state quantizations. In order to achieve
asymptotic stabilization of such systems, we propose a state-feedback controller comprising two control parts: the main part is used
to determine the fundamental characteristics of the system associated with the cost, and the additional part is employed to eliminate
the effects of input and state quanizations. In particular, in order to implement the additional part, we introduce a quantizer with
a region-decision making process (RDMP) for a certain linear switching surface. The simulation results show the effectiveness of
the proposed controller.

1. Introduction

In the field of control systems, quantized feedback systems
have attracted considerable attention because quantization
errors in actuators and sensors have adverse effects on the
general performance of systems; for example, they can affect
the transient response, steady-state response, or stability.
Among early studies on quantization, [1] studied the effect of
quantization in a sampled data system, and [2] studied least-
mean-squares state estimation in the presence of quantized
outputs. More recently, many studies have focused on stabi-
lization of quantized systems and can be divided into three
branches: measurement quantization, input quantization,
and combined quantization.The authors of [3–12] considered
measurement (state or output) quantization. In [7, 8, 13–
17], input quantization was considered. In addition, the
authors of [18–24] handled both input and state (or output)
quantizations.

In the framework of combined quantization, in particular,
there are two main approaches for asymptotic stability of
quantized feedback systems. The first approach is to employ
logarithmic quantizers [23, 24]. Based on the assumption that

logarithmic quantizers have an infinite number of quantiza-
tion levels, [23] designed a guaranteed cost controller and
[24] presented model predictive control of linear systems.
However, it was practically difficult to achieve asymptotic
stability in [23, 24] without the above assumption.The second
approach is to employ quantizers with adjustable sensitivity
(or zoom variable) [18, 21]. Based on the assumptions that the
sensitivity can be changed dynamically and it approaches zero
as time passes, [18, 21] achieved asymptotic stability.However,
in the case of a finite set of possible values for the sensitivity,
asymptotic stability could not be achieved. To the best of
our knowledge, in the framework of combined quantization,
no studies based on simple uniform quantizers have been
performed. The goal of this paper is to develop a control
policy without the aforementioned assumptions in order to
achieve asymptotic stabilization of systems using combined
quantization.

This paper deals with the asymptotic stabilization prob-
lem of linear systems with uniform input and state quantiza-
tions, where the quantization levels of the uniform quantizers
are not design parameters but predetermined constants. For
asymptotic stabilization of systems with input quantization,
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the authors in [15–17] proposed a simple yet powerful concept
that required the exact state information in order to eliminate
the effect of input quantization. Since the quantized state
information rather than the exact state information was
measurable in systems with state quantization, they could
not handle systems with state quantization. However, this
paper extends the previous studies to linear systems with
not only input quantization, but also state quantization.
In other words, to achieve asymptotic stabilization of such
systems, we propose a state-feedback controller. Like the
controllers in [15–17], the proposed controller consists of
main and additional control parts. The former is responsible
for determining the fundamental characteristics of the system
associated with the cost and the latter is responsible for
simultaneously eliminating the effects of input and state
quantizations. Here, since each component of the latter part is
designed as an integermultiple of the input quantization level,
the decreasing property of a Lyapunov function associated
with the cost can be maintained. In particular, in order to
implement the latter part, we introduce a quantizer with a
region-decision making process (RDMP), where the RDMP
plays the role of determining where the state is located with
respect to a certain linear switching surface. As mentioned
above, since this paper focuses on asymptotic stabilization of
linear systems using combined quantization rather than on
communication constraints such as the communication rate
and the channel capacity, it is not directly related to control
with limited information but is included in the framework of
combined quantization. The main contribution of this paper
is the design of a novel RDMPquantizer-based state-feedback
controller that achieves asymptotic stability for quantized
feedback systems. Further, the merit of the proposed con-
troller is that asymptotic stability can be achieved regardless
of the assumptions such as adjustable sensitivity and an
infinite number of quantization levels.

This paper is organized as follows. Section 2 provides a
system description. Section 3 introduces an RDMP quantizer
and a state-feedback controller for linear systems with input
and state quantizations. Section 4 presents some simula-
tion results for validating the proposed controller. Finally,
Section 5 presents the conclusion along with a summary.The
notations in this paper are consistent with those in [16] with
the following additional notations. sgn(𝜎) is the sign of a
scalar 𝜎. For 𝑥 ∈ R𝑛, [𝑥]

𝑖
denotes the 𝑖th component of 𝑥.

The inner product of 𝑥 and 𝑦 is denoted as ⟨𝑥, 𝑦⟩ = 𝑥𝑇𝑦.
Further, 𝑒

𝑖
is a unit vector with the 𝑖th nonzero entry; that is,

𝑒
𝑖
≜ [0 ⋅ ⋅ ⋅ 1⏟⏟⏟⏟⏟⏟⏟

𝑖th
⋅ ⋅ ⋅ 0]
𝑇.

2. System Description

Consider the following continuous-time linear system with
input and state quantizations:

̇𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑄
𝑢
(𝑢 (𝑡)) , 𝑢 (𝑡) = 𝑓 (𝑄

𝑥
(𝑥 (𝑡))) ,

(1)

where 𝑥(𝑡) ∈ R𝑛, 𝑢(𝑡) ∈ R𝑚, and 𝑓(⋅) are the state, control
input, and mapping function from 𝑅

𝑛 to 𝑅𝑚, respectively.

Further, the midtread uniform quantization operators 𝑄
𝑢
(⋅)

and 𝑄
𝑥
(⋅) with respect to 𝑢(𝑡) and 𝑥(𝑡) are defined as

𝑄
𝑢
(𝑢 (𝑡)) ≜ 𝜀

𝑢
round(𝑢 (𝑡)

𝜀
𝑢

) ,

𝑄
𝑥
(𝑥 (𝑡)) ≜ 𝜀

𝑥
round(𝑥 (𝑡)

𝜀
𝑥

) ,

(2)

where round(⋅) is a function that rounds to the nearest integer.
Hereafter, we refer to the fixed values 𝜀

𝑢
(>0) and 𝜀

𝑥
(>0) as

quantizing levels with respect to 𝑢(𝑡) and 𝑥(𝑡), respectively.
Since this paper focuses on the steady-state performance
(asymptotic stabilization) rather than the saturation level of
the uniform quantizers, we assume that the saturation levels
are sufficiently large. Based on this assumption, we note that
the quantization errors ∇𝑢(𝑡) and ∇𝑥(𝑡) are defined as

∇𝑢 (𝑡) ≜ 𝑄
𝑢
(𝑢 (𝑡)) − 𝑢 (𝑡) , ∇𝑥 (𝑡) ≜ 𝑄

𝑥
(𝑥 (𝑡)) − 𝑥 (𝑡) ,

(3)

where each component of ∇𝑢(𝑡) and ∇𝑥(𝑡) at time 𝑡 is
bounded by 𝜀

𝑢
/2 and 𝜀

𝑥
/2, respectively; that is,

‖∇𝑢(𝑡)‖
∞
≤

𝜀
𝑢

2

, ‖∇𝑥(𝑡)‖
∞
≤

𝜀
𝑥

2

. (4)

3. Main Results

Before providing a state-feedback controller that can achieve
asymptotic stabilization of system (1), let us first consider the
following linear system:

̇𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) , 𝑢 (𝑡) = 𝐾𝑥 (𝑡) . (5)

In addition to (5), choose the following cost:

J (𝑡) ≜ ∫
∞

𝑡

{𝑥
𝑇

(𝜏)Q𝑥 (𝜏) + 𝑥
𝑇

(𝜏)𝐾
𝑇

R𝐾𝑥 (𝜏)} 𝑑𝜏, (6)

where Q andR are positive definite matrices.

Lemma 1. For linear system (5) without input and state
quantizations, suppose that there exist a symmetric positive
definite matrix 𝑃, a matrix𝐾, and a positive scalar 𝛾 such that

0 >
[

[

[

𝐴𝑃 + 𝑃𝐴
𝑇

+ 𝐵𝐾 + 𝐾

𝑇

𝐵
𝑇

𝑃 𝐾

𝑇

𝑃 −Q−1 0

𝐾 0 −R−1

]

]

]

, (7)

0 < [

𝛾 𝑥
𝑇

(0)

𝑥 (0) 𝑃

] . (8)

Then, the controller can be constructed as 𝑢(𝑡) = 𝐾𝑥(𝑡), which
makes the state 𝑥(𝑡) converge to the origin asymptotically,
where 𝐾 ≜ 𝐾 𝑃

−1. Further, in order to obtain the minimum
upper bound of the cost in (6), we minimize 𝛾 subject to (7)
and (8).

Proof. Consider the Lyapunov candidate 𝑉(𝑥(𝑡)) = 𝑥
𝑇

(𝑡)

𝑃𝑥(𝑡) with a positive definite matrix 𝑃(=𝑃−1); 𝑉(𝑥(𝑡)) = 2𝑥𝑇
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(𝑡)𝑃(𝐴 + 𝐵𝐾)𝑥(𝑡). If we assume that the upper bound of the
cost in (6) is defined by the Lyapunov equation, then

J (𝑡) = ∫
∞

𝑡

{𝑥
𝑇

(𝜏)Q𝑥 (𝜏) + 𝑥
𝑇

(𝜏)𝐾
𝑇

R𝐾𝑥 (𝜏)} 𝑑𝜏

< 𝑉 (𝑥 (𝑡)) .

(9)

This is ensured if 𝑉(𝑥(𝑡)) < ̇J(𝑡) holds when J(∞) =
𝑉(𝑥(∞)) = 0, which results in the relation

0 > 𝑃𝐴 + 𝐴
𝑇

𝑃 + 𝑃𝐵𝐾 + 𝐾
𝑇

𝐵
𝑇

𝑃 + Q + 𝐾
𝑇

R𝐾. (10)

Before and after multiplying both sides of (10) by 𝑃 and using
the Schur complement technique, we obtain (7). Relation (8)
implies thatJ(0) < 𝑉(𝑥(0)) = 𝑥𝑇(0)𝑃𝑥(0) ≤ 𝛾.

Now, based on the solutions obtained from Lemma 1, we
can construct a state-feedback controller for system (1) as

𝑢 (𝑡) = 𝑓 (𝑄
𝑥
(𝑥 (𝑡))) + 𝑢 (𝑡) = 𝐾𝑄

𝑥
(𝑥 (𝑡)) + 𝑢 (𝑡) , (11)

where 𝐾𝑄
𝑥
(𝑥(𝑡)) is the main control part used to achieve

goals such as linear quadratic (LQ) regulation and pole
assignment, and 𝑢(𝑡) is the additional control part to simulta-
neously handle the input and state quantization errors. Here,
we choose each component of 𝑢(𝑡) to be the integer multiple
of the input quantizing level 𝜀

𝑢
, which results in the relation

𝑄
𝑢
(𝑢(𝑡)) = 𝑄

𝑢
(𝐾𝑄
𝑥
(𝑥(𝑡)) + 𝑢(𝑡)) = 𝑄

𝑢
(𝐾𝑄
𝑥
(𝑥(𝑡))) + 𝑢(𝑡).

This relation enables us to divide the role of the controller
in (11) into two parts: the main control part responsible for
determining the fundamental characteristics of the system
associated with the cost and the additional control part
responsible for eliminating the effects of input and state
quantizations.

The authors in [15–17] proposed a novel concept for
asymptotic stabilization of systems with input quantization;
however, since the exact state information is necessary to
eliminate the effect of quantization, they could not handle
systems with state quantization. To achieve asymptotic sta-
bilization of systems with input and state quantizations, we
introduce an RDMP quantizer that enables us to achieve
the goal by using the quantized state information as follows.
The overall closed-loop system to be considered is shown
in Figure 1(a), where a midtread uniform quantizer 𝑄

𝑢
(⋅)

and an RDMP quantizer are employed in the input side and
the state side, respectively. As described in Figure 1(b), the
RDMP quantizer comprises a midtread uniform quantizer
𝑄
𝑥
(⋅), a register, and the RDMP, where, based on thematrix𝑃

obtained from Lemma 1, the register stores 𝑃𝐵. With respect
to a linear switching surface 𝑒𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡) = 0, the RDMP
plays the role of determining whether the state 𝑥(𝑡) lies in
the region Ω

𝑝
= {𝑥(𝑡) | 𝑒

𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡) ≥ 0} or Ω
𝑛
=

{𝑥(𝑡) | 𝑒
𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡) < 0}. As illustrated in Figure 1(c), the
RDMP is designed using a midrise uniform quantizer 𝑄

𝜂
(⋅),

amplifiers, adders, and so on. The operator 𝑄
𝜂
(⋅) is defined

as [𝑄
𝜂
(𝜂(𝑡))]

𝑖
= 𝑄
𝜂
(𝜂
𝑖
(𝑡)) ≜ 𝜀 {floor(𝜂

𝑖
(𝑡)/𝜀) + 0.5}, where

𝜂
𝑖
(𝑡) is the 𝑖th component of 𝜂(𝑡), floor(𝜎) is the largest

integer not greater than a scalar 𝜎, and the fixed value 𝜀(> 0)

is a quantizing level. Further, for the sake of convenience,
the saturation level of 𝑄

𝜂
(⋅) is set to ±1, although it can be

set to any value. Thus, the quantized measurement 𝑥
𝑞
(𝑡) ∈

R𝑛+𝑚, that is, the output of the RDMP quantizer, is defined
as 𝑥
𝑞
(𝑡) ≜ [𝑄

𝑥
(𝑥
𝑇

(𝑡)) 𝑄
𝜂
(𝜂
𝑇

(𝑡))]

𝑇, where 𝜂(𝑡) ∈ R𝑚

and 𝜂
𝑖
(𝑡) = 𝑒

𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡). Therefore, the main control part
𝐾𝑄
𝑥
(𝑥(𝑡)) and the additional control part 𝑢(𝑡) in (11) can

be designed using the quantized measurements𝑄
𝑥
(𝑥(𝑡)) and

𝑄
𝜂
(𝜂(𝑡)), respectively.

Theorem 2. For system (1)with input and state quantizations,
suppose that there exist a symmetric positive definite matrix
𝑃, a matrix 𝐾, and a positive scalar 𝛾 such that (7) and (8)
hold. Then, based on the RDMP quantizer shown in Figure 1,
the controller can be constructed as 𝑢(𝑡) = 𝐾𝑄

𝑥
(𝑥(𝑡)) + 𝑢(𝑡)

in (11), which makes the state 𝑥(𝑡) converge to the origin
asymptotically, where 𝐾 ≜ 𝐾𝑃

−1 and the 𝑖th component of
𝑢(𝑡) can be designed as

𝑢
𝑖
(𝑡) ≜ −𝜀

𝑢
𝑁 sgn (𝑄

𝜂
(𝜂
𝑖
(𝑡))) , (12)

𝑁 ≜ ⌈(𝜀
𝑢
/2 + 𝜀

𝑥
/2 ⋅ ‖𝑒

𝑇

𝑖
𝐾‖
1
)/𝜀
𝑢
⌉, 𝜂
𝑖
(𝑡) = 𝑒

𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡), 𝑃 ≜ 𝑃−1,
and the operator ⌈𝜎⌉ is the smallest integer not less than a scalar
𝜎. Further, in order to obtain the minimum upper bound of the
cost in (6), we minimize 𝛾 subject to (7) and (8).

Proof. Based on (3) and (11), the closed-loop system can be
described as

̇𝑥 (𝑡) = (𝐴 + 𝐵𝐾) 𝑥 (𝑡) + 𝐵 (𝑢 (𝑡) + ∇𝑢 (𝑡) + 𝐾∇𝑥 (𝑡)) . (13)

Let us consider the Lyapunov candidate𝑉(𝑥(𝑡)) = 𝑥𝑇(𝑡)𝑃𝑥(𝑡)
with a positive definite matrix 𝑃(=𝑃−1). Then, it follows that
𝑉(𝑥(𝑡)) = 2𝑥

𝑇

(𝑡)𝑃(𝐴 + 𝐵𝐾)𝑥(𝑡) + 2𝑥
𝑇

(𝑡)𝑃𝐵(𝑢(𝑡) + ∇𝑢(𝑡) +

𝐾∇𝑥(𝑡)). From (4) and (12), the second term of 𝑉(𝑥(𝑡))
becomes negative as follows:

2𝑥
𝑇

(𝑡) 𝑃𝐵 (𝑢 (𝑡) + ∇𝑢 (𝑡) + 𝐾∇𝑥 (𝑡))

=

𝑚

∑

𝑖=1

2𝑥
𝑇

(𝑡) 𝑃𝐵𝑒
𝑖
(𝑢
𝑖
(𝑡) + 𝑒

𝑇

𝑖
∇𝑢 (𝑡) + 𝑒

𝑇

𝑖
𝐾∇𝑥 (𝑡))

≤

𝑚

∑

𝑖=1

{2𝑥
𝑇

(𝑡) 𝑃𝐵𝑒
𝑖
(−𝜀
𝑢
𝑁 sgn (𝑒𝑇

𝑖
𝐵
𝑇

𝑃𝑥 (𝑡)))

+






2𝑥
𝑇

(𝑡) 𝑃𝐵𝑒
𝑖






(

𝜀
𝑢

2

+

𝜀
𝑥

2

⋅






𝑒
𝑇

𝑖
𝐾





1
)}

≤

𝑚

∑

𝑖=1

{−2𝜀
𝑢
𝑁






𝑒
𝑇

𝑖
𝐵
𝑇

𝑃𝑥 (𝑡)






+ 2𝜀
𝑢
𝑁






𝑒
𝑇

𝑖
𝐵
𝑇

𝑃𝑥 (𝑡)






} = 0,

(14)

where |𝑒𝑇
𝑖
𝐾∇𝑥(𝑡)| ≤ ‖𝑒

𝑇

𝑖
𝐾‖
1
‖∇𝑥(𝑡)‖

∞
, 𝜀
𝑢
/2 + 𝜀
𝑥
/2 ⋅ ‖𝑒

𝑇

𝑖
𝐾‖
1
≤

𝜀
𝑢
𝑁, and sgn(𝑄

𝜂
(𝑒
𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡))) = sgn(𝑒𝑇
𝑖
𝐵
𝑇

𝑃𝑥(𝑡)), since 𝑄
𝜂
(⋅)

is the midrise uniform quantizer. Therefore, 𝑉(𝑥(𝑡)) can be
rewritten as𝑉(𝑥(𝑡)) ≤ 2𝑥𝑇(𝑡)𝑃(𝐴+𝐵𝐾)𝑥(𝑡). Finally, as shown
in the proof of Lemma 1, if (7) and (8) hold, then J(0) <
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Figure 1: (a) Quantized feedback system; (b) RDMP quantizer; (c) region-decision making process in the RDMP quantizer.

𝑉(𝑥(0)) = 𝑥
𝑇

(0)𝑃𝑥(0) ≤ 𝛾. For more details, refer to the
proof of Lemma 1.

As shown in the proof of Theorem 2, we design 𝑢(𝑡)
as in (12) in order to eliminate the energy in the sense
of Lyapunov caused by ∇𝑢(𝑡) and ∇𝑥(𝑡) and to maintain
the decreasing property of a Lyapunov function associated
with the cost. However, the chattering phenomenon may be
caused by the proposed controller since the main control
part employs 𝑄

𝑥
(𝑥(𝑡)) and 𝑢(𝑡) employs sgn(𝜎). In order

to alleviate the chattering phenomenon without significant
performance degradation, the continuous function tanh(𝛽𝜎)
can be employed in (12) instead of sgn(𝜎) [25]. Then,𝑉(𝑥(𝑡))
may not be negative for small 𝜎. However, for any given 𝛿,
there exists a sufficiently large 𝛽 > 0 such that 𝑉(𝑥(𝑡)) < 0
for |𝜎| > 𝛿, and all trajectories enter the strip |𝜎| < 𝛿. This
approximation steers the state into a neighborhood of 𝑥(𝑡) =
0, and the size of the neighborhood shrinks as 𝛽 → ∞; on
the other hand, as 𝛽 → ∞, the chattering phenomenon
increases. That is, 𝛽 is a trade-off parameter between the
steady-state performance and the chattering phenomenon so
that the maximum 𝛽 in the practically allowable range is
chosen.

Remark 3. The feature of this paper is that asymptotic
stabilization of system (1) with input and state quantizations
can be achieved even though coarse quantizers with large 𝜀

𝑥

and 𝜀
𝑢
are used instead of fine quantizers. Therefore, since

we employ finite-level coarse quantizers with sufficiently
large quantizing levels that enable us to avoid saturation,
the assumption in Section 2 that the saturation levels of the
quantizers are sufficiently large is indeed reasonable.

Remark 4. Here, a remarkable point is that if the information
transmitted from the RDMP quantizer to the controller does
not contain the sign of 𝜂

𝑖
(𝑡) = 𝑒

𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡) but the information
quantized by a midtread quantizer, it is almost impossible
to completely reconstruct the sign of 𝜂

𝑖
(𝑡) on the controller

side due to the presence of its quantization errors. Thus, it
is certainly more desirable to transmit the sign of 𝜂

𝑖
(𝑡) to

the controller side, instead of its quantized value. For this
purpose, this paper has used the two regions Ω

𝑝
= {𝑥(𝑡) |

𝑒
𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡) ≥ 0} and Ω
𝑛
= {𝑥(𝑡) | 𝑒

𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡) < 0} in the
RDMP, which play an important role in determining the sign
of 𝜂
𝑖
(𝑡) = 𝑒

𝑇

𝑖
𝐵
𝑇

𝑃𝑥(𝑡). As a result, based on the sign assigned
with the help of the two regions, we obtain the following
relation:

sgn (𝑄
𝜂
(𝑒
𝑇

𝑖
𝐵
𝑇

𝑃𝑥 (𝑡))) = sgn (𝑒𝑇
𝑖
𝐵
𝑇

𝑃𝑥 (𝑡)) . (15)

The above relation enables us to eliminate the energy in the
sense of Lyapunov caused by ∇𝑢(𝑡) and ∇𝑥(𝑡).
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Table 1: ||𝑥(𝑡)||
2
in the steady state for different 𝜀

𝑥
. (𝜀
𝑢
= 1).

𝜀
𝑥

1 10
−1

10
−2

10
−3

Type-1 0.709 0.708 × 10
−1

0.505 × 10
−1

0.514 × 10
−1

Type-2 Up to a numerical precision ≃ 10−5

Table 2: ||𝑥(𝑡)||
2
in the steady state for different 𝜀

𝑢
. (𝜀
𝑥
= 1).

𝜀
𝑢

1 10
−1

10
−2

10
−3

Type-1 0.709 0.705 0.704 0.704

Type-2 Up to a numerical precision ≃ 10−5

4. Simulation Results

In this section, we discuss the performance of the fol-
lowing three types of controllers: Type-1 controller is (11)
with 𝑢

𝑖
(𝑡) = 0, Type-2 controller is (11) with 𝑢

𝑖
(𝑡) =

−𝜀
𝑢
𝑁 sgn(𝑄

𝜂
(𝜂
𝑖
(𝑡))), andType-3 controller is (11) with 𝑢

𝑖
(𝑡) =

−𝜀
𝑢
𝑁 tanh(𝛽𝑄

𝜂
(𝜂
𝑖
(𝑡))). The system parameters are given as

follows: for 𝑥(0) = [3 1]𝑇,Q = 𝐼,R = 0.01, 𝜀 = 0.5, 𝛽 = 1.1,

𝐴 = [

0 1

−2 3
] , 𝐵 = [

0

1
] , 𝜀

𝑢
= 1, 𝜀

𝑥
= 0.1.

(16)

The solutions calculated using the Matlab 7.0.4 LMI toolbox
are as follows:

𝑃 = [

1.2021 0.0820

0.0820 0.1420
] , 𝐾 = [

−8.1716

−14.1610
]

𝑇

, 𝑁 = 2,

(17)

and the minimized 𝛾 is 11.4534. Figure 2 illustrates the
trajectories of the states for each controller, and Figure 3
shows ‖𝑥(𝑡)‖

2
on a logarithmic scale. As shown in Figures

2 and 3, in the case of Type-1 controller, the state does not
converge to the origin and remains around a certain region.
However, in the case of Type-2 controller, the state converges
to the origin asymptotically. Further, Tables 1 and 2 present
‖𝑥(𝑡)‖

2
in the steady state for different values of 𝜀

𝑥
and 𝜀
𝑢
,

respectively. As shown in the tables, in the case of Type-1
controller, ‖𝑥(𝑡)‖

2
converges to a certain value due to the

effects of input and state quantizations; however, in the case
of Type-2 controller, ‖𝑥(𝑡)‖

2
converges to zero (almost within

the numerical precision ≃10−5). That is, from the tables, we
can clearly see that Type-2 controller achieves asymptotic
stability for each of given 𝜀

𝑥
and 𝜀
𝑢
. Figures 3 and 4 show

that Type-3 controller using tanh(𝛽𝜎) in 𝑢(𝑡) can alleviate
the chattering phenomenon of Type-2 controller without
significant performance degradation.

5. Conclusion

This paper addressed the asymptotic stabilization problem of
linear systems with input and state quantizations. In order
to achieve asymptotic stabilization of such systems, a state-
feedback controller was proposed. For implementing the
proposed controller, we introduced the RDMP quantizer

−0.5 0 0.5 1 1.5 2 2.5 3 3.5
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

x1(t)

x
2
(t
)

Type-1 controller
Type-2 controller

Type-3 controller

−0.1

0

0.1

−0.1

−0.05

0

0.05

0.1

Figure 2: The trajectories of the states.
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Figure 3: ‖𝑥(𝑡)‖
2
on a logarithmic scale.

that enabled us to eliminate the effects of input and state
quantizations without the use of the exact state information
and did not require assumptions such as adjustable sensitivity
or an infinite number of quantizing levels. As shown in the
simulation results, in the case of Type-1 controller, the state
did not converge to the origin; however, in the case of Type-
2 controller, the state converged to the origin despite input
and state quantizations. Further, Type-3 controller alleviated
the chattering phenomenon of Type-2 controller without
significant performance degradation.
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Localization is one of the most significant technologies in wireless sensor networks (WSNs) since it plays a critical role in many
applications. The main idea in most localization methods is to estimate the sensor-anchor distances that are used by sensors to
locate themselves. However, the distance information is always imprecise due to the measurement or estimation errors. In this
work, a novel algorithm called neighbor constraint assisted distributed localization (NCA-DL) is proposed, which introduces the
application of geometric constraints to these distances within the algorithm. For example, in the case presented here, the assistance
provided by a neighbor will consist in formulating a linear equality constraint. These constraints can be further used to formulate
optimization problems for distance estimation. Then through some optimization methods, the imprecise distances can be refined
and the localization precision is improved.

1. Introduction

Wireless sensor networks (WSNs) composed of a large num-
ber of low-power sensors have been a subject of increased
interest in recent years [1–3]. Location information of sensor
nodes is vital for location-aware applications such as envi-
ronmental monitoring, routing, and coverage control [4, 5].
Due to cost limitations and energy consumption, having each
one of the sensors locate its position individually via GPS or
other similarmeans is no longer a viable option.Hence, lots of
works have focused on the localization algorithms for WSNs
[6].

Based on the type of information they require, local-
ization algorithms can be divided into two categories: (i)
range-based and (ii) range-free [7–10]. For both categories of
localization algorithms, the most crucial phase of the process
lies in the determination of the distances between the sensor
nodes which need to be located and the anchors. In range-
based algorithms, the respective distances between sensors
and anchors can be obtained via various ranging techniques
such as time of arrival (TOA), time difference of arrival
(TDOA), and received signal strength indication (RSSI).
On the other hand, in range-free algorithms, distances can
be estimated through topological or geometric information.

DV-Hop is a classical distributed range-free algorithm which
determines distances by hop counts [11]. By further combi-
nation with ranging techniques, DV-Hop can be extended in
order to decrease its localization error; a noteworthy example
of thesemethods is robust position [12–14]. However, nomat-
ter whichmethod is used, the acquired distances information
to the anchors is usually imprecise compared with the true
distances because of ranging and estimation errors [15, 16].
The imprecise distances will result in poor localization per-
formance. Actually, these imprecise distances can be refined
since the true distances between nodes should satisfy the
geometric relations. In other words, the localization precision
can be improvedwith the help of some geometric constraints.

In this work, a novel algorithm called neighbor con-
straint assisted distributed localization (NCA-DL) is pro-
posed which is effective in refining the distances required
for localization. NCA-DL describes the geometric relations
among the distances between sensor nodes and anchors as
some equality constraints. The core idea behind NCA-DL
is to use the Cayley-Menger determinant [17, 18] which will
be defined in the following section. In NCA-DL, by using
an adjacent neighbor which could be a mobile anchor, a
linear equality constraint of distance estimation errors can
be obtained. Through some optimal solution computation
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methods that are used to minimize the sum of the squared
errors, the distances can be refined and the localization pre-
cision can be improved.Themajor contribution of this paper
is twofold. First, the proposed algorithm is distributed so
that sensor nodes can estimate their locations by themselves.
Second, it introduces the idea of geometric constraints and
decreases the distance estimation errors with the help of
an adjacent neighbor. In general, the proposed method can
largely improve the localization precision.

The layout of the paper is organized as follows. In
Section 2, the preliminaries to the problem are introduced.
In Section 3, the geometric relations among sensor nodes
are formulated as constraints. In Section 4, the proposed
distributed localization method will be described in detail.
Section 5 presents the implementation and results of the
numerical simulations that were performed to validate the
method. Finally, conclusion will be drawn from this research
in Section 6.

2. Preliminaries

Let us first consider {a
1
, a
2
, . . . , a

𝑛
} and {b

1
, b
2
, . . . , b

𝑛
} which

represent a set of 𝑛 distinct points, respectively. The Cayley-
Menger matrix of these two sets can be defined as
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𝑛
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𝑛
) 1

1 1 ⋅ ⋅ ⋅ 1 0

)

)

)

)

)

)

)

)

)

)

,

(1)

where 𝑑(a
𝑖
, b
𝑗
); ∀(𝑖, 𝑗) ∈ {1, 2, . . . , 𝑛} denotes the Euclidean

distance between the points a
𝑖
and b

𝑗
.

The Cayley-Menger bideterminant of these two sequences
of 𝑛 points is defined as

𝐷(a
1
, a
2
, . . . , a

𝑛
; b
1
, b
2
, . . . , b

𝑛
)

≜ det 𝐶 (a
1
, a
2
, . . . , a

𝑛
; b
1
, b
2
, . . . , b

𝑛
) .

(2)

The above determinant is widely used in distance geom-
etry theory [17]. When the two sequences of points are the
same, 𝐷(a

1
, a
2
, . . . , a

𝑛
; a
1
, a
2
, . . . , a

𝑛
) is denoted for conve-

nience by 𝐷(a
1
, a
2
, . . . , a

𝑛
) which is simply called a Cayley-

Menger determinant.
A brief summary of the Cayley-Menger determinant is

generalized as follows [19].

Theorem 1. Consider an n-tuple of points a
1
, a
2
, . . . , a

𝑛
in m-

dimensional space. If 𝑛 ≥ 𝑚+2, then the Cayley-Mengermatrix
𝐶(a
1
, a
2
, . . . , a

𝑛
) is singular, namely,

𝐷(a
1
, a
2
, . . . , a

𝑛
) = 0. (3)

a2

a3 a4

r0

Figure 1: A regular node and the anchors.

Theorem 2 (Theorem 112.1 in Blumenthal [17]). Consider an
n-tuple of points a

1
, a
2
, . . . , a

𝑛
in m-dimensional space. If 𝑛 ≥

𝑚+1, the rank of Cayley-Menger matrix 𝐶(a
1
, a
2
, . . . , a

𝑛
) is at

most𝑚 + 1.

In a 2-dimensional Euclidean space, each node has a set
of coordinates (𝑥

𝑖
, 𝑦
𝑖
). The study of the localization problem

applied to WSNs first requires some basic terminology and
concepts to be defined.

Definition 3 (regular nodes). Most of the nodes in the
network do not know their locations. The whole purpose of
localization algorithms is to estimate the coordinates of these
nodes.

Definition 4 (anchors). Some of the nodes can know their
locations through manual placement or with the help of
specific equipment such as GPS. The coordinates of these
nodes are used as reference information to assist in the
localization procedure.

According to the above theorems and definitions, an
interesting development of localization is how to use the
Cayley-Menger determinant to reduce the impact of distance
measurement errors [20]. As shown in Figure 1, let 𝑑

𝑖𝑗
=

𝑑(a
𝑖
, a
𝑗
) denote the accurate Euclidean distance between

anchors a
𝑖
and a

𝑗
with 𝑖 ̸= 𝑗, (𝑖, 𝑗 = 1, 2, 3), which can

be inferred from known anchor positions; 𝑑
0𝑖

= 𝑑(r
0
, a
𝑖
)

denotes the accurate distances between the regular node r
0

and node a
𝑖
with 𝑖 = 1, 2, 3 and 𝑑

0𝑖
denotes the inaccurate

distances acquired by either noisy range measurement or
computations. Then the following equation is defined:

𝑑

2

0𝑖
= 𝑑
2

0𝑖
− 𝜀
𝑖
. (4)

Theorem 5. The errors 𝜀
𝑖
for 𝑖 = 1, 2, 3 as defined immediately

above satisfy a single algebraic equality which is quadratic
though not homogeneous in the 𝜀

𝑖
’s:

𝜀
𝑇A𝜀 + 𝜀𝑇b + 𝑐 = 0, (5)
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where

𝜀 = [𝜀
1
, 𝜀
2
, 𝜀
3
]
𝑇

A = (

2𝑑
2

23
𝑑
2

12
− 𝑑
2

13
− 𝑑
2

23
𝑑
2

13
− 𝑑
2

23
− 𝑑
2

12

𝑑
2

12
− 𝑑
2

13
− 𝑑
2

23
2𝑑
2

13
𝑑
2

23
− 𝑑
2

12
− 𝑑
2

13

𝑑
2

13
− 𝑑
2

12
− 𝑑
2

23
𝑑
2

23
− 𝑑
2

12
− 𝑑
2

13
2𝑑
2

12

)

𝑏
1
= 4𝑑
2

23
𝑑

2

01
+ 2 (𝑑

2

12
− 𝑑
2

13
− 𝑑
2

23
) 𝑑

2

02

+ 2 (𝑑
2

13
− 𝑑
2

12
− 𝑑
2

23
) 𝑑

2

03
+ 2𝑑
2

23
(𝑑
2

23
− 𝑑
2

12
− 𝑑
2

13
)

𝑏
2
= 4𝑑
2

13
𝑑

2

02
+ 2 (𝑑

2

12
− 𝑑
2

13
− 𝑑
2

23
) 𝑑

2

01

+ 2 (𝑑
2

23
− 𝑑
2

12
− 𝑑
2

13
) 𝑑

2

03
+ 2𝑑
2

13
(𝑑
2

13
− 𝑑
2

12
− 𝑑
2

23
)

𝑏
3
= 4𝑑
2

12
𝑑

2

03
+ 2 (𝑑

2

13
− 𝑑
2

12
− 𝑑
2

23
) 𝑑

2

01

+ 2 (𝑑
2

23
− 𝑑
2

12
− 𝑑
2

13
) 𝑑

2

02
+ 2𝑑
2

12
(𝑑
2

12
− 𝑑
2

13
− 𝑑
2

23
)

𝑐 = 2𝑑
2

12
𝑑
2

13
𝑑
2

23
+ 2𝑑
2

23
𝑑

4

01
+ 2𝑑
2

13
𝑑

4

02
+ 2𝑑
2

12
𝑑

4

03

+ 2 (𝑑
2

12
− 𝑑
2

13
− 𝑑
2

23
) 𝑑

2

01
𝑑

2

02

+ 2 (𝑑
2

13
− 𝑑
2

12
− 𝑑
2

23
) 𝑑

2

01
𝑑

2

03

+ 2 (𝑑
2

23
− 𝑑
2

12
− 𝑑
2

13
) 𝑑

2

02
𝑑

2

03

+ 2𝑑
2

23
(𝑑
2

23
− 𝑑
2

12
− 𝑑
2

13
) 𝑑

2

01

+ 2𝑑
2

13
(𝑑
2

13
− 𝑑
2

12
− 𝑑
2

23
) 𝑑

2

02

+ 2𝑑
2

12
(𝑑
2

12
− 𝑑
2

13
− 𝑑
2

23
) 𝑑

2

03
.

(6)

Proof. According to Theorem 1, we know that 𝐷(r
0
, a
1
, a
2
,

a
3
) = 0, namely,
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Suppose the anchors are nonlinear,𝐷(a
1
, a
2
, a
3
) ̸= 0. From

(7), the following equation can be derived:
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Then according to (4), we can obtain
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Multiplying both sides of (10) by the determinant of E−1,
we can arrive at (5). This completes the proof.

3. Geometric Relations with
Neighbor Constraint

In this section, we will focus on the geometric relations
among the distances between nodes, which can be trans-
formed to an algebraic constraint of the distance estimation
errors. At first, we define another basic term.

Definition 6 (neighbors). Each node in WSNs has a commu-
nication range. So, for a node 𝑖 in network, the nodes which
can communicate with node 𝑖 directly are the neighbors of
node 𝑖.

As shown in Figure 2, r(𝑥
0
, 𝑦
0
) represents a regular node

which needs to be located, n(𝑥
1
, 𝑦
1
) represents a neighbor

of node r and a
𝑖
(𝑥
𝑖
, 𝑦
𝑖
) represents the anchors with 𝑖 =

2, 3, 4. Then Let 𝑑
𝑖𝑗
= 𝑑(a

𝑖
, a
𝑗
) denote the accurate Euclidean

distance between anchors a
𝑖
and a

𝑗
with 𝑖 ̸= 𝑗, 𝑖, 𝑗 = 2, 3, 4,

𝑑
1𝑖

= 𝑑(n, a
𝑖
) denote the accurate distances between the

neighbor node n and anchor a
𝑖
with 𝑖 = 2, 3, 4, 𝑑

0𝑖
= 𝑑(r, a

𝑖
)

denote the accurate distances between the regular node r and
anchor a

𝑖
with 𝑖 = 2, 3, 4, and 𝑑

01
denote the accurate distance

between regular node r and its neighbor node n.
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Figure 2: Anchors, a regular node, and its neighbor node.

In this case, suppose we know the accurate distances 𝑑
1𝑖

(𝑖 = 2, 3, 4) and the accurate distance 𝑑
01

by refinement or
setting node n as a mobile anchor. Then 𝑑

2

0𝑖
= 𝑑
2

0𝑖
− 𝜀
𝑖
denote

the inaccurate distances squared between node r and anchor
a
𝑖
with 𝑖 = 2, 3, 4 for some error 𝜀

𝑖
. That is to say, the true

distances represented by the dotted line in Figure 2 cannot
be obtained. In this work, we aim to refine these inaccurate
distances to trend toward actual values.

Theorem 7. The errors 𝜀
𝑖
for 𝑖 = 2, 3, 4 as defined immediately

above satisfy an algebraic equality in the 𝜀
𝑖
’s, and whose

coefficients are determined by 𝑑
01
, 𝑑
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for 𝑖 = 2, 3, 4 and 𝑑
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Proof. According to Theorem 1, we know that 𝐷(r,n, a
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One can then obtain,
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Suppose the anchors are nonlinear; 𝐷(a
2
, a
3
, a
4
) ̸= 0, so

B
22
is nonsingular. From (14), the following equation can be

derived:
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That is,
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According to the proof procedure of Theorem 5, we can
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B−1
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b
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= 0. Then from (17), we
obtain
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This yields
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Multiplying both sides of (20) by the determinant of B
22
, we

obtain
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According to (21), we can get (11). This completes the proof.

4. Neighbor Constraint Assisted
Distributed Localization

Based on the algebraic constraints mentioned in the previous
sections, a neighbor constraint assisted distributed localiza-
tion algorithm (NCA-DL) is hereby proposed as a means of
improving the localization precision. The main idea behind
NCA-DL is to refine the distances to anchors using a neighbor
node. In NCA-DL, the regular nodes estimate the initial
distances to the anchors using the method similar to DV-
Hop [11]. Then according to the algebraic constraints of the
distance estimation errors, Lagrangian multiplier method is
introduced in order to obtain the optimal errors and refine
the distances.The following sectionwill give a full description
of the principles and performance analysis of this novel NCA-
DL algorithm.

4.1. Principles of the Algorithm. Initially, anchors (set 𝐴) are
deployed in the sensing field with the regular nodes (set 𝑅).
We assume each node has the ability of ranging, and for
simplicity, the number of the anchors is set to 3. The whole
process of NCA-DL is divided into four phases.

(A) Distance Estimation. Each regular node is supposed to
obtain initial distance estimation to the anchors. So two
times of flooding are required to accomplish the process of
distance estimation. In the first flooding, the anchors start
by propagating their location information. Then all nodes
receive the location information from every anchor as well
as the hop count to these anchors. When an anchor node
receives location information from other anchors, it can
calculate the average size of a hop based on their locations
and the hop count among them. In the second flooding, the
average size of a hop is transmitted in a controlled manner
into the network as a correction factor. When a regular
node receives the correction, it can be able to estimate the
distances to the anchors using the correction and the hop
count information received in the previous flooding.
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(B) Neighbor Node Election. The main purpose of this phase
is to choose a proper neighbor for each regular node to
assist distance refinement in the next phase. Formost ranging
technology, when sensors are closer, the distance estimations
are more accurate. According to the requirement ofTheorem
7, in order to obtain the constraint equation of the distance
estimation errors, it is fundamental to choose an adjacent
neighbor because the distance between the regular node and
its neighbor can be measured accurately. Meanwhile, the
distances among the neighbor and the anchors also should
satisfy geometry relationship, that is to say, the distances
should be refined by the method in [20]. So in this phase, the
nearest node of each regular node is chosen as an assistant
neighbor and its distances to the anchors obtained in the
previous phase are supposed to be refined usingTheorem 5.

To improve the localization precision of the regular
node further, the distances between the neighbor and the
anchors need to be estimated accurately. Though the impre-
cise distances can be refined through Theorem 5 which can
meet the requirement of Theorem 7, the distances are still
imprecise. So in this phase, with the growing research for
the mobility of sensors [21], a mobile anchor also can be
used to be a “neighbor” of each regular node. The distances
between this “neighbor” and the other static anchors can be
accurately calculated by the coordinates of these anchors,
which definitely meets the requirement of Theorem 7. In
this case, the mobile anchor is supposed to move in the
sensing field. The aim is just to assist the regular node with
localization through the constraint defined inTheorem 7 and
it does not need to consider the collinear problems of the
anchors. So SCAN [22] could be used for the path planning
method, which is the most straightforward one.

(C) Distance Refinement. The algebraic equalities that define
the errors and relate the distances to the anchors for each
regular node have now been fully determined from the
previous two phases, as described in Theorems 5 and 7. The
next step of the algorithm attempts to quantify these errors
in the inaccurate distance estimations between regular nodes
and anchors. Let 𝜀

𝑖
(∀𝑖 ∈ {2, 3, 4}) as defined in (4) be the

error in the estimated squared distances between a regular
node and the anchors. The goal here is to minimize the sum
of the squared errors:

𝐽 = 𝜀
2

2
+ 𝜀
2

3
+ 𝜀
2

4
. (23)

In (23), 𝐽 is subjected to a quadratic equality constraint
defined in (5) and a linear equality constraint defined in
(11). So, to solve the optimization problem with constraints,
Lagrangian multiplier method has been implemented in the
algorithm. It is a mathematical method used to solve the
optimization problem, which can convert the constraints to
the seeking of extreme values with the help of Lagrangian
multipliers. We can get the following Lagrangian multiplier
form:

𝐻(𝜀
2
, 𝜀
3
, 𝜀
4
, 𝜆
1
, 𝜆
2
)

=

4

∑
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1
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2
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) + 𝜆
2
𝑓
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(𝜀
2
, 𝜀
3
, 𝜀
4
) ,

(24)

where 𝜆
1
, 𝜆
2
are the Lagrangian multipliers and 𝑓

1
, 𝑓
2
are the

functions of 𝜀
2
, 𝜀
3
, 𝜀
4
, whose coefficients can be obtained in

(5) and (11).
By differentiating the Lagrangian 𝐻 with respect to 𝜀

𝑖

(𝑖 = 2, 3, 4) and 𝜆
𝑖
(𝑖 = 1, 2) and equating the result to zero,

five equations can be obtained. Solving these five algebraic
equations numerically and discarding all the nonoptimal
stationary-point solutions, 𝜀

2
, 𝜀
3
, 𝜀
4
can be solved. Then the

distances to the anchors for the regular node are refined. The
below example demonstrates the steps in this phase.

The simplest scenario as depicted in Figure 2 is consid-
ered, where node r is the regular node that needs to be
located. Node r can measure its distances to three anchors
a
2
, a
3
, a
4
whose coordinates are (10, 10), (90, 10), and (50, 90),

respectively. The noisy distance measurements acquired by
node r are 𝑑

02
= 56.3, 𝑑

03
= 65.7, and 𝑑

04
= 41.6. The

distances between the neighbor node n and other nodes are
estimated in the previous phase as 𝑑

01
= 5, 𝑑

12
= 56.6,

𝑑
13

= 56.6, and 𝑑
14

= 40. In this case, the goal is to obtain
the estimation errors 𝜀

2
, 𝜀
3
, 𝜀
4
and refine 𝑑

02
, 𝑑
03
, and 𝑑

04
.

Firstly, two equality constraints as described by (5) and
(11) will be determined:
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(25)

To determine the optimal values for 𝜀
2
, 𝜀
3
, 𝜀
4
, the follow-

ing problem needs to be solved:

min 𝜀
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3
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(26)

By differentiating the Lagrangian 𝐻 defined in (24), we
obtain
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Figure 3: Locations of anchors and the regular node.
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Solving the above five algebraic equations above, we get,

𝜀
∗

2
= −67.39, 𝜀

∗

3
= −545.76, 𝜀

∗

4
= −314.59. (28)

Correspondingly, the refined distances between regular
node r and the three anchors are

̂
𝑑
02

=
√
𝑑

2

02
+ 𝜀
∗

2
= 55.6
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∗

4
= 37.6.

(29)

As shown in Figure 3, “.” represents the regular node,
“◻” represents the anchor, and the radius of the circle is
the estimated distance between the regular node and the
anchor. In Figure 3(b), the three circles intersect in one point,
which proves that the refined distances satisfy the geometric
constraints.

(D) Localization. So far, regular nodes have known the refined
distances to the anchors according to (29). Based on the above
refinement scheme, we know that the refined distances satisfy
the geometric constraints. Localization can be carried out by
the least square method. 𝑟(𝑥, 𝑦) represents the regular node,

𝑎(𝑥
𝑖
, 𝑦
𝑖
) (𝑖 = 2, 3, 4) represent the locations of the anchors,

and ̂
𝑑
02
,
̂
𝑑
03
,
̂
𝑑
04

represent the refined distances between the
regular node and the anchors. The coordinate of the regular
node can be estimated by

𝑋 = (A𝑇A)

−1

A𝑇𝑏, (30)

where
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(31)

Figure 4 illustrates the localization of the computational
example above with both noisy and refined distances. “∗”
represents the calculated location. The localization errors in
Figures 4(a) and 4(b) are 0.67m and 0.55m, respectively.

4.2. Communication Cost Analysis. For energy cost of NCA-
DL, the communication consumption ismainly considered in
the distance estimation and refinement phases. 𝑛 represents
the number of the sensors and 𝑛

𝐴
represents the number of

the anchors. Then for the two flooding processes in the dis-
tance estimation phase, it gives a bound of𝑂(2×𝑛

𝐴
×𝑛) to the

communication cost in this process. While in the refinement
phase, each node needs to communicate with its neighbors
so the communication cost is𝑂(𝑛). The total communication
complexity is 𝑂(𝑛 × (2 × 𝑛

𝐴
+ 1)). It is known that the

communication complexity of DV-Hop is 𝑂(2 × 𝑛
𝐴

× 𝑛).
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Figure 4: Localization effect of noisy distances and refined distances.
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Figure 5: Distance estimation and localization error of NCA-DL.

Since the method proposed in [20] is just to refine distance
estimations with additional calculation, its communication
complexity is the same as DV-Hop. So the cost of NCA-
DL is in the same order of magnitude as other algo-
rithms while it can largely improve the localization perform-
ance.

5. Numerical Results

This sectionwewill describe the implementation of theNCA-
DL algorithm and evaluate its performance through extensive
simulations. The results obtained from these simulations
will focus on analysing the distance estimation errors and
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Figure 6: Localization effect in both deployment models.

localization errors and further compare results obtained by
NCA-DL, DV-Hop, robust position, and the method pro-
posed in [20] which have been mentioned above.

5.1. Simulation Configuration. The basic network setup area
is considered to be a 100m × 100m square field. The
communication radius of the nodes is set to 10m. In our
simulations, sensor nodes are deployed using two models: (i)
random placement and (ii) perturbed grid. In the random
placement model, sensor nodes are randomly deployed in
the network by dropping from an airplane or some other
methods. In this case, the topology of the network is likely to
be irregular. In the second model, nodes are deployed using
perturbed grid where the nodes are perturbed with a random

shift from grid. In this situation, nodes will tend to uniformly
occupy the field avoiding large concentration of nodes, which
also guarantee the regularity of the topology of the net-
work.

In all cases, regular nodes have the ability of ranging and
the results are averaged over 10 trails.The average localization
error is defined as follows:

error = 1

𝑛

𝑛

∑

𝑖=1





x
𝑖
− x
𝑖





×

1

𝑟

, (32)

where 𝑛 is the number of the regular nodes, x
𝑖
is the actual

location of regular node 𝑖, x
𝑖
is the estimated location of

regular node 𝑖, and 𝑟 is the communication radius.
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Figure 7: Localization error against number of nodes.

Table 1: Average distance estimation error.

Number of nodes
(Avg. degree)

Avg. distance estimation error (m)
Random placement Perturbed grid

DV-Hop NCA-DL DV-Hop NCA-DL

124 (4.8) 12.32 6.13 6.15 4.51
147 (5.8) 8.28 4.70 4.01 2.38
203 (7.5) 5.43 3.71 3.92 2.17
403 (11.1) 3.39 2.35 2.99 1.55
628 (14.2) 3.06 2.04 2.72 1.35

5.2. NCA-DL Performance. At first, we focus on the distance
estimation error between regular nodes and anchors. In this
set of simulations, we varied the number of the nodes (avg.
degree) from 124 (4.8) to 628 (14.2). The number of the
anchors is set to 3. The average distance estimation errors
obtained from these simulations are stated in Table 1.

As indicated in Table 1, we can observe that the distance
estimation error of both DV-Hop and NCA-DL under per-
turbed gird deployment is smaller than that of these two
algorithmsunder randomplacement.With the increase of the
number of nodes (avg. degree), both DV-Hop and NCA-DL
can improve the ranging effectiveness. Moreover, DV-Hop
suffers large ranging error when the average degree is low
while NCA-DL has smaller errors for divers network scales.

Now, it has been proved that the NCA-DL algorithm can
significantly decrease the distance estimation errors with the

help of a collaborating neighbor; both initial deployment
model conditions were therefore simulated in order to graph-
ically verify their respective localization performance.

Figure 5 exemplifies the distance estimation and local-
ization error of NCA-DL against number of nodes in both
deployment models. It is demonstrated that the distance esti-
mation error in NCA-DL can be decreased with the increase
of the number of nodes. As shown in Figure 5(b), the local-
ization error decreases more obviously when the distance
estimation error drops below a critical value (around 2m).

Figure 6 exemplifies the localization performance of DV-
Hop and NCA-DL. “Δ” represents the anchors, “.” represents
the true location, “∗” represents the calculated location, and
the line between them represents the localization error. In
this set of simulations, the number of deployed nodes (avg.
degree) is set to 403 (11.1) and the number of the anchors
is set to 3. According to the definition of localization error
in (32), in the random placement deployment, the average
localization error resulting form DV-Hop is around 66%
while the error goes down to around 46% in perturbed
grid deployment, as shown in Figures 6(a) and 6(c). In Fig-
ures 6(b) and 6(d), we can see that NCA-DL decreases the
localization error to 38% and 23%, respectively, in the two
deployment models. In general, NCA-DL can increase the
localization precision about 40% compared with DV-Hop
under such network environment.

Figure 7 illustrates the localization error in both random
placement and perturbed grid models. Compared with the
other algorithms,NCA-DLhasmuch lower localization error.
With the increase of number of nodes, the performance of
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all the algorithms upgrades. It is also demonstrated that the
NCA-DL algorithm can achieve high localization precision
in the perturbed grid deployment model when the density of
sensors is high, as shown by Figure 7(b).

6. Conclusions

Location information of sensors is vital inwireless sensor net-
works. In this paper, a novel distributed localization algo-
rithm called NCA-DL is proposed, which introduces the
Cayley-Menger determinant as an important tool for formu-
lating the distances between pairs of regular nodes and
anchors to algebraic constraints. In NCA-DL, an adjacent
neighbor is chosen for each regular node to establish con-
straint equations.Then the imprecise distances can be refined
by using these constraints and an appropriate objective
function. Finally, the localization precision is improved.

The set of numerical simulations carried out to validate
this method demonstrate the scalability of NCA-DL over a
range of node numbers. Comparisons have been performed
with other known localization algorithms, which show that
NCA-DL can largely reduce the localization errors displayed
by existing methods. In the considered sensor network
cases initialized under random deployment conditions, the
NCA-DL algorithm has proven to increase the localization
precision by up to 30% compared with the method proposed
in [20] and 40% compared with DV-Hop.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This work was supported by National Defense Advanced
Research Project of China (Grants nos. 104080 and
40405020401), National Natural Science Foundation of
Youth Science Fund (no. 61203144), and Research Fund for
the Doctoral Program of Higher Education of China (no.
20121101110032).

References

[1] G. Han, H. Xu, T. Q. Duong, J. Jiang, and T. Hara, “Localization
algorithms of wireless sensor networks: a survey,” Telecommu-
nication Systems, vol. 52, no. 4, pp. 2419–2436, 2013.

[2] Y. Hu, Y. Ding, and K. Hao, “An immune cooperative particle
swarm optimization algorithm for fault-tolerant routing opti-
mization in heterogeneous wireless sensor networks,” Mathe-
matical Problems in Engineering, vol. 2012, Article ID 743728,
19 pages, 2012.

[3] Y. Tian, Y. Ou, H. R. Karimi, Y. T. Liu, and J. Q. Han,
“Distributed multitarget probabilistic coverage control algo-
rithm for wireless sensor networks,” Mathematical Problems in
Engineering, vol. 2014, Article ID 421753, 8 pages, 2014.

[4] Z. Liu, Q. Zheng, L. Xue, and X. Guan, “A distributed energy-
efficient clustering algorithm with improved coverage in wire-
less sensor networks,” Future Generation Computer Systems, vol.
28, no. 5, pp. 780–790, 2012.

[5] Z. Liu, L. Dai, Y. Yuan, and J. Wang, “Distributed joint optimal
control of power and rate with clustered routing protocol in
wireless sensor networks,” Communications in Computer and
Information Science, vol. 334, pp. 325–334, 2013.

[6] G. Mao, B. Fidan, and B. D. O. Anderson, “Wireless sensor
network localization techniques,” Computer Networks, vol. 51,
no. 10, pp. 2529–2553, 2007.

[7] J. Shen, A. F. Molisch, and J. Salmi, “Accurate passive location
estimation using TOA measurements,” IEEE Transactions on
Wireless Communications, vol. 11, no. 6, pp. 2182–2192, 2012.

[8] P. K. Sahu, E. H.-K. Wu, and J. Sahoo, “DuRT: dual RSSI trend
based localization for wireless sensor networks,” IEEE Sensors
Journal, vol. 13, no. 8, pp. 3115–3123, 2013.

[9] J. Lee, W. Chung, and E. Kim, “A new range-free localization
method using quadratic programming,” Computer Communi-
cations, vol. 34, no. 8, pp. 998–1010, 2011.

[10] C.-C. Chen, C.-Y. Chang, and Y.-N. Li, “Range-free localization
scheme in wireless sensor networks based on bilateration,”
International Journal of Distributed Sensor Networks, vol. 2013,
Article ID 620248, 10 pages, 2013.

[11] D.Niculescu and B.Nath, “Ad hoc positioning system (APS),” in
IEEE Global Telecommunicatins Conference (GLOBECOM '01),
pp. 2926–2931, San Antonio, Tex, USA, November 2001.

[12] C. Savarese, J. Rabaey, and K. Langendoen, “Robust positioning
algorithms for distributed ad-hoc wireless sensor networks,” in
USENIX Annual Technical Conference, pp. 317–327, Monterey,
Calif, USA, June 2002.

[13] Q. Qian, X. Shen, and H. Chen, “An improved node localization
algorithm based on DV-Hop for wireless sensor networks,”
Computer Science and Information Systems, vol. 8, no. 4, pp.
953–972, 2011.

[14] S. Kumar andD. K. Lobiyal, “An advanced DV-Hop localization
algorithm for wireless sensor networks,” Wireless Personal
Communications, vol. 71, no. 2, pp. 1365–1385, 2013.

[15] M. Li and Y. Liu, “Rendered path: range-free localization in
anisotropic sensor networks with holes,” IEEE/ACM Transac-
tions on Networking, vol. 18, no. 1, pp. 320–332, 2010.

[16] U. A. Khan, S. Kar, and J. M. F. Moura, “DILAND: an
algorithm for distributed sensor localizationwith noisy distance
measurements,” IEEE Transactions on Signal Processing, vol. 58,
no. 3, pp. 1940–1947, 2010.

[17] L. M. Blumenthal,Theory and Applications of Distance Geome-
try, The Clarendon Press, Oxford, UK, 1953.

[18] M. Cao, C. Yu, and B. D.O. Anderson, “Formation control using
range-only measurements,” Automatica, vol. 47, no. 4, pp. 776–
781, 2011.

[19] L. Yang, “Solving geometric constraints with distance-based
global coordinate system,” in International Workshop on Geo-
metric Constraint Sloving, Beijing, China, 2003.

[20] M. Cao, B. D. O. Anderson, and A. S. Morse, “Sensor network
localization with imprecise distances,” Systems and Control
Letters, vol. 55, no. 11, pp. 887–893, 2006.

[21] C.-H. Ou, “A localization scheme for wireless sensor networks
using mobile anchors with directional antemnas,” IEEE Sensor
Journal, vol. 11, no. 7, pp. 1607–1616, 2011.

[22] D. Koutsonikolas, S. M. Das, and Y. C. Hu, “Path planning of
mobile landmarks for localization in wireless sensor networks,”
Computer Communications, vol. 30, no. 13, pp. 2577–2592, 2007.



Research Article
Temperature Control of Gas Chromatograph
Based on Switched Delayed System Techniques

Xiao-Liang Wang, Ming-Xu Zhang, Kun-Zhi Liu, and Xi-Ming Sun

The School of Control Science and Engineering, Dalian University of Technology, Dalian 116024, China

Correspondence should be addressed to Kun-Zhi Liu; kunzhiliu1989@163.com

Received 10 April 2014; Accepted 10 May 2014; Published 26 May 2014

Academic Editor: Yun-Bo Zhao

Copyright © 2014 Xiao-Liang Wang et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

We address the temperature control problem of the gas chromatograph. We model the temperature control system of the gas
chromatograph into a switched delayed system and analyze the stability by common Lyapunov functional technique. The PI
controller parameters can be given based on the proposed linear matrix inequalities (LMIs) condition and the designed controller
can make the temperature of gas chromatograph track the reference signal asymptotically. An experiment is given to illustrate the
effectiveness of the stability criterion.

1. Introduction

Gas chromatograph can separate the mixture by using chro-
matographic column and then the components of themixture
can be analyzed qualitatively. At present, gas chromatograph
has been widely used in medicine, food safety, petrochemical
[1], environmental science [2], and many other fields.

However, with gas chromatograph applied to process
analysis [3], quality testing [4], environment online monitor-
ing [5], and sudden emergencymonitoring, the contradiction
between non-real-time measurement and the demand of the
real-time measurement in various fields is becoming more
and more obvious. Therefore, the application of gas chro-
matograph into the field of measure is restricted. Recently,
the contradiction is solved partly by improving the speed of
temperature programming of chromatographic column or by
improving the column flow velocity, as well as by reducing
the chromatographic column inner diameter [6]. Among
these approaches, the first method, that is, by improving
the speed of temperature programming of chromatographic
column, seems more effective. As demonstrated in the paper
[7], the analysis time can be shortened to 10 percent by
improving the speed of temperature programming. Since the

temperature of the chromatograph column affects directly the
gas chromatograph column efficiency, separation selectivity,
and the sensitivity and the stability of detector, therefore the
accurate temperature control for the thermostated oven is
very important and is our main attention in this paper. In
general, the thermostated oven works at 0∘C∼400∘C. Since
heating process of the thermostated oven is essentially a
heat transfer process, time delay phenomena are inevitable.
In the meanwhile, the parameters of the thermostated oven
system model change with the variation of the temperature.
Therefore, the controller design and stability analysis for this
kind of system are complicated extremely, and to the best of
the authors’ knowledge, there are few works available in the
existing literature till now. In this paper, in order to track
the reference temperature signal, a switching controller is
introduced, whose parameters can change with the variation
of the temperature.Wemodel the temperature control system
as a switched delayed system [8]. Based on such a switched
delayed system model, stability of gas chromatograph can
be analyzed by the common Lyapunov functional [9], and
the PI controller parameters can be given such that the
temperature of the gas chromatograph tracks the reference
signal asymptotically. An experiment is given to illustrate the
effectiveness of the stability.
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3024181260

90

70

50

30

10

t (min)

T
(∘
C
)

𝜏 T

Figure 2: Illustration of ascending curve method.

2. Modeling Based on Switched Delayed
System

Gas chromatograph consists of several parts as shown in
Figure 1. The mixture to be detected is firstly gasified and
then goes into the chromatographic column through injector.
The temperature programming of the thermostated oven is
executed by the electrical control equipment. The model can
be described by the following transfer function:

𝐺 (𝑠) =

𝐾𝑒
−𝜏𝑠

1 + 𝑇𝑠

, (1)

where 𝑇 and 𝐾 are, respectively, the constant parameters
and 𝜏 is the transmission delays. These parameters can be
obtained by analyzing ascending curve as shown in Figure 2.
Specifically, 𝐾 = 𝑦(∞)/Δ𝑈, where 𝑦(∞) is the steady state
value of the step response and Δ𝑈 is the difference of a given
step signal. PI controller is adopted to control the temperature
system as follows:

𝑃 (𝑡) = 𝐾
𝑝
𝑒 (𝑡) + 𝐾

𝑖
∫

𝑡

0

𝑒 (𝑡) 𝑑𝑡, (2)

where 𝐾
𝑝
is the proportion coefficient, 𝐾

𝑖
is the integral

coefficient, and 𝑒(𝑡) is the error between the reference and
output. Figure 3 is the control block diagram.

Y(s)U(s) +

−

E(s)

kp +
ki

s

ke
−𝜏s

1 + Ts

Figure 3: Signal flow graph.

The transfer function of the whole system can be given as
follows:

𝐸 (𝑠)

𝑈 (𝑠)

= 1 −

𝐾𝐾
𝑝
𝑠𝑒
−𝜏𝑠

+ 𝐾𝐾
𝑖
𝑒
−𝜏𝑠

𝑇𝑠
2
+ 𝑠 + 𝐾𝐾

𝑝
𝑠𝑒
−𝜏𝑠
+ 𝐾𝐾

𝑖
𝑒
−𝜏𝑠
. (3)

Let 𝑀(𝑠)/𝑈(𝑠) = 1/(𝑇𝑠
2

+ 𝑠 + 𝐾𝐾
𝑝
𝑠𝑒
−𝜏𝑠

+ 𝐾𝐾
𝑖
𝑒
−𝜏𝑠

) and
𝑍(𝑠)/𝑀(𝑠) = 𝐾𝐾

𝑝
𝑠𝑒
−𝜏𝑠

+ 𝐾𝐾
𝑖
𝑒
−𝜏𝑠, where𝑀 is intermediate

variable; then, we have

𝑢 = 𝑇𝑚 (𝑡) + 𝑚 (𝑡) + 𝐾𝐾
𝑝
𝑚(𝑡 − 𝜏) + 𝐾𝐾

𝑖
𝑚(𝑡 − 𝜏) ,

𝑧 = 𝐾𝐾
𝑝
𝑚(𝑡 − 𝜏) + 𝐾𝐾

𝑖
𝑚(𝑡 − 𝜏) ,

𝑒 = 𝑢 − 𝑧.

(4)

Set𝑥
1
= 𝑚 and𝑥

2
= 𝑚; then, the system’s state space equation

can be written as follows:

̇𝑥
1
= 𝑥
2
,

̇𝑥
2
= −

1

𝑇

𝑥
2
−

𝐾𝐾
𝑖

𝑇

𝑥
1
(𝑡 − 𝜏) −

𝐾𝐾
𝑝

𝑇

𝑥
2
(𝑡 − 𝜏) +

1

𝑇

𝑢,

𝑒 = 𝑢 − 𝐾𝐾
𝑝
𝑥
2
(𝑡 − 𝜏) − 𝐾𝐾

𝑖
𝑥
1
(𝑡 − 𝜏) ,

(5)

where 𝑥
1
and 𝑥

2
are the system state. Denote 𝑥 = [𝑥

1
𝑥
2
]

𝑇

and 𝑥(𝑡 − 𝜏) = [𝑥
1
(𝑡 − 𝜏) 𝑥

2
(𝑡 − 𝜏)]

𝑇; then, (5) can be
reformulated as follows:

̇𝑥 = [

0 1

0 −

1

𝑇

]𝑥 +
[

[

0 0

−

𝐾𝐾
𝑖

𝑇

−

𝐾𝐾
𝑝

𝑇

]

]

𝑥 (𝑡 − 𝜏) + [

0

1

𝑇

]𝑢,

𝑒 = 𝑢 − [𝐾𝐾
𝑖
𝐾𝐾
𝑝
] 𝑥 (𝑡 − 𝜏) .

(6)

Set 𝑢(𝑡) = 𝑟. Let 𝑥 = 𝑥 − 𝑐𝑟, where 𝑐 = [ 1/𝐾𝐾𝑖
0
]; then, we

have

̇
𝑥 = [

0 1

0 −

1

𝑇

]𝑥 +
[

[

0 0

−

𝐾𝐾
𝑖

𝑇

−

𝐾𝐾
𝑝

𝑇

]

]

𝑥 (𝑡 − 𝜏) ,

𝑒 = − [𝐾𝐾
𝑖
𝐾𝐾
𝑝
] 𝑥 (𝑡 − 𝜏) .

(7)

When the thermostated oven temperature varies from
0∘C to 120∘C, the system model is given as follows:

𝐺 (𝑠) =

𝐾
1
𝑒
−𝜏𝑠

1 + 𝑇
1
𝑠

. (8)
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The corresponding PI controller parameters are 𝐾
𝑝𝑖

and
𝐾
𝑖1
. The obtained temperature control subsystem is given as

follows:

̇
𝑥 =

[

[

0 1

0 −

1

𝑇
1

]

]

𝑥 +
[

[

0 0

−

𝐾
1
𝐾
𝑖1

𝑇
1

−

𝐾
1
𝐾
𝑝1

𝑇
1

]

]

𝑥 (𝑡 − 𝜏) ,

𝑒 = − [𝐾
1
𝐾
𝑖1
𝐾
1
𝐾
𝑝1
] 𝑥 (𝑡 − 𝜏) .

(9)

When the thermostated oven temperature varies from
120∘C to 260∘C, the parameters of the thermostated oven
temperature system are𝐾

2
and𝑇
2
.The corresponding PI con-

troller parameters are𝐾
𝑝2
and𝐾

𝑖2
.The obtained temperature

control subsystem is given as follows:

̇
𝑥 =

[

[

0 1

0 −

1

𝑇
2

]

]

𝑥 +
[

[

0 0

−

𝐾
2
𝐾
𝑖2

𝑇
2

−

𝐾
2
𝐾
𝑝2

𝑇
2

]

]

𝑥 (𝑡 − 𝜏) ,

𝑒 = − [𝐾
2
𝐾
𝑖2
𝐾
2
𝐾
𝑝2
] 𝑥 (𝑡 − 𝜏) .

(10)

When the thermostated oven temperature varies from
260∘C to 400∘C, the parameters of the temperature system
are 𝑇
3
and 𝐾

3
and the parameters of the corresponding PI

controller are 𝐾
𝑝3

and 𝐾
𝑖3
. The state space equation for the

temperature control subsystem can be written as follows:

̇
𝑥 =

[

[

0 1

0 −

1

𝑇
3

]

]

𝑥 +
[

[

0 0

−

𝐾
3
𝐾
𝑖3

𝑇
3

−

𝐾
3
𝐾
𝑝3

𝑇
3

]

]

𝑥 (𝑡 − 𝜏) ,

𝑒 = − [𝐾
3
𝐾
𝑖3
𝐾
3
𝐾
𝑝3
] 𝑥 (𝑡 − 𝜏) .

(11)

We model the whole temperature control system to be a
switched delayed system as follows:

̇𝑥 (𝑡) = 𝐴
𝑞(𝑡)
𝑥 (𝑡) + 𝐹

𝑞(𝑡)
𝑥 (𝑡 − 𝜏) , (12)

𝑒 (𝑡) = 𝐶
𝑞(𝑡)
𝑥 (𝑡 − 𝜏) , (13)

where 𝑥 ∈ R2 is the state, 𝜏 ≥ 0 is the delay, 𝑞(𝑡) : R
≥0

→

{1, 2, 3}, 𝐴
𝑞
= [
0 1

0 −1/𝑇
𝑞

], 𝐹
𝑞
= [

0 0

−𝐾
𝑞
𝐾
𝑖𝑞
/𝑇
𝑞
−𝐾
𝑞
𝐾
𝑝𝑞
/𝑇
𝑞

], and 𝐶
𝑞
=

− [𝐾
𝑞
𝐾
𝑖𝑞
𝐾
𝑞
𝐾
𝑝𝑞
]. The switched delayed system consists of

three subsystems.Denote the continuous function space from

[−𝜏, 0] to R2 by 𝐶
𝜏
. Let Ω

1
= {(𝜙

1
, 𝜙
2
)
𝑇

∈ 𝐶
𝜏
| 0 ≤

𝐾𝐾
𝑖
𝜙
1
(−𝜏) + 𝐾𝐾

𝑝
𝜙
2
(−𝜏) ≤ 120}, Ω

2
= {(𝜙

1
, 𝜙
2
)
𝑇

∈ 𝐶
𝜏
|

120 < 𝐾𝐾
𝑖
𝜙
1
(−𝜏)+𝐾𝐾

𝑝
𝜙
2
(−𝜏) ≤ 260}, andΩ

3
= {(𝜙
1
, 𝜙
2
)
𝑇

∈

𝐶
𝜏
| 260 < 𝐾𝐾

𝑖
𝜙
1
(−𝜏)+𝐾𝐾

𝑝
𝜙
2
(−𝜏) ≤ 400}.The system (12)

is switched to subsystem 𝑞 ∈ {1, 2, 3} when 𝑥
𝑡
∈ Ω
𝑞
, where 𝑥

𝑡

is defined as 𝑥
𝑡
(𝑠) = 𝑥(𝑡 + 𝑠), 𝑠 ∈ [−𝜏, 0].

3. Stability Analysis

Next, we will give a theorem guaranteeing the uniformly
globally asymptotical stability of system (12).

Theorem 1. The switched delayed system (12) is uniformly
globally asymptotically stable for any large delay 𝜏 and for any
switching signal 𝑞(𝑡) if there exist positive definite matrices 𝑃
and 𝑄 such that for all 𝑞 ∈ {1, 2, 3}, the following LMI holds:

[

𝐴
𝑇

𝑞
𝑃 + 𝑃𝐴

𝑞
+ 𝑄 𝑃𝐹

𝑞

∗ −𝑄

] < 0. (14)

Proof. Choose Lyapunov functional 𝑉(𝑥
𝑡
) = 𝑥

𝑇

(𝑡)𝑃𝑥(𝑡) +

∫

𝑡

𝑡−𝜏

𝑥
𝑇

(𝑠)𝑄𝑥(𝑠)𝑑𝑠. Taking derivative of 𝑉(𝑥
𝑡
) along the solu-

tion of system (12) leads to

𝑉 (𝑥
𝑡
) = 𝑥
𝑇

(𝑡) (𝐴
𝑇

𝑞
𝑃 + 𝑃𝐴

𝑞
) 𝑥 (𝑡) + 2𝑥

𝑇

(𝑡) 𝑃𝐹
𝑞
𝑥 (𝑡 − 𝜏)

+ 𝑥
𝑇

(𝑡) 𝑄𝑥 (𝑡) − 𝑥
𝑇

(𝑡 − 𝜏)𝑄𝑥 (𝑡 − 𝜏)

= 𝜉
𝑇

[

𝐴
𝑇

𝑞
𝑃 + 𝑃𝐴

𝑞
+ 𝑄 𝑃𝐹

𝑞

∗ −𝑄

] 𝜉 < 0,

(15)

where 𝜉(𝑡) = [𝑥𝑇(𝑡) 𝑥𝑇(𝑡 − 𝜏)]
𝑇

. Thus 𝑉(𝑥
𝑡
) → 0 as 𝑡 →

+∞. Uniformly globally asymptotical stability is guaranteed.

Corollary 2. If the controller parameters 𝐾
𝑞
and 𝐾

𝑖𝑞
(𝑞 ∈

{1, 2, 3}) are chosen such that the condition of Theorem 1 is
satisfied, then the output of the temperature control system
Figure 4 can track the reference signal 𝑢(𝑡) asymptotically.

Theorem 1 gives the sufficient condition to guarantee the
stability of system (12) by common Lyapunov functional,
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while the obtained LMI condition is delay-independent,
which is usually conservative. Next we will give LMI condi-
tion depending on the delay bound 𝜏 to guarantee the stability
of system (1).

Theorem3. The switched delayed system (12) is asymptotically
stable if there exist symmetric positive definite matrices 𝑃 =

𝑃
𝑇

> 0, 𝑄 = 𝑄𝑇 ≥ 0, and 𝑍 = 𝑍𝑇 > 0, a symmetric semiposi-
tive definite matrix 𝑋 = [

𝑋
11
𝑋
12

𝑋
𝑇

12
𝑋
22

], and any appropriately
dimensioned matrices 𝑌 and 𝑁 such that for all 𝑞 ∈ {1, 2, 3},
the following LMIs hold:

Φ =

[

[

[

[

Φ
11

Φ
12

𝜏𝐴
𝑇

𝑞
𝑍

Φ
𝑇

12
Φ
22

𝜏𝐹
𝑇

𝑞
𝑍

𝜏𝑍𝐴
𝑞
𝜏𝑍𝐹
𝑞
−𝜏𝑍

]

]

]

]

< 0,

Ψ =

[

[

[

[

𝑋
11
𝑋
12

𝑌

𝑋
𝑇

12
𝑋
22
𝑁

𝑌
𝑇

𝑁
𝑇

𝑍

]

]

]

]

≥ 0,

(16)

where

Φ
11
= 𝑃𝐴
𝑞
+ 𝐴
𝑇

𝑞
𝑃 + 𝑌 + 𝑌

𝑇

+ 𝑄 + 𝜏𝑋
11
,

Φ
12
= 𝑃𝐹
𝑞
− 𝑌 + 𝑁

𝑇

+ 𝜏𝑋
12
,

Φ
22
= −𝑁 −𝑁

𝑇

− 𝑄 + 𝜏𝑋
22
.

(17)

Proof. The main argument is based on Theorem 2 in [10].
Choose Lyapunov functional as follows:

𝑉 (𝑥
𝑡
) = 𝑥
𝑇

(𝑡) 𝑃𝑥 (𝑡) + ∫

𝑡

𝑡−𝜏

𝑥
𝑇

(𝑠) 𝑄𝑥 (𝑠) 𝑑𝑠

+ ∫

0

−𝜏

∫

𝑡

𝑡+𝜃

̇𝑥
𝑇

(𝑠) 𝑍 ̇𝑥 (𝑠) 𝑑𝑠 𝑑𝜃.

(18)

Combining Theorem 2 in [10] and conditions in Theorem 3,
we have that 𝑉(𝑥

𝑡
) is a common Lyapunov functional for

switched delayed system (12). Thus system (12) is asymptoti-
cally stable.

Corollary 4. If the controller parameters 𝐾
𝑞
and 𝐾

𝑖𝑞
(𝑞 ∈

{1, 2, 3}) are chosen such that the condition of Theorem 3 is
satisfied, then the output of the temperature control system
Figure 4 can track the reference signal 𝑢(𝑡) asymptotically.

4. Experiment

Figure 4 is the illustration of the experiment. By the ascend-
ing curve method, the parameters of the temperature system
of the thermostated oven are measured as follows: 𝐾

1
= 1,

𝑇
1
= 420, 𝐾

2
= 1.4, 𝑇

2
= 424, 𝐾

3
= 1.4, and 𝑇

3
= 426.

The corresponding PI controller parameters are chosen as
𝐾
𝑝1
= 8.7, 𝐾

𝑖1
= 0.30, 𝐾

𝑝2
= 9, 𝐾

𝑖2
= 0.32, 𝐾

𝑝3
= 9.2,

and𝐾
𝑖3
= 0.35.
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Figure 5: Experiment of the control thermostated oven tempera-
ture.

Then we have

𝐴
1
= [

0 1

0 −

1

420

] , 𝐹
1
= [

0 0

−

1

1400

−

29

1400

] ,

𝐶
1
= − [0.3 8.7] ,

𝐴
2
= [

0 1

0 −

1

424

] , 𝐹
2
= [

0 0

−

7

6625

−

63

2120

] ,

𝐶
2
= − [0.448 12.6] ,

𝐴
3
= [

0 1

0 −

1

426

] , 𝐹
3
= [

0 0

−

49

42600

−

161

5325

] ,

𝐶
3
= − [0.49 12.88] .

(19)

Applying Corollary 4, it is concluded that the switched
delayed system is stable. Figure 5 shows the practical tracking
curve of the temperature control system of the thermostated
oven. It can be seen from Figure 5 that the temperature
control system can track the reference accurately.

5. Conclusion

In this paper, we address the temperature tracking problem
of the gas chromatograph.Wemodel the temperature control
system into a switched delayed system. By the common
Lyapunov functional technique, stability of the temperature
control system is derived and the PI controller parameters
can be given based on the LMIs conditions. An experiment is
given to illustrate the effectiveness of the proposed criterion.
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