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 e Internet of ings, or IoT, has been widely recognized as a new perception paradigm for interacting between the digital world
and the physical one. Acting as the interface and integral part of the Internet of  ings, sensors embedded within the network are
the principal components that collect the unprocessed data, and these sensors are usually deployed in unattended, hostile, or harsh
areas, which inevitably makes the sensor readings prone to faults and even anomalies. erefore, the quality of sensor readings will
ultimately a�ect the quality of various data-oriented IoT services, and the sensor data are of vital importance a�ecting the
performance of the system. However, the data anomaly detection is a nontrivial task for IoT because sensors are usually resource-
constrained devices with limited computing, communication, and capacity.  erefore, an e�cient and lightweight detecting
method is needed to meet the requirements. In this study, we deal with the anomaly data by detecting the source sensor nodes
through combination methods of the local outlier factor and time series. Simulations show that the proposed method can
e�ectively detect the anomaly data and presents a better normal data rate.

1. Introduction

 e Internet of  ings, or IoT, has received extensive at-
tention in the past few years by the research community
owning to the progress of computing and real-time con-
nections between data and devices and has been used in
many application �elds such as smart home/o�ce, auto-
mobile, and medical assistance to solve practical problems
[1–3].  e IoT depicts a future computing scenario where
everyday physical objects will be connected to the Internet
and identify themselves [4]. Nowadays, the Internet of
 ings is becoming a more and more important infra-
structure component, and due to the heterogeneity of IoT
devices, the data exchange between IoT sensors and various
applications achieves rapid growth.

However, with the wide spread applications of the IoT,
security threats are also becoming increasingly prominent
[5–8].  e IoT is vulnerable to attacks from communication
channels, which has become a common security problem
[9]. IoT sensor failure may interrupt the system control [10],
thus interrupting the services provided by the IoT system.

 e distributed deployment of IoT sensors makes net-
working more convenient, but it also brings more di�cult
risks [11]. In addition, many IoT applications are of het-
erogeneous components such as di�erent sensors, services,
protocols, and communication technologies like Zigbee,
WiFi, and Bluetooth, which generate the complexity of the
network management [12].  erefore, anomaly data come
into existence accompanied by the threats, attacks, risks,
integration of heterogeneous technologies, and various IoT
applications.

In the �eld of data mining and statistics, anomalies are
usually referred to as either deviants or outliers [13].  e
de�nition of anomaly data given in [14] is that anomaly data
are data points that behave very di�erently from others or
conform to some prede�ned abnormal behaviors.  e
de�nition of anomaly given in [15] is that it is an observation
deviating so much from others to generate uncertainties.
According to [16], the main causes of anomaly data are of
two aspects: (1) internal malfunction, i.e., noise and fault
caused by sensor hardware and software failure; (2) external
in�uence, i.e., speci�c events occur in the places where nodes
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are deployed. Essentially, anomaly-based detection is an
intrusion detection mechanism, it can be used to perceive
important network mode attacks [17], and anomaly detec-
tion refers to identifying suspicious data items, events, or
observations that are significantly different from most other
data [18]. -e application of anomaly detection can make
certain contributions to the IoTdata protection [19], and it is
resource friendly and provides more extensive detection,
which is very suitable for IoT sensor network applications
[20].

Nevertheless, the anomaly data detection is a nontrivial
task for IoT. -e IoTnodes are usually resource-constrained
sensors with low-cost embedded systems [21], and tradi-
tional anomaly detection solutions cannot be directly ap-
plied into IoT [22]. For this reason, it is important that a
trade-off solution be found to the problem with decent
accuracy while bringing minimum overhead.

-is research aims to detect the anomaly sensor data
under the IoTenvironment. Different from other works that
focus on analyzing the sensor data and evaluating the an-
alyzed results by certain rules, according to the dynamic
features of IoTnetworks, our proposed method tries to trace
and identify the source nodes that generate or cause the
anomaly data, and by identifying and confirming the sus-
pected nodes, the anomaly data can be eventually deleted
from the network. -is study uses combination methods of
local outlier factor and time series. -e local outlier factor is
applied to check the abnormal data so as to label the related
sensor node as suspected one. Due to the dynamic changing
environment of the IoTnetwork, nodes might be influenced
by the temporary error or communication interference
resulting in being labeled as suspected nodes. -us time
series method is used to evaluate and further confirm these
potential suspected nodes from the perspective of time
windows.

-e main contribution of this work is to provide a
lightweight yet effective method for anomaly data detection
in IoT sensor networks, due to the fact that sensors in IoT
are usually resource-constrained devices in terms of
computing, communication, and capacity. To this end, both
the methods used in this study are of ease computing.
Specifically, the local outlier factor is a density-based
detecting algorithm which is simpler and not particularly
picky about the distribution of datasets. By contrast, most
of the other anomaly detection algorithms are based on
statistical methods or borrow some clustering algorithms
for anomaly identification; besides, the datasets obeying a
specific probability distribution are usually assumed.
Further, in the time series, instead of directly using tra-
ditional methods, Chebyshev polynomials are applied for
the approximation of time series especially in comparing
the similarity of two time series, which is also lightweight in
computing and can be done through the related polynomial
coefficients.

-e remainder of this study is organized as follows.
Section 2 presents the related works about the anomaly
detection for sensor data and related definitions and clas-
sifications. Section 3 introduces the local outlier factor and
time series methods in detail, on which our proposed

method is based. Simulations are presented in Section 4, and
Section 5 concludes this work.

2. Related Works

Anomaly detection comes from the data mining and sta-
tistics field, and it establishes a standard model to judge
whether the relevant data match the model. According to
[23], the anomaly detection algorithm for sensor data is
classified as three aspects, i.e. (1) statistical method, which
classifies the anomalies by measuring the probability of the
measured data relative to the model; (2) proximity-based
method, which relies on the distance between measured data
to distinguish abnormal data from correct data; (3) pre-
diction-based method, in which the past measurement data
are used to train the model and it can predict the next
measured value in the sensor data.

Machine learning-based anomaly detection methods
have received much attention in the research community.
-e machine learning algorithms are used on the interested
data and train the related models through the pattern ex-
traction [24], based on which the anomaly detection uses
machine learning technology to detect abnormal activities in
network traffic packets [25]. Pathak et al. [4] applied su-
pervised and unsupervised machine learning to solve the
tampering problem of sensors in the Internet of -ings. In
[4], the real-time view of traffic pattern is considered to train
the unsupervised machine learning method based on iso-
lated forest for anomaly detection; it creates labels according
to the traffic pattern, uses the decision tree supervision
method to monitor all Internet of -ings traffic on the
gateway, and sends an alarm to the administrator when an
anomaly is detected.

Kim et al. [13] provided a method for real-time detection
and notification of abnormal conditions through machine
learning by generating synthetic datasets for learning real-
time data anomaly detection algorithms and by testing
models based on gated recursive units and long-term and
short-term memory for predicting time series data anom-
alies. Kim et al. [13] detected and notified abnormal con-
ditions in the worker environment through sensor data. -e
method is based on the prediction-based anomaly detection
method and neural network and is evaluated using synthetic
data generated from time series with trend, season, and noise
components. Kim et al. [13] further explained how to use
neural networks to detect anomalies and how to evaluate the
proposed model. Based on the combination of machine
learning and visual data analysis, Vasily et al. [26] proposed
an anomaly detection method in wireless sensor networks.
Taking a water management system as an example, the
method is tested, and the necessary datasets are generated by
using the software model for testing anomaly detection.

Different from other works that mainly focus on the
network layer and application layer, an adaptive context-
aware anomaly detection method is proposed in [10] which
centers on the physical properties of the IoT sensor system
and identifies anomalous incidents in the environment
properties of the system. -is method uses a sensor asso-
ciation algorithm which can generate sensor fingerprints,

2 Scientific Programming



cluster these fingerprints, and extract the context of the
system. -en, according to the contextual information and
through long short-term memory neural network and
Gaussian estimator, the anomalies in the system together
with the source could be detected.

-rough distinguishing hostile events about the traffic
pattern in the distributed smart space orchestration system,
Reddy et al. [9] presented an anomaly detection system with
characteristic examination. Reddy et al. [9] used a method
based on supervised meta algorithm called bagging (which is
one of the ensemble meta estimator learning technologies
[27] and considers multiple predictors to calculate the ag-
gregation predictor) to classify and process malicious op-
erations and train the classifier-based anomaly detection to
build a clarification model according to the intrusion data
and predict the system by identifying when the system is in
an abnormal state.

-e authors in [16] studied the sensor fault and external
event detection scheme in wireless sensor networks. Based
on spatiotemporal fusion, Chen et al. [16] proposed a dis-
tributed anomaly detection method for wireless sensor
networks based on one-class quarter-spherical support
vector machine (QSSVM). In this method, the QSSVM
model is trained to obtain relevant parameters, then the
trained model is used to classify the streaming data in the
network, and then the abnormal data types are determined
and divided into noise, faults, and events. By converting
unsupervised time series data into supervised form, Das et al.
[28] proposed a segmentation-based anomaly detection
method of IoT sensor data. In order to ensure that the data
are not affected by inherent noise, the method performs
Holt–Winters exponential smoothing [29] on the dataset
and then trains a long-term memory neural network for the
anomaly detection. Blockchain is a distributed network with
some unique functions such as decentralization, transpar-
ency, and system autonomy [30], which can enhance net-
work security and cooperation in the Internet of -ings.

3. Preliminaries

In this research, our proposed method is mainly composed
of two components, i.e., local outlier factor and Chebyshev
polynomials-based time series, and as mentioned previously,
both the components or methods are lightweight in com-
puting and are applicable to resource-constrained IoTsensor
nodes when dealing with anomaly data. -ey are introduced
as follows.

Local outlier factor, or LOF, is a nearest neighbor al-
gorithm. It attributes a fault or outlier score to each sensor
reading based on the number of measurements around its
K-nearest neighbors and the number of measurements
around the sensor reading. Sensor readings with high scores
are flagged as abnormal [31]. Anomalous data or outliers are
treated as sensor data streams that are significantly different
from normal behavioral data, and outlier detection can
detect a high probability of false reads or data corruption,
thereby ensuring the quality of data collected by sensors [32].

LOF is density-based outlier detection which has a
fundamental assumption that the density around a

nonoutlier object should be similar to the density around its
neighborhood, while the density around an outlier object
should be significantly different from that around its
neighborhood. By assigning each data point an outlier factor
that depends on the neighborhood density, it then evaluates
whether the data point is an outlier. -e larger the anomaly
factor of the data is, the more likely the data are anomalous.
-e advantage of LOF is that it gives the degree to which a
data point is an outlier [33].

-e LOF algorithm is constructed on two main com-
ponents, namely, the reachable distance and the local
reachable density [34–36]. Based on the distance between the
object p and each point in its k neighbors, the reachable
distance is defined as

reach − distk(p, o) � max k − dist(o), d(p, o)􏼈 􏼉. (1)

According to themean distance of each data object in the
neighborhood, a density parameter can be obtained, called
the local reachable density, which is defined as

Lrdk(p) �
1

􏽐o∈Nk(p)reach − di stk(p, o)/ Nk(p)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (2)

-rough the mean value of the ratio of the local
reachable density of p to the local reachable density of its
nearest k neighbors, the local outlier factor of p is defined as

LOFk(p) �
􏽐o∈Nk(p)Lrdk(o)/Lrdk(p)

Nk(p)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (3)

-e idea behind LOF algorithm is to calculate outliers by
drawing a circle centered on any but specific data point p, so
that at least k data points are in the circle, and see how dense
the neighborhood around p is [33].

A feature of the data generated by the IoT sensors is that
due to the observed changes in the nature of the phe-
nomenon, the data distribution may change in the network
life cycle, and the anomaly detection technologymust be able
to adapt to the nonstationary data distribution to achieve the
best performance [37]. To this end, the time series approach
is applied in our proposed method.

As mentioned earlier, instead of directly using tradi-
tional time series methods, Chebyshev polynomials are
applied here as a lightweight method for approximating the
time series especially in comparing the similarity of two time
series, in which it is not necessary to calculate all polyno-
mials, and the similarity can be observed by comparing the
related Chebyshev coefficients [38]. In [39], let Pm(t) be a
polynomial of t with degree m and Pm(t) � cos(mcos− 1(t)),
where t ∈ [−1, 1]. Because of cosmθ + cos(m − 2)θ � 2
cosθcos(m − 1)θ, Pm(t) � cos(mcos− 1(t)) can be rewritten
into a recurrence relation, i.e., Pm(t) � 2tPm−1(t) − Pm−2(t),
where m≥ 2. Due to the characteristics of Chebyshev
polynomials, for an arbitrary function f(t), it can be ap-
proximated as f(t) ≈ c0P0 + c1P1 + ... + cmPm, where
c0, ...cm denote the coefficients of Chebyshev polynomials.
Further, according to the Gauss–Chebyshev formula [40],
the coefficients are defined as
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c0 �
1
m

􏽘

m

j�1
f tj􏼐 􏼑P0 tj􏼐 􏼑 �

1
m

􏽘

m

j�1
f tj􏼐 􏼑 i � 0

ci �
2
m

􏽘

m

j�1
f tj􏼐 􏼑Pi tj􏼐 􏼑 1≤ i≤m

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Equation (4) is only applicable to interval functions and
cannot be directly applied to the time series of coefficient
calculation. Discrete sequences need to be extended to in-
terval functions. Assume T � (t1, v1), ..., (tN, vN)􏼈 􏼉 is a time
series where −1≤ t1 < ...< tN ≤ 1 and time t is normalized in
[−1, 1] resulting in the division of interval [−1, 1] into N

disjoint subintervals as follows [39].

Ii �

−1,
t1 + t2

2
􏼔 􏼕 if i � 1

ti−1 + ti

2
,
ti + ti+1

2
􏼔 􏼕 if 2≤ i≤N − 1

tN−1 + tN

2
, 1􏼔 􏼕 if i � N

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Map vi into an interval function denoted by g(t) � vi

where t ∈ Ii 1≤ i≤N. Being extended into an interval
function, the time series is defined by

f′(t) �
g(t)

�������
w(t) Ii

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽱 , (6)

where t ∈ Ii, 1≤ i≤N, |Ii| is the length of subinterval Ii, and
w(t) is the weight function defined as w(t) � 1/

�����
1 − t2

√
[39].

-e Chebyshev coefficients of time series are now calculated
as follows, and the details of the above calculation steps can
be referred to [39].

c0 �
1
N

􏽘

N

j�1
f′ tj􏼐 􏼑P0 tj􏼐 􏼑 �

1
N

􏽘

N

j�1
f tj􏼐 􏼑 i � 0

ci �
2
N

􏽘

N

j�1
f′ tj􏼐 􏼑Pi tj􏼐 􏼑 1≤ i≤N

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

4. Simulations

An IoT sensor cluster is formed to sense the oxygen content
of a certain workshop. -e oxygen content in an ordinary
workshop environment shall be 18%∼21%, or else ventila-
tion measures shall be taken if it is not within this range.
Each sensor forwards related data to a base station (BS). -e
cluster consists of 80 nodes, of which 20 are malicious nodes
and 60 are normal nodes. Assume that normal sensor nodes
correctly sense and forward the data, while malicious nodes
selectively falsify or modify the normal oxygen content data
into the range rather than 18% ∼ 21% so as to damage the
system. Besides, several other assumptions are also made: (1)

all nodes form a star topology and are evenly distributed in a
circular area centered on a base station; (2) each node has a
unique ID, and the header of each packet includes source
node ID, packet group length, and packet sequence number;
(3) sensor nodes have 1% communication error and the
direct communication between each sensor node and the
base station is also assumed.

-e base station regularly sends oxygen content requests
to the sensor nodes in the network. When a request ends, the
BS node firstly uses the LOF algorithm to analyze the data
received from the network, checks the abnormal data, and
labels its corresponding sender nodes as suspected ones.
Secondly, the time series method is used to track and analyze
the suspected nodes with regard to their subsequent data in
the following requests. When the analysis result is greater
than the given threshold, these nodes are confirmed to be
malicious. -en, the BS will not accept the data from these
malicious nodes any more.

Suppose di and dj are two data time series, and let cdi
and

cdj
be the corresponding vectors of Chebyshev coefficients

with cdi
� [x0, ..., xm] and cdj

� [y0, ..., ym]. By comparing
the corresponding Chebyshev coefficients, the similarity of
the two time series can be obtained. In consideration of
computing simplicity and node energy saving, the Euclidean
distance is applied here and it is defined as

Dist cdi
, cdj

􏼒 􏼓 �

�������������

π
2

􏽘

m

k�0
xk − yk( 􏼁

2

􏽶
􏽴

. (8)

A threshold μ is set in this method for measuring the
distance, e.g., if Di st(cdi

, cdj
)≥ μ is established, it indicates

that the result of time series comparison is abnormal, and the
related sensor node is considered malicious and should be
isolated from the network.

In Figures 1–3, we test the normal data rate, or NDR.
NDR is the ratio of the amount of normal data received to
the amount of normal data the base station should receive.m
is the number of Chebyshev coefficients and µ is the
threshold for similarity calculation. len represents the length
of the time series, making it equal to a certain number of
queries initiated by the BS in the different tests. We divide
the simulations into three groups to test the influence of
these three parameters on NDR, respectively.

In Figure 1, as the number of base station queries in-
creases, the NDR values of the three sets of comparison
parameters continue to increase, among which (m� 4,
μ� 0.9, len� 10) is the fastest followed by both (m� 3,
μ� 0.9, len� 10) and (m� 2, μ� 0.9, len� 10), which are
relatively the slowest. For example, for the 100th query, the
NDR values of the three groups are about 0.85, 0.84, and
0.82, respectively. -is is because the time series and related
similarity computations help to expand the anomalous
patterns of anomaly nodes and identify them efficiently. It
can also be noticed in Figure 1 that different coefficients have
different effects on NDR. For example, the NDR at m� 4 is
significantly higher than that at m� 2. But the increase of m
means that more coefficients are needed which will definitely
make the calculation more complicated. It can be seen that
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the NDR at m� 4 is similar to the NDR at m� 3. -erefore,
this study recommends m� 3.

To make the similarity calculation more strict, different
thresholds μ are set in Figure 2. As is shown in the test, more
anomaly nodes are being identified, resulting in higher NDR.
For instance, for the 100th query, the NDR values of the
three groups are about 0.91, 0.90, and 0.86, respectively. Note
that μ should be appropriately reduced; otherwise, normal
nodes will be misjudged as anomaly nodes. -is is because
normal nodes cannot guarantee 100% trouble-free operation
in the event of a communication error or even a dead
battery. As can be seen from Figure 2, the difference between

the NDR at μ� 0.7 and NDR at μ� 0.6 is small, so μ� 0.7 is
recommended. Similar test result trends can also be seen in
Figure 3, where different len values are set. For example, still
for the 100th query, the NDR with len� 25 is around 0.96
and is much higher than the others. Higher len values in-
dicate larger time windows and the higher the len value is,
the better the NDR effect becomes. However, the increase of
len will also increase the complexity of calculation, so it
should be chosen wisely.

5. Conclusions

-e data quality collected by sensor nodes is affected by
anomalies like abnormal events and malicious attacks, and
when the anomaly datasets enter the system, the overall
system performance would be affected making the system
unreliable. -erefore, anomaly detection is a necessary
process to ensure the quality of sensor data before it is used
for analysis and decision making. In the field of Internet of
-ings, anomaly detection is an ongoing research field
aiming to provide protection against abnormal sensor
readings. In addition, due to its low price and commercial
attraction, security has not been given much priority.
-erefore, it is necessary to protect Internet of -ings de-
vices and smart homes from potentially destructive ab-
normal data and related source sensor nodes.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon request.
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0 50 100 150
0

0.2

0.1

0.4

0.3

0.6

0.5

0.8

0.7

0.9

1

Number of Queries

N
or

m
al

 D
at

a R
at

e

m=2, µ=0.9, len=10
m=3, µ=0.9, len=10
m=4, µ=0.9, len=10

Figure 1: Normal data rate (m� 2/3/4, μ� 0.9, len� 10).

Scientific Programming 5



Acknowledgments

-e authors would like to express their gratitude to the Civil
Aviation Information Technology Research Center of
CAFUC for the support and help. -is study was partially
supported by the Scientific Project of CAFUC under grant
nos. JG2022-06 and J2022-042, the Central University
Teaching Reform Project under grant nos. E2020044 and
E2021038, Civil Aviation Professional Project under grant
nos. 0252109 and MHJY2022038, and the Sichuan Science
and Technology Program under grant nos. 2022YFG0190
and 2022JDR0116.

References

[1] Y. Wang, L. Sun, and S. Subramani, “CAB: classifying ar-
rhythmias based on imbalanced sensor data,” KSII Transac-
tions on Internet & Information Systems, vol. 15, no. 7,
pp. 2304–2320, 2021.

[2] L. Sun, Q. Yu, D. Peng, S. Subramani, and X.Wang, “Fogmed:
a fog-based framework for disease prognosis based medical
sensor data streams,” Computers, Materials & Continua,
vol. 66, no. 1, pp. 603–619, 2020.

[3] L. Sun, Y. Wang, Z. Qu, and N. N. Xiong, “BeatClass: A
Sustainable ECGClassification System in IoT-Based eHealth,”
IEEE Internet of -ings Journal, vol. 9, 2021.

[4] A. K. Pathak, S. Saguna, K. Mitra, and C. Åhlund, “Anomaly
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To address the spatial and temporal limitations of historical museums, a panoramic virtual dynamic display system for digital
museums is designed using visual interactive technology.)e VM file is generated by using the Digital MuseumDesign module to
obtain a list of available objects, and the VM file is analysed by the Digital Museum View module to stretch and change the two-
dimensional flat map into a three-dimensional spatial map for viewers to browse. )e system software designs the technical
construction process of the digital museum, uses a linearisation algorithm to calculate the number of clicks, visualises the font
according to the number of clicks reflecting the weights, and builds a tag cloud component to provide interactive services to
facilitate efficient understanding of the museum information by the viewer.

1. Introduction

When browsing throughmuseums, people are constrained by
the conditions and time available to view ancient artefacts up
close and for long periods of time. To address the spatial and
temporal limitations of historical museums[1], digital mu-
seums have emerged. )e definition of a digital museum is
narrowly defined as the reproduction of museum exhibits
through digital technology, and broadly defined as a virtual
representation of the real world that exists only within the
network [2]. As an integrated result of technological appli-
cations combined with artistic displays, the digital museum
has one of the most important characteristics—interactivity
[3]—which determines whether the visitor can have a high-
quality visual interactive experience during the visit [4].

)e rapid development of technology has led to the
maturation of multimedia and VR technologies, and in-
teraction technologies have now evolved from static two-
dimensional interfaces to multidimensional information
spaces [5], with the basis for this leap forward being re-
search and design for multilevel, dynamic user behaviour in
virtual environments. )erefore, the design of a panoramic
virtual dynamic display system for digital museums based
on visual interaction technology will facilitate visitors to

access and understand museum information more effi-
ciently [6–10].

Virtual reality combined with architectural sketch
models allows the imagination to be realised and the spatial
experience to be experienced from a human perspective,
changing the building form and the relationship with the site
at any time according to the actual spatial experience [11].
)e change in spatial perception brought about by the
change of form can be experienced at any time, and the
ambiguity and coherence of the design will not be inter-
rupted, while the digital graphic representation is at the same
time precise and easy to adjust later [12].

2. The Advantages of Combining Virtual
Reality with Architecture

2.1. Moving Away from the Traditional Linear Design Process.
Most designers today still prefer sketching in the early stages
of architectural design [13, 14]. Sketching is an interactive
process of visual design thinking, where the architect’s
design concept and imagination are clues to the meaning of
the sketch, while this abstract graphic medium triggers the
architect’s imagination. However, the vagueness of the
sketch design often makes the building shape limited by the
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site a large gap from the imagination, and the pre-
construction design is often we always want a “so big”
building, rather than a building with precise volume. )e
current predesign process is often a combination of
sketching and sketching of moulds to find the most suitable
solution [15].

It is a process of discussing the relationship between
space and space, between building and site. )is process is
often a compromise between imagination and actual scale,
between sensibility and rationality [16]. In this case, sketches
or sketches are often inappropriate in terms of their actual
size, or in other words, they are only good for looking at, but
not for using [17].

2.2. Immersive Experience Architecture. In conducting ar-
chitectural design often through the designer’s perspective of
a bird’s eye view or master plan, few designers are able to
tour the space from the user’s or visitor’s perspective, which
is largely limited by the designer’s imagination and spatial
perception [18]. )rough virtual reality labs, designers can
refine their architectural proposals through 3D visualisation,
interactive controls and group discussions. )is method of
learning provides a vivid learning journey that allows de-
signers to understand their knowledge better than if they
were instructed or lectured individually by a teacher, who
can ask designers to tour their own spaces as users and
experience the differences between different design per-
spectives [16]. It is often easy for junior designers to design a
building in such a way that the connection between the plan
and the façade is severed or only one of the two is
emphasised, often resulting in windows that are well
designed on the façade but do not work well from an internal
user perspective, or even dark room for the sake of the
façade. Often the window arrangement on the façade is
completely different from what was thought of in the earlier
plan design. Students often prefer to follow the OMA
(Figure 1) approach of a spatial structure + curtain wall,
using floor-to-ceiling windows or simply not opening them
on the façade, but rarely do they consider the impact of
windows on the perception of space and changes in light and
shade in the interior, because the existing teaching and
architectural presentation is not sufficient to express the
changes in light and shade that windows bring to the interior
[19]. Virtual reality combined with architectural education
brings more new design ideas than traditional teaching, such
as design from the perspective of window openings and
interior light and shade or comfort of use.

2.3. Assisting Designers with a Sense of Scale. By combining
virtual reality software with modeling software such as Sketch
up and Rhino to create virtual reality scenes, designers can
experience the spatial layout, flow and building materials of
an architectural design in an ’immersion’ way, changing the
traditional situation of using only photographic materials and
drawings to describe the interior and exterior of a building. It
facilitates the designer’s understanding of the architectural
space [20]. )e difficulty of translating the physical dimen-
sions of a building space into a physical perception is

addressed. Virtual reality can be an alternative when site visits
are costly and difficult to arrange due to health and safety
issues. )e combination of virtual reality experience of dif-
ferent architectural space and lectures by teachers can better
assist designers in understanding space and scale. Building
setbacks, safe evacuation distances and other codes are no
longer cold numbers for designers, and virtual reality can be
used to simulate space that does not meet the code re-
quirements in order to experience their shortcomings and
reinforce designers’ knowledge of the code requirements [20].

2.4. Emphasis on Building Structure and Construction
Techniques. Currently many designers do not consider their
designs from a construction point of view, nor from a
practical use point of view, and the building design is often
just an empty box, with sections only looking for the
simplest and best drawn sections, symbolically expressing
the position of beams, slabs and columns [21]. )e tradi-
tional teaching system allows designers to understand the
construction of buildings only through classroom lectures
and pictures.)e combination of virtual reality software and
BIM models allows for a realistic teaching model, showing
designers the animation of the building assembly process
and combining theory with practice. Most designers only
consider which materials or colours to use in general, but
few consider the size or modulus of the specific materials to
be used. Virtual reality allows designers to experience the
texture and effect of the material from a human point of
view, improving the details of the building [22].

3. Digital Museum Dynamic Panoramic Virtual
Display System

3.1. Overall Structural Design. )e Digital Museum Dynamic
Panorama virtual display system consists of a viewer and object
database management module, a digital museum design
module and a digital museum viewing module, see Figure 2.

In Figure 2, the main function of the viewer and the
object database management module is to correct, add and
delete objects in the MySQL database and FTP server; the
main function of the digital museum design module is to

Figure 1: Spatialised structure of the OMA Shenzhen Stock Ex-
change Building headquarters + curtain wall design approach.
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access the information of the objects for viewing, download
the information from theMySQL database and FTP server to
the local area, and the viewer sets up the two-dimensional
floor plan of the digital museum according to their needs.
)e viewer sets up a 2D floor plan of the digital museum
according to their needs and then builds a VM model file
[23]; the digital museum viewer module analyses the VM
model file and displays a dynamic panorama of the digital
museum that has been built.

3.2. Digital Museum Design Module. )e digital museum
design module ensures that the viewer is provided with a list of
objects available in the database according to the viewer level
after successfully logging into system. A 2D plan of the digital
museum is generated in the drawing board and images are
selected from the local plan as textures for the different areas of
the digital museum.)e objects listed in the object information
list are placed in the 2D plane of the digital museum display
system and a VM file is generated, as shown in Figure 3.

)e information stored in the VM file includes: the
number of vertices and the location of the different vertices in
the 2D plan of the digitised museum; the number of objects,
their IDs and their locations in the digitised museum; and the
initial position of the viewer set in this module.

3.3. Digital MuseumNavigationModule. )e main function
of the digital museum viewer module is to analyse the VM
file in the digital museum design module, stretch and change
the 2D plan view in the digital museum design module into a
3D spatial view [24], and provide the viewer with the viewer,
as shown in Figure 4.

)e VM file containing information about the digital
museum is accessed through the Digital Museum Design
module, and the VM file is opened through the Digital
Museum Browser module to access the information con-
tained in the digital museum. Within the digital museum
display system, the viewer is able to roam through the VM
file using the keyboard [25].

3.4. Software Design

3.4.1. Digital Museum Technology Building Process Design.
)e need of the viewer is fundamental to a digital museum
display system. In order to meet the needs of the viewer, the

technical construction process of the digital museum is
based on display design, human interaction theory and
visualisation techniques, as shown in Figure 5.

)eme identification and requirements analysis phase
focuses on a comprehensive analysis of the theme of the
digital museum display system.)e need and feasibility of the
theme is studied, and the system structure is comprehensively
planned based on the theme, while the ultimate functions and
objectives of the digital museum are defined. )e overall
architecture design phase is based on the results of the
previous analysis and defines the overall framework for the
scenarios, presentation methods and functional objectives of
the digital museum. )e 3D modeling software is used to
construct the planned museum scene and the required
models, set the lighting and materials and other performance
effects, and obtain a realistic browsing experience. )e

Visitors

Browser and item
database

management module
Digital museum
design module

Digital museum
browsing module

Database FTP server Digital
museum files

Figure 2: Architectural framework of the digital museum dynamic panoramic virtual display system.
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Figure 4: Design of the digital museum browsing module.
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interactive visualisation phase imports the completed mu-
seum scene and model into the interactive visualisation
software and optimises it for high-quality interactive visu-
alisation. Once the visualisation has been implemented, the
museum visualisation is exported as a web page or an exe-
cutable file and published on the corresponding website [1].

3.4.2. Tag Cloud Component Design. A collection of
weighted tags, known as a tag cloud, reflects the differences
in tag weight based on differential fonts and other visual-
isation, and viewers use tags to connect to relevant infor-
mation. )e tag cloud component is used in the display
system, where tags are constructed by viewers and experts,
and the topics and categories of information are presented
through tags, which are used by viewers to obtain infor-
mation related to the topic. )e font size in the tag cloud
component is based on tag weight. )e number of tag visits
describes the tag weight and the difference in font size re-
flects the information that is more frequently viewed.

)e Tag Bean Java class, which stores information such
as tag name, builds time and tag link, stores the tag topics
and their corresponding Tag Bean objects in a HashMap,
data type included in Java. )e core of the Tag Cloud
component is how to scientifically map the number of tag
clicks to the differences in tag fonts. )e number of clicks on
all tags in the database is unevenly distributed, similar to a
normal distribution. )e system uses a linearisation algo-
rithm to calculate the number of clicks in order to distribute
the number of user clicks evenly across the foot variance
interval, as follows：

E �

����������������������������

􏽘
i�1,2,...,m

hitNum i − meanNum( 􏼁
2

m
,

􏽶
􏽴

(1)

W �
maxSize − minSize

4E
, (2)

FontSizei � W hitNumi − meanNum( 􏼁 + midSize, (3)

where: E,W and FontSizei are the average difference in label
clicks, linear slope and label i font variance, respectively;, and
meanNum are the number of clicks on label i, the total

number of labels in the database and the average of all label
clicks, respectively; maxSize, minSize and midSize are the
maximum value of the label font variance interval, the
minimum value of the label font variance interval and the
middle value of the font variance, respectively and the
middle value of the font difference.

)e first step in the calculation process is to determine
the E of the total number of tag clicks; the deviation error of
the total number of tag clicks is obtained by aggregation
from -2E to 2E, andW is determined by equation (3); on this
basis, the font difference value of tag i is determined using
the values of meanNum and midSize, etc.

4. Experimental Analysis

4.1. Virtual Display Effects. )e results of the virtual display
of the digital museum in Figure 6 show that the system is
able to effectively display the digital museum exhibition hall
and the exterior of the digital museum.

4.2. Practicality. )e results of the questionnaire survey
were analysed in Figures 7 and 8 to verify the practicality of
the system.)e results of the questionnaire survey are shown
in Figures 7 and 8. Based on these advantages, designers and
science, education, culture and health stakeholders are more
likely to use the digital museum display system to browse
and learn about museums, while institutions and enterprises
are less likely to prefer digital museums to physical museums
due to the constraints. )e above findings suggest that the
digital museum virtual display system designed in this paper
has a high degree of practicality [26, 27].

4.3. VR Technology Combined with Architectural Design.
)e virtual reality facility is designed to be used by groups of
30 participants and allows teachers and designers to view
designs from multiple perspectives in a three-dimensional
format and to navigate through the virtual space in real time.
)e semi-immersive virtual reality lab includes several
workstations for designers and teachers dedicated to 3D
modeling and visualisation. 2–3 sets of virtual roaming
headsets, screen for display and projection equipment. )e
designers work in groups to experience the virtual roaming
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experience with each other, discussing the advantages and
disadvantages of each other’s solutions, and the teachers
provide guidance in relation to the virtual roaming expe-
rience, as showed in Figure 9.

)e design drawings should be carefully drawn, accu-
rately expressing the design intention, and drawn in
AutoCAD or Tianzheng, with the depth of drawing meeting
the requirements of the national architectural scheme design
depth, minimising errors and expressing the scheme cor-
rectly and vividly according to the requirements of the
assignment. )e colour and composition of the drawings
and the methods of expression should be finalised. Stage 5:
Finishing stage: Production of results, modeling of the re-
sults, submission of all results, an evaluation of drawings,
selection of outstanding design works through software to
create virtual reality scenes, evaluation of architectural de-
sign from a three-dimensional perspective. Designers team
up to roam around each other to experience the architectural
scheme, and the teacher gives comments or modifications in
conjunction with the roaming experience, the effect of which
is shown in Figure 10.
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Figure 6: Results of the dynamic panoramic virtual presentation of
the digital museum.

LSTM-AE RNN-AE ARIMA
0

5

10

15

20

25

30

precision
F1
recall

Figure 7: Points of interest for visiting the virtual display system of
the digital museum in this paper.

1 2 3 4 5 6 7 8 9
0

5

10

15

20

25

precision

Figure 8: Changes in museum staff turnover.

0

5

10

15

20

X+
Y

0

2

4

6

8

10

12

14

Ph
ys

ic
al

 tr
ai

ni
ng

 en
er

gy
 (K

N
)

6 8420
time (s)

Figure 10: Effect of different roaming designs.

Scientific Programming 5



RE
TR
AC
TE
D

5. Conclusions

)is paper builds a panoramic virtual dynamic display
system for digital museums based on visual interaction
technology, which is implemented through the viewer and
object database management module, the digital museum
design module and the digital museum browsing mod-
ule.)e results show that the system can not only effectively
display the museum panorama, but also has the advantages
of comprehensive object information, technological inno-
vation, autonomous operation, time saving and animation
display compared to the physical museum, and can achieve a
full-scale, efficient and high-precision virtual display.
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In order to solve the problems of low accuracy and low efficiency of traditional sensor data anomaly diagnosis methods, a new
temperature sensor data anomaly diagnosis method based on deep neural network is proposed in this paper. Firstly, the
temperature sensor data in a running cycle is collected, and the characteristics of the temperature sensor data are extracted by the
sliding window technology. Secondly, based on the feature extraction results, a deep neural network model for anomaly diagnosis
of temperature sensor data is constructed.(e feature data are input into the model, and the result obtained is the diagnosis result.
Finally, the simulation comparison experiment is carried out. (e experimental results show that the error rate of feature
extraction of temperature sensor data in this method changes between −2.1% and 5.9%, the diagnosis accuracy remains above
95%, the average diagnosis time is only 59ms, and the diagnosis efficiency is high.

1. Introduction

At present, the development speed of intelligent sensors is
getting faster and faster. (erefore, temperature sensors have
been transformed from traditional analog to digital and in-
telligent [1]. Temperature sensors mainly ensure the accuracy
of temperature data collection through the cooperation of
hardware and software, saving a lot of design and
manufacturing costs, so they have been widely used in various
social fields [2]. And temperature sensor with the support of
hardware and software will be linked with various micro-
processor temperature sensors, and the wireless network is
used to transmit data to upload, or to the specified device, but
once the sensor fails, it may result in abnormal temperature
sensor data [3], so you need to diagnose abnormal temper-
ature sensor data. (erefore, it is very important to design a
temperature sensor data anomaly diagnosis method to judge
the running state of intelligent sensors.

For the anomaly diagnosis of temperature sensor data,
relatively good research results have emerged in related fields.
For example, reference [4] proposed an anomaly diagnosis
method of temperature sensor data based on a dual prediction
model. (is method mainly collected the operation data of

multiple temperature sensors. (e data were cleaned and
deduplicated. Based on this, a support vector machine (SVM)
and least squares support vector machine (LS-SVM) pre-
diction model was built. (e model is used to predict the
operating state of the temperature sensor data, and the ab-
normality diagnosis of the temperature sensor data is realized
by combining the prediction results. However, in practical
application, it is found that this method takes a long time to
diagnose abnormal temperature sensor data. Reference [5]
proposed a temperature sensor data anomaly diagnosis
method based on multiple lag regression model. (is method
mainly takes the building wood structure as the research
object. (e temperature sensor data are arranged in the
building to collect the building temperature change data.
Combined with the collected data, a multiple lag regression
model to analyze the autocorrelation is built, periodicity and
heteroscedasticity of the data. According to these charac-
teristics, the abnormal data of the temperature sensor are
diagnosed. However, this method has the problem of low
diagnostic accuracy, and the practical application effect is not
good. Ding et al. [6] proposed a method for abnormal
temperature sensor data diagnosis based on serial correlation
analysis. (e temperature sensor data are collected, and the
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multi-dimensional time series of the sensor data are seg-
mented and normalized, so as to obtain the judgment matrix
of data correlation and obtain the correlation judgment result
of the data. According to the results, a time series correlation
graph model is established, and the model is used to dis-
tinguish normal temperature sensor data and abnormal
temperature sensor data. (e abnormal data of the temper-
ature sensor is diagnosed. (e temperature sensor data are
abnormal. However, this method has the problem of high
error rate of temperature sensor data feature extraction, which
is far from ideal application effect.

In the process of using traditional methods to diagnose
the abnormal data of temperature sensor, the performance
of the abnormal diagnosis model of building temperature
sensor data is poor because the characteristics and extraction
of temperature sensor are not analyzed. (is paper aims to
solve the problem of low diagnosis accuracy and efficiency of
traditional sensor data abnormal diagnosis methods, and a
temperature sensor data anomaly diagnosis method based
on a deep neural network is proposed. (erefore, this
method has the characteristics of high temperature sensor
data anomaly diagnosis accuracy and diagnosis efficiency.
(e overall design scheme of the method is as follows:

(1) Collect the temperature sensor data within a running
cycle, and use the sliding window technology to
extract the temperature sensor data characteristics

(2) Based on the result of feature extraction, a deep
neural network model for anomaly diagnosis of
temperature sensor data is constructed. (e char-
acteristic data are input into themodel, and the result
obtained is the diagnosis result.

(3) Compare the error rate of feature extraction of
temperature sensor data, anomaly diagnosis accu-
racy, and efficiency of temperature sensor data of
different methods through experiments.

2. Design of Temperature Sensor Data Anomaly
Diagnosis Method

2.1. Temperature Sensor Data Collection. In order to achieve
the comprehensive goal of data acquisition accuracy and effi-
ciency of temperature sensor, this paper introduces a K-means
algorithm to design the data acquisition process of temperature
sensor. (e operation cycle of temperature sensor is set to
6months, and the sampling time interval is set to 1 s so as to
collect more complete and reliable data to the greatest extent.

Suppose there is a periodic temperature sensor dataset
represented by x1, x2, . . . , xN􏼈 􏼉, which mainly includes N

observation series of random variable x [7, 8]. (e goal of
k-means clustering is to divide dataset N into k categories, at
which a vector-value uk is introduced, where k � 1, . . . , K

and uk are the central values of the first cluster. (e goal of
clustering is to find each data point category and vector uk so
that the sum of squares of the distance between each data
point and uk can reach the minimum [9].

Suppose xn is used to represent the node vector, and a set
of corresponding binary indicator variable rnk is introduced,
where k � 1, . . . , K means that the node vector xn belongs to

class K, and xn is assigned to class k; then, rnk � 1 exists, and
the objective function is defined in the following form:

J � 􏽘
N

n�1
􏽘

K

k�1
rnkxn − u

2
k. (1)

In the above formula, J represents the sum of the square
of the distance between each data point and the center vector
of the cluster to which it is assigned. Now, the key is to find
the value of rnk􏼈 􏼉 and uk􏼈 􏼉 to achieve the minimum value.

First, we determine the value of rnk. J given by equation
(1) is a linear function of rnk, so it is easy to obtain an
analytical solution for rnk. Each data is independent, so we
can choose to optimize each n separately, as long as we
ensure that the value of xn − u2

k is small. Here, let rnk � 1. In
language description, we simply set the clustering of data
nodes as the nearest clustering center. (e function ex-
pression is as follows:

rnk �
1, k � argminjxn − u

2
k,

0, other.

⎧⎨

⎩ (2)

Here, if we take the derivative of the objective function
and make it equal to 0, then the minimum value can be
obtained, which can be expressed as

2 􏽘
N

n�1
rnk xn − uk( 􏼁 � 0, (3)

(rough solution, we obtain

uk �
􏽐nrnkxn

􏽐nrnk

. (4)

For the data type in this paper, the dataset objects in the
network are cooperative sensor node sets, and each tem-
perature sensor set is a data vector [10]. Among them, n such
dataset vectors form a set G, and the data of these n datasets
are initialized into K categories, as shown in Figure 1:

(e temperature sensor data acquisition process based
on the K-means algorithm is shown as follows:

(1) K objects are randomly selected from set G of node
group data set as the initial class center

(2) According to the class center value, the dataset value
in the G sets is compared with the class center value,
and the remaining n objects are divided into each
class by comparing the minimum distance value.

(3) Update the class center value and recalculate the
center value of each class through all the data values
of the classes that have been classified.

(4) Calculate the criterion function and redistribute
(5) If it meets the threshold, output the data collection

result of a periodic temperature sensor; otherwise,
return to Step 2

2.2. Feature Extraction Based on Sliding Window. Suppose
that the data of a periodic temperature sensor is expressed as
X ∈ RN×J in the form of a two-dimensional matrix, where N
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and J represent the number of process samples and the
number of process variables, respectively. (is two-di-
mensional data matrix is segmented along the sampling
direction by a sliding window H [11]; that is, matrix X is
segmented along the horizontal axis after transposing. As-
suming that the sliding step of the window is H and the data
of each window is XT

k ∈ R
N×J, the principal component

analysis method is applied to these two-dimensional ma-
trices [12], from which the temperature sensor data features
in each window can be extracted.

(e projection of the original set of sample points on the
a-th principal axis constitutes the synthesis variable
ta(H × 1), where a � 1, 2, . . . , A. Assuming that the varia-
tion information carried by the fifth principal component 6
is represented by Var(ta), the following relationship exists:

Var t1( 􏼁≥Var t2( 􏼁≥ · · · ≥Var tA( 􏼁> 0. (5)

Original sample space X � (xnj)N×J � [x(1), . . . , x(J)],
and a comprehensive variable t1 is a linear combination of
x(1), . . . , x(J), namely:

t1 � Xp1, p1 � 1. (6)

In order to make t1 carry the most original variation
information, the variance of t1 is required to reach the
maximum value, and the variance of t1 is

Var t1( 􏼁 �
1
H

t
2
1 �

1
H

p
T
1 X

T
Xp1 � p

T
1 Rp1. (7)

In the above formula, R � XTX is the covariance matrix
of X.

(e above problems are translated into the solution of
the following optimization problems:

max
p1�1

p
T
1 Rp1. (8)

We write λ1 as Lagrange operator, and let

λ1 � p
T
1 Rp1 − λ1 p

T
1 p1 − 1􏼐 􏼑. (9)

We take the partial derivatives of p1 and λ1 of L,
respectively:

zL

zp1
� 2Rp1 − 2λ1p1 � 0,

zL

zp1
� − p

T
1 p1 − 1􏼐 􏼑 � 0.

(10)

We obtain

Rp1 � λ1p1,

Var t1( 􏼁 � p
T
1 Rp1 � p

T
1 λ1p1( 􏼁 � λ1p

T
1 p1 � λ1.

(11)

We assume that p1 is the first principal axis, and t1 �

Xp1 is called the first principal component [13], so the
second principal axis p2 is obtained by analogy, where p2 is
orthonormal p1, pT

2 p1 � 0, p2
2, and the second principal

component t2 � Xp2 is the second largest component car-
rying variation information, and Var(t2) is second only to
Var(t1). So, we have Var(t1)≥Var(t2)≥ · · · ≥Var(tA)> 0.
(erefore, if the data variation is used to reflect the infor-
mation in the data, the first principal component t1 carries
the most information, followed by t2 times. A total of J

principal components were extracted. Matrix X is decom-
posed into the sum of the cross product of A subspaces,
namely, principal component decomposition, and the ex-
traction results of temperature sensor data features are
obtained. (e specific calculation formula is as follows:

TP
T

� 􏽘
A

a�1
tap

T
a � t1p

T
1 + t2p

T
2 + · · · + tAp

T
A. (12)

In the above formula, T and P are principal component
score matrix and load matrix, respectively, ta is H × 1-di-
mensional principal component vector, and pa is J × 1-di-
mensional load vector, which is also the projection direction
of principal components [14].

2.3. Data Anomaly Diagnosis Based on Deep Neural Network
Model. Deep neural networks (DNNs) can be understood as
a neural network with many hidden layers, also known as
deep feedforward network (DFN) and multilayer perceptron
(MLP). (e deep neural network has many advantages such
as high speed and low error, and has been widely used in
various fields. (erefore, this paper uses the deep neural

Start

K clustering centers are obtained by
initialization

Classify the samples according to the
clustering center

Calculation criterion function

Does the criterion function satisfy
the threshold?

Output clustering results

End

Y

N

Figure 1: Temperature sensor data acquisition process based on
K-means algorithm.
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network model to diagnose the data anomaly of temperature
sensor. (e topology of deep neural network is shown in
Figure 2.

(e measures to improve the generalization perfor-
mance of the deep neural network are as follows:

(1) Use more data: on the premise of conditions,
obtaining as much training data as possible is the
most ideal method. More data can fully learn the
model and easily improve the generalization ability.

(2) Use larger batches: under the condition of the same
number of iterations and learning rate, using more
data in each batch will help the model better learn the
correct mode, and the output result of the model will
be more stable.

(3) Adjust data distribution: the data distribution in
most scenarios is uneven. If the model learns too
much about a certain type of data, its output results
will tend to this type of data. At this time, the
generalization ability can be improved to a certain
extent by adjusting the input data distribution.

In the deep neural network, the input information is
tagged, so the deep neural network can be simplified into a
simple modeling unit, as shown in Figure 3.

In order to ensure the integrity of data, a decoder was
added [15]. (erefore, the autoencoder modeling unit is
shown in Figure 4.

In order to minimize the network reconstruction error
[16], this paper constructed a new multilayer autoencoder,
whose structure is shown in Figure 5.

In order to minimize errors, this paper mainly uses the
attention mechanism to train the deep neural network
model, and the process is as follows:

(e usual convolution operation in the deep neural
network can be formulated as follows:

Y � X⊙W. (13)

In the above formula, W is the 4-dimensional tensor, and
W(i,j,k,l) is the weight parameter of the position of the y-th
channel input in the i-th convolution kernel.

(e attention mechanism can further constrain and
adjust each factor by observing globally and learning the
relationship between each parameter and its influence on the
result. After this restriction is introduced in the training
process of convolution, the parameters of the convolution
layer supervised by the attention mechanism can be
expressed in the following form:

W
a
(i,j,k,l) � W(i,j,k,l) · att(i,j,k,l). (14)

In the above formula, att is the attention weight obtained
after global observation, and W(i,j,k,l)

′ obtained will be used
for the final convolutional feature extraction. It can be di-
vided into two parts: channel attention and shape attention.

W
a
(i,j,k,l) � W(i,j,k,l) · attc(i,j) · atts(i,k,l). (15)

(e information of different channels can be considered
as the image description information extracted from

different angles or using different features, and the filter will
combine these feature information with different weights.
Some features are focused on, while others tend to be ig-
nored. Channel attention applies this idea.

(e average response of the convolution kernel i to the
input channel y can be represented by the average value of
the filter weights of the corresponding channel, namely:

avgc
(i,j) � mean W(i,j,k,l)􏼐 􏼑 �

1
WH

􏽘

H−1

k�0
􏽘

WS−1

l�0
W(i,j,k,l). (16)

(e average response of these channels is then input into
the full connection layer used to analyze their relationships,
and the Sigmoid activation function is used as the threshold.

attc � sigmoid fc
c avgc
( 􏼁( 􏼁. (17)

In this representation, the attention weight of each
channel can be related to the filter parameters of other
channels, introducing the interaction between channels.
Similarly, the shape of the convolution kernel is usually used
to describe the importance of features extracted from dif-
ferent positions of the filter, and the response weight of each
position can be obtained by averaging the weights of all
channels at that position.

avgs
(i,k,l) � mean W(i,j,k,l)􏼐 􏼑 �

1
C

􏽘

C−1

j�0
W(i,j,k,l). (18)

A similar attention model can then be used to obtain
shape weights.
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Figure 2: Topology of deep neural network.
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Figure 3: Simple modeling unit.

4 Scientific Programming



atts � sigmoid fc
s avgs
( 􏼁( 􏼁. (19)

At this point, for each parameter of the convolution
layer, the parameter ultimately affected by the global pa-
rameter can be obtained through formula (15). After the
training of the network is completed, the weights obtained
by the attention mechanism can be directly solidified on the
original parameters of the convolutional layer without
recalculation during the network operation.

(e characteristic data are input into the trained deep
neural network model, and the result is the anomaly di-
agnosis result of temperature sensor data.

3. Simulation Experiment Design

3.1. Experimental Scheme. To verify the validity of the
temperature sensor data anomaly diagnosis method based
on the deep neural network designed in this paper as the
research objective, a simulation experiment scheme is
designed. (e specific experimental scheme is as follows:

(1) Experimental environment: in order to ensure the
authenticity of experimental results, experimental
environmental parameters need to be designed in
detail in this experiment. (e specific parameter
settings are shown in Table 1.

(2) Experimental data: multiple types of temperature
sensors are taken as research objects to keep them
running, and the operating data of temperature
sensors are taken as experimental sample data, and
the collected data are denoised to improve the au-
thenticity of the simulation results. Because the
setting of experimental parameters will affect the
simulation results, in order to maximize the accuracy
of the simulation experiment, the simulation

experimental parameters are adjusted many times in
this experiment, and the parameters in the optimal
running state of the simulation software are taken as
the initial simulation parameters.

(3) Experimental methods and evaluation indicators.

In this paper, reference [4] method and reference [5]
method are selected as experimental comparison methods,
and the practical application effects of the two methods and
the proposed method are verified by comparing the error
rate of feature extraction, diagnostic accuracy, and diag-
nostic efficiency of temperature sensor data.

Among them, the lower the error rate of temperature
sensor data feature extraction, the higher the accuracy of
data feature extraction, and the more accurate the result of
feature extraction. (e diagnostic accuracy is an important
index to verify the anomaly diagnosis method of tempera-
ture sensor data. (e higher the anomaly diagnosis accuracy
of temperature sensor data, the more accurate the diagnosis
result is.(e diagnostic efficiency of temperature sensor data
refers to the time it takes to diagnose temperature sensor
data anomalies. (e shorter the diagnostic time, the higher
the diagnostic efficiency.

Encoder
Input

Reconstruction
error

Code Decoder Reconstruction

Figure 4: Modeling unit of autoencoder.
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Encoder
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Figure 5: Structure of multilayer autoencoder.

Table 1: Experimental parameter settings.

Project Parameter
CPU Intel Xeon
CPU hard disk capacity 1.5 T
CPU frequency 1.2GHz
Random access memory 128GB
Operating system Windows 10
Monitor resolution 1280 ∗ 1024
Interface type USB
Network band 2.4–2.5GHz
Transmission rate 28Mb/s
Simulation software MATLAB 7.0

Scientific Programming 5



3.2. Analysis of Experimental Results

3.2.1. Data Feature Extraction Error. (e error rate of
feature extraction of temperature sensor data by reference
[4] method, reference [5] method, and this method is
compared, and the results are shown in Figure 6.

According to the data in Figure 6, the error rate of
feature extraction of temperature sensor data in reference [4]
is between −12.5% and 14.65%, and that of temperature
sensor data in reference [5] is between −9.6% and 12.15%.
Compared with these two comparison methods, the error
rate of temperature sensor data feature extraction in this
method varies from −2.1% to 5.9%, which is the lowest
among the three methods. (e reason is that this method
uses the K-means algorithm to collect the temperature
sensor data in an operation cycle and uses the sliding
window technology to extract the temperature sensor data
features, which improves the accuracy of temperature sensor
data feature extraction, and can lay a solid data foundation
for subsequent diagnosis and analysis.

3.2.2. Diagnostic Accuracy. (e diagnostic accuracy of ab-
normal temperature sensor data of reference [4] method,
reference [5] method, and this method is compared, and the
results are shown in Figure 7.

According to the data in Figure 7, the minimum and
maximum diagnostic accuracy of abnormal temperature
sensor data in reference [4] are 73% and 93%, respectively,
and the minimum and maximum diagnostic accuracy of
abnormal temperature sensor data in reference [5] are 76%
and 91%, respectively. Compared with these two methods,
the anomaly diagnosis accuracy of temperature sensor data

obtained by the proposed method is always above 95%,
which is much higher than the two experimental com-
parison methods, indicating that the anomaly diagnosis
results of temperature sensor data obtained by the proposed
method are more accurate. (e reason is that this method
constructs a deep neural network model for abnormal
diagnosis of temperature sensor data, inputs the charac-
teristic data into the model, and the obtained result is the
diagnosis result.

3.2.3. Diagnostic Efficiency. (e anomaly diagnosis time of
temperature sensor data of reference [4] method, reference
[5] method, and this method is compared to test the di-
agnosis efficiency of different methods. (e results are
shown in Table 2.

According to the average value of anomaly diagnosis
time of temperature sensor data of different methods after
multiple experiments, the diagnosis efficiency of different
methods can be obtained. (e average value of anomaly
diagnosis time of temperature sensor data of reference [4]
method is 263ms, and the average value of anomaly diag-
nosis time of temperature sensor data of reference [5]
method is 140ms. Compared with these two methods, the
average value of anomaly diagnosis time of temperature
sensor data in this method is the lowest, only 59ms, which
proves that this method has the highest efficiency and the
best practical application effect. (e reason is that this
method uses the K-means algorithm to collect the tem-
perature sensor data in a running cycle, constructs a deep
neural network model for abnormal diagnosis of tempera-
ture sensor data, and inputs the characteristic data into the
model to realize abnormal diagnosis.

Ex
tr

ac
tio

n 
er

ro
r r

at
e (

%
)

1 11 21

20

15

10

0

31 41 51 61 71 81
Number of experiments

-5

-10

-15

Reference [4] method
Reference [5] method
Method of this paper

91 101
20

Figure 6: Error rate of feature extraction from temperature sensor data.
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4. Conclusion

As people production and living standards continue to im-
prove, various sensors has been widely applied in all fields,
especially the temperature sensor because of its high precision
and convenient advantages, such as the application on a large
scale in the areas of agricultural production, scientific research
and life, but also easy to appear abnormal temperature sensor
data. (erefore, it is necessary to diagnose abnormal tem-
perature sensor data. Aiming at the problems of high error
rate of current temperature sensor data feature extraction,
abnormal diagnosis accuracy, and low efficiency of temper-
ature sensor data, this paper proposes a temperature sensor
data anomaly diagnosis method based on the deep neural
network. Finally, a comparative simulation experiment is
conducted to verify the performance of the proposed method
in data anomaly diagnosis.(e experimental results show that
the error rate of feature extraction of temperature sensor data

in this method varies from −2.1%∼ 5.9%, the diagnosis ac-
curacy remains above 95%, and the average diagnosis time is
only 59ms, indicating that this method has low error rate of
feature extraction of temperature sensor data, high accuracy,
and efficiency of abnormal diagnosis of temperature sensor
data. It can fully solve the problems of traditional methods
and can be widely used in the field of temperature sensor data
anomaly diagnosis.
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this study are available from the corresponding author upon
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Table 2: Anomaly diagnosis time of temperature sensor data (unit: ms).

Number of experiments Reference [4] method Reference [5] method Method of this method
1 256 160 59
11 352 151 57
21 247 134 55
31 269 178 63
41 284 163 57
51 267 175 58
61 243 121 63
71 217 106 64
81 285 137 52
91 244 113 69
101 231 107 57
Average value 263 140 59

Scientific Programming 7



Acknowledgments

(is work was supported by Key Program for International
Science and Technology Cooperation Projects of Shaanxi
Province: 2021KWZ-20, (e Key Research Project of
Shaanxi Science and Technology: 2021JY-324, and Depart-
ment Scientific Research Plan Projects of Shannxi Provincial
Education Department: 20JK0688.

References

[1] A. Malakzadeh, M. Didar, and M. Mansoursamaei, “SNR
enhancement of a Raman distributed temperature sensor
using partial window-based non local means method,”Optical
and Quantum Electronics, vol. 53, no. 3, pp. 147–158, 2021.

[2] S. Wang, P. Niu, S. Liu et al., “Curvature and temperature
sensor based on anti-resonant effect combined with multi-
mode interference,” IEEE Photonics Technology Letters,
vol. 33, no. 3, pp. 127–130, 2021.

[3] C. Xu, Z. Xu, H. Chen, C. Liu, and C. Ma, “Tunable and highly
sensitive temperature sensor based on graphene photonic
crystal fiber,” Chinese Physics, vol. 30, no. 11, Article ID
118103, 2021.

[4] Y. J. Li, H. X. Chen, and J. Y. Liu, “Anomaly diagnosis strategy
of multi online energy consumption data based on double
prediction model,” Refrigeration Technology, vol. 39, no. 3,
pp. 36–41, 2019.

[5] N. Yang, D. Y. Dai, and S. J. Qin, “Anomaly diagnosis of
monitoring data of ancient wooden structures,” Journal of
Vibration Engineering, vol. 32, no. 1, pp. 64–71, 2019.

[6] X. O. Ding, S. J. Yu, and M. X. Wang, “Anomaly detection of
industrial time series data based on correlation analysis,”
Journal of Software, vol. 31, no. 3, pp. 726–747, 2020.

[7] B. Xu, M. Jang, D. Fyfe, and A. R. Hasan, “Clean-up period
flow rate estimation from Multi Discrete Temperature Sensor
data,” Journal of Petroleum Science and Engineering, vol. 194,
no. 1, Article ID 107452, 2020.

[8] Y. Zhang, R. Wang, S. Li, and S. Qi, “Temperature sensor
denoising algorithm based on curve fitting and compound
kalman filtering,” Sensors, vol. 20, no. 7, pp. 1959–1968, 2020.

[9] B. Marchiori, S. Regal, Y. Arango, R. Delattre, S. Blayac, and
M. Ramuz, “PVDF-TrFE-Based stretchable contact and non-
contact temperature sensor for E-skin application,” Sensors,
vol. 20, no. 3, pp. 623–631, 2020.

[10] M. Pullinger, J. Kilgour, N. Goddard et al., “(e IDEAL
household energy dataset, electricity, gas, contextual sensor
data and survey data for 255 UK homes,” Scientific Data,
vol. 8, no. 1, p. 146, 2021.

[11] H. A. Saeed, H. Wang, M. Peng, A. Hussain, and A. Nawaz,
“Online fault monitoring based on deep neural network &
sliding window technique,” Progress in Nuclear Energy,
vol. 121, no. 1, pp. 103236–103245, 2020.

[12] X.-G. Guo, P.-Y. Hong, and T.-M. Laleg-Kirati, “Calibration
and validation for a real-time membrane bioreactor: a sliding
window approach,” Journal of Process Control, vol. 98, no. 6,
pp. 92–105, 2021.

[13] E. Al-Wajih and R. Ghazali, “Improving the accuracy for
offline Arabic digit recognition using sliding window ap-
proach,” Iranian Journal of Science and Technology, Trans-
actions of Electrical Engineering, vol. 44, no. 4, pp. 1633–1644,
2020.

[14] A. K. Singh and V. K. Srivastava, “A tri-nucleotide mapping
scheme based on residual volume of amino acids for short
length exon prediction using sliding window DFT method,”

Network Modeling Analysis in Health Informatics and Bio-
informatics, vol. 9, no. 1, pp. 1–13, 2020.

[15] H. Chen, Y. H. Zeng, and J. E. Fang, “Research on anomaly
diagnosis of time series data on special equipment,” Infor-
mation & Systems Engineering, vol. 12, no. 6, pp. 113–116,
2021.

[16] Y. Y. Chen and X. H. Lu, “Big data anomaly extraction al-
gorithm based on uncorrelation test,” Computer Simulation,
vol. 38, no. 3, pp. 245–248, 2021.

8 Scientific Programming



Retraction
Retracted: Collocation Features in Translated Texts Based on
English Analogy Corpus

Scientific Programming

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Scientific Programming. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] B. Liu and J. Wang, “Collocation Features in Translated Texts
Based on English Analogy Corpus,” Scientific Programming,
vol. 2022, Article ID 8294254, 7 pages, 2022.

Hindawi
Scientific Programming
Volume 2023, Article ID 9763290, 1 page
https://doi.org/10.1155/2023/9763290

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9763290


RE
TR
AC
TE
DResearch Article

Collocation Features in Translated Texts Based on English
Analogy Corpus

Bin Liu and Jing Wang

School of Foreign Studies, Suqain University, Suqian 223800, Jiangsu, China

Correspondence should be addressed to Bin Liu; binliuandy@squ.edu.cn

Received 8 December 2021; Accepted 9 March 2022; Published 30 March 2022

Academic Editor: Le Sun

Copyright © 2022 Bin Liu and Jing Wang. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

*e aim of this paper is to explore the characteristics of the use of verbal collocations in English, to compare the use of verbal
collocations in the English translation and the original English text, and then to compare and analyse the characteristics of the
choice of verbal collocations in the English text. In this paper, we take bilateral marked causative complex sentences as the object of
study and use deep learning methods to automatically explore the implied features of complex sentences while incorporating the
significant knowledge of relational words in linguistic research. *e experimental results achieved an F1 value of 92.13%, which is
better than that of the existing comparison models, demonstrating the effectiveness of the method.

1. Introduction

A corpus is a large collection of natural language materials,
both written and spoken, collected systematically and sci-
entifically for research purpose. A corpus is a large collection
of authentic and reliable linguistic materials that provides a
comprehensive and accurate representation of a language or
an aspect of language, providing a wide range of verbal
material for language research and revolutionising the way
language research is conducted [1]. Since the 1980s, corpus-
based translation research has become a new research
paradigm in the field of translation research at home and
abroad. Corpus translation studies take translated texts as
the object of study and adopt the mode of combining intra-
linguistic and inter-linguistic comparisons to describe and
explain translation phenomena from a large-scale translated
text or translated language as a whole, so as to explore the
essence of translation [2, 3]. *e corpus provides a new tool
for translation studies, opening up new ideas and expanding
the scope of translation research. Baker classifies translation
corpora designed for different research purposes into three
categories: parallel corpora, multilingual corpora, and an-
alogical corpora, of which Baker considers the analogical
corpus to be the most significant for translation research [4].

*rough the comparative analysis of two texts in the
analogical corpus, the researcher can explore the norms of
translation in a particular historical and cultural context and
discover some specific patterns of translated texts, i.e., the
universality of translation. *e salient features of the
translated language are in the area of vocabulary, mainly in
the conventionalisation of words used in the translated texts
and the emergence of new word combinations [5, 6]. *is
new combination of words is a reflection of the lexical
collocation characteristic of translated texts [7]. *e lin-
guistic features of the translated text are therefore high-
lighted in the lexical aspect, especially in the collocation of
words, where the differences in collocation patterns reflect
the differences between the original text and the translated
text. *e lexical collocation features reflect the specific
meaning of the linguistic forms realised in the context and
truly reflect the frequently used, habitual collocation forms
of words in linguistic communication [8].

In recent years, with the continuous development of
corpus translation science, studies on the lexical collocation
characteristics of translated texts based on corpus have
emerged at home and abroad, but empirical studies on
lexical collocations in English translations of Chinese
medicine texts using corpus are not common [9, 10].
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*erefore, in this paper, the authors use the corpus to
conduct a statistical study on the use of verb-name collo-
cations in the English translation of TCM texts and the
original medical English texts and then compare and analyse
the patterns of verb-name collocations in medical texts, with
the aim of providing some reference for the English
translation of TCM texts, i.e., how to select suitable words
for collocation in the English translation of TCM texts, and
discovering lexical collocations.

2. Related Studies

Complex sentences are classified as marked or unmarked
according to whether they contain relational words or not. At
present, automatic recognition of marked compound sentence
categories is mainly based on rule-basedmethods andmachine
learning methods. Wang et al. [11] combined the syntactic
theory of Chinese compound sentences and the theory of
relational tagging collocation to automatically identify the
relational category of biological non-full-state marked com-
pound sentences; the calculation method of semantic relat-
edness was used to calculate the relatedness of two words, so as
to identify the relational category of compound sentences [12].
Igaab and Abdulhasan [13] used decision tree algorithms to
extract features such as lexical properties to identify causal and
juxtaposition relations between Chinese sentences.

For the recognition of relationship categories of unlabeled
compound sentences, deep learning methods are mostly used
for the recognition of relationship categories of unlabeled
compound sentences due to the lack of relationship words
and the absence of obvious manual recognition features [14].
Li et al. [15] used an attention-based mechanism of con-
volutional neural network on a Chinese chapter book library
[16] for the recognition of unlabeled compound sentence
relations. Algburi and Igaab [17] combined word vectors with
lexical features as the input of the model and used CNN to
classify unlabeled complex sentence relations. *e study of
unlabeled complex sentences still faces some difficulties,
namely, the difficulty of data annotation, the relatively small
amount of training data, and the uneven distribution of data
among categories, which easily leads to overfitting of the
model and makes the model’s generalisation ability insuffi-
cient. Among the many deep learning models, the trans-
former model [18] has a simple network architecture with an
attention mechanism as its main structure [19]. In this paper,
we explore the fusion of relational word features in deep
learning models to enable automatic recognition of biological
marked causal complex sentence relations.

3. Data Statistics and Analysis

3.1. Word Frequency Statistics. Word frequency is the total
number of occurrences of a word item or a class of words in
the corpus, and counting word frequency can provide
certain reference information about the stylistic or linguistic
features of a discourse. *e study of word collocation should
centre on the behaviour of real words, and collocation
studies should be conducted mainly by selecting real words
as nodal words; the behaviour of functional or grammatical

words has mostly been described in detail by grammarians
[20, 21]. *erefore, the first criterion for choosing nodal
words in this paper is real words. Moreover, of the four main
categories of real words (nouns, verbs, adjectives, and ad-
verbs), nouns and verbs have the highest collocation power,
thus further defining the nodal words studied in this paper as
verbs. *e following statistics are commonly used in English
text bases: the number of tokens, number of the types, type/
token ratio, word length, average word length, and so on
[22]. In this paper, WordSmith 5.0 was used to obtain
statistics on the common parameters of the self-built TCM
English corpus and then rank the verb morphology of the
corpus in descending order of frequency [23].

3.2. Extraction of Collocations for Verbal Structures. *e
collocation of these three verbs (influences, caused, and
treating) in the self-built TCM English corpus was searched
using AntConc software [24], which requires that the col-
location must be in the lexical noun form and that they serve
as an object of the sentence. *erefore, collocation that did
not meet the requirements of the study was eliminated,
leaving 200 significant collocations for each of the three
verbs. Since the BNC has its own search data analysis
function, which allows the selection of collocations in dif-
ferent genres of texts from different generations, the three
verbs (influences, caused, and treating) were directly entered
into the BNC and the collocations that met the requirements
of the study were selected and then analysed quantitatively
and qualitatively with the previous data [25, 26].

3.3. Analysis of Data. In Figure 1, the verb influence is most
often found in the native English corpus with sphere, followed
by decisions, and in the translated English corpus with factors,
followed by range; in Figure 2, the verb cause is most often
found in the native English corpus with trouble, followed by
harm, and in the translated English corpus with damage,
followed by problems; in Figure 3, the verb treat is most often
found in the passive form with damage, followed by problems.
*e verb cause tends to occur in the passive formwith damage,
followed by problems in the translated English corpus; from
Figure 3, the verb treat tends to occur most often with patients
in the native English corpus, followed by symptoms, while
treating tends to occur in the progressive tense in the translated
English corpus. It is often found in the progressive tense, most
often with disease, followed by pain [27].

*e number of collocations of nodal words selected in the
native English corpus is significantly higher than that in the
translated English corpus, which indicates that the medical
English native texts are more varied in terms of word usage
and use a larger vocabulary than the translated texts, which is
not beyond expectation since, after all, English translations of
Chinese medical texts are mostly done by translators and are
not as rich in terms of word usage as the native English texts.
Once widely accepted, some high-frequency word combi-
nations in translated texts may enter the target language and
become the translation counterparts of several near-sense
expressions, thus partially confirming the tendency of
translated languages towards lexical simplification.
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4. The Transformer Model

4.1. Model Structure. Transformer is essentially an encoder
decoder structure, which is composed of multiattention
mechanism and feedforward neural network [28]. *e
multiheaded attention mechanism combines the context
with the distant words and processes all words in parallel,
thus achieving parallel computation and capturing the global
semantic information. *e structure of the RM-transformer
model used in this paper is shown in Figure 4.

4.2.Model Input. In this paper, a pretrained word2vec word
vector [29] is stitched with relational word features as model
input. *e 6-dimensional one-hot encoding is used for the
relational word features, and all words in the word list are
represented by the 6-dimensional relational word features.
*e first dimension uses 1 and 0 to indicate the presence or
absence of a relation, and the next 5 dimensions correspond
to the 5 relations of cause and effect, hypothesis, condition,
inference, and purpose. Gensim’s word2vec model is used to
train a 122 dimensional word vector, which is then stitched
with the 6-dimensional relational word feature vector to
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Figure 2: A comparative figure of the number of verb-noun
collocations of the nodal word caused.
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obtain a 128-dimensional vector. If an input sentence is of
length n, Wj (j� 1, . . ., n) denotes the pretrained word
vector for the jth word and Rj (j� 1, . . ., n) denotes the
relational word vector for the jth word. *en, the vector WR

for each word is represented as follows:

WRj � Wj ⊕Rj, (1)

where ⊕ indicates a splicing operation.
*e multiheaded attention mechanism can obtain the

information of long-distance features and can also per-
form parallel calculation, but it cannot represent the
position information of the input sentence. Here, using
Position Embedding proposed by Google [30], each po-
sition is encoded so that the multiheaded attention
mechanism can obtain the position information of each
word. *e equation for the position vector is shown in
equations (2) and (3).

P(j,2i) � sin
pos

10000 2i/dmodel( )
􏼠 􏼡, (2)

P(j,2i+1) � cos
pos

10000 2i/dmodel( )
􏼠 􏼡, (3)

where j (j� 1, . . ., n) is used to represent the position in-
formation of the word, Pj (odd and even positions) rep-
resents the position vector at the jth position, and i is the
index of each value in the vector. dmodel � 128 is consistent
with the dimensionality of the word vector after adding
features. At even positions, sine coding is used; at odd
positions, cosine coding is used.*e vector representation of
the input model is as follows:

Vectorj � WRj + Pj, (4)

where + indicates direct summation of word vectors.

4.3. Transformer Feature Extraction. Self-attention is the
calculation of the weight of each word vector on the input,
which randomly initializes a set of weight matrices Q, K, V.
Q, K, V refer to the result of multiplying the word vectors of
the input model with a random initialization matrix, and dk

is the dimension of the Q, K vectors [31] and is calculated as
follows:

attention(Q, K, V) � softmax
QK

T
��
dk

􏽰􏼠 􏼡V. (5)

*e self-attention layer is used to obtain the global se-
mantic information of the input sentence, and after the self-
attention layer, a feedforward layer is connected. NN uses a
one-dimensional convolution operation and first performs
an inner layer convolution operation, with the number of
inner layer filters using the parameters set by oneself, using
the relu activation function. *e inner convolution opera-
tion is then performed, with the number of outer filtrators
being the same as the dimensionality of the word vector,
ensuring that the dimensionality of the input CNN is
consistent with the dimensionality of the output. After the
above process of transformer feature extraction, the output
is fed into the next transformer encoder. Once the feature
extraction is complete, a fully connected lawyer and a
software layer are used to output the probability distribution
for each category [32].

5. Experimentation and Analysis

5.1. Experimental Data. In this paper, we identify the re-
lational categories of biological marked causal compound
sentences, and the datasets are the Corpus of Chinese
Compound Sentences (CCCS), an annotated corpus from
Huazhong Normal University, and THUCNews, Tsinghua
News Classification Corpus [33]. *e CCCS is a special
corpus of 658 Chinese compound sentences (447 items)
from the People’s Daily and the Yangtze River Daily [15].
*e Tsinghua News Corpus THUCNews is a filtered corpus
of 14 types of short-text news items, based on historical data
from the Sina News RSS feed from 2005 to 2011 [19]. A total
of 91,646 two-sentence marked causal compound sentences
were annotated, forming a corpus abbreviated as CTCCCS
(the Corpus of Two-Sentence Causal Chinese Compound
Sentences), and the data distribution of each relationship
category in the dataset is listed in Table 1. In the experiment,
75% of the data were selected as the training set and 25% of
the data were selected as the test set, and the data were
divided as listed in Table 2.

5.2. Experimental Comparison andAnalysis. *e experiment
compares each of the same hyperparameter settings of the
model and the values of different weights in CNN [3, 4, 5]. It
can be known that convolution kernels of different sizes can

Output
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Residual connection layer
normalization

CNN feedforward layer

Residual connection layer
normalization 

Multi head attention layer

112 dimensional
pre training word

vector 

6-dimensional
relational word
feature vector

128 dimensional
position vector 

Figure 4: Structure of the RM-transformer.
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than data fitting using a single convolution kernel.
*e number of layers in the LSTM and BiLSTM is set

to 1, and the hidden layer is set to 128. *e experimental
results are listed in Table 3. *e accuracy of the model was
improved by 3.27%, 0.98%, and 0.3%, respectively.
Compared to the transformer model without the addition
of relational features, accuracy improved by 13.74%.
Using a fixed sequence length of 100 in the model, the
RM-transformer improved the precision, recall, and F1
values more significantly compared to the CNN, by 3.38%,
2.83%, and 3%, respectively. *e learning of long-range
features may be difficult, although multiple convolutional
kernels of different sizes are used to capture features of
different sizes.

*e RM-transformer performs parallel computation
through a multiheaded attention mechanism while learning
global feature information and then learning sequential local
features through the CNN feedforward layer, thus achieving
better results than CNN.

*e RM-transformer has an improvement of 1.26%
and 0.18% in F1 values compared to the LSTM and
BiLSTM, respectively, which is not particularly signifi-
cant compared to the CNN. *e recall of RM-transformer
is 0.12% lower than that of LSTM. LSTM and BiLSTM are
relatively mature in dealing with input text sequences and
can learn the long-range features of the sequences, but
LSTM relies on the above information and BiLSTM relies
on the contextual information. *e self-attention
mechanism in the RM-transformer enables the direct
correlation of long-range features to obtain global fea-
tures, and the RM-transformer can achieve similar effects
as the LSTM and BiLSTM. *is paper has limited man-
ually annotated data, and the parallel computational
power of the transformer may be able to have better
results when experimenting on a more data-rich complex
sentence dataset. When comparing the RM-transformer
with the transformer model without adding relational
features, the F1 value increased by 11.63%, which is a
significant improvement, indicating that relational words
play a very important role in determining the relationship
of causal complex sentences. Although the deep learning
model can automatically mine the text for some semantic
and other feature information, it can be made more ef-
fective by adding some obvious manually identified
features. *e results of the classification experiments for
each category of cause-effect complex sentences are listed
in Table 4.

From Table 4, it can be seen that the recognition rate of
inferred compound sentences is significantly lower than that
of other categories.*e possible reasons for the classification
errors in the experiment are as follows. (1) *e corpus of the
experiment is mostly from the news corpus, and inferred
compound sentences are used infrequently, so the collected
corpus is on the low side, and overfitting occurs during the
training process. (2) *ere are multiple quasi-relatives
(words that can act as relatives) in the sentences, corre-
sponding to different categories. In this sentence, “since”
indicates an inferred relationship, but “that” can indicate
both a hypothetical and an inferred relationship, which
should have been judged as a hypothetical relationship
[34, 35].

Next, the dependent syntactic tree [18] can be used as
input to incorporate richer syntactic information, and the
graphical CNNmodel [19] can be used for the recognition of
relational categories of marked compound sentences to
further improve the accuracy of compound sentence cate-
gory recognition.

6. Conclusions

In summary, an analogous study of collocation character-
istics of verbal names in English translations based on the
corpus found the following.

(1) Compared with other texts, verbal-name colloca-
tions in the English language are more concise,
passive forms are used more frequently, verbal-name

Table 3: Comparison of experimental results for each model.

Algorithm Accuracy Precision Recall F1
Transformer 81.35 82.33 79.05 80.50
CNN 89.79 88.84 89.44 89.13
LSTM 92.08 89.61 92.39 90.87
BiLSTM 92.76 91.99 91.96 91.95
RM-transformer 93.06 92.22 92.27 92.13

Table 4: Correct classification rates for each category of causal
complex sentences.

Relationship category Accuracy (%)
Causal class 93.25
Hypothetical class 92.41
Condition class 95.20
Target class 96.85
Inference class 83.69

Table 1: Data distribution of the CTCCCS corpus by relationship
category.

Relationship
category

Number of complex sentence
instances

Scale
(%)

Causal class 30180 32.93
Hypothetical class 31444 34.31
Condition class 11576 12.63
Target class 12438 13.57
Inference class 6008 6.56

Table 2: CTCCCS dataset division.

Relationship category Number of
training sets Number of test sets

Causal class 22635 7545
Hypothetical class 31444 7861
Condition class 8682 2894
Target class 93287 3110
Inference class 4506 1502
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collocation patterns are relatively fixed, and the
choice of English vocabulary reflects the professional
and concise nature of the medical language, with a
simple and logical collocation structure.

(2) *e choice of words in the English translation is
somewhat narrower than that in the original English
text, and the nodal words have far less influence on
the collocations than the target language, reflecting
the fact that the translator is influenced by the source
language when translating and has certain limita-
tions in word choice, which differs from the target
language in the use of verbs.

A corpus can provide a large amount of authentic and
natural linguistic data for text translation and provide a
more objective and comprehensive picture of the charac-
teristics and intrinsic patterns of Chinese medical English.
*e use of English corpus to study lexical collocation fea-
tures can help explore the universal laws of Chinese medical
English translation, grasp the characteristics of the translated
text itself, and provide a basis for the standardisation of
English terminology. At the same time, by searching the
corpus of native speakers, exploring the constitutive rules of
medical English vocabulary as well as customary collocation,
and digging deeper into the meanings of English words, new
translation ideas and translation methods can be provided
for English translations.
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Chords have a role in music for emotional expression, and the generated melodies have more richness through the constraining
effect of chords. In this paper, based on a GAN network music generation model based on chord features, a GRU network is used
in chord feature extraction in order to autonomously learn chords at 1 : t− 1 moments and generate chords at t moments, by
saving the hidden layer state of each batch and constructing a layer of GRU combined with a generator, thus achieving the effect of
automatically learning the overall style of chords. +e performance of the four models is gradually optimized by weighted
averaging, and the melodic pleasantness generated by all four models has a significant positive correlation with musical coherence
and creativity.

1. Introduction

Music is an important form of artistic expression in our lives,
closely related to us and an integral part of our lives. It can be
used to soothe the mood and express emotions, and different
tunes and melodies can express different emotions, resulting
in countless classics. +is is why there are a wide variety of
styles and genres of music, which can be divided into pop,
classical and pop music (Bach, Beethoven, Mozart), jazz,
R&B, rock and roll, and vocal and instrumental music [1]. In
recent decades, with the rise of the Internet industry and the
significant improvement in the performance of computer
hardware, the cost of generating a series of digital audio files
regarding audio production, audio editing, audio recording,
etc. has significantly reduced the threshold for nonprofes-
sionals to enter the field of music, causing the number of
music creations to grow exponentially, and the music in-
dustry has become an important area of the cultural market,
with the series of Jitterbug, Racer, etc. With the emergence of
streaming media and the maturation of the Internet, the
competition formusic platforms has gradually changed from
competition for copyright and content to competition for
audio diversity and multimodal content combined with

graphics and video. Users’ demand for this has also become
more urgent [2, 3].

Artificial intelligence (AI) composition is a technique for
generating digital music using algorithms, neural networks,
and other executions [4]. AI is a technology that enables
computers to learn and simulate human thought processes
and behavioral capabilities through training. Stochastic al-
gorithms, such as Gaussian noise, are often used as input in
AI compositions, which undergo a finite number of state
transitions and conditional constraints to generate the final
sequence of notes [5]. Composition is the process by which a
music creator creates music through a series of theoretical
systems such as polyphony, harmonics, orchestration, etc. It
is a process of expressing creative ideas [6]. Composing
logarithmically is a new way of composingmusic. Compared
with the traditional mode of music composition, it can
combine human creativity, emotional expression, aesthetics,
and other intelligent operations with the computing power
of computers, human-computer interaction systems, auto-
mation control, and other technologies to break through the
professional technical constraints of human composition
and create more novel musical effects, while saving human
costs and improving the efficiency of music composition.
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+is makes it easier for nonprofessional musicians to enter
the hall of music creation and enjoy the joy of creation, while
professional musicians are assisted by computer-generated
musical works in different forms and styles to develop new
innovative ideas and muses for composers.

Most current music generation neural network models
use recurrent neural networks (RNNs) and their variants.
Neural networks used for music generation usually use all
the music information from previous events as a condition
for generating the current music, and the generated music
information will also be too repetitive, which greatly reduces
the interest of the music [7]. When using only GAN to
generate music, they are prone to unstable training, gradient
disappearance, and pattern running, and do not take into
account the time dependence, which can reduce the au-
thenticity of the generated music. +e chord feature-based
GAN network music generation model (DCC_GAN) and
the overall style-based GAN network music generation
model (DCG_GAN) generate music in which the generator
CNN and the moderator CNN are trained together and
generate music melodies under the constraints of the chord
CNN module, and the generated results are fed to the
discriminator CNN, which submits the feedback to the
generator [8, 9].

Music as a kind of auditory art, brings not only auditory
feelings, but also can directly hit people’s hearts and express
their emotions, among which pop music is a style form that
can fully express human emotions through popular melodies
and words that can be combined with different cultural
backgrounds in different countries and regions around the
world to form a very different style of pop music, and with
development of deep learning, China has made some
achievements in natural language processing, speech rec-
ognition, image processing, etc., but the research in the field
of music generation is still at an elementary level, and there is
a lot of room for development [10]. In the traditional
composition field, composers need to have solid musical
skills and musicianship, and it takes a long time to create
excellent works, which is relatively difficult for people who
love music but are not strong in music. Using deep neural
networks to generate music can provide a vast creative
platform for people who love music and bring a vast market
and economic benefits, and the future is immeasurable
[11, 12].

2. Convolutional Adversarial Generative
Network-Based Model

A convolutional GAN for symbolic-domain music gen-
eration was proposed in 2017 by Richard Yang, which is
based on the principle of applying a convolutional GAN
model to the music generation domain to form a con-
volutional GAN for symbolic-domain music generation
(MidiNet). adversarial network for symbolic-domain
music generation [13]. +e model is fed with a pre-
processed music melody dataset, trained by a generator
CNN and a moderator CNN, and the generated results are
fed to a discriminator CNN, which feeds the output of the
discriminator CNN to the generator CNN so that the

whole model forms a game process and finally outputs a
better music melody.

2.1. Datasets. +e input to the music generation model
based on convolutional adversarial generative networks is a
collection of popular music melodies in nope format
reprocessed to a melody bar count of 50,496 (789MB), a
chord bar count of 50,496 (5.01MB), a memory size of
5.01MB, a dimension of 13, and a piano roll format with 16
note units, a pitch range of C4-B5, and random noise of
Gaussian white noise of length 100 [14].

2.2. Model Structure. +e model used in this paper is based
on GAN for optimization, which has opened up a new era of
neural networks since Ian Goodfellow proposed GAN in
2014 [15].

An artificial neural network (ANN), referred to as a
neural network (NN), is a mathematical model that mimics
the behavioral characteristics of biological neural networks
and processes data to achieve human artificial intelligence
[16]. Machine learning techniques for human artificial in-
telligence [17]. A neural network is shown in Figure 1 as a
typical three-layer neural network framework, including an
input layer, a hidden layer, an activation layer, an output
layer, and a normalization process for the output.

+e neural network graph has three neurons in the input
layer and four neurons in the hidden layer. An activation
function is added after the hidden layer to add a nonlinear
factor to the results of the matrix operations, mapping the
features to a high-dimensional nonlinear interval for in-
terpretation. +e output layer has two neurons, and the
output of the output layer is normalized so that the data are
restricted to a certain range, thus eliminating the undesirable
effects caused by odd sample data [18].

+e internal structure of the neural network: this
structure is shown in Figure 2 as a processing unit of the
neural network, xi is the input from the i-th neuron; w is the
connection weight of the i-th neuron, equivalent to the
eigenvalue. +e absolute value of the weight represents the
size of the influence of the input signal on the neuron, θj is
the bias, also known as the threshold, after the activation
function to obtain the output results, the output results are
shown in equation (1), [19].

y � f 􏽘
n

i�1
wixi − θ⎛⎝ ⎞⎠. (1)

2.3. Generative Adversarial Networks. +e GAN is primarily
trained as a generator and a discriminator neural network,
where the two networks are played to obtain the better result
of the two networks. A high-performance discriminator is
used for identification [20]. +e input music, which may be
generated by the generator, is identified by the discrimi-
nator, and if it is real music, the identification result is true,
and if it is generated music, the identification result is false.
+e result of the identification by the discriminator gives
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feedback to the generator to improve its performance in
generating music, and the generator also gives feedback to
the discriminator to improve its performance in generating
music [21]. +e initial stage of the GAN network (as shown
in Figure 3) is mainly used in image generation, in which the
two networks play a game, each trying to beat the other to
achieve its own performance improvement. +e ultimate
goal is to use the generator network to generate music
melodies that can be faked.

2.4. Music Generation Models Based on Convolutional GAN.
+eGAN is a game between a generator neural network and
a discriminator neural network in which the two networks
are trained to give the best result of the two networks, and
the identification of real and generated music is described
[22]. +e two networks are eventually better; the generator
network is trained so that the generated music is highly
similar to the real music and the discriminator network is
highly discriminative. +e initial stage of the GAN network
was mainly used for image generation, where the generator
and discriminator networks were used to generate the real
music. Each network tries to beat the other to improve the
performance of its own network. +e ultimate goal is to use
the generator network to generate music melodies that can
be falsely described as real [23].

In the MidiNet model, it consists of a moderator CNN, a
generator CNN, and a discriminator CNN. In the moderator
CNN, the input is a two-dimensional starter bar, which is
convoluted into four layers, with each layer outputting a
corresponding starter bar to be combined with the generator
CNN; in the generator CNN, the input is a one-dimensional
chord and random noise, which is also conserved in four

layers, with each layer combining with the starter bar
generated by the moderator to generate a new melody [24];
in the discriminator CNN, the input is either a real melody
or a generated In the discriminator CNN, the input is either
the real melody or the generated melody, and the start bars
and chords are added through two layers of convolution and
one layer of full concatenation, resulting in a discriminated
output.

2.5. Model Objectives. +e total objective formula is as in
equation (2).+e discriminator CNN is equation (3), and the
generator CNN is equation (4). Where x∼data(x) denotes
sampling from real data, z∼pc (z) denotes sampling from a
random distribution, D denotes the discriminator network,
and G denotes the generator network. In the discriminator
network equation (3), the goal is to identify whether the
input is a real melody or a generated melody, and the
generation process is shown in Figure 4. If the data comes
from real data, the discriminator probability is the maxi-
mum, and the purpose of doing log conversion is similar to
log-likelihood, which does not affect the monotonicity of the
function, but makes the operation more simple [25]; if the
data comes from a Gaussian noise distribution, the input of
the discriminator is the result generated by the generator,
then the probability of the discriminator network will fall
and 1−D(G(z)) will rise, and then take the log conversion so
that the probability of equation (3) takes the maximum
value. For the generator network equation (4), the goal is to
generate melodies that can fool over the discriminator
network, the generation process is illustrated in Figure 5, the
data x comes from the generated data i.e., the result gen-
erated by the Gaussian noise z, then the probability of
D(G(z)) goes up and the probability of log(1−D(G(z)) goes
down, and finally the minimum value of the generator
network is obtained.

minmaxGV(D, G) � EX∼pdata(X)[log(D(X))]

+ Ez∼pz(z)[log(1 − D(G(z)))],
(2)

maxDEXαPdta
[log D(x)] + EZ∼βiz

[log(1 − D(G(z))], (3)

minGEXNP(x)[log(1 − D(G(z))]. (4)
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Figure 1: Neural network diagram.
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3. Experimental Results and Analysis

3.1. Experimental Results. +is paper uses the music theory
rule-based music generation model, the DCC_GAN model,
and the DCG_GAN model to generate a large number of
musical melodies after training with chord constraints and
time dependence. +e model with chord constraints and
time-dependent training to generate a large number of
musical melodies. +e melodies generated are more co-
herent, pleasant, and innovative than those generated by the
baseline model. Here, the DCG_GAN model, for example,
generates melodies in the nyc format as shown in Figure 6,
and performs different rounds (1 epoch, 100 epoch, and 200
epoch). (100 epoch, 200 epoch) iterations, all selecting the
first two bars of the first phrase of each round for obser-
vation, and as the number of training rounds increased, the
notes became more varied and the resulting melodies more
diverse [26].

+e generated music in midi format is displayed as a
piano roll in the MidiEditor software by selecting the first
four bars of each melody as shown in Figure 7.

+e experimental results of the baseline model are shown
in Figure 7, which shows that the generation process tends to
level off in both the chord and melody sections.

3.2. Assessment and Analysis. +ere are currently no sci-
entifically rigorous and objective evaluation criteria for
music melody generation, and the main evaluation method
is based on the subjective evaluation of the user. +e
evaluation perspective is based on the coherence, ear-
friendliness, and interest of the generated music melodies,
with the baseline model’s generated music melodies as a
control group, and the music theory rule-based music
generation model, the chord feature-based GAN network
music generation model, and the overall style-based GAN
music generation model. +e GAN network music gener-
ation models are based on chord features and the GAN
network music generation models are based on overall style.
+e four groups of models were trained for 200 rounds, and
the generated music files were processed through a python
library. +e generated music files were converted from the
nyc format to midi format by the Python library piano roll,

and then the melodies in midi format were converted to
MP3 format by MIDI 3 Pro software, and finally, the
generated music melodies were evaluated and analyzed [27].

A total of 50 people was evaluated, 40 of whom were
general listeners and 10 of whom were music professionals
(music-related learners or instrumentalists), and the three
groups of results were evaluated in terms of their melodic
coherence, fearfulness, and creativity. +e results were
evaluated on a five-point scale, with 1 being the least ef-
fective, 5 being the most effective, and so on, and a weighted
average of 50 scores produced the following results are
shown in Table 1, [28].

+e evaluation results were analyzed using a weighted
average method in the two-track music generation based on
chord-constrained GAN networks. For the four groups of
models, the results were calculated as 40% for 40 general
listeners and 60% for 10 music professionals, as in equation

NN
NN Y/N
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Generator neural network
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Pdata

Figure 4: Discriminator network diagram.
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Figure 5: Generator network diagram.
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(5). +e weighting of the three performance evaluation
metrics of coherence, earliness, and innovation was analyzed
as 5 : 3:2, resulting in the performance analysis of the four
groups of models in Table 2. +e performance of the models
gradually improves, and the melodies generated are more
realistic and pleasing to the ear [29, 30].

x �
x1f1 + x2f2 + x3f3 + · · · + xkfk

􏽐
k
1 fi

. (5)

In music, the core of the generated results is the fear-
fulness of the generated music. +erefore, the fearfulness of
the melodies generated by the four groups of models was
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Figure 7: Baseline model experimental results.

Table 1: Subjective evaluation of experimental results of MidiNet, Rakuhari-based, DCC_GAN, and DCG_GAN models.

Model/Performance
Ordinary audience Music professionals

Continuity Pleasant ear Innovation Continuity Pleasant ear Innovation
MidiNet 3.0 3.1 3.2 2.2 2.5 2.1
Based on music theory 3.1 3.1 3.1 2.6 2.6 3.2
DCC_GAN 3.3 3.5 3.5 3.0 3.0 2.6
DCG_GAN 3.8 3.8 3.6 3.6 3.8 3.2

Table 2: Weighted average results of musical melodies generated by the four groups of models.

Model Average audience score Professional musician score Total score
MidiNet 3.07 2.27 2.59
Based on music theory 3.10 2.72 2.87
DCC_GAN 3.40 2.92 3.11
DCG_GAN 3.76 3.58 3.65

Scientific Programming 5
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according to the Pearson correlation coefficient as in
equation (6). +e results of the analysis are shown in Table 3
[31].

r �
N 􏽐 xiyi − 􏽐 xi 􏽐 yi��������������

N􏽐 x
2
i − 􏽐 xi( 􏼁

2
􏽱 ��������������

N􏽐 y
2
i − 􏽐 yi( 􏼁

2
􏽱 . (6)

4. Conclusions

+is paper introduces the baseline model in this experiment,
the music generation model based on convolutional
adversarial generative network, which is divided into two
subsections: the first subsection introduces the dataset used
in the model training process, including the data et format,
data type, total amount of data, and data units; the second
subsection introduces the model structure of the baseline
model, including GAN. By introducing the baseline model,
the baseline model can be better optimized for subsequent
work.
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,e traditional identification methods have limited ability to identify damage location of bridge structures. ,erefore, a bridge
structural damage location identification method based on deep learning is proposed. In addition, the sigmoid function is the
activation function, and the cross entropy is the cost function. Meanwhile, take the Gaussian noise as the addition method and
take the softmax as the classifier. So the constructed SDAE deep learning model can realize damage location identification of the
simply supported the continuous beam bridges. Compared with the traditional identification methods of bridge structures,
namely BP network and SVM, the proposed method shows higher identification accuracy and antinoise performance. Here, the
average identification accuracy of the method for continuous beam bridge is 99.8%. As can be seen that the proposed method is
more suitable for practical bridge structure damage location identification.

1. Intoduction

,e development of social economy is inseparable from
transportation. Bridge, as an important part of trans-
portation, plays an important role in connecting the north
and south.,e safety of its structure is related to the safety of
transportation, and it affects people’s life. Once the bridge
structure is seriously damaged, it will inevitably cause traffic
accidents. In order to ensure the safe operation of bridges, it
is of great significance to identify the damage of bridge
structures. With the development of data transmission and
processing technology, the nondestructive detection of
bridge structures has been widely used. At present, the
nondestructive detection and identification methods of
bridge structures are mainly based on vibration identifica-
tionmethods, including the method based onmodal domain
data, the method based on time domain data, the method
based on time-frequency domain data, and the method
based on intelligent algorithm. For example, Xijun Ye and
Boscato et al. proposed an adaptive signal denoising method
based on genetic algorithm and singular value decomposi-
tion. By selecting SNR as fitness function, the genetic al-
gorithm is introduced to automatically optimize p and r
parameters. ,en the inverse singular value decomposition

is performed to obtain the denoised signal[1, 2].,is method
is helpful to improve the identification accuracy of bridge
structural damage location. Considering that the long-term
effect of vehicle load is an important cause of fatigue, local
damage, aging, reliability reduction, and so on, Jihwan Kim
and Lili Li et al. proposed a bridge vehicle load model and
carrying capacity evaluation method based on dynamic
weighing system [3, 4]. Xiao-qin Li and Shiqiang Qin et al.
discussed the strategy and scheme of multiscale finite ele-
ment simulation of long-span bridge structures with the goal
of structural damage diagnosis and safety assessment[5, 6].
Based on the analysis of the error sources of the finite el-
ement model, an error hierarchical correction method for
the long-span bridges structure model is proposed. In ad-
dition, based on the finite element modeling and model
modification process of cable-stayed bridge of the Runyang
Yangtze River Bridge, a multiscale finite element simulation
method for damage diagnosis and safety assessment of long-
span cable-stayed bridge is proposed. Xianzheng Yu and
Marco Furinghetti et al. established and modified the finite
element model of the bridge structure to accurately simulate
the behavior and working state of the bridge structure [7, 8].
On this basis, combining the finite element forward analysis
with the signal inverse identification to evaluate the daily
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work of the bridge and the impact of various disasters on the
structure. To a certain extent, the above research methods
have realized the location of damage parts to different bridge
structures, but the positioning accuracy and antinoise
performance need to be improved. ,erefore, in order to
improve the identification accuracy and antinoise perfor-
mance of the algorithm for bridge structure damage loca-
tion, and based on deep learning model, this paper proposes
a bridge structure damage location identification method
based on stacked denoising autoencoder.

1.1. Introduction toSDAEModel. SDAE is a commonmodel
in deep learning, it is formed by stacking several denoising
autoencoders. However, on the basis of autoencoder, the
denoising autoencoder is a network. First, it can add noise
to the training data and randomly mask part of training
data. Subsequently, it forces the model to learn denoising
and restore the input data. ,erefore, to understand the
principle of SDAE, the first is to understand the structure
and training mode of autoencoder and denoising
autoencoder.

1.2. Introduction to Autoencoder. Autoencoder consists of
encoder and decoder, including input layer, hidden layer,
and output layer, as shown in Figure 1.Wherein, the encoder
is responsible for mapping the input vector to the hidden
layer through the activation function, so as to obtain the
feature expression of a higher level, as shown in formula (1)
[9]. ,e decoder is responsible for mapping the hidden layer
feature representation to the original input, and its function
expression is shown in formula (2) [10].

z � f(x) � s W
(1)

x + b
(1)

􏼐 􏼑, (1)

x′ � g(z) � s W
(2)

x + b
(2)

􏼐 􏼑. (2)

Formula (1) shows that x represents the input vector, z
represents the encoder output vector, W(1) represents the
input weight of the hidden layer, b(1) represents the input
bias of the hidden layer, and s represents the activation
function.

Formula (2) shows that x′ represents the output matrix,
W(2) represents the input weight of the output layer, and b(2)

represents the input bias of the output layer.
,e training method of the autoencoder is unsupervised

learning, and the network parameter θ � W(1), W(2)􏼈

b(1), b(2)} is adjusted to make the final output X∗ as close as
possible to the original input X. Its error function is defined
as square error, as shown in

L � ‖x − g(f(x))‖
2
. (3)

,e weight and bias can be updated according to the
error back propagation and gradient descent algorithm, and
the optimal parameter θ can be obtained.

1.3. Denoising Autoencoder. Denoising autoencoder takes
the data with added noise as input and outputs the predicted
original data without noise through training. Its denoising
principle is shown in Figure 2. In the figure, x represents the
original data, x1 represents the data with noise, and y rep-
resents the feature obtained by encoding x1 in the hidden
layer of the denoising autoencoder, Z represents the original
data restored by decoding y, andLD (x,z) represents the error
function.

,e training of denoising autoencoder makes the error
function LD minimum. Since random noise is added to the
denoising autoencoder, formula (3) can be rewritten as

LD � ‖X − g(f(XI))‖
2
. (4)

,e weight and bias can also be updated by using error
back propagation and gradient descent algorithm, and the
optimal parameter θ can be obtained.

For SDAE, the trainingmethod is that initially determine
the parameters of a single denoising autoencoder through
unsupervised learning, then use the BP algorithm to conduct
supervised learning for all denoising autoencoders, and fine-
tune the global parameters.

1.4. BP Algorithm Parameter Tuning. BP algorithm includes
two stages, namely information forward calculation and
error back propagation, and its common activation function
is shown in the following formula[11].

f(u) �
1

1 + e
− λu

. (5)

In the information forward calculation stage, the input
and output of neuron j in network k layer can be expressed as
formula (6). ,e weight of update method in the error back
propagation stage is shown in formula (7).
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Figure 1: Schematic diagram of autoencoder structure.
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(k)
j 􏽘

Nt− 1

i�1
ω(k− 1)

ij y
(k− 1)
i − θ(k)

j
⎛⎝ ⎞⎠, k � 1, 2, . . . , M; j � 1, 2, . . . Nk, (6)

ω(k− 1)
ij (t + 1) � ωk− 1

ij (t) + η 􏽘
I

h�1
δ(k)

hj y
(k− 1)
hk . (7)

Formula (6) shows thatM represents the total number
of layers; Nk represents the total number of neurons in k
layer; ω(k− 1)

ij represents the connection weight between
neuron i of k-1 layer and this neuron; θ(k)

j represents the
neuron offset value; and y

(k)
j represents the output of

neuron i of k-1 layer.
Formula (7) shows that 0< η< 1 represents the

learning step and δ represents the error transmission
term. For the output layer, it can be calculated by for-
mula (8), and the other layers can be calculated by
formula (9).

δ(M)
hj � 􏽢y

(M)
hj − y

(M)
hj􏼐 􏼑fj y

(M)
hj􏼐 􏼑, (8)

δ(k)
hj � fj y

(k)
hj􏼐 􏼑 􏽘

Nk+1

i�1
δ(k+1)

hj ω(k)
ij (t). (9)

where 􏽢y
(M)
hj and y

(M)
hj are the actual output and expected

output values of BP algorithm, respectively.
Finally, the output error of BP algorithm can be

expressed as [12]

ε � 􏽘
I

h�1
􏽘

NM

j�1
􏽢y

(M)
hj − y

(M)
hj􏼐 􏼑

2
. (10)

It can be seen from the above analysis that SDAE can
obtain the most representative features of the original
samples from the input samples with noise through multiple
stacked denoising autoencoders, which is conducive to
enhancing the robustness of the model. Considering the
possibility of distortion in the data collection of the bridge
structure, which is similar to adding noise data to the real
data, SDAE can be used to analyze the data of the bridge
structure. ,erefore, this paper proposes an identification
method of bridge structural damage location based on
SDAE.

2. Bridge Structural Damage Location
Identification Based on SDAE

2.1. SDAE Model Construction

2.1.1. Activation Function Selection. ,e activation function
can satisfy the nonlinear arbitrary function mapping be-
tween input and output information, and it can make the
model have the ability of learning complex data. ,erefore,
the selection of activation function is particularly important.
At present, the common activation functions in deep
learning models mainly include Tanh, ReLu, and Sigmoid
functions.,e Tanh function expression is shown in formula
(11) [13], and the derivative function expression is shown in
formula (12) [14]. ,ere is advantage of improving model
training efficiency, but it is prone to zigzag phenomenon.
,erefore, the optimal value is difficult to be obtained in the
training [15]. ,e ReLu function expression is shown in
formula (13) [16], and the derivative function expression is
shown in formula (14) [17]. Here, the problem of gradient
disappearance can be effectively solved. However, the point
will never be activated when the input value is negative,
which results that the training data lack diversity [18].
Sigmoid function can fit the function well, but there is the
problem of gradient disappearance, which can be solved by
pretraining and BP algorithm fine-tuning [19]. So this paper
selects Sigmoid function as the activation function.

f(x) � 2sigmoid(2x),

− 1 �
2

1 + e
− 2x

,

− 1 �
e

x
− e

− x

e
x

+ e
− x .

(11)

f′(x) � 1 − (f(x))
2
, (12)

LD (x, z)
y

f

x1 x z

g

Figure 2: Denoising autoencoder training principle.
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f(x) � max(0, x), (13)

f′(x) �
0 x< 0,

1 x≥ 0,
􏼨 (14)

Sigmoid function is a nonlinear transformation function,
whose mathematical description is shown in formula (15).
Its output range is between (0, 1). Since the function is
continuously derivable, its derivative function can be
expressed as formula (16).

f(x) �
1

1 + e
− x, (15)

f′(x) � f(x)(1 − f(x)). (16)

2.1.2. Cost Function Selection. ,e cost function is a func-
tion that measures the error between the predicted value and
the real value of the model. ,e cost function is used to
calculate the partial derivative for the weight and applied to
the gradient descent algorithm to update the weight of each
layer. And the deep learning model with learning ability can
be obtained. ,erefore, the cost function of SDAE needs to
be determined. At present, cost functions used in deep
learning models are mainly cross entropy cost functions, as
shown in formula (17) [20]. In addition, the mean square
cost function is shown in formula (18) [21]. Compared with
the mean cost function, the cross entropy cost function is
more suitable for classification tasks [22]. Because the bridge
structural damage location identification is actually a clas-
sification task, the cross entropy cost function is selected as
the SDAE cost function in this paper.

C � −
1
n

􏽘

n

i�1
xiIn x

∗
i( 􏼁 + 1 − xi( 􏼁In 1 − x

∗
i( 􏼁􏼂 􏼃, (17)

C �
1
2n

􏽘

n

i�1
x
∗
i − xi

����
����
2
. (18)

Among them, x∗i and xi represent the predicted value
and the true value, respectively. N represents the total
number of training samples.

2.1.3. Selection of Noise Adding Method. ,e data of bridge
structure usually include the damage data, so the data of
bridge structure can be simulated by adding noise. ,e
methods of adding noise mainly include salt and pepper
noise and Gaussian noise. Among them, salt-and-pepper
noise is usually used in image processing [23]. Since the
identification of bridge structural damage location does not
involve image processing, the Gaussian noise is selected as
the method to add noise. Gaussian noise means that the
probability density function of noise obeys normal distri-
bution, as shown in formula (19).

P(x) �

��������
1

2πσ2
exp

􏽳

−
1
2σ2

(x − μ)
2

􏼠 􏼡. (19)

where μ and σ2 represent the mean and variance of the
Gaussian distribution, respectively.

Add Gaussian noise to the input vector and obtain

x
∗
i � xi · η · normmd(0, 1). (20)

Here, xi and x∗i represent the input data before and after
processing noise i, respectively, η represents noise level; and
normrnd(0, 1) represents Gaussian noise with mean value 0
and variance 1.

2.1.4. Classifier Selection. Classifiers are used to classify the
test samples. And classifiers are an essential part of deep
learning models. At present, the common classifiers for deep
learning models mainly include SVM, BP network, and
Softmax. Among them, the SVM is mainly used to deal with
linear separable classification problems. ,e classification
form of BP network is regression value. And the Softmax
conducts classification through probability expression,
which is closer to the identification of bridge structural
damage location in this paper [24]. ,erefore, softmax
classifier is selected as SDAE classifier. For softmax classifier,
if the input is x, the output is k-dimensional vector, and k
represents the total number of categories, and its mathe-
matical expression is [25]:

hω(x) �

p y
(i)

� 1|x
(i)

;ω􏼐 􏼑

p y
(i)

� 2|x
(i)

;ω􏼐 􏼑

⋮

p y
(i)

� k|x
(i)

;ω􏼐 􏼑
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. (21)

where ω represents the weight parameter.
On the basis of the above analysis, the SDAE model

constructed in this paper is shown in Table 1.

2.2. Identification Process. According to the constructed
SDAE model, the identification method of bridge structural
damage position is designed as Figure 3. First of all, the
bridge structure sample data are divided into unlabeled
sample and labeled sample data set. ,en, the denoising
autoencoder is used to conduct unsupervised learning and
pretraining for unlabeled data, and the samples meeting the
error requirements are input into SDAE for training.
Meanwhile, the labeled samples are trained by SDAE for
supervised learning and pretraining. When the training
results meet the error, the SDAE model is constructed. At
last, the constructed SDAE model is adopted to identify the
damage locations of test samples and output the results. It
can be seen that the bridge structural damage location
identification based on SDAE is realized.
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3. Simulation Experiment

3.1. Experimental Environment. ,is experiment is simu-
lated on ANSYS finite element analysis software and
MATLAB platform. ,e net span of the simply supported
beam bridge model is 10 m, the concrete grade is C50, the
beam cross-sectional area is 0.2m2, the inertia moment of
unit section is 0.0042m4, the beam height is 0.5m, the
density is ρ � 2500 kg/m3, and the elastic modulus is
3.5×104MPa[26–29]. Its unit division and plate-beam in-
terface are shown in Figure 4. As can be seen from the figure,
the simply supported beam bridge model is divided into 20
units and 21 nodes. Node 1 and node 21 are end nodes of the
bridge, which are fixed hinge supports and sliding supports,
respectively. Among them, the main beam is simulated by
Bean3 unit, the horizontal and vertical displacements are
used for node 1 constraint, and the vertical displacements
are used for node 21 constraint.

,e continuous beam bridge model is a two-span
continuous beam bridge. ,e net span is (24 + 24) m, the
concrete grade is C50, the beam sectional area is 0.18m2, the
inertia moment of unit section is 0.0054m4, the beam height
is 0.6m, the density is ρ � 2500 kg/m3, and the elastic
modulus is 3.5×104MPa. ,e unit division and plate-beam
interface are shown in Figure 5. As can be seen from the
figure, the continuous beam bridge model was divided into
24 units and 25 nodes.,e length of each unit is 2m. Node 1,
node 13, and node 25 are end nodes of the bridge, which are
interactive supports, fixed hinge supports, and sliding
supports, respectively. Among them, the main beam is
simulated by Bean3 unit. ,e node 1 and node 25 are
constrained by displacement cross the bridge, vertical angle
along the bridge, and vertical displacement. ,e node 13 is
constrained by displacement cross the bridge, displacement
along the bridge, vertical displacement, and vertical angle
along the bridge.

Table 1: SDAE model settings.

Deep learning model Activation function Cost function Noise adding mode Classifier
SDAE Sigomid Cross entropy cost function Gaussian noise Saftmaxclassifier

Unlabeled training sample library

Unsupervised learning

Pre-training of denoising autoencoder

Whether the error 
requirement is met

Stack denoising 
autoencoder training

Labeled training 
sample library

Whether the error 
requirement is met

Construct 
model

Damage 
location 

identification

Test sample 
library

Classification 
results

Supervised 
learning

no

no

yes

yes

Figure 3: Bridge structural damage location identification process based on SDAE.
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3.2. Damage Samples of Bridge Structures

3.2.1. Damage Index and Training Sample Database
Determination. Combining the various literature, the ac-
celeration response value of the measuring point is selected
as the damage index of the bridge structure position
identification. Totally, 270 groups of measuring point ac-
celerations are used as a training sample database for damage
location identification of simply supported beam bridges. In
total, 12600 groups of measuring point accelerations are
selected as a training sample database for damage location
identification of continuous beam bridges.

3.2.2. Simply Supported Beam Bridge

Damage Condition. A moving load with a directional speed of
18 km/h is placed on the bridge, and the reduction of elastic
modulus of material is defined as the damage degree. If the
elastic modulus is reduced by 10%, the damage degree is 10%
and substituted by the concentrated force F� 100kN. Finally,
there are seven damage conditions in this experiment, including
no damage state and certain damage degree of a damage unit.
,e corresponding damage labels are shown in Table 2.

Sample Preprocessing. Under the action of moving load, the
vertical acceleration values of nodes 5, 9, 13, and 17 in the 3 s
of the simple beam bridge are randomly selected as the
damage index [30]. Among them, the corresponding ac-
celeration-time curve to each node in nondamage state is
shown in Figure 6.

Z-score is used to conduct standardized preprocessing for
the training samples and test samples, and sample I for SDAE
training and test can be obtained, as shown in Figure 7.

3.2.3. Continuous Beam Bridge

Damage Condition. A moving load with a directional speed
of 18 km/h is placed on the bridge, and the reduction of

elastic modulus of material is defined as the damage degree.
If the elastic modulus is reduced by 10%, the damage degree
is 10%, and substituted by the concentrated force F� 100 kN.
In order to be different from simply supported beam bridge,
multiple unit damage is added in the experiment. Finally, the
damage label database of the set test samples is shown in
Table 3.

Sample Preprocessing. Under the action of moving load, all
the vertical acceleration response values of nodes 4, 7, 10, 11,
19, and 22 within 5.8 s of continuous girder bridge are
randomly selected as the training sample database. Among
them, the damage degree is 40%, and the damage unite is No.
3. ,e corresponding acceleration-time curve of each node
at this unit state is shown in Figure 8.

Z-score is adopted to perform standardized pre-
processing for training samples and test samples, and sample
II for SDAE training and test can be obtained, as shown in
Figure 9.

3.3. Results and Analysis

3.3.1. Damage Location Identification of Simply Supported
Beam Bridges

Analysis of Recognition Results. ,e test sample of pre-
processed sample I is used as the input data of SDAE, and the
recognition results of deep learning model are shown in
Table 4. In the table, the first category represents non-
damaged unit, the second category represents the No. 3
damaged unit, the third category represents the No. 7
damaged unit, and the fourth category represents the No. 11
damaged unit. As can be seen from the table, the identifi-
cation accuracy of the proposed method for all damage
categories has been reached 93.3%. Among them, the rec-
ognition accuracy of undamaged unit and No. 7 damaged
unit is 100%, the recognition accuracy of No. 3 damaged unit
is 90%, and the recognition accuracy of No. 11 damaged unit

20×50

1000

10 11 12 13 14 15 16 17 18 19 201 2 3 4 5 6 7 8 9

10 11 12 13 14 15 16 17 18 19 20 211 2 3 4 5 6 7 8 9

Figure 4: Schematic diagram of simply-supported beam bridge.

12×200
4800

12×200

21 22 23 24

10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 251 2 3 4 5 6 7 8 9

10 11 12 13 14 15 16 17 18 19 201 2 3 4 5 6 7 8 9

Figure 5: Schematic diagram of continuous beam bridge.
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is 88.9%. ,erefore, the proposed method for the each
damage unit location identification of simply supported
beam bridge has certain effectiveness.

In order to verify the effectiveness of the proposedmethod
for damage location identification of simply supported beam
bridges with noise data, 5%, 10%, and 15%Gaussian noise are
added to the input data of training data and test data in
sample I, respectively. Meanwhile, the proposed method is
adopted to identify, and the results are obtained as shown in
Table 5. As can be seen from the table, under different noise
conditions, the proposed method has a high recognition
accuracy, which reaches 93.3%. ,erefore, the SDAE pro-
posed in this paper can effectively identify the location of each
damage unit of a simply supported beam bridge.

Performance Comparison. In order to verify the identifica-
tion performance of the proposed method, the proposed
method and the traditional damage location identification
methods of simply supported beam bridges, such as BP
network and SVM, are used to identify sample I under the
condition of no noise. ,e results are shown in Table 6. As
can be seen from the table, compared with BP network and
SVM comparative identification methods, the proposed
identification method based on SDAE has the highest
identification accuracy and a certain advantages.

Under different Gaussian noise conditions, the recogni-
tion results of BP network, SVM, and the proposed method
are shown in Figure 10. As can be seen from the figure,
compared with the traditional identification methods BP
network and SVM, the proposed method has obvious ad-
vantages in recognition accuracy. With the increase of noise
level, the recognition accuracy of both BP network and SVM
shows a decreasing trend, and the recognition accuracy of the
proposedmethod remains stable.,erefore, the identification
performance of the proposed method is better than that of
traditional identification methods for simply supported beam
bridges, and it has certain practical application value.

3.3.2. Damage Location Identification of Continuous Beam
Bridges. Analysis of Recognition Results.,e test samples of
preprocessed sample II are used as the input data of SDAE,
and the recognition results of deep learning model are
obtained as shown in Table 7. As can be seen from the table,
the average identification accuracy of the method proposed
for multiple damage units of continuous beam bridges is
higher, which reaches 99.8%. Among them, when the
damage unit is No. 3, the recognition accuracy of the first
damage category is 98.2%. When the damage unit is No. 10,
the recognition accuracy of the second damage category is
98.2%. ,e recognition accuracy of other damage cate-
gories containing multiple damage units is 100%. ,ere-
fore, compared with a single damage unit, the method
proposed in this paper has a higher identification accuracy
for the damage position of continuous girder bridges with
multiple damage units simultaneously. ,e reason is that
the more the damage units are, the greater the impact on
the carrying capacity of the bridge structure is, and the
more obvious the topological relationship between the
damage category and the acceleration response value of the
monitoring point is. It can be seen that it is conducive to
SDAE classification, so as to improve the identification
accuracy of the algorithm.

In order to verify the effectiveness of the proposed
method in identifying the damage position of continuous
beam bridges with noise data, the 5%, 10%, and 15%
Gaussian noise are added to the input data of training data
and test data in sample II. And the proposed method is used
to identify the damage position, and the results are obtained
as shown in Table 8. It can be seen from the table that under
different noise conditions, the method proposed in this
paper has high recognition accuracy, with an average rec-
ognition accuracy of 99.8%. ,erefore, the proposed SDAE
can effectively identify the location of each damage unit of
continuous beam bridges, and it has certain practical ap-
plication value.

Table 2: Damage labels of simply supported bridge samples.

Damage
condition
number

Loading condition
Damage
unit

Damage
degree Label

Boundary conditions Concentration force
size (kN)

Movement
speed Start End

JZLQ1 Boundary conditions of
simply supported beam 100 18 km/h Node

1
Node
21 No No 1st

category

JZLQ2 Boundary conditions of
simply supported beam 100 18 km/h Node

1
Node
21 No. 3 45% 2nd

category

JZLQ3 Boundary conditions of
simply supported beam 100 18 km/h Node

1
Node
21 No. 3 55% 2nd

category

JZLQ4 Boundary conditions of
simply supported beam 100 18 km/h Node

1
Node
21 No. 7 5% 3rd

category

JZLQ5 Boundary conditions of
simply supported beam 100 18 km/h Node

1
Node
21 No. 7 95% 3rd

category

JZLQ6 Boundary conditions of
simply supported beam 100 18 km/h Node

1
Node
21 No. 11 25% 4th

category

JZLQ7 Boundary conditions of
simply supported beam 100 18 km/h Node

1
Node
21 No. 11 55% 4th

category
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Performance Comparison. In order to verify the identi-
fication performance of the proposed method, the pro-
posed method and the traditional damage location
identification methods of continuous beam bridges, such

as BP network and SVM, are used to identify sample I
under the condition of no noise. ,e results are shown in
Table 9. As can be seen from the table, compared with BP
network and SVM comparative identification methods,
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Figure 6: Acceleration-time curves of nodes.
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Figure 7: Training set and test set after preprocessing sample I. (a) Preprocessed training samples. (b) Preprocessed test samples.

Table 3: Damage labels of continuous beam bridge samples.

Damage
condition
number

Loading condition
Damage
unit

Damage
degree Label

Boundary conditions Concentration force
size (kN)

Movement
speed Start End

LXLQ1 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 3 40% 1st

category

LXLQ2 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 10 15% 2nd

category

LXLQ3 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 21 55% 3rd

category

LXLQ4 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 6.9 30%, 30% 4th

category

LXLQ5 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 11, 19 15%, 15% 5th

category

LXLQ6 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 5, 22 30%, 60% 6th

category

LXLQ7 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 4, 8, 11 10%, 10%,

10%
7th

category

LXLQ8 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 9, 15, 20 45%, 45%,

45%
8th

category

LXLQ9 Continuous beam bridge
boundary conditions 100 18 km/h Node

1
Node
25 5, 15, 20 60%, 60%,

60%
9th

category
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Figure 8: Continued.
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Figure 8: Acceleration-time curves of nodes. (a) Node 4. (b) Node 5. (c) Node 6. (d) Node 7. (e) Node 8. (f ) Node 9.
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Figure 9: Training set and test set after preprocessing sample II. (a) Preprocessed training samples. (b) Preprocessed test samples.
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the proposed identification method based on SDAE has
the highest identification accuracy, which has certain
advantages.

Under different Gaussian noise conditions, the recog-
nition results of BP network, SVM, and the proposed
method are shown in Figure 11. As can be seen from the

Table 4: Damage location identification results of simply supported beam bridges.

Damage category Total number of actual categories ,e number of accurate classifications Accuracy (%)
1st category 1 1

93.332nd category 10 9
3rd category 10 10
4th category 9 8

Table 5: Damage location identification results of simply supported beam bridges under different noise conditions.

Project ,e number of actual
categories

Correct classification at
0% noise

Correct classification at
5% noise

Correct classification at
10% noise

Correct classification at
15% noise

1st
category 1 1 1 1 1

2nd
category 10 9 9 9 9

3rd
category 10 10 10 10 10

4th
category 9 8 8 S 8

Accuracy —— 93.33% 93.33% 93.33% 93.33%

Table 6: Recognition results comparison of different recognition methods without noise.

Project ,e number of actual
categories

,e SDAE algorithm is
correct

,e BP neural network algorithm is
correct

,e SVM algorithm is
correct

1st category 1 1 0 0
2nd
category 10 9 1 6

3rd
category 10 10 7 3

4th category 9 8 3 3
Accuracy —— 93.33% 36.67% 40.00%
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Figure 10: Recognition results comparison of different recognition methods under different noise conditions.
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figure, compared with the traditional identification methods
BP network and SVM, the proposed method has obvious
advantages in recognition accuracy. With the increase of
noise level, the recognition accuracy of both BP network and

SVMmethod shows small fluctuation, while the recognition
accuracy of the proposed method always maintains a high
recognition accuracy, which is up to 99.8%. ,erefore, the
identification performance of the proposed method is better

Table 7: Damage location identification results of continuous beam bridges.

Damage category Total number of actual categories ,e number of accurate classifications Accuracy (%)
1st category 280 275

99.76

2nd category 280 279
3rd category 280 280
4th category 280 280
5th category 280 280
6th category 280 280
7th category 280 280
8th category 280 280
9th category 280 280

Table 8: Damage location identification results of continuous beam bridges under different noise conditions.

Project ,e number of actual
categories

Correct classification at
0% noise

Correct classification at
5% noise

Correct classification at
10% noise

Correct classification at
15% noise

1st
category 280 275 275 275 275

2nd
category 280 279 279 279 279

3rd
category 280 280 280 2S0 280

4th
category 280 280 280 280 280

5th
category 280 280 280 280 280

6th
category 280 280 280 280 280

7th
category 280 280 280 280 280

8th
category 280 280 280 280 280

9th
category 280 280 280 280 2S0

Accuracy — 99.76% 99.76% 99.76% 99.76%

Table 9: Recognition results comparison of different recognition methods without noise.

Project ,e number of actual
categories

,e SDAE algorithm is
correct

,e BP neural network algorithm is
correct

,e SVM algorithm is
correct

1st category 2S0 275 0 0
2nd
category 280 279 50 34

3rd
category 280 280 0 0

4th category 280 280 19 2
5th category 280 280 17 1
6th category 2S0 280 24 0
7th category 2S0 280 48 6
8th category 280 280 63 0
9th category 280 280 43 223
Accuracy — 99.76% 10.48% 10.56%
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than that of traditional identification methods for contin-
uous beam bridges, and it has a certain practical application
value.

4. Conclusion

To sum up, the damage location identification method of
bridge structure based on deep learning proposed in this
paper can effectively identify the damage location of simply
supported and continuous beam bridges by using SDAE.
Compared with the traditional bridge structure recognition
method BP network and the SVM method, the proposed
method shows a higher recognition accuracy and antinoise
performance. And the average identification accuracy for
continuous beam bridge of multiple damage unit reaches
99.8%. It can be seen that the proposed method has obvious
advantage on the damage location identification of actual
bridge structures. Although there are some achievements, all
the conclusions are based on software simulation, namely
theory. Obviously, it lack of practical test support, so the
proposed method has certain limitations. What is more, the
constructed damage index is relatively single. In the practical
application, the damage index of bridge structure is complex
and diverse, so the selection of damage index needs to be
further strengthened. Meanwhile, the practicality and per-
suasiveness of the proposed method also need to be
improved.
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[19] Ś. Krzysztof, K. Paweł, and K. Jacek, “Autoencoder-based
image processing framework for object appearance modifi-
cations,” Neural Computing & Applications, vol. 22, pp. 1–12,
2020.

[20] J. Choi and H. Chae, “methCancer-gen: a DNA methylome
dataset generator for user-specified cancer type based on
conditional variational autoencoder,” BMC Bioinformatics,
vol. 21, no. 4, pp. 766–304, 2020.

[21] F. Rong, J. Sha, Q. Xu, and B. Hu, “A new deep sparse
autoencoder for community detection in complex networks,”
EURASIP Journal on Wireless Communications and Net-
working, vol. 2020, no. 8, pp. 75–174, 2020.

[22] B. Gourav, A. Himanshu, and R. Rinkle, “AutoTrustRec:
recommender system with social trust and deep learning
using AutoEncoder,” Multimedia Tools and Applications,
vol. 79, pp. 1–16, 2020.

[23] A. Shotaro, R. Asaoka, T. Yamashita et al., “Visualizing the
dynamic change of Ocular Response Analyzer waveform
using Variational Autoencoder in association with the peri-
papillary retinal arteries angle,” Scientific Reports, vol. 10,
no. 1, pp. 1739–1748, 2020.

[24] L. Amina, O. Salima, and F. Holger, “PathME: pathway based
multi-modal sparse autoencoders for clustering of patient-
level multi-omics data,” BMC Bioinformatics, vol. 21, no. 8,
pp. 747–752, 2020.

[25] H. Hong-Gui, Z. Hui-Juan, and Q. Jun-Fei, “Robust deep
neural network using fuzzy denoising autoencoder,” Inter-
national Journal of Fuzzy Systems, vol. 22, pp. 1–20, 2020.

[26] M. Zerkouk and B. Chikhaoui, “Spatio-temporal abnormal
behavior prediction in elderly persons using deep learning
models,” Sensors, vol. 20, no. 8, 2020.

[27] H. Fu, F. Liang, B. Lei et al., “Improved hybrid layered image
compression using deep learning and traditional codecs,”
Signal Processing: Image Communication, vol. 82, Article ID
115774, 2020.

[28] K. I. M. Yoonhee, D. Yun, and H. Lee, “A non-intrusive
speech intelligibility estimation method based on deep
learning using autoencoder features,” IEICE - Transactions on
Info and Systems, vol. E103.D, pp. 714-715, 2020.

[29] J. Gracewell and M. John, “Dynamic background modeling
using deep learning autoencoder network,” Multimedia Tools
and Applications: International Journal, vol. 79, no. 9,
pp. 4639–4659, 2020.

[30] H. Faming, J. Zhang, C. Zhou, Y. Wang, J. Huang, and L. Zhu,
“A deep learning algorithm using a fully connected sparse
autoencoder neural network for landslide susceptibility pre-
diction,” Landslides: Journal of the International Consortium
on Landslides, vol. 17, no. 5, pp. 217–229, 2020.

14 Scientific Programming



Research Article
Research on the Settlement Prediction Model of Foundation Pit
Based on the Improved PSO-SVM Model

Zhibin Song ,1 Shurong Liu,2 Mingyue Jiang,1 and Suling Yao1

1College of Urban Construction, Hebei Normal University of Science & Technology, Qin Huangdao 066000, China
2School of Mathematics and Information Science & Technology, Hebei Normal University of Science & Technology,
Qin Huangdao 066000, China

Correspondence should be addressed to Zhibin Song; szb0987@hevttc.edu.cn

Received 16 December 2021; Revised 11 January 2022; Accepted 22 January 2022; Published 10 March 2022

Academic Editor: Le Sun

Copyright © 2022 Zhibin Song et al. *is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

*is paper presents a settlement prediction method based on PSO optimized SVM for improving the accuracy of foundation pit
settlement prediction. Firstly, the method uses the SA algorithm to improve the traditional PSO algorithm, and thus, the overall
optimization-seeking ability of the PSO algorithm is improved. Secondly, the improved PSO algorithm is used to train the SVM
algorithm. Finally, the optimal SVMmodel is obtained, and the trained model is used in foundation pit settlement prediction.*e
results suggest that the settling results obtained from the optimized model are closer to the actual values and also more ad-
vantageous in indicators such as RMSE. *e fitting value R2 � 0.9641, which is greater, indicates a better fitting effect. *us, it is
indicated that the improvement method is feasible.

1. Introduction

In recent years, with the continuous improvement of China’s
economic level, technology, and urbanization, a variety of
high-rise buildings have been erected. During construction,
foundation pit construction is an essential part, which di-
rectly affects the quality of the whole architecture. If the
foundation pit settlement is not predicted and monitored in
time, architecture is at very high risk of tilting and col-
lapsing, thus causing serious safety accidents and endan-
gering people’s personal and property safety. *erefore, the
use of current information technology for the prediction and
real-time monitoring of foundation settlement changes is an
inevitable choice in the field of building construction, which
greatly improves the service life and stability of buildings. At
present, the method of predicting foundation settlement has
changed from traditional artificial prediction to prediction
by various neural network algorithms of machine learning,
such as BP neural network, CNN, and Gray theory, which
are more applied.*e above algorithms have achieved better
application results in the fields of image classification rec-
ognition and fault diagnosis prediction. With the wide

application and popularization of machine learning, more
and more intelligent algorithms are proposed and applied to
subsidence deformation monitoring, such as particle swarm
optimization (PSO) algorithm, and support vector machine
(SVM) is also utilized. In terms of specific research, Yan Lv
et al. proposed and constructed a settlement prediction
model by combining Gray theory and BP neural network.
*e experimental results indicate that the accuracy rate of
prediction of the model stands at 75%, and it can be applied
in the prediction of foundation pit settlement engineering,
which has a certain reference value [1]; Zhang et al. collected
a large amount of foundation settlement data from several
projects and summarized 17 main factors affecting ground
settlement, which provided a strong database for settlement
prediction [2]; for genetic optimization of extreme-value
learning machine, Yang proposed three different activation
functions for the extreme learning machine (ELM) model
based on a genetic algorithm. *e test results show that the
constructed Ga-ELMsin model has high prediction accu-
racy. *e computational accuracy of the ELM model can be
effectively improved with the addition of a genetic algorithm
[3]. Wei Jiameng et al. proposed to apply the Newton–Cotes
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quadrature formula to the nonisometric GM(1, 1) modeling
and applied it to the prediction and real-time monitoring of
building settlement and deformation. *e analysis reveals
that the proposed prediction method can be monitored and
analyzed in the building settlement changes. *e fit is im-
proved by about 30%, and the prediction accuracy of the new
model is significantly better than that of the traditional
model [4]. Shi-fan et al. proposed a GWO-ELM model to
enable training and prediction of ground subsidence. *e
optimized GWO-ELM model has significantly improved
prediction ability and better prediction effect [5]. Zhan et al.
proposed an Elman network-based surface settlement pre-
diction method to predict the surface settlement of deep
foundation pits in oceanic lots and then correct the predicted
values by the Markov chain model, thus further improving
the accurate prediction of deep foundation pits in deep
marine areas. *ey also found that this method has a good
denoising effect and is practical through practice [6]. Liu
et al. constructed a tunnel settlement prediction model
represented by Zhengzhou based on the currently available
monitoring data. By using this model, the Zhengzhou tunnel
can be monitored and predicted in real time, and the specific
location and orientation of settlement can be discovered in
time so that timely maintenance can be carried out to ensure
the normal operation of the subway [7].

*e above study shows that combining machine learning
and neural networks for settlement prediction has become
the mainstream of current thinking. In this study, two
typical algorithms, PSO and SVM, are combined to make
predictions regarding the settlement of foundation pits.

2. Basic Methods

2.1. Support VectorMachineModel. Support vector machine
(SVM), a newmachine learning method, is often industrially
used as a classifier and contributes to the development and
application of deep learning algorithms as well. It was
invented by Vapnik’s team on the basis of statistical learning
theory [8–11]. Currently, SVM is gaining momentum in a
number of research fields, including image recognition and
classification, face recognition and classification, and time
series prediction [12–15]. As a typical binary classification
model, SVM, by separating positive and negative planes
through the hyperplane and introducing a linear classifi-
cation criterion with a maximum interval, empowers the
linearizer with nonlinear capability with the help of kernel
tricks (nonlinear mapping). Compared with traditional
machine learning algorithms, SVM features with adapt-
ability, generalization, a short period needed for training,
and a minor chance of being trapped in local search, etc.
*erefore, SVM is applied in many fields as a way of solving
complex real-life problems [16, 17].

2.1.1. (e Basic Idea of the SVM Algorithm. As an effective
supervised learning method, SVM includes interval, dyadic,
and kernel tricks. From a mathematical point of view, SVM
provides the optimal algorithm for convex quadratic

programming [18–20]. *e classification algorithms of SVM
are shown in Figure 1.

In Figure 1, the black and white dots denote two types of
samples, and the sample dots distributed on the separating
plane are the support vectors. *en, “2” denotes the optimal
separating hyperplane found by SVM, and “1” and “3”
denote the separating hyperplane nearest to the optimal
separating hyperplane. *e distance between “1” and “3” is
the margin, and when the margin reaches the maximum, it is
the optimal hyperplane. With the help of the discriminant
function of f(x) � ωφ(x) + b, which is also called the
separating hyperplane, SVM finds the optimal separating
plane.

(1) Linearly Separable SVM. It is assumed that the training
sample set (xi, yi), i � 1, 2, . . . n􏼈 􏼉 includes 2 classes, where
the first class is labeled as yi � 1 and the second class is
labeled as yi � −1. When the samples are sorted out by using
the separating hyperplane ωx + b � 0, the constraint con-
dition is as follows [21]:

yi ω · xi + b( 􏼁 − 1≥ 0i � 1, 2, . . . n. (1)

*e distance between point x and separating hyperplane
is given by

d(ω, b, x) �
ω · xi + b

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

‖ω‖
. (2)

*e distance between the two separating hyperplanes is
given by

min
ω · xi + b

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

‖ω‖
− max

ω · xi + b
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

‖ω‖
�

2
‖ω‖

. (3)

According to the above analysis, SVM is optimized to
find optimal hyperplane, i.e., the optimal hyperplane is
obtained by solving min 1/2‖ω‖2 which can be expressed by
the following equation:

min
1
2
, ‖ω‖

2
,

s.tyi ω · xi + b( 􏼁≥ 1, i � 1, 2, . . . n.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

As convex quadratic programming can only be solved by
a global optimal solution, which makes the process of so-
lution simple, the global optimal solution can be derived by
calculating the extrema. In solving convex quadratic pro-
gramming, a combination of structural and empirical risk
needs to be considered, and we can get the following
equation after the Lagrangian function is introduced into
equations (3)–(4) based on the Lagrangian duality [22]:

L(ω, b, a) �
1
2
‖ω‖

2
− 􏽘

n

i�1
ai yi ω · xi + b( 􏼁 − 1􏼂 􏼃, (5)

where ai > 0(i � 1, 2, . . . , n) denotes the Lagrangian
coefficients.

Find the partial derivatives of ω and b, respectively, and
make them equal to zero as follows:
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zL

zω
� ω − 􏽘

n

i�1
ai yixi( 􏼁

� 0,

zL

zb
� 􏽘

n

i�1
aiyi

� 0.

(6)

After collation, we can get

ω � 􏽘
n

i�1
ai yixi( 􏼁,

􏽘

n

l�1
aiyi � o.

(7)

Substituting the above results into equations (3)–(5), we
can get

L(ω, b, a) � −
1
2

􏽘

n

i�1
􏽘

n

j�1
aiajyiyj xi · xj􏼐 􏼑 + 􏽘

n

i�1
ai. (8)

*erefore, the original problem of optimization can be
transformed into the Lagrangian dual problem as the fol-
lowing equation:

max: L(a) � 􏽘
n

i�1
ai −

1
2

􏽘

n

i�1
􏽘

n

j�1
aiajyiyjxixj,

s.t 􏽘
n

i�1
aiyi � 0ai ≥ 0.
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⎪⎪⎪⎪⎪⎪⎪⎩

(9)

As a• � (a•
1, a•

2, . . . a•
n)T denotes the optimal solution of

the Lagrangian dual problem, the solution of the original
optimization problem can be expressed as follows:

ω•
� 􏽘

n

i�1
a

•
i yixi,

b
•

� yi − 􏽘
n

i�1
a

•
i yi xi · xj􏼐 􏼑,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

where xi and xj denote any pair of support vectors in the two
categories. With the above derivation process, the classifi-
cation function identifying the final optimal hyperplane is
expressed as follows:

f(x) � sgn 􏽘
n

i�1
a

•
i yi x · xi( 􏼁 + b⎡⎣ ⎤⎦. (11)

(2) Nonlinear SVM. On the basis of nonlinear mapping
functions, achieving the mapping of sample data from low-
dimensional space to feature space (high-dimensional
space), nonlinear problems are converted into linear ones.
*e training efficiency of SVM can be significantly improved
by choosing appropriate kernel functions to perform inner
product operations in the initial space or the high-dimen-
sional space, provided that the Mercer condition is met.

2.2. (e Principle of Particle Swarm Optimization.
Particle swarm optimization (PSO) is an iteration-based
evolutionary algorithm, which was developed by Eberhart
et al. *e foraging behavior in birds is observed, and the
algorithm has been widely applied in artificial intelligence.

*e foraging behavior in birds is analyzed by describing
each bird in the flock as a particle. Each particle represents a
potential solution to an optimization problem. However, the
particle is a two-dimensional optimization vector in a two-
dimensional optimization problem. In addition, the particle
is a multibit optimization vector in a multidimensional
optimization problem.*erefore, the bird flock is a swarm of
particles. Assuming that there are m particles in the D-di-
mensional target search space, if the optimization objective
function value is used to characterize the particle merit
where the position of any particle is Xi � (x1

i , x2
i , . . . xD

i ) and
velocity is Vi � (v1i , v2i , . . . vD

i ), the smaller the objective
function value, the nearer the particle tends to the extreme
position and the better the particle quality is. After a limited
search of optimization, the optimal position of a single
particle is Pi � (p1

i , p2
i , . . . pD

i ) and the optimal position in
the swarm of particles is Pg � (p1

g, p2
g, . . . pD

g ).
After a round of particle position iteration, the fitness

values should be updated simultaneously. Comparing the
fitness values of new particles with those of personal best
values and group best values, we shall update the Pbest
position of the personal best values and Gbest position of the
group best values with the following equation:

V
k+1
i d � ωV

k
i d + c1r1 P

k
i d − X

k
i d􏼐 􏼑 + c2r2 P

k
g d − X

k
i d􏼐 􏼑,

X
k+1
i d � X

k
i d + V

k+1
i d ,

(12)

where c1 and c2 are the learning factors and ω represents the
weight. *en, r1 and r2 denote the random number in the

1
2

3

d

maximize interval (Margin)

Classified hyperplane equation :
ω · x + b = 0

Figure 1: Classification diagram.
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interval [0, 1]. Vk+1
i d together with Vk

i d and Xk+1
i d together

with Xk
i d are the particle velocity and particle displacement

at the next moment and the current moment, respectively.

2.2.1. (e Flow of PSO. PSO is used to update particle
positions and velocities in the solution space and continues
to find the best particles in the process, which can be il-
lustrated in Figure 2.

(1) Initialize the particle swarm: randomly select the
initial particles in the solution space and set the
velocity and motion direction of the initial particles
as well as the learning factors, inertia weights, and
other parameters.

(2) Calculate the fitness value: the fitness value of the
current particle is solved to determine the personal
best value. *en the group best value is determined
by comparison.

(3) Update the velocity and position of particles: regulate
particle velocity by comprehensively considering
personal best value and group best value, and guide
the particles to move at this velocity.

(4) Output the optimal solution: after a round of iter-
ations, if meeting termination condition, the optimal
solution can be obtained; if not meeting termination
condition, skip to step 2 until the termination
condition is met or the number of iterations is
reached.

3. The Construction of a Settlement Prediction
Model of Foundation Pit Based on the
Improved PSO-SVM Model

3.1. SA Algorithm. Simulated annealing (SA) algorithm,
proposed by Metropolis as a heuristic algorithm through
simulating the annealing process, is often used to solve some
solutions that are difficult to denote in theoretical and
mathematical derivations.While themolecularmotion within
a solid at high temperature is fast and the molecule energy is
high, as the temperature decreases, the molecular motion
tends to slow down and transits from the disordered state to
the ordered state. During the annealing process, the solid
matter can reach thermal equilibrium at any temperature, and
the thermal equilibrium at this time is equivalent to the local
optimal solution. *en, as the thermal energy of the solid
matter is the lowest and a new thermal equilibrium appears
when cooling down to the lowest temperature, the thermal
equilibrium at this time is equivalent to the global optimal
solution. Compared with the PSO algorithm, the SA algo-
rithm features with a remarkable advantage in global search
and therefore is suitable for solving large-scale combinatorial
optimization problems [23].

3.2. (e Principle and Flow of the SA-PSO Algorithm

3.2.1. (e Principle of the SA-PSO Algorithm. *e SA-PSO
algorithm improves the overall application by using the SA
algorithm to compensate for its shortcomings on the basis of

the PSO algorithm. As the receive state is determined based
on a probability formula in the SA algorithm, if
f(x(k + 1))<f(x(k)), receive state is x(k + 1); otherwise,
x(k + 1) will be received based on the probability
p � exp(f(x(k + 1)) − f(x(k))/T). Since the setting situ-
ation of the initial value has little effect on the probability
value of the SA algorithm, the optimal solution can be
calculated according to the probability formula. *e SA
algorithm changes the annealing temperature through the
adjustment function, which means the difference in the
particle fitness values is apparent if the temperature at the
initial stage is high. As the particle search range expands
simultaneously in the process of cooling down, the fitness of
the particles is close to the optimal solution when the
annealing temperature tends to zero. In addition to the more
optimal solutions in the current state, the SA algorithm,
when receiving new solutions with a certain probability to
receive solutions that do not fully satisfy the conditions,
strengthens its global search capability consequently. Ap-
parently, the combination of the two algorithms enables
better application performance as the SA algorithm com-
pensates for the shortcomings of the PSO algorithm [24, 25].

3.2.2. Flow of the SA-PSO Algorithm. Combined with the
previous discussion, the SA-PSO algorithm features with the
advantages of fast convergence and strong global search
capability, etc. *e implementation procedures are shown as
follows [26]:

(1) Perform initialization of particle position and ve-
locity based on the PSO algorithm.

(2) Select an appropriate fitness function to obtain the
personal best fitness value Pi as well as the group best
fitness value Pg.

(3) Set the initial temperature to � fitness(pg)/log5.
fitness(pg) denotes the fitness value of the optimal
particle.

(4) Introduce the SA algorithm to obtain the fitness
value of each particle at the initial temperature.

TF pi( 􏼁 �
e

− f pi( )− f pg( 􏼁( 􏼁/t

􏽐
N
i�1 e

− f pi( )−f pg( 􏼁( 􏼁/t
. (13)

(5) Update particle position and particle velocity based
on the PSO algorithm.

(6) Solve for the updated particle fitness values.
(7) Perform annealing treatment.
(8) If the termination condition is met, stop iteration

and output the result. Otherwise, skip to step 4, and
repeat the steps above until the termination condi-
tion is met.

3.3. (e Construction of the Settlement Prediction Model of
Foundation Pit of Improved SVM on the Basis of SA-PSO.
To improve the accuracy of foundation pit settlement pre-
diction, firstly this paper uses the PSO algorithm to optimize
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the covariates (g, C) in the SVMmodel. Optimization search,
however, may be trapped in the circle of local optimization
search. In this regard, by invoking the SA algorithm to
improve the PSO algorithm, this paper developed a better-
performing SA-PSO algorithm, which can determine the
optimal solution of parameters in a more efficient and ac-
curate manner. *erefore, the SVM model based on the SA-
PSO algorithm can strongly back the settlement prediction
of the foundation pit.

*e flowchart of the SA-PSO algorithm for SVM model
parameter optimization is shown in Figure 3.

(1) Data acquisition and collation: the raw data of set-
tlement are preprocessed, and then phase space is
reconstructed to establish a time series of phase
space. Next, put the collated data into the prediction
set and training set, respectively, and thus, by
comprehensively applying the Cao method and
mutual information, the optimal embedding di-
mension m and time delay r are determined.

(2) Processing by normalization method: the data in the
prediction set and training set need to be normalized
by the following equation for the purpose of avoiding
data redundancy:

y �
2x − xmax − xmin

xmax − xmin
, (14)

where xmin and xmax denote the minimum and
maximum values in the original data, respectively.
Here, x denotes the observed data and y denotes the
normalized data.

(3) Set the velocity of the initial particle and apply the
fitness function f(x) � 1/n􏽐

n
j�1(yi − 􏽢yi)

2, so as to
solve the personal best fitness value pi and the group
best fitness value pg.

(4) Simulate annealing initialization on the basis of the
SA algorithm. By setting the initial temperature

to � fitness(pg)/log 5, solve for the initial solution S
and the current fitness values, and then update pi

and pg.
(5) Calculate the updated solution S1, and update the

particle position and velocity through the PSO al-
gorithm. In the meantime, solve for the new fitness
value.

(6) Follow the rules in the simulated annealing. If
f(S1)<f(S), so S1 � S at this point, i.e., receive
state S1; if f(S1)<f(S), then S remains unchanged
at this point.

(7) Update pi and pg based on the new fitness values.
(8) If the termination condition is met, you can stop the

iteration and output the result; otherwise, skip to
step 1, and repeat steps above until the termination
condition is met.

4. The EngineeringApplication of the Improved
PSO-SVM Model

4.1. SA-PSO-SVM Model Training Results. Data from a
monitoring point, which represents the maximum settle-
ment, were selected as the base data, and the data were
normalized where the slack variable is 0.02 and other pa-
rameters are set. *en, the predictions of data from the test
set were simulated on the MATLAB, a software platform, by
optimizing the model, and quantitative analysis was con-
ducted by combining the application of four indicators,
which are goodness of fit R2 � [􏽐

n
i�1(􏽢y(i) − f)

(y(i) − yt)]
2/􏽐

n
i�1 (􏽢y(i) − f)2 􏽐

n
i�1 (y(i) − yt)

2, root mean

square relative error RMSE �

���������������

1/n 􏽐
n
i�1 (yi − 􏽢yt)

2
􏽱

, mean
absolute error MAE � (1/n) 􏽐

n
i�1 |yi − 􏽢y|, and residual sum

of squares SSE � 􏽐
n
i�1(yi − 􏽢yi)

2. In this case, goodness of fit
R2 characterizes the degree of influence of the independent
variables in the model on the joint process of the dependent

Start

Initialize the particle swarm 

Calculate the fitness
value of the particle 

Calculate the personal
best value and the
group best value 

Update the
velocity and

position 

Update the
fitness

function

The
termination
condition is

met

Output the
optimal solution 

No

Yes

Figure 2: Flowchart of particle swarm optimization parameter optimization.
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variable, where tending to 1 implies that the model has a
good fitness degree.*en the root mean square relative error
RMSE means the dispersion of the prediction results, and
the mean absolute error MAE represents the prediction
accuracy of the model.

*e prediction results are displayed in Figure 4.
According to the analysis in Figure 4, the SA-PSO-SVM

model to train and predict has a good fitting degree. *e
change curve of settlement predicted by the model basically
fits the change curve of the settlement obtained from actual
observation. Relevant data and ratings are shown in Table 1.

When analyzed in conjunction with Table 1, the
prediction accuracy of the SA-PSO-SVM model is better
than that of the PSO-SVM model. *e relative error of the
root mean square is 0.2134. In addition, the prediction

curve of the SA-PSO-SVMmodel has a good fitting degree
with the actual curve, and its goodness of fit is 0.9962,
which is higher than that of the PSO-SVM model.
Moreover, when the SA-PSO-SVM model has lower re-
quirements for data, it has better robust performance;
besides, the SA-PSO-SVM model can produce prediction
results that are closer to the actual values since it is less
likely to fall into the defect of local extremes; furthermore,
the SA-PSO-SVM model can effectively handle nonlinear
data and maintain a high convergence rate in the search
process.

*e SA-PSO-SVM model was used to predict the set-
tlement at the JC15 monitoring point for Period 32 with the
input values (−18.04, −18.36, and −18.72). *en, the output
values from Period 32 were reinput into the model and used

Start

Initialize the position and speed of particles (c and g)

Simulate annealing initialization

New S1 created

Update the position and speed of particles based on S1

Calculate the fitness value

Accept S1 or not

If S=S1, The temperature drops

Update the value of pi and pj

Conditions are met

Get chest and ghest

Get the best model of SVM

S remain
unchanged 

No

Yes

No

Yes

Figure 3: Flowchart of the SA-PSO algorithm for SVM model parameter optimization.
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to predict the settlement for Period 33, and the results
obtained are listed in Table 2.

According to the predicted results, the settlement of
monitoring points for Periods 32 and 33 is −18.83mm and
−18.91mm, respectively, both of which are below the
warning value (Hprediction ≤ 25mm), and therefore, the
current foundation pit works are judged to be safe in terms
of construction.

4.2. Comparison andAnalysis of the(reeModels. To test the
prediction accuracy of the SVM regression prediction
model, the PSO-SVM prediction model and the SA-PSO-
SVM prediction model are used in this section. Under the
three models, data are predicted from the training set and
test set at JC15 monitoring points, and we obtained the
results presented in Table 3 and Figure 5.

*e best fitness of the SA-PSO-SVMmodel outperforms
that of the PSO-SVM model and consistently outperforms
the fitness value of the SVM regression prediction model
throughout the iterations. As the best fitness value of the SA-
PSO-SVM model converges to 2.31 × 10− 4, the corre-
sponding optimal covariate is the kernel function g � 0.0572
and the optimal penalty parameter is C� 65.0981, which is
shown in Table 4.

As the curves of fitting predictions of the three pre-
diction models have a good fitness degree to the curves from
actual observation, all three prediction models can provide
assistance to the settlement prediction.

2 4 6 8 100
-19

-18

-17

-16

-15

-14

-13

-12

Original value
SAPSO-SVM Model prediction

Figure 4: SA-PSO-SVM model training and prediction result graph.

Table 1: Comparison of results of model processing.

Model index PSO-SVM SA-PSO-SVM
RMSE 0.3135 0.2134
SSE 3.0477 1.4121
MAE 0.2719 0.1706
R2(goodness of fit) 0.9685 0.9962

Table 2: Simulation results of support vector machine
optimization.

Cycle Input value SA-PSO-SVM
32 −18.04 −18.36 −18.72 −18.83
33 −18.36 −18.72 −18.83 −18.91

Table 3: Comparison of the accuracy of the three model treatments
(unit: mm).

SVM PSO-SVM SA-PSO-SVM
RMSE 0.6038 03135 0.2134
SSE 11.3001 3.0477 1.4121
MAE 0.4583 0.2719 0.1706
R2 0.9241 0.9685 0.9962
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Figure 5: Comparison of the predicted and actual values of the
three models.
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In addition, the root mean square relative errors are
0.6038mm, 0.3135mm, and 0.2134mm, respectively. Be-
sides, the MAE and SSE values of the SA-PSO-SVM model
are the smallest among the three models, which are 0.1706
and 1.41221, respectively.*en, the goodness of fit of the SA-
PSO-SVM model, which is equal to 0.996172, is higher than
those of the other two models.

4.3. Validation and Analysis of Prediction Models.
According to the engineering application results of the three
models, the SA-PSO-SVM model is superior to the
remaining two models in terms of overall performance. To
further verify the reliability of the above conclusion, in this
section, we combined the data from the JC30 monitoring
point, the submaximum settlement, for analysis and
verification.

For the cumulative settlement data at the JC30 moni-
toring point, settlement predictions were made by applying
the SVM regression prediction model, PSO-SVM prediction
model, and SA-PSO-SVM prediction model. *e results are
presented in Figure 6.

It can be seen that the maximum residual values cor-
responding to the SVM regression model, the PSO-SVM
model, and the SA-PSO-SVM model are −1.97mm,
−0.63mm, and 0.35mm, respectively, and it therefore in-
dicates that the settlement prediction curves of all three
models basically match the original data curves. Further-
more, the SA-PSO-SVMmodel presents better fitting results
than the other two models, with a goodness of fit of 0.9641.

*e accuracy of data processing of the three models is
listed in Table 5.

It can be seen that the root mean square relative error of
the SA-PSO-SVM model, which is only 0.1889, is signifi-
cantly smaller than those of the SVM regression model and
the PSO-SVMmodel. *en, the SSE value and MAE value of
the SA-PSO-SVM model, which are 1.1067 and 0.1693,
respectively, are also the smallest among the three models.
*erefore, it confirms that the proposed SA-PSO-SVM
model has better robust performance in data processing and
can search for global optimal solution efficiently. Further-
more, the PSO-SVM model also shows good adaptability to
nonlinear time-series settlement data and can finally achieve
the expected prediction accuracy.

*e three models were used to predict the settlement at
the JC30 monitoring point for Periods 32 and 33, respec-
tively, and the results obtained are listed in Table 6.

According to Table 6, based on the SVM regression
model, PSO-SVM model, and SA-PSO-SVM model, the
cumulative settlement at the JC30 monitoring point for
Period 32 and 33 is all below the warning value

(Hprediction ≤ 25mm). *erefore, the current foundation
pit project can be judged as safe in terms of construction.

5. Conclusion

Based on the analysis and validation above, the SA algorithm
is used to improve the PSO algorithm, so as to optimize the
parameters of the SVMmodel. *us, the needs of settlement
prediction of the foundation pit are met.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

*e authors declare that they have no conflicts of interest
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Table 4: Optimization results of SVM parameters.

Model C G
SVM 87.6513 0.0633
PSO-SVM 86.6892 0.0617
SA-PSO-SVM 65.0981 0.0572
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Figure 6: Prediction results of JC30 monitoring points.

Table 5: Processing accuracy of the three models (unit: mm).

SVM PSO-SVM SAPSO-SVM
RMSE 0.6791 0.3208 0.1889
SSE 14.2956 3.1912 1.1067
MAE 0.4426 0.2909 0.1693
R2(goodness of fit) 0.8924 0.9285 0.9641

Table 6: Numerical prediction results of three models for JC30
monitoring points.

Cycle SVM PSO-SVM SA-PSO-SVM
32 −18.02 −17.73 −17.86
33 −18.21 −17.84 −17.75
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To solve the problems of low accuracy and high time cost in manual recording and statistics of basketball data, an automatic
analysis method of motion action under the basketball sports scene based on the spatial temporal graph convolutional neural
network is proposed. By using the graph structure in the data structure tomodel the joints and limbs of the human body, and using
the spatial temporal graph structure to model the posture action, the extraction and estimation of human body posture in
basketball sports scenes are realized. )en, training combined with transfer learning, the recognition of motion fuzzy posture is
realized through the classification and application of a label subset. Finally, using the self-made OpenCV to collect and calibrate
NBA basketball videos, the effectiveness of the proposed method is verified by analyzing the motion action. )e results show that
the proposed method based on the spatial temporal graph convolutional neural network can recognize all kinds of movements in
different basketball scenes.)e average recognition accuracy is more than 75%. It can be seen that the method has certain practical
application value. Compared with the common motion analysis method feature descriptors, the motion action analysis method
based on the spatial temporal graph convolution neural network has higher identification accuracy and can be used for motion
action analysis in the actual basketball sports scenes.

1. Related Work

Basketball is one of the most popular sports competitions.
)e analysis of motion action in the basketball sports scene is
helpful to improve basketball players’ skills. In addition, it
can make basketball coaches and athletes quickly master
their own sports characteristics. At present, the analysis
mainly relies on manual, and the posture estimation is
processed by manual marking basketball video. )is method
usually has problems of low efficiency, low accuracy, high
cost, and so on. To solve the above problems, Yu et al.
proposed to use MeanShift to process and track the features
of motion videos. )e tracking and recognition accuracy of
this method is 96.04% and 97.10%, respectively, which has
ideal effects [1]. Liu et al. proposed an improved ghosting
suppression and adaptive visual background extraction al-
gorithm to effectively remove the ghosting problem in
motion videos [2]. Li et al. detected and tracked moving
targets by combining FPGA and image processing, which

realize the functions such as image acquisition, image gray
scale, image filtering, and interframe difference [3]. Bin et al.
recognized students’ standing behavior in a class based on
the region of interest (ROI) and face tracking [4]. Huang
detected 3d image targets and introduced a deep learning
algorithm, thus greatly improving the accuracy of detection
[5]. In addition to the above studies, Sun and Man-
ikandaprabu et al. also proposed target detection and
tracking methods [6–12]. )e above research provides a lot
of useful methods for the tracking of motion targets.
)erefore, this paper combines basketball movement to
detect and recognize basketball motions so as to provide a
new method for the processing of sports video images.

)e motion action analysis at the basketball sports scene
has made great progress, but its overall performance still
needs to be improved. On the one hand, the prediction effect
of human posture joint points in the basketball sports scene
is not satisfactory. On the other hand, the boundary of
estimating motion in basketball is relatively fuzzy, which
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increases the difficulty of research [13–15]. )erefore, in
order to solve the above problems, on the basis of the
existing research, utilizing the powerful learning ability of
the spatial temporal graph convolutional network (ST-
GCN), this study proposes a method of analysis of motion
action in basketball sports scene based on image processing
and spatial temporal convolutional neural network. What is
more, by using the graph structure in the data structure to
model the human joint points and limbs, and using the
spatial temporal graph structure to model the posture action,
the human posture in the basketball sports scene is extracted
and estimated. )en, by dividing and applying the label
subset, and combining it with migration learning training,
the recognition of motion fuzzy posture is realized.

2. Introduction of Spatial Temporal Graph
Convolutional Neural Networks

)e spatial temporal graph convolution neural network re-
defines convolution according to the graph structure, and it
enables the graph structure to perform convolution opera-
tions. In 2D image convolution, the feature maps of the whole
process are two-dimensional pixels. )e convolution step is
set as 1, and 0 is added at the appropriate position of boundary
to obtain the output feature graph with the same size as the
input feature graph. For the input f in c channels, convolution
kernel with size a∗ b is adopted for convolution; then, the
output feature map of position (x, y) is as follows [16]:

g(x, y) � f(x, y)∗W(x, y)

� 􏽘
a

s�−a

􏽘

b

t�−b

f(s, t)W(s − x, t − y).
(1)

In the convolutional neural network, the convolution of
the convolution kernel W is the weighted overlay of the
corresponding position of the image and the convolution
kernel, so the above equation can be rewritten as

g(x, y) � 􏽘
a

h�−a

􏽘

b

w�−b

f(p(x, y, h, w)) · W(h, w), (2)

where p represents the sampling function, which is re-
sponsible for extracting the field of (x, y) and (x, y) itself,
which can be expressed as:

p(x, y, h, w) � (x, y) + p′(p, w). (3)

Here, W is the matrix of c channels, the weighted result
obtained from the input sampling inner product of c
channels, which represents the weight function.

Formula (2) is extended and graph convolution is de-
fined as follows:

(1) Feature mapping of all nodes (including c-dimen-
sional feature vector) is

f
t
in: V

t⟶ R
c
. (4)

(2) In the image field, the sampling function p(h, w)

extracts the points around the center of gravity. In the

image structure, for node vti, the sampling function
extracts its adjacent point set B(vti) vtj|d(vtj, vti)􏽮

≤D}, where d(vtj, vti) represents the minimum dis-
tance between the nodes vtj and vti. )erefore, the
sampling function p: B(vti)⟶ V can be expressed
as

p vti, vtj􏼐 􏼑 � vtj. (5)

Considering that the connection between human
body joints is sparse, this study takes the joint whose
adjacent distance is 1, so D� 1 is set.

(3) Two-dimensional image pixels are arranged in
squares. Any location field is arranged from top to
bottom and from left to right. However, for a general
graph structure, adjacent nodes have no fixed order.
So instead of labeling and building a weight function
node by node, this paper divides the set of the ad-
jacent node B(vti) of the node vti into a fixed number
of K subsets. Meanwhile, it codes the (c, K) di-
mensional tensor to map adjacent nodes to corre-
sponding label subsets:

lti: B vti( 􏼁⟶ 0, . . . , K − 1{ }. (6)

)e weight function can be expressed as

W vti, vtj􏼐 􏼑 � W′ lti vtj􏼐 􏼑􏼐 􏼑. (7)

Using the newly defined sampling function and
weight function to rewrite formula (2), then we get

fout vti( 􏼁 � 􏽘

vtj∈B vti( )

1
zti vtj􏼐 􏼑

fin p vti, vtj􏼐 􏼑􏼐 􏼑 · W vti, vtj􏼐 􏼑,

(8)

where Zti(vtj) is the normalized term, which is equal
to the number of subsets. And it is used to measure
the influence of different subsets on the output result,
which can be calculated by the formula as follows:

Zti vtj􏼐 􏼑 � vtk|lti vtk( 􏼁 � lti vtj􏼐 􏼑􏽮 􏽯
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (9)

Substituting formulas (5) and (7) into formula (9),we
obtain

fout vti( 􏼁 � 􏽘

vtj∈B vti( )

1
zti vtj􏼐 􏼑

fin vtj􏼐 􏼑 · W′ lti vtj􏼐 􏼑􏼐 􏼑. (10)

(4) Formula (10) is used to establish the spatial temporal
graph convolution model of human posture se-
quence. First of all, the two adjacent frames with the
same node are connected according to the graph
structure to form the edge set EF. )en, multiple
spatial graphs are connected into the spatial tem-
poral structure, which realizes the spatial temporal
graph convolution. Finally, the spatial adjacent point
set is extended to adjacent frame nodes as follows
[17, 18]:
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B vti( 􏼁 � vqj|d vqi, vti􏼐 􏼑≤K, |q − t|≤
Γ
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼚 􏼛. (11)

Here, Γ is the parameter, representing the time length of
the spatial temporal convolution kernel. And it is respon-
sible for setting the distance threshold of adjacent nodes
added into the subset to less than Γ/2 from vti in the time axle
distance.

)e spatial temporal convolution sampling function is
the same as the convolution sampling function of each frame
graph in formula (5). )e weight function is for the root
node vti, and the label mapping lST(vqj) of adjacent node set
of the spatial temporal graph structure can be expressed as

lST vqi􏼐 􏼑 � lti vtj􏼐 􏼑 + q − t +
Γ
2

􏼔 􏼕􏼒 􏼓 × K. (12)

Here, lti(vtj) represents the label mapping of the adja-
cent node set of node vti in each frame.

3. Basketball Motion Analysis Method
Based on Spatial Temporal Graph
Convolutional Network

3.1. Overall Process. According to the characteristics of the
above spatial temporal graph convolution network, the
specific process of the basketball motion analysis method is
designed, as shown in Figure 1. First of all, according to the
node sequence formed by each human body joint of input
multiple frames, the label subset is divided by the label
division strategy. )en, the input tensor is constructed by
transforming the spatial temporal graph convolution
network into spatial temporal graph convolution. Finally,
using the spatial temporal graph convolutional neural
network to train and classify output, the analysis of bas-
ketball movement is realized. Each key part is explained as
follows.

3.2. Construction of the Structural Input of Human Body
Joint Sequence Diagram. According to the multiple joint
matching algorithm, the graph structure in the data struc-
ture is adopted to model the human body joints and limbs,
and the spatial temporal graph structure is adopted to model
the posture action, as shown in Figure 2 [19–22].

For a T frame, the basketball movement video with N
joint posture sequences of each frame can be defined as an
undirected temporal and spatial diagramG� (V, E), whereV
is the input of the convolutional neural network, and it
represents the total number of joints in posture sequence
[23]. Calculating by formula (13), we obtain the corre-
sponding coordinate confidence of each coordinate point
and posture estimation output heat map. In addition, the
edge of the spatial temporal graph structure can be
decomposed into the edge set of each frame and the edge set
between two adjacent frames, which are expressed as for-
mulas (14) and (15), respectively, where H represents the
joint of the human limb, and all edges of EF represent the
locus of the joint [24].

V � vti|t � 1, . . . , T, i � 1, . . . , N􏼈 􏼉. (13)

Es � vtivtj|t � τ, (i, j) ∈ H􏽮 􏽯, (14)

EF � vtiv(t+1)i􏽮 􏽯. (15)

3.3. Label Subset Partition Strategy. )e subset of labels in
this study is divided by reference to the ST-GCN partition
strategy. ST-GCN partition strategy includes unified parti-
tion, partition by distance, and partition by spatial structure,
as shown in Figure 3. In the figure, Figure 3(b) is a unified
partition strategy, which is the most direct and simple
partition strategy. By dividing the whole set of adjacent
point, the corresponding graph convolution is calculated as
the inner product of feature vectors and weight vectors of

Input multiple frames for
each person's joints

Constitute the joints
sequence

Convert to spatiotemporal
convolution

Spatial temporal graph
convolutional neural network

Output action classification

Label subset
partition strategy

Figure 1: Basketball movement analysis flow based on spatio-
temporal graph convolution network.

time

Figure 2: Temporal and spatial diagram of human joint sequence.
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each adjacent node to vij. )erefore, it can be seen that the
unified partition strategy is to calculate the inner product of
all adjacent nodes’ average feature vector and weight vector,
which is easy to lead to the loss of local features. So, this
method is not the best posture sequence classification
method [25].

Figure 3(c) is the partition strategy by distance, which is
based on the distance d(·, vti) from the root node vti. In this
study,D is set to 1, so the root node itself can be regarded as a
subset, that is, D� 0. )e adjacent nodes with distance D� 1
can form a subset. )erefore, the partition strategy can
include two vectors with different weights to model the local
differential characteristics. Label quantity divided by dis-
tance is K� 2, and the label is

lti vti( 􏼁 � d vtj · vti􏼐 􏼑. (16)

Figure 3(d) shows the subset partition of adjacent point
labels based on the spatial distribution of human body joints,
where X is the center of the human body, and the adjacent
point labels include three label subsets, such as the root node
itself, centrifugal group, and centripetal group. In this paper,
the center of gravity of the human body is obtained by
averaging the coordinates of all the nodes. According to the
spatial distribution, the number of labels is K� 3, and the
labels are

lti vtj􏼐 􏼑 �

0, if rj � ri,

1, if rj � ri,

2, if rj � ri.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

Here, ri represents the average distance from the gravity
of each frame to the joint i in the training set.

3.4. Implementation of ST-GCN Based on Label Subset.
)emethod of ST-GCN in the case of single frame is shown
in the formula as follows:

fout � ∧− 1/2
(A + I)∧− 1/2

finW, (18)

∧ii � 􏽘
j

A
ij

+ I
ij

􏼐 􏼑, (19)

where ∧ii represents the normalized term; A represents the
adjacency matrix of the human joint connection; I stands for
the self-connected identity matrix; W represents the weight
matrix formed by stacking the weight vectors of the output
channel.

Considering that there are multiple subsets of labels in
practice, the spatiotemporal graph convolution cannot form
∧− 1/2(A + I)∧− 1/2. )erefore, it is necessary that the input
performs tensor multiplication with the normalized adja-
cency matrix, and the result performs the time dimension
convolution with the standard convolution of length 1 × Γ.
)e input feature graph can be expressed as a (C, T, V)
dimensional tensor, where C is (x, y) score, V represents the
joint number, and T represents the sequence length. )e
adjacency matrix can be expressed by multiple matrices Aj,
namely (A + I) � 􏽐jAj. So, formula (20) can be expressed
by formula (21), which is shown as follows:

fout � 􏽘
j

∧−1/2j Aj∧
−1/2
j finWj, (20)

∧iij � 􏽘
k

A
ik
j􏼐 􏼑 + a. (21)

To avoid that the denominator is 0, this article sets
a � 0.001.

4. Results and Analysis

4.1. Experimental Environment and Basketball Movement
Classification. In Python, the results were counted and
displayed by using pyqt5 and openCV, and the posture
estimation is processed by using OpenPose. Basketball
movement classification is the premise of action analysis.
)is study is based according to the current commonly used

(a) (b) (c) (d)

Figure 3: Label subset partition strategy.
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basketball Kinetics dataset to classify the basketball move-
ments. Four types of basketball-related actions are obtained,
namely running with the ball, layup, pitching, and playing
basketball. Among them, playing basketball includes a series
of basketball actions, which belongs to multiple basketball
action categories. So this experiment only selected three
kinds of actions, such as running with the ball, layup, and
throwing the ball, as the basketball movement category. In
addition, considering the possible state of movement of
basketball players on the court, this experiment comple-
ments four types of actions: running without the ball,
passing the ball, catching the ball, standing, or defending.
Finally, the basketball action category in this experiment
contains a total of seven kinds of actions, as shown in
Table 1.

4.2. Data Sources and Preprocessing. In this experiment,
video clips of NBA standard games collected by the self-
developed basketball action capture gadget are used as the
experimental data. Tools include play, stop, fast forward, fast
back, and jump to the specified frame function. In addition,
there is a tracking algorithm consisting of two parallel
forward networks added into the tool, where one network is
used to calculate the representation of template features, and
the other network is a tracking network. )e center point
feature and the template feature are used to find the most
similar location as the boundary frame.

Considering that the center of the calibration frame of
the tracking algorithm is usually target center, and the size of
the calibration frame varies with the size of the target. It has a
great influence on the target posture extraction. )erefore,
this study sets the clipping frame center to the standard
frame center and sets its size to 368× 368 consistent with the
network input size. In addition, in order to enlarge the
dataset, the captured video is flipped horizontally in this
study. At the same time, considering that the calibration tool
may have untraceable situations of targets in complex
scenes, this paper uses the manual calibration method to
track. Finally, the number of videos obtained in this lab is
shown in Table 2.

4.3. Network Structure and Parameter Settings. )e method
of basketball motion action analysis based on the spatial
temporal graph convolution is constructed in this study.)e
spatial temporal graph convolution network structure of ST-
GCN is designed in Figure 4. In the figure, the left figure is a
spatial temporal graph convolution network formed by
stacking seven-layer ST-GCN modules. )e fourth layer
network is used to compress the feature information of the
time dimension, and it doubles the number of feature
channels. )e spatiotemporal dimension convolution step
for the convolution kernel of this layer network is 2. )e
middle figure is a specific form of the ST-GCN module,
whose input dimension is (B, C, T, V, N), where B represents
the batch size, C represents (x, y) score obtained from the
posture estimation model, T represents the sequence length
with an initial value of 300, V� 18 represents the joint
number, and N represents the maximum output number of

posture estimation. Since this study only focuses on the
central target action, N is set to 1. By multiplying the tensor
with its corresponding normalized transformation matrix, it
can perform convolution with the general two-dimensional
convolution Wj.

Furthermore, to achieve basketball movement classifi-
cation, it is necessary to map the output characteristic in-
formation of the ST-GCN module. Here, average pooling is
used to compress the output features, and full convolution is
used to map the features to seven types of basketball action
channels. Finally, the dimensions are changed into (1, 7) for
classification.

At last, the experiment sets the temporal dimension
graph convolution kernel size of the spatial temporal con-
volution network to 9. And following the label subset di-
vision strategy, the spatial dimension graph convolution
kernel size is set as 1, 2, or 3. )e initial parameters of the
spatial temporal graph convolution network are Kinetics
pretraining network parameters of transfer ST-GCN
training, and the final classification layer parameters are
initialized by the Gaussian distribution. An Adam optimizer
is used to update the training process, and the basic learning
rate is 0.001. When the 960 epoch is trained, the gradient is
decreased by 90% at 320, 480, 640, and 800 epochs.

4.4. Experimental Results. To analyze the influence of dif-
ferent frame lengths as input on the recognition effect of the
proposed method, and under the premise of other param-
eters remaining unchanged, the model training is processed
with frame lengths of 130, 150, 170, 190, 210, and 230 as
input.)e results are shown in Figure 5. As can be seen from
the table, the recognition effects of most models on motion
actions improve with the increase of the frame length, while
the recognition effects of some motion actions jump and
decline with the increase of the frame length. Overall, the
accuracy of Top1 is improved with the increase of the frame
length. When the frame length exceeds 190, the recognition
effect is not improved because the excessive frame length
leads to redundancy. It can be seen that the space is wasted
and the effective frame loss is increased.)erefore, this study
sets the frame length to 190.

To analyze the influence of label subset division
strategy on the motion recognition effect, this paper di-
vided the label subset according to unified division, dis-
tance division, and spatial structure division strategy. And
the proposed method is adopted for identification. )e
results are shown in Figure 6. As can be seen from the
table, label subsets divided by distance and spatial
structure have better effects compared with unified di-
vision. )e reason is that the subset obtained by unified
division is a single subset, which contains less information
and has weak information expression ability. However,
the subset obtained by distance division and spatial
structure division has more information than the subset
obtained by unified division, so its effect is better.
Compared with the spatial structure division method, the
representation by distance division is less, and the action
recognition accuracy of the two methods is close.

Scientific Programming 5



)erefore, this study chooses the spatial structure division
strategy to divide label subsets.

To analyze the influence of different network structures
on the model recognition results, different network struc-
tures are adopted after the input frame length and label
subset division strategy are determined, as shown in Fig-
ure 7. Testing the recognition effect of the model on the
motion actions, the results are shown in Figure 8. As can be
seen from the table, changes in network layers and network
structure have a limited effect on improving the accuracy of
model recognition results. Compared with the model using
the transfer learning method, the accuracy of Top1 is lower.

)e reason is that the amount of data in the dataset is
limited, and more information is not obtained through
transfer learning, so its adaptability cannot be effectively
improved.

To verify the effectiveness of the proposed method, the
proposed method is used to verify it on the experimental
dataset. Compared with different motion action recognition
methods, the results are shown in Table 3. It can be seen from
the table that the method proposed in this study has the best
action identification effect in most basketball sports scenes.
Although the identification effect of running with the ball is
lower than that of the feature descriptor method, the overall

Table 1: Classification of basketball movement.

Basketball action category
Pass the ball Catch a ball Layup Pitching Run without the ball Run with the ball Standing or defending

Table 2: Collection quantity statistics.

Pass the ball Catch a ball Layup Pitching Run without the ball Run with the ball Standing or defending
Training set 105 91 74 61 145 68 89
Testing set 47 68 18 21 61 19 23

Output

Reshape(1,7)

Fcn(7)

Average Pool(256)

ST–GCN(128),strkle = 1

ST–GCN(128),strkle = 1

ST–GCN(128),strkle = 1

ST–GCN(128),strkle = 2

ST–GCN(64),strkle = 1

ST–GCN(64),strkle = 1

ST–GCN(64),strkle = 1

Input

Output

+

Dropout

BatchNorm

Conv2d

BatchNorm

ReLU

BatchNorm

Converslon

Conv2d

Input

Tran
sform 

ST–GCN

Wj

fin

∑ ^j
j

1
2– 1

2–
Aj ^j

Figure 4: Convolution network structure of migration ST-GCN spatiotemporal diagram.
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action identification effect is better. )erefore, the method
proposed in this study is effective to some extent.

Significantly, it can be seen from the test results that the
recognition accuracy of two similar movements, running
without the ball and running with the ball, is quite different.
)e recognition accuracy of the proposed method for
running without the ball is more than 75%, while that for
running with the ball is only about 21%. In order to analyze

the causes, this study selects the typical movements of
running with and without the ball in the experimental
dataset to analyze, as shown in Figure 9. Here, running with
the ball and running without the ball are both movements of
swinging hands and running with both legs, and the posture
joints of the actions are highly similar. Running with the ball
has more arm swing than running without the ball. After the
images are input into the network and the results of

0

0.2

0.4

0.6

0.8

1

1.2

130 150 170 190 210 230

%

�e frame length

indicators Pass the ball pitching
run without the ball Run with the ball standing
Catch a ball layup �e total

Figure 5: Effects of different frame lengths on recognition results.
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Top1 Top2 Top1 Top2 Top1 Top2

Unified Division Distance Division Spatial structure division

%

Division strategy

Pass the ball pitching run without the ball
Run with the ball standing Catch a ball
layup �e total

Figure 6: Effects of different partition strategies on action recognition.
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misjudgment are checked, it can be found that the reason for
the low recognition failure rate of running without the ball
may be that the training data occupy a large proportion in
the training set, and the reason for the low recognition

failure rate of running with the ball is that it is easy to
misjudge it as running without the ball. In addition, the
sphere is considered to be added into the posture estimation
as a joint. However, for the small amount of calibration data,

0

0.2

0.4

0.6

0.8

1

1.2

Top1 Top2 Top1 Top2 Top1 Top2

7layer 15layer class VGG19

%

Division strategy

Pass the ball pitching run without the ball
Run with the ball standing Catch a ball
layup �e total

Figure 8: Comparison of test results of network models with different structures.

Table 3: Comparison of identification results of different methods.

Frame
length Indicators Pass the ball

(%)
Pitching
(%)

Run without the
ball (%)

Run with the
ball (%)

Standing
(%)

Catch a ball
(%)

Layup
(%)

Total
(%)

LSTM Top1 21.28 23.81 47.54 5.26 17.39 14.71 22.22 24.51
Top2 31.91 42.86 50.82 10.53 30.43 48.53 33.33 40.08

Res-CNN Top1 25.53 28.57 49.18 10.53 30 43 19.12 38.89 29.96
Top2 51.06 47.62 555 15.79 47.83 63.24 44.44 51.75

Paper
method

Top1 38.30 42.86 75.41 10.53 47.83 29.41 55.56 45.53
Top2 74.47 66.67 83.61 21.05 69.57 95.59 66.67 76 67

(a) (b)

Figure 9: Basketball movement. (a) Running with the ball and (b) running without the ball.

Scientific Programming 9



the recognition effect has not reached the expected standard,
so the study has not obtained a satisfactory solution to this
problem.

5. Conclusion

To sum up, the motion action analysis method at basketball
sports scene based on the spatial temporal graph convolu-
tional neural network is proposed. And the human joints
and limbs are modeled by using the graph structure in the
data structure, and the posture movement is modeled by the
spatial temporal graph structure, which realizes the body
posture extraction and estimation at the basketball scenarios.
)e motion fuzzy posture recognition is realized by dividing
and applying the tag subset and training with transfer
learning. When the spatial temporal graph convolution
network has 11 layers, the input length is 190 frames. And
when the label subsets are divided by the spatial structure,
the network has the highest recognition effect and recog-
nition accuracy in the basketball sports scene, reaching more
than 75%.

Compared with other identification methods such as
feature descriptors, this method has higher identification
accuracy, and it can be used for the motion action identi-
fication and analysis in actual basketball sports scenes. Al-
though some achievements have been made in this study,
there are still some shortcomings to be improved. Especially,
for the low recognition accuracy of running with the ball and
easily misjudged as running without the ball, the new
identification methods of the ball should be combined to
distinguish in the future study so as to improve its recog-
nition accuracy.

Data Availability

)e experimental data used to support the findings of the
study are available from the corresponding author upon
request.
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With the update of Internet technology and the development of we-media, ideological and political education in colleges and
universities has been greatly impacted. Higher requirements are put forward for ideological and political teachers in colleges and
universities, whose emotions seriously affect the quality and effect of teaching. Aiming at the problems of poor network
generalization ability and large computation amount caused by many network parameters in the existing emotion recognition
methods, a face emotion recognition method based on convolutional neural network is proposed.,e network structure of nested
Maxout multilayer perceptron layer is constructed by optimizing the convolutional neural model. Maxout can enhance the feature
extraction capability of the convolutional layer of convolutional neural network. Meanwhile, Maxout performs linear combi-
nation of target features to select the most effective feature information. ,en, the pretraining model is used for emotion
recognition training. ,e strong perception ability of the model for facial features is retained by changing the important pa-
rameters. Simulation results demonstrate that this method has a higher recognition rate of face emotion and can effectively achieve
accurate face emotion classification.

1. Introduction

China’s education, especially higher education, has high-
lighted abundant problems with the rapid development in a
new historical period [1]. In the new era, it is highly required
to adhere to moral cultivation and put ideological and
political work through the whole process of higher education
teaching. At the highest level of the education system,
university education is related to the future development of
the country and the great rejuvenation of the Chinese nation.
,erefore, more attention should be paid to the importance
of ideological and political education [2]. Teachers, as en-
gineers of human soul, shoulder the sacred mission of
teaching and educating people. As a preacher, we should first
understand the way and channel; that is, every word and
action of teachers is the benchmark for students to learn [3].
Ideological and political teachers in colleges and universities
are practitioners of ideological and political education, and

their emotions are the key factors affecting teaching quality
and efficiency.

Emotion is an individual’s subjective feeling and psy-
chological behavior response to stimuli, and, also, has a
strong dominant effect on individual psychological and
physiological activities [4]. Both positive and negative
emotional responses have a Sino-Arab influence on the
normal functioning of the organism. With the further de-
velopment of curriculum reform, the work intensity of
teachers increases, and the teaching process becomes more
complicated. Teachers are prone to emotional problems due
to work pressure and complexity of irritable communication
[5]. Improving teachers’ emotional management ability is
helpful to alleviate and solve teachers’ emotional problems.
Good emotional management ability can correctly guide
positive emotions and maintain teachers’ physical and
mental health. At the same time, teachers’ emotional re-
action state has a direct impact on teaching quality and
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efficiency. Teachers have excellent emotional management
ability and can fully mobilize positive emotions to activate
the classroom atmosphere, so as to ensure good results in
education and teaching [6].

In the process of interpersonal communication, people
usually judge the emotion of the other party according to the
change of facial expression [7], so as to better communicate.
Facial emotion is an extremely important way of language
communication, and also an important mean of commu-
nication between people. Literature [8] divides emotions
into six basic forms, including sadness, happiness, fear,
disgust, surprise, and anger. Facial emotion recognition
technology is a combination of physiology, psychology,
image processing, machine vision, pattern recognition, and
other research fields [9]. Moreover, it is a further devel-
opment of face recognition, which mainly includes three
steps of face image pretreatment, facial feature extraction
and emotion recognition [10], as shown in Figure 1. ,is
paper focuses on the direction of facial feature extraction for
further research.

Convolution neural network (CNN) [11] is a branch of
deep feedforward neural network, which has been widely
applied in the field of image recognition. CNN is composed
of one-dimensional, two-dimensional, and three-dimen-
sional convolutional neural networks, which are applied to
sequential data processing, image text recognition, and
medical image and video data recognition, respectively.
Literature [12] constructed a new 3D CNN convolution
motion recognition method to obtain feature information
from spatial and temporal dimensions. Literature [13]
proposed a new postural convolutional neural network
descriptor (P-CNN) for emotion recognition. Literature [14]
proposed a method for driver emotion recognition based on
convolutional neural network.

All the above studies on human emotion recognition are
based on the extended convolutional neural network model
require manual feature labelling. Its network generalization
ability is poor, while the calculation amount is increased due
to the network parameters. Besides, the ability of feature
acquisition needs to be further improved. To solve these
problems, this paper proposes a convolutional neural
network based facial emotion recognition method. ,e
innovations and contributions of this paper are listed
below.

(1) Firstly, the convolutional neural network model is
optimized, and then the nested Maxout multilayer
perceptron network is constructed for improving the
fitting ability of the algorithm and improving the
recognition accuracy of the model.

(2) ,e target features are linearly combined by nested
Maxout to select the most effective feature infor-
mation. ,e experimental results show that the
proposed method achieves good effect on the ac-
curacy of teachers’ emotion recognition, and can
accurately classify faces’ emotions.

,e chapter structure of this paper is as follows. ,e
recommendation algorithm proposed in this paper is

described in the next s. ,e convolutional neural network
structure is constructed in section three. Section four focuses
on the neural network training. Section five is experiment
and analysis. Section six is the conclusion.

2. The Recommendation Algorithm Proposed
in This Paper

2.1. Structural Characteristics of Convolutional Neural
Network. Network structures such as multilayer perceptron,
convolution kernel, pooling layer, local connection, and full-
time sharing are widely used in convolutional neural net-
work structures. ,ese applications greatly reduce the time
and space complexity of neural network. In addition, it
greatly reduces the weight parameters of network structure,
which is also beneficial to the training of neural network.

2.1.1. Local Connection. Local connections are also called
sparse connections. Inspired by the visual neural structure in
biology, neurons in the visual cortex receive local infor-
mation (that is, these neurons only respond to stimuli in
certain areas). ,e spatial relation of image pixels is strongly
correlated with the close pixels; otherwise, the correlation is
weak. As a result, the neuron receives only the local receptive
field it is responsible for, and does not need to perceive all
pixels. ,e local information of perception is then integrated
into global perception by local information fusion of the next
layer. Local connection can greatly reduce the number of
weights between layers of convolutional neural network and
carry out feature dimension reduction. ,en, effective fea-
tures are screened for neural network learning and training
to improve the learning efficiency of the model.

2.1.2. Weight Sharing. Weight sharing means that the same
convolution kernel is used to process the whole input image.
Features extracted locally are the same as those extracted in
other parts, and the same learning features can be used in
other locations. ,e weight sharing of convolutional neural
network reduces feature dimension and parameter number.
Also, the time and space complexity of neural network are
reduced.

2.1.3. Multilayer Convolution Kernel. After the first con-
volutional layer of the convolutional neural network carries
out the convolution operation, the feature graph obtained by
the convolutional layer is some shallow features of the image,
such as edge information and line outline, in addition to
other information. For image recognition, deep features are
needed, and shallow features cannot fully express the

Image
preprocessing Feature extraction

Sentiment
classification 

Determine
the category 

Image
data acquisition 

Figure 1: Main steps of facial expression recognition.
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semantic information of the image. One convolution kernel
can only obtain the same feature graph. To obtain deeper
features, multilayer convolution kernel is required to extract
feature information and form feature maps of various
information.

In the field of image recognition, the feature hierarchy of
input image is born. As shown in Figure 2, you start with the
original input pixels and go up to simple lines and textures
made up of pixels.,en, the lines and textures form patterns,
and finally the individual patterns form objects in the image.
In the whole process, the shallow features are found through
the original input, and then the shallow features are further
mined to find the middle features, and the last step is to
obtain the deep features. It is impossible to find deep features
directly from raw inputs. In short, single-layer convolution
usually acquires shallow features, and it is possible to acquire
deeper features by increasing the number of convolution
layers.

2.1.4. Principle of Convolution Process. ,e convolutional
layer carries out the convolution operation on the image,
and the obtained featuremap contains the structural features
of the original image, and the deep-seated features can better
express the essential meaning information of the image. ,e
convolution of the function is defined as follows. For two
continuous integrable functions h(i) and a(i) on R, their
convolution b(i) is as follows:.

b(i) � 􏽚
∞

−∞
h(τ)a(i − τ)dτ, (1)

where the convolution of h(i) on a(i) is denoted as
h(i)∗ a(i), representing the integral of the product of and
a(α − i) in the domain of definition. α is the independent
variable of the convolution function b(i), which is the po-
sition of the convolution.

,e convolution calculation process is to transform the
picture into a data matrix, and the wandering window is a
convolution kernel matrix. After the convolution processing
of M∗M convolution kernel for an N∗N image, the
feature graph of (N − M + 1)∗ (N − M + 1) will be
obtained.

2.2. Softmax Classifier. ,e promotion and application of
Logistic regression model [15] formed Softmax classifier to
solve the problem of multiple classification. ,e optimized
convolutional neural network model in this paper uses
Softmax to classify behaviors. Assume that abnormal be-
haviors are divided into z and classified. ,ere are w video
sequences of sample data. Suppose the convolutional neural
network training dataset is N.

N � i
(1)

, j
(1)

􏼐 􏼑, i
(2)

, j
(2)

􏼐 􏼑, . . . , i
(w)

, j
(w)

􏼐 􏼑􏽮 􏽯, (2)

where i(x) is the x input sample. j(x) is the behavior label of
sample x, j(x) ∈ 1, 2, . . . , z{ }.

For each input i(x), Softmax classifier calculates the
probability for each class. ,e calculation equation is as
follows:

U(j � yi)j � 1, 2, . . . , z. (3)

From the vector point of view, the equation for calcu-
lating the function is as follows:
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(4)

In the equation, θ represents neural network parameters.
So, there are z behaviors, and each behavior has a probability
value. ,e value of probability ranges as follows [0,1], and the
probability sum of z abnormal behaviors is 1.,e output of the
neural network corresponds to the probability of the behavior
and that probability corresponds to the label of the behavior.

During neural network training, Softmax is used for
behavior classification, and the loss function is calculated as
follows:

L(θ) � −
1
w

􏽘

w

x�1
􏽘

z

y�1
1 y

(x)
� j􏽮 􏽯log

e
θ
jx

(i)

􏽐
k
l�1 e

θT
l x(i)

, (5)

where 1 y(x) � j􏼈 􏼉 represents an exponential function. When
y(x) is equal to j, the output is 1. Otherwise, the output is 0,
and its output is the label matrix of abnormal behavior.

In general, gradient descent algorithm is used to cal-
culate the loss function in the process of backpropagation,
and the calculation equation is as follows:

zL(θ)

zθ
� −

1
w

i
(x) 1 j

(x)
� y􏽮 􏽯 − u j

(x)
� y ∣ i(x)

; θ􏼐 􏼑􏽨 􏽩. (6)

Equation (6) is used to obtain the gradient of the loss
function to the weight function, and the gradient is used to
guide the adjustment of neural network model parameters
until the end of neural network training and the optimal
weight parameters are obtained.

3. Construct Convolutional Neural
Network Structure

Traditional CNN uses single-layer linear convolution in the
convolution layer, which does not perform well in the ex-
traction of nonlinear features and abstract features hidden in
complex images. ,e activation function has strong fitting
ability and can fit all characteristic patterns when the
number of neurons is sufficient. ,erefore, the nested
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Maxout MLP (Multilayer Perception) layer [16] is combined
with the activation function to improve the fitting ability of
the algorithm and the recognition accuracy of the model.

3.1. Determination of Nesting Layers. ,e number of linear
regions in neural networks with nested Maxout layers
increases as the number of Maxout layers increases. In
addition, the number of linear regions in ReLU and
Maxout networks increases exponentially with the
number of layers. Maxout networks tend to overfit
training datasets in the absence of model regularization.
It is attributed to the fact that Maxout network can
recognize the most valuable input information in the
training process and is easy to carry out feature
coadaptation.

,e method in this paper was tested on a dataset
using a different number of Maxout layer fragments, as
shown in Figure 3. ,e test results of combining
Maxout fragments with Maxout layer and Batch Nor-
malization (BN) [17] layer fragments show that the
nested model has reached saturation state when
Maxout fragment is 5. As shown in Figure 3, the
number of layers 5 is the best choice.

3.2. Selection of Pooling Layer. In general, researchers will
select the largest pooling layer for sampling, which is more
representative in extracting features by using average
pooling pools effective features across all pooling layers. ,e
irrelevant feature information in the input image can be
suppressed by average pooling and discarded by maximum
merging. ,e average pool is an extension of the global
average pool, where the model tries to extract information
from each local patch to facilitate abstraction into feature
maps. ,e nested structure can extract abstract represen-
tative information from each part, making more distin-
guishable information embedded in the feature map. Spatial
average pooling is used in each pooling layer to aggregate
local spatial information. In the CIFAR-10 dataset without
data expansion, the comparison results of test error rates of
the maximum and average pooling layer are shown in
Table 1.

3.3. Building a Nesting Layer. Convolution layer of nested
multilayer Maxout network is constructed. ,at is, Maxout
MLP is used to extract features based on nested network
structure, and the constructed convolutional neural network

model uses batch standardization to reduce saturation and
pressure difference to prevent overfitting. In addition, the
basic features obtained by mean pool aggregation Maxout
MLP are applied across all pool layer to increase the ro-
bustness of object space transformation as follows:

hx,y,z � max
w∈[1,t]

m
T
zw

ix,y + dzw
􏼐 􏼑, (7)

where (x, y) is the position of pixels in the feature graph. ix,y

is an input block centered on pixel (x, y). zw is the channel
hx,y,z for indexed feature mapping. T is the number of MLP
layers. From another perspective, the Maxout unit is
equivalent to the cross-channel maximum pooling layer on
the convolution layer. Cross-channel maximum pooling
layer selects the maximum output to be entered for the next
layer. Maxout cells help solve the problem of fading gra-
dients because gradients flow through each maximum cell.

,e feature mapping in the nested Maxout MLP layer
module is calculated as follows:
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Figure 2: Schematic diagram of feature extraction process.
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Table 1: Comparison of maximum and average pooling layer test
error rates.

,e adopted pooling layer Test error rate/%
Max pooling 8.75
Avg pooling 7.81
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where BN(·) represents the batch normalization layer.
(x, y) is the position of pixels in the feature graph. ix,y is an
input block centered on pixel (x, y). zt is the serial number
of each channel in the feature graph. t is the number of layers
of nested Maxout MLP. ,e batch standardization layer can
be applied before activating the function. In this case,
nonlinear elements tend to produce activation with a stable
distribution, reducing saturation. As shown in Figure 4, the
convolutional layer structure diagram of nested Maxout
layer is constructed.

3.4. Building a Nested Maxout Layer Convolutional Neural
Network Model. By superposing the convolutional layer
model of four nested Maxout layers, the whole structure of
convolutional neural network with nested Maxout MLP
layers is formed.

,e network structure of the nestedMaxoutMLP layer is
equivalent to a cascading cross-channel parameter pool and
a cross-channel maximum pool on the convolutional layer.
Nested structures can combine feature maps linearly and
select the combination of the most effective information
to output to the next layer. ,e nested structure reduces
saturation by applying batch normalization and can en-
code the information in the activation patterns of paths or
Maxout fragments, thus enhancing the discrimination
ability of the deep architecture of the convolutional neural
network.

4. Train the Neural Network

,e training process of neural network model adopts error
backpropagation algorithm and is divided into forward
propagation stage and backpropagation stage. In the forward
propagation stage, each hidden layer of the neural network
receives the output of the previous layer, and the output
of this layer is calculated by activating the activation
function. In the backpropagation stage, the loss function
is used to calculate the output error of the neural net-
work, meanwhile, the error of each hidden layer of the
neural network is calculated layer by layer. ,e error of
each hidden layer is used as the updating basis of the
weight parameters of the previous hidden layer. ,e
training steps of neural network algorithm are shown in
Figure 5.

Step 1. Randomly initialize the ownership value and
threshold of the network. ,e value range is (−1, 1).

Step 2. For the training samples (ix, jx,), the actual network
output is calculated as follows:

􏽢j
x

y � h βy − θy􏼐 􏼑. (9)

In the equation, f(·)represents the activation function
Sigmoid function. θy represents the threshold of the y

neuron in the output layer of the neural network. βy rep-
resents the input of the y neuron in the output layer of the
neural network:

βj � 􏽘
t

x�1
mx,yix, (10)

where mx,y represents the weight between the xneuron in
the hidden layer of the neural network, and the yneuron in
the output layer of the neural network.

Step 3. Calculate the mean square error of convolutional
neural network on(ix, jx). ,e calculation equation is as
follows:

G �
1
2

􏽘

w

x�1

􏽢j
x

y − j
x
y􏼐 􏼑

2
, (11)

where 􏽢j
x

y represents the actual output of the convolutional
neural network. jx

y represents the expected output of the
convolutional neural network.

Step 4. Check whether the conditions are met, that is,
whether the error is less than the minimum value allowed by
the learning error or the learning time reaches the set
minimum number. If the conditions are not met, the weights
of the convolutional neural network are updated, and the
weights and thresholds of the neural network are adjusted
according to the gradient direction of the target. Assume that
the learning rate of neural network training process is η, and
the weight update calculation equation of neural network is
as follows:

Δmxy � −η
zG

zmxy

� η􏽢j
x

y 1 − 􏽢j
x

j􏼐 􏼑 j
x
y − 􏽢j

x

j􏼐 􏼑ix.

(12)

Step 5. Repeat Step 2 to Step 4 until the end condition is met.
,at is, the neural network training is complete, and the
weights and thresholds of the neural network are fixed.

5. Experimental Results and Data Analysis

In this paper, the GPU version of PyTorch framework is
adopted, and the hardware platform is Ubuntu 20.04.2 with
dual-core Intel 4.4ghz CPU, Tesla K80 GPU, 2TB hard disk
memory, and 12GB running memory. Because there is no
public dataset related to ideological and political teachers’
emotions, the two widely used datasets are used to verify the
validity of the algorithm, such as CK+dataset and Oulu-
CASIA dataset. ,e input images of the two tasks were nor-
malized to 112∗112 pixels after face detection and matching
using multi-task convolutional neural network. ,e stochastic
gradient descent of the driving quantity was used as the
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optimizer in both training stages, and the momentum was set
as 0.9, and the weight attenuation term was set as 0.0005.
Random horizontal flip was used for data enhancement. In the
first stage, CASIA-WebFace is used to train the face recognition
model. ArcFace was selected as the loss function, and the batch
size was set to 256. A total of 70 epochs were trained in the
network, and the initial learning rate was 0.1. Since the 40th
epoch, the learning rate of every 10 epochs has decreased to 1/
10 of that of the previous epoch. After the face recognition
model training, the part before the full connection layer was
used for the second stage emotion recognition training. At this
time, the batch size was set as 32, the initial learning rate was set
as 0.01, and the learning rate was reduced by 1/10 of the current
value for every 5 epochs, and a total of 25 epochs were trained.

5.1. CK+Dataset. CK+ is a dataset collected in a laboratory
setting, containing 593 video sequences from 123 subjects.
Six basic emotions were classified in the experiment, and
only 309 sequences were selected from 106 subjects. ,en,
927 images were extracted from the last 3 frames of each
sequence where the emotional intensity peaked. Finally, the
selected images are divided into 10 subsets according to the
ascending order of person ID, and the identity-indepen-
dent tenfold cross verification is carried out. ,e average
accuracy of cross-validation is shown in Table 2. As can be
indicated from Table 1, the proposed method achieves
98.75% recognition rate. Figure 6 shows the confusion
matrix on CK+. It can be seen that the algorithm has the
best recognition effect on disgust, happiness, and sadness,
while anger and fear have fewer samples and are relatively
difficult to identify.

5.2. Oulu-CASIA Dataset. Oulu-CASIA is a dataset col-
lected in a laboratory setting. It includes sequences of 2880
images from 80 subjects and is labeled with six categories
of basic emotion labels. 480 image sequences taken under
normal lighting conditions were selected. Similar to CK+
database, the last 3 peak frames in each sequence are
selected to form a total of 1440 images, and each emotion
has the same number of images. ,en, identity-inde-
pendent is done tenfold cross authentication. Table 3
shows the recognition rates of the six basic emotions
on Oulu-CASIA.

It can be seen that the proposed method achieves
comparable results with advanced algorithms. ,e accuracy
of the algorithm is slightly lower than fine tuning because the
pretrained face recognition network is trained by using
Internet images. Oulu-CASIA’s images include a variety of
light conditions in a laboratory setting. ,is difference in
image distribution makes the pretrained face model have
weak perception ability for such images, thus resulting in
poor performance. Figure 7 is the confusionmatrix onOulu-
CASIA. It is indicated that the algorithm has the best
performance in recognizing happiness and surprise, while its
performance in recognizing fear and disgust is relatively
weak.

Convolutional Layer Maxout
Hidden layer MaxoutMaxout Maxout

Hidden layer PoolingBN BNBNReLU ReLUReLU

Figure 4: ,e CNN layer structure diagram of nested Maxout layer.
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Figure 5: ,e training steps of proposed algorithm.
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6. Conclusion

In the new era, strengthening ideological and political ed-
ucation in colleges and universities has far-reaching practical
significance. Ideological and political education not only can
promote the comprehensive and harmonious development
of college students, but also can be the inevitable require-
ment of building a harmonious society. With the develop-
ment of curriculum reform, colleges and universities put
forward higher requirements for ideological and political
teachers. Since ideological and political teachers serve as the
executor of ideological and political education, personal
emotions of those people directly affect the effect and quality
of teaching. ,erefore, ideological and political teachers
should pay attention to the change of their own emotions,
trying to improve their own emotional management ability.
,is paper proposes the application of convolutional neural
network in emotion recognition of ideological and political
teachers in universities. ,rough the network structure of
nested Maxout MLP layer, the ability of neural network to
extract nonlinear features and abstract features hidden in
complex images is improved. Using the activation function,
ReLU in the nested layer can improve the performance of
neural networks and feature patterns. Nested structures use
batch normalization to desaturate. Simultaneously, the in-
formation in activation mode of path or Maxout fragment is
encoded to enhance the discrimination ability of deep ar-
chitecture of convolutional neural network. As the ability of
extracting facial features is basically retained, the model’s
processing ability for the diversity of facial expression im-
ages in real world environment is enhanced, the perfor-
mance is improved more obviously, and the recognition rate
is higher. In the future, the author will analyze the per-
formance of the algorithm in this paper and establish a
public facial expression recognition database of ideological
and political teachers in universities.
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Black and odorous water bodies represent a topic of significant interest in the field of water pollution prevention and control.
Remote sensing technology is increasingly exploited for the monitoring of black and odorous water bodies because of its high
efficiency and large-scale monitoring potential. In the present study, the Sentinel-2A imagery data were combined with data
obtained by measuring spectral properties of black and odorous water bodies to produce a classification and regression tree
(CART)model-based improved remote sensing recognitionmethod for such water bodies.,is method transforms the traditional
single-feature empirical threshold segmentation algorithm to a multi-feature fuzzy decision-tree classification algorithm. ,e
results reveal overall accuracy values of 84.78%, 92.85%, and 72.23% for the CARTdecision-tree algorithm, the confidence zone
classification, and the fuzzy zone node classification, respectively. ,e method proposed in the present study enables the highly
precise extraction of features representing black and odorous water bodies from satellite imagery. ,e characterization of
confidence and fuzzy zones minimizes the need for field inspections, and it enhances the efficiency of diverse applications
including engineering.

1. Introduction

Black and odorous characteristics, that is, a dark color as-
sociated with an unpleasant odor, reflect extreme organic
pollution of a water body [1]. Owing to the discharge of
tremendous exogenous organic matter into water bodies
from anthropogenic activities, oxygen in such an environ-
ment is consumed by the biochemical activities of aerobic
microorganisms, thereby creating anoxic or anaerobic
conditions. ,ese conditions promote the death and de-
composition of algae and other aquatic organisms. ,e
associated processes produce gases with obvious odors, such
as H2S and NH3, while metals, such as Fe and Mn, are

reduced to dark-colored sulfides. In recent years, because of
the rapid economic and societal development, severe black
and odorous water problems have been experienced in many
cities in China, and these seriously threaten the urban
ecological environment and the health and safety of resi-
dents [2, 3]. In 2015, the State Council of the PRC issued the
Action Plan for Prevention and Control of Water Pollution, in
which the monitoring and treatment of black and odorous
water bodies were included as important measures of water
pollution prevention and control. In fact, based on this
document, black and odorous water bodies in built-up areas
in cities across the country must be eliminated before the
end of 2030. To implement the Action Plan for Prevention
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and Control of Water Pollution, the Ministry of Housing and
Urban-Rural Development and the Ministry of Environ-
mental Protection jointly issued the Guidelines for the Re-
mediation of Urban Black and Odorous Water (herein after
referred to as the Guide), in which several technical issues
associated with the monitoring and treatment of black and
odorous water bodies were clarified [1].

Conventional black and odorous water monitoring relies
on manual sampling and verification, and the results ob-
tained are usually based on the experience of the on-site staff
and the chemical data for the water samples. ,is method,
however, is time-consuming and labor-intensive, and thus, it
is challenging for regional monitoring. Concurrently, be-
cause black and odorous water bodies are usually small and
dispersed, their identification using artificial methods, which
are often characterized by blind areas and dead ends, is
difficult. However, satellite remote sensing technology in-
volves continuous and large-scale monitoring characteris-
tics. ,e spectral differences between black and odorous and
regular water bodies can facilitate the extraction of features
representing the former from satellite imagery, thereby
providing a rapid and reliable method for the identification
and monitoring of black and odorous water bodies in urban
areas [4]. In 2016, the Institute of Remote Sensing and
Digital Earth of the Chinese Academy of Sciences in col-
laboration with the Satellite Environment Application
Center of the Ministry of Environmental Protection con-
ducted a remote sensing screening and verification study of
black and odorous water bodies in Beijing, Shenyang,
Taiyuan, and other cities. A related study was considered one
of the ten major investigations in the field of remote sensing
in China.

At present, shallow learning models that are commonly
employed in China for the recognition of black and odorous
water bodies through remote sensing mainly involve the
following: (1) threshold segmentation based on a single
feature and (2) empirical decision tree based on multiple
features. ,e former approach relies on indexes generated
from the spectral differences between black and odorous and
regular water bodies. ,ese indexes are obtained through
statistical analysis of data from field samples. For example,
Wen et al. proposed a band ratio method for the extraction
of black and odorous water features from remote sensing
imagery [5]. Li et al. also advanced a WCI and combined
several remote sensing imagery signals to distinguish the two
types of water [6]. In fact, Li et al. utilized the Nemerow
comprehensive pollution index (NCPI) to characterize the
extent of pollution of urban water bodies and compared the
results retrieved using six regression models. A regression
model suitable for calculating the NCPI of a scene to detect
black and odorous water bodies was then obtained [7]. Yao
et al. employed verification data from Shenyang to improve
the band ratio method and then introduced the BOI algo-
rithm [8]. Furthermore, Yao et al. proposed an HI threshold
segmentation method based on PlanetScope images [9],
while Zhang et al. enhanced the HI by suggesting the HCI
[10]. Nevertheless, most of these methods utilize a single
feature to perform the threshold segmentation based on a
spectral analysis or a comprehensive comparison. In

contrast, Li et al. proposed a classification based on an
empirical decision tree involving multiple features and then
proposed the DBWI, GR-NIR AWI, NDBWI, and green
band features [11]. Reasonable thresholds to facilitate the
identification and classification of black and odorous water
bodies were also set.

Although high extraction accuracy values were achieved
in some areas according to previous investigations, empirical
methods were employed in most of these studies for the
selection of features and determination of thresholds, and
thus, these involve uncertainties. In addition, because black
and odorous water bodies originate from multiple causes,
mildly black and odorous water bodies can be difficult to
distinguish from regular water bodies, which creates a so-
called “fuzzy area” in classifications. ,erefore, existing
methods, especially the single feature threshold segmenta-
tion, exhibit shortcomings. To eliminate these limitations, in
the present study, the CARTdecision-tree was employed on
remote sensing and field data for Langfang in Hebei
Province to propose a superior remote sensing method for
recognizing black and odorous water bodies. ,e Gini co-
efficient minimization criterion and the binary recursive
segmentation were used to determine the characteristics and
thresholds, and then a decision-tree model was constructed
for classification. ,e category attributes of leaf nodes were
defined by calculating the degree of membership, and this
created fuzzy and confidence zones. ,e proposed method is
characterized by high classification accuracy, and the fuzzy
and confidence zones generated can facilitate field inspec-
tions and improve the efficiency of different applications
including engineering.

2. Materials and Methods

In the present study, pits and ponds in Langfang were
utilized to evaluate the suitability of remote sensing for the
identification and monitoring black and odorous water
bodies in areas of high pollution, scattered water bodies, and
manual verification challenges. A total of 94 samples were
collected from these water bodies in 2021 [12]. ,e trans-
parency (SD), dissolved oxygen (DO), and redox potential
(ORP) of the waters were measured on-site, while the
ammonia nitrogen (NH3–N) was determined in the labo-
ratory using the samples collected [13–16].,e samples were
divided into black and odorous and regular water bodies
based on the four physicochemical parameters measured
(see Table 1). According to the criteria in Table 1, 47 of the
water bodies were regular, while the other 47 were black and
odorous (Figure 1). Among the 94 samples, 47 were ran-
domly selected as the training set for data analysis andmodel
training, while the remaining 47 served as the validation set
for accuracy assessment. Concurrently, the Sentinel-2 im-
agery was employed for monitoring of the water bodies
using remote sensing technology. Owing to the high spa-
tiotemporal resolution, the Sentinel-2 imagery is widely
utilized in monitoring the land surface, such as the vege-
tation, soil cover, and water bodies. ,e Sentinel-2 image
contains 13 bands, and the blue (B), green (G), red (R), and
near-infrared (NIR) bands involve an identical resolution of
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10m [17, 18]. Considering that most pits and ponds in
Langfang cover >3,000m2, the 10m band resolution of the
Sentinel-2 imagery data was suitable for the present study.
To enhance the relationship to the field sampling time,
Sentinel-2A data in synchronous transit were utilized to
generate spectral data for the field sampling points, to create
sample sets and images, and to perform analysis.

,e spectral curves of the two types of water bodies based
on preprocessing of data for the visible (VIS) and NIR bands
are displayed in Figures 2 and 3. As shown in Figure 2,
compared with the regular water bodies, the black and
odorous water bodies exhibit low reflectivity values, and the
associated spectral curves for the Rrs (G)−Rrs (B) and Rrs
(G)−Rrs (R) display relatively gentle changes. Generally, the
optical characteristics of water are determined by algal
pigment contents, suspended solids, and colored dissolved
organic matters. Because of extreme organic pollution, black

and odorous water bodies are often enriched in organic
pollutants and nutrients. Consequently, black and odorous
water bodies usually have higher contents of organic matters
and suspended solids than regular water bodies. In addition,
nutrients would promote the growth of algae, thereby in-
creasing the algal pigment contents. ,ese pollutants and
pigments account for changes in the optical properties of
water bodies. For example, the high absorption and low
backscattering of the colored dissolved organic matter and
algal pigments significantly reduce the reflectivity of water in
the VIS bands, so that the black and odorous water bodies
usually have lower reflectance in blue, green, and red bands,
thus the Rrs (B) + Rrs (G) +Rrs (R) was also utilized as the
feature of black and odorous water bodies.

,ese observations are consistent with those reported in
previous studies. Owing to spectral differences between the
two types of water bodies in the VIS andNIR bands, multiple
indexes for the extraction of features representing black and
odorous water bodies were derived from sampling data by
setting empirical thresholds (see Table 2). However, because
black and odorous water bodies originate from diverse
causes and the optical properties of some are comparable to
those of regular water bodies, fuzzy areas are missed if just
one spectral index is used for the extraction of features, and
this negatively affects the classification accuracy. Based on
data generated in the present study, four typical indexes
including the band ratio (BD), BOI, HI, and WCI (Table 2)
were tested, and the results are shown in Figure 4. In the
spectral index range between N1 and N2, several black and
odorous water samples overlap with regular water samples,
and this area is termed the fuzzy area. ,is fuzzy area causes
misclassification of black and odorous waters and elevates
the uncertainty in the selection of the threshold. ,e
threshold selection is often then subjective, and this affects
the classification accuracy.

Obviously, the effective identification of black and
odorous water bodies using a single feature is difficult.
,erefore, in the present study, multiple features are
exploited to establish a remote sensing recognition model
for black and odorous water bodies. In previous studies,
the Rrs (NIR) was utilized as the analysis feature, but
because algal bloom and duckweed can cause regular
water bodies to exhibit optical properties comparable to
those of black and odorous water bodies, in the present
study, it was not considered in the selection of features to
prevent the introduction of additional errors [19–22].
,erefore, based on the analysis of spectral features, the
Rrs (G) −Rrs (B), Rrs (G) −Rrs (R), and Rrs (B) + Rrs
(G) + Rrs (R) were used to extract features for the rec-
ognition of black and odorous water bodies through re-
mote sensing. ,ese combinations reflect spectral
differences between the two types of water bodies better
because of the following: the Rrs (B) + Rrs (G) + Rrs (R) is
the sum of reflectance in the visible light band, in which a
black and odorous water body is characterized by a low
reflectivity; the Rrs (G) −Rrs (B) and Rrs (G) −Rrs (R) are
the reflectance differences between the G and B and the G
and R bands, respectively, which reflect the smoothness of
curves in the band ranges.

Table 1: Summary of indexes and ranges used for the charac-
terizing of black and odorous water bodies in urban areas.

Classification index Range
SD 0–25 cm
DO 0–2mg/L
ORP 0–50MV
NH3–N ≤8mg/L

general water
black odorous water

0 6.5 13
Miles

N

Figure 1: Map displaying the location of sampling points in the
present study.
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In the present study, calculations for all features were
expressed in identical units (sr−1), while the training and test
data sets were generated by random sampling. ,e 47

samples in the training set included 23 black and odorous
water and 24 regular water samples, while those in the test
set comprised 24 black and odorous water and 23 regular
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Figure 3: Plots showing measured reflectance data for (a) black and odorous water bodies and (b) regular water bodies.

Table 2: Summary of typical indexes associated with the threshold segmentation method.

Method Expression Extraction range ,reshold Reference

BD N1≤BD≤N2
N1 � 0.006
N2 � 0.115 [5]

WCI N1≤WCI≤N2
N1 � 0
N2 �1 [6]

BOI BOI≤N N� 0.065 [8]

HI HI ˃N N� 0.085 [9]
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Figure 2: Plots showing remote sensing reflectance data for (a) black and odorous water bodies and (b) regular water bodies.
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water samples. ,e CART model was constructed hierar-
chically and progressively according to the training set.
Starting from the root node of the first layer, internal or leaf
nodes were generated layer by layer and point by point
according to the principle of the minimumGini index.,en,
pruning was performed, and the CARTmodel construction
was completed. A flowchart showing components of the
algorithm is displayed in Figure 5 [23–25].

3. Results

,e CARTmodel decision tree obtained in the present study is
shown in Figure 6. According to the Rrs (G)−Rrs (B), Rrs(R)−

Rrs (G), and Rrs (B)+Rrs (G)+Rrs (R) features, a classification
involving categories A‒D was produced. ,is classification
from the CARTmodel is based on the degree of membership,
which represents the probability of a set belonging to a black
and odorous water body (Table 3) and the location of its size in
the [0,1] interval. Initially, each set was divided into a confidence
and a fuzzy area according to the degree ofmembership [26, 27].
A set with a degree of membership of 0 or 1 was assigned to the

confidence area, and the category attributes of the associated set
were then determined. ,e number 1 was then assigned to a
black and odorous water body, while 0 was attributed to a
regular water body [28].,e set with degrees of membership in
the [0, 1] interval was assigned to the fuzzy area, and the
category attributes of this set were uncertain. Considering the
principle of the maximum likelihood classification, the set with
degrees of membership in the [0.5, 1] interval was defined as
black and odorous water bodies in the fuzzy area, while those in
the [0, 0.5] are regular water bodies in the fuzzy area. Data for
the attributes of category A‒D, which are based on the prin-
ciples examined, are presented in Table 3.

3.1.ModelAccuracyEvaluationandAnalysis. ,e test set was
used to verify the accuracy of the model, and this was
calculated using the following expression:

Accuarcy �
M

N
× 100%, (1)

where n represents the total number of sample points andM
is the number of correct sample points. Among the 47
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Figure 6: Illustration of the CART model decision tree obtained in the present study.
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sample points in the test set, the results reveal that 39 were
correctly classified, which produced an overall accuracy of
82.97%.,e associated kappa coefficient of 0.7571 highlights
the consistency of the data and the accuracy of the model.
,e results from the CARTmodel were then compared with
those obtained from other approaches commonly used to
extract features representing black and odorous water
bodies. According to the existing methods, the training set
serves for recalibration of the threshold and the extraction of
features associated with black and odorous water bodies,
whereas the test set is utilized to evaluate the accuracy.
According to the results, the CART model proposed in the
present study produced the highest accuracy (82.97%),
followed by the multi-feature decision tree model of Li
(74.19%), and then the single-feature threshold segmenta-
tion models (BOI� 73.12%, WCI� 72.04%, and
BD� 63.44%).

In the present study, the extraction accuracy of the
confidence and fuzzy zones were also evaluated. For the test
set, among the 32 samples extracted into the confidence
zone, 29 were correctly classified, and this represents an
accuracy of 90.63%. Relatedly, out of the 15 samples
extracted into the fuzzy area, 10 were correctly classified,
yielding an accuracy of 66.67%. Evidently, the error involved
in the CART model originates largely from the fuzzy zone.
,is is mainly because black and odorous water bodies are
linked to multiple causes, and thus, some are mistaken for
regular water bodies in the feature space.

3.2. Temporal and Spatial Characteristics of a Black and
Odorous Water Body. Based on the decision-tree model
established, remote sensing monitoring was performed from
July to September 2021 (Figures 7–9), and 30 points were
randomly selected for field verification each month. ,e
accuracy values from the monitoring and verification study
are presented in Table 4. Obviously, the accuracy of this
model for applications is good, and thus, it is suitable for
engineering endeavors requiring the identification of black
and odorous water bodies. In addition to the classification of
water bodies, overall, the distribution of black and odorous
water bodies decreases each month from July to September
2021. At the end of September, no black and odorous water
body is present in built-up areas in all counties (cities and
districts), and thus, this problem was effectively controlled.
,is effectiveness is attributed to the intensive measures
introduced in all localities in recent years. However, an
imbalance in the treatment of black and odorous water

bodies in Langfang still exists. Several black and odorous
water bodies are present in rural areas and at boundaries
between urban and rural areas, which highlight character-
istics of the overall distribution and local aggregation.
Hotspots are concentrated in the north, central, east, and
south areas of Langfang. ,e terrain in the central, east, and
south areas are relatively low, and pits and ponds are
common. In the north, the animal husbandry and food
processing industries are relatively developed in Sanhe and
Dachang County, while the central, east, and south areas are
characterized by concentrated enterprises and high pop-
ulation densities. ,erefore, activities associated with pro-
duction and life, which involve the discharge of sewage, are
higher in these three regions referred to above, and these
elevate the probability of creating black and odorous water
bodies.

3.3. Analysis of the Cause of a Black andOdorousWater Body.
Evidently, from July to September 2021, black and odorous
water bodies decreased significantly in Langfang. In fact,
black and odorous water bodies were eliminated in built-up
areas (cities and districts), and thus, major bodies

Table 3: Summary of the classification and membership categories
obtained from the CART model.

Category Membership Region Type

A 1 Confidence
area

Black and odorous
water

B 0.60 Fuzzy area Black and odorous
water

C 0.49 Fuzzy area Regular water

D 0 Confidence
area Regular water

0 6.5 13
Miles

N

confidence area: general water
fuzzy area: black odorous water
fuzzy area: general water
confidence area: black odorous water

2021, 07
classification legend

Figure 7: Map displaying the black and odorous water bodies
identification results for July 2021.
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disappeared, while small local bodies remained in rural and
urban-rural areas, because of the regulations implemented in
Langfang in recent years. Regarding counties (cities and
districts) and other built-up areas, because of the adequate
treatment of black and odorous water bodies, the remedi-
ation effect is obvious. At present, almost no black and
odorous water body is present in counties (cities and dis-
tricts) and other built-up areas; however, in rural and urban-
rural areas, black and odorous water bodies are more dif-
ficult to control because of the high traffic and poor un-
derground pipe network [29–34]. ,erefore, although black
and odorous water bodies have been significantly reduced in
these areas, their elimination still requires time. Considering
the field verification results (Figure 10), the formation of
black and odorous water bodies in rural areas of Langfang is
attributed mainly to the following:

(1) Garbage removal and management problems: owing
to the untimely removal and transportation of gar-
bage in rural areas, pits and ponds are the main

stacking places, and thus, leachates from domestic
garbage invade water bodies through processes at the
surface.

(2) Domestic sewage discharge problem: in rural areas,
because of the poor underground pipe network, do-
mestic sewage is commonly discharged into pits and
ponds, and this promotes the accumulation of organic
matter.

(3) Agricultural activities and livestock and poultry
breeding: themain economic activities in rural areas are
agriculture and aquaculture. Applied chemical fertil-
izers and livestock and poultry manure are transported
into surrounding pits and ponds through the surface
runoff.

(4) Poor fluidity and insufficient self-purification capacity
of the pit and ponds: pits and ponds are abundant in
rural areas of Langfang, and in low-lying areas, the
waters in these originate mostly from surface runoff.

N

confidence area: general water
fuzzy area: black odorous water
fuzzy area: general water
confidence area: black odorous water

2021, 08
classification legend

0 6.5 13 Miles

Figure 8: Map showing the black and odorous water bodies identification results for August 2021.
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N

confidence area: general water
fuzzy area: black odorous water
fuzzy area: general water
confidence area: black odorous water

2021, 09
classification legend

0 6.5 13
Miles

Figure 9: Map displaying the black and odorous water bodies identification results for September 2021.

Table 4: Summary of the field verification accuracy data.

Time Overall accuracy (%) Fuzzy area accuracy (%) Confidence area accuracy (%)
July 2021 75.86 66.67 85.71
August 2021 75 68.75 81.25
September 2021 73.34 64.29 75

(a) (b) (c)

Figure 10: Continued.
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,ese bodies generally occupy small areas, which are
characterized by poor fluidity and inadequate self-pu-
rification capacities, and these limitations are favorable
for the production of black and odorous water bodies.

4. Discussion

In the engineering application of remote sensing monitoring of
black and odorous water bodies, after the extraction of the
associated features, field verification or remote sensing inter-
pretation marks are also required for discrimination and to
improve the accuracy. ,e CARTmodel utilized in the present
study adequately differentiates the extracted features associated
with black and odorous water bodies and, thus, optimizes the
classification accuracy. According to the results, the accuracy of
extracting features representing black and odorous water bodies
in the confidence zone is ideal. In engineering applications, such
features can henceforth be extractedwithout field verification or
visual interpretation. Results for the fuzzy area reveal samples
that can easily be confused with regular water samples, and this
area is characterized by a relatively low accuracy. Field verifi-
cation or visual interpretation, however, can be performed as
needed to improve the accuracy. ,e CART model and the
confidence and fuzzy zones proposed in the present study can
lessen the field verification burden for diverse applications. ,e
proposed approach can improve the efficiency of engineering
applications because of its high accuracy for the extraction of
features representing black and odorous waters.

5. Conclusions

In the present study, water samples collected from 94 pits
and ponds in Langfang, Hebei Province, in 2021 were
characterized. ,ese data were combined with data from the

Sentinel-2a imagery for the same period to highlight spectral
differences between black and odorous water and regular
water bodies. Based on the CART model algorithm, an
improved method for identifying black and odorous water
bodies through remote sensing was proposed.,ree features
extraction parameters including the RRs (R)−RRs (G), RRs
(B) + RRs (G) + RRs (R), and RRs (NIR), were used to create
a decision-tree model. ,e results produced a classification,
which facilitated the extraction of information associated
with black and odorous water bodies. ,e main findings of
the present study are summarized as follows:

(1) Spectral differences in the visible bands distin-
guished black and odorous water bodies from others.
Overall, black and odorous water bodies produced
weak reflectance values in the visible bands, and the
spectral curve variation was relatively gentle. ,e Rrs
(R)−Rrs (B), Rrs (R)−Rrs(G), and Rrs (B) + Rrs
(G) +Rrs (R) exhibited potential for adequate
characterization of these features, and thus, these can
be exploited for the extraction of black and odorous
water bodies information from remote sensing data.

(2) ,e CART model was constructed based on the
Gini index minimization criterion, and the clas-
sification reflected the degree of membership of
leaf nodes. Features associated with a degree of
membership value ≥0.5 were considered as black
and odorous water bodies, while regular water
bodies showed values <0.5. According to the test
set data, the overall accuracy of the CART model
was 84.78%, while the kappa coefficient was 0.783,
which highlights a superior potential for the ex-
traction of black and odorous water features from
satellite imagery.

(d) (e) (f )

(g) (h) (i)

Figure 10: Photos showing field verification results associated with remote sensing monitoring of black and odorous water bodies in
Langfang.
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(3) In the present study, the confidence and fuzzy re-
gions were defined according to the degree of
membership. ,e classification accuracy associated
with the confidence region was 90.63%, while that of
the fuzzy area was 66.67%. ,e classification method
proposed in the present study alleviates the field
verification and satellite data interpretation to
identify black and odorous water bodies, which
enhances the efficiency of diverse applications, es-
pecially engineering.
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With the continuous development of information technology, conventional physical education teaching methods are no longer
applicable. In order to ensure the objectivity of college physical education evaluation, this paper designs a set of college physical
education management information system based on artificial intelligence technology. /e weighting algorithm in the student
performance evaluation module and teacher performance evaluation module in the system adopts the intelligent algorithm based
on FNN neural network. Experimental verification shows that the intelligent algorithm based on the FNN neural network can
effectively predict the students’ score in the national college physical education examination, which can provide a more objective
basis for teacher performance evaluation.

1. Introduction

Wang Yuqing said in the study that physical education in
colleges and universities in China is divided into physical
education major, physical education major, and nonphysical
education major [1]. Wang Ming said in the study which
professional terms such as sports management and com-
petition management are nonphysical education majors [2].
Li Feifei said that, according to the requirements of the
Ministry of Education, nonsports majors need to receive at
least 2 hours of formal physical education every week [3].
Wen Jiao said in a study on college physical education that
the premise for students to obtain graduation qualification is
that their physical performance passes the national unified
physical education examination [4]. Li Zhang has proposed
the university sports test content in the study. /e test
contents include middle and long distance running (1500m
for boys and 800m for girls), standing long jump or high
jump, throwing (shot put, rubber ball, and long handle
grenade throw are optional), physical flexibility (generally
sitting forward flexion), and learning a competition [5].
LiuYanRu also further explained to the college sports test

that, in addition to competition events, running, jumping,
throwing, flexibility, and other tests all pass the score line
strictly [6]. Zhang Jianye explains the other events in the
college sports tests: competition events can generally be
selected from badminton, tennis, table tennis, basketball,
volleyball and other ball games, or martial arts [7].

Li Zihao carried out research on the effectiveness of
physical education teaching in universities. In the early
research, students’ physical education achievements were
only constrained by the unified examination of national
college physical education curriculum, so too many exam-
ination oriented elements were integrated into physical
education [8]./e study believes that the core goal of college
physical education should be to improve students’ com-
prehensive physical quality and ensure students’ physical
and mental health during their study in school. Li Xianshu
considers that students’ physical and mental health is dif-
ficult to be effectively controlled by the traditional index
factor method [9], so artificial intelligence algorithm is in-
troduced to construct fuzzy evaluation factors for students’
physical and mental health, so as to evaluate the achieve-
ments of physical education in colleges and universities.
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Fuzzy factor method uses fuzzy neural network (FNN) to
analyze multiple controllable indexes of students. Gaobin
illustrates the FNN, indicating that FNN is a double variable
that presses the data into a [0,1] interval [10] and uses this
variable to control the teaching results of physical education
teachers.

2. Comprehensive Evaluation Model of College
Students’ Physical Education Achievements

Yang Dapeng in his study proposed that, in the actual
management of college students, students’ physical fitness
test and physical education examination can directly reflect
students’ physical education curriculum level [11]. YongBai
(2016) stated in the study that, in addition, students’ vital
capacity, body fat rate, and other indicators were investi-
gated by general surgical examination in students’ regular
physical examination and students’ SAS and SDS level in
general psychiatric examination can reflect students’ phys-
ical and mental health from a certain angle [12]. /e logical
relationship between the above four categories of data and
related subcategories is shown in Figure 1.

In Figure 1, the general surgical examination data and
physical examination data in physical examination belong to
dimensional data, which can be recognized by FNN only
after dimensionless normalization. Other data belong to
dimensionless data and can be directly input into FNN. /e
fuzzy convolution result of FNN can be directly used as the
fuzzy evaluation result of students’ physical education
achievement. /e results of the above dimensionless nor-
malization algorithm is shown (1) as

yi �
xi − min(x)

max(x) − min(x)
, (1)

where xi is the i input value in x sequence, yi is the di-
mensionless output value corresponding to the i input value
in sequence x, min(x) is the minimum value of sequence x,
and max(x) is the maximum value of sequence x.

/e data sorted by the above minmaxmodule are all data
in the [0,1] interval, while mental health data such as SDS
and SAS and physical examination result data are dimen-
sionless data. If there are no special requirements, SDS and
SAS will count in the [0,10] interval according to the 10
point system, and the physical examination results will count
in the [0100] interval according to the 100 point system. In
order to reduce the complexity of the statistical process of
this module, when it is required to issue SDS and SAS
evaluation, directly input the 1-point system results; that is,
the original results are formed in the [0,1] interval, and the
physical examination results are also directly issued in the 1-
point system results; that is, the original results are formed in
the [0,1] interval.

/e statistical significance of FNN neural network is to
summarize all the above input data into a double precision
data as the actual evaluation result data of students. If there is
no subsequent data processing, FNN neural network will be
trained to converge to a double precision variable in the [0,1]
interval. /is variable is multiplied by 100 to form a 100

point evaluation result as the final physical education
achievement of students. /e node function of the neural
network selects polynomial depth iterative regression
function (2):

y � 􏽘
n

i�1
􏽘

5

j�0
Ajx

j

i , (2)

where n is the number of nodes of the previous neural
network, j is the polynomial order, and Aj is the coefficient
to be regressed of the j order polynomial. Other mathe-
matical symbols have the same meaning as (1).

3. Construction of Artificial Intelligence
System for College Physical Education

Based on the comprehensive analysis of the above neural
network model, it is found that, in addition to the system
administrator, the system needs four roles, namely, the
assessed students, physical education teachers, surgeons, and
psychologists. Surgeons fill in the results of general surgical
examinations, psychologists fill in the results of SAS and SDS
scales, and physical education teachers fill in the results of
the national unified physical education examination and
physical fitness test in colleges and universities. In addition
to cooperating with the above four inspections, students
have the authority to query the transcripts. /e transcripts
will also be submitted to the Academic Affairs Office for
teaching quality evaluation and to the student work office for
student performance summary management. /e system
architecture is shown in Figure 2:

In Figure 2, FNN neural network and predata processing
process have been deeply analyzed in the previous text. Here,
we focus on the postprocessing of students’ transcripts. /e
system provides the general query function of students’
transcripts; that is, entering the student number can query
the transcripts of the specified students, and entering the
class name can access the summary table of the transcripts of
the whole class, including the descending sorting of scores,
and the classified statistics of excellent (80–100 points), pass
(60–80 points), and fail (0–60 points). At the same time,
teachers’ postperformance is evaluated according to the
change and distribution of students’ performance. Because
other statistical work algorithms are relatively simple and
limited by space, they are not discussed here. Only the
teacher postperformance evaluation algorithm is expanded
as Figure 3.

In Figure 3, another group of FNN neural networks is
used to evaluate teacher performance. /e node function
of the neural network is consistent with that of the FNN
network in Figure 2. Refer to (2), and the data pre-
processing algorithm before the neural network refers to
(1). If the traditional teacher performance evaluation
scheme based on the weighted factor method is adopted,
because the weighted factor itself has a systematic error
and the systematic error may be aimed at different stu-
dents’ basic physical conditions, differences in colleges
and departments, differences in students’ gender and age,
etc., the evaluation reliability cannot be effectively
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guaranteed. In this study, FNN neural network is selected
for the comprehensive evaluation of students’ physical
education performance, and it also realizes the compre-
hensive evaluation of teachers’ performance.

4. Overall Simulation Verification of
System Effectiveness

Taking the real original files of 21 nonsports majors in 2018
and 2019 in 2020–2021 academic year as the data source, the
analysis environment is constructed in MATLAB, the tra-
ditional method is used to analyze student performance and
teacher performance as the reference group, and the artificial
intelligence method designed in this study is used to analyze

student performance and teacher performance as the ob-
servation group. /e following three validation studies were
carried out.

4.1. Correlation between Artificial Intelligence Evaluation and
National Physical Education Examination Results. In order
to verify the role of the artificial intelligence method
designed in this study in student achievement and teacher
achievement, the R2 value was obtained by the linear
regression method under SPSS, and t value and P value
were obtained by bivariate t calibration.

/e R2 values were counted as the ratio of the regression
residue to the mean residue (3):

Student Surgeon PsychologistTeacher

General surgical
examination

SAS / SDS

Sports
examination

Physical fitness
test FNN

ResultsSchool Report

Figure 2: Architecture diagram of the artificial intelligence system (FNN) for physical education teaching evaluation in colleges and
universities.
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Figure 1: Evaluation index of physical education in colleges and universities and its machine learning analysis.
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where x is the mean value of the test sample sequence, xi is
the regression value in the sequence, i is the input value in
the sequence, and n is the number of test samples.

/e T value and P value of bivariate t-check come from
the bivariate t-check process, where t value is the value
value of the output result. When t > 10.000, it is consid-
ered that there is a statistical difference between the two
columns of data, and the greater the T value, the greater
the statistical difference; the P value is the log value of the
output result. When p< 0.05, it is considered that the
result data are within the confidence space. When p< 0.01,
it is considered that the result data have a significant
statistical significance. /e smaller the p value, the higher
the degree of confidence. Subject to the length, only the
calculation algorithm of T value (value) is explained
here (4):
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where x means the average value of the investigation sample
sequence and μ means the average value of the reference
sequence. n is the number of nodes of the investigation
sample sequence, m is the number of nodes of the reference
sample sequence, and σ means the standard deviation rate of
the investigation sample sequence. Firstly, the linear re-
gression method is used to calculate the correlation between

the national unified examination results and the compre-
hensive evaluation results of the system, and Figure 4 is
obtained.

In Figure 4, there is a significant linear relationship be-
tween the results of the National Physical Education unified
examination and the comprehensive evaluation value of the
system, R2 � 0.9509 and P � 0.003, because the comprehen-
sive evaluation process of the system does not introduce the
results of the National Physical Education unified examina-
tion, but according to the results of the physical education
classroom teaching test, it can be considered that the system
has a certain predictive value for the results of the National
Physical Education unified examination. /e R2 value cal-
culation scheme is the ratio of regression variance to linear
variance, which can calculate the difference between the re-
gression result and the original result.

In the actual correlation analysis, in addition to the
results of the National Physical Education unified exami-
nation, it also investigates the results of SDS and SAS
evaluation, comprehensive physical examination evaluation,
and surgical examination evaluation of students in the
evaluation of students’ mental health and introduces the
bivariate t-test analysis results of the above evaluation results
and the comprehensive evaluation results of artificial in-
telligence given by the system. /e above analysis results are
shown in Table 1.

In Table 1, there are significant statistical consistency
(T> 10.000, p< 0.01) and linear correlation (R2> 0.75,
p< 0.01) between the five data and the comprehensive
evaluation results of artificial intelligence given in this study.
However, there are some statistical differences between the
relevant data. For example, the comprehensive evaluation
results of artificial intelligence given by the system are highly
correlated with the results of the national physical exami-
nation, physical fitness test, and general surgical examina-
tion (both T value and R2 value are large), but slightly less
correlated with the results of mental health examination
(SAS and SDS) (both T value and R2 value are small).

In Figure 5, the correlation between the national unified
assessment results and the comprehensive evaluation of the
artificial intelligence system is calculated by the linear

Student number Class Results

1

2

n

School Reports (t) Mean-value

80~100

60~80

0~60

School Reports (t-1) D-value

D Mean-value

FNN

Results

Figure 3: Schematic diagram of the teacher performance evaluation system.
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regression method to compare the differences between the
original assessment items and artificial intelligence system.

4.2. After Using the Artificial Intelligence Comprehensive
Evaluation System, the Statistical Results of Teachers’ Per-
formance Change. /ere are 24 PE teachers in our school.
/e evaluation results of the original teaching evaluation
teachers’ performance are counted, and then, the artificial
intelligence teacher performance evaluation method given
by the system is used to evaluate the teachers’ performance.
/e comparison results are shown in Table 2.

In Table 2, on the premise that the evaluation scheme
remains unchanged, the probability of teachers in the
physical education teaching group obtaining advanced
teachers decreases from 25% to 17%. Among the four
teachers who obtain advanced teachers in the new scheme,
three teachers are different from the previous evaluation
result list, accounting for 75%, while the probability of
backward teachers increases from 21% to 33%, and one
teacher is different from the previous evaluation result list,
accounting for 18%. /at is, the new scheme has more
stringent requirements for teachers and puts forward higher
requirements for college physical education teachers.

In Figure 6, through the analysis of the correlation between
the old and new schemes on teachers’ performance evaluation
results and using the artificial intelligence teachers’ perfor-
mance evaluation method given by the system to evaluate
teachers’ performance, it is found that the probability of
obtaining senior teachers has decreased by 8%, the perfor-
mance evaluation of teachers is more strict, and the probability
of teachers with poor evaluation is higher, and it is concluded
that the new scheme has higher requirements for PE teachers
and the judgment results are more rigorous.

4.3. Investigation and Statistics of Teachers’ and Students’
Subjective Feelings about the Evaluation Results of the System.
Because the above simulation process is aimed at the student
performance and teacher performance in the academic year

2020–2021, 500 students are selected as the survey object,
and all 24 teachers are selected as the survey object. /ey are
required to “support,” “no objection,” and “oppose” the
change of the evaluation system by displaying the previous
evaluation results and the evaluation results given by the new
system; the statistics of three evaluation results are shown in
Table 3:

In Table 3, although the evaluation of teachers in the new
system is more harsh, the support rate of teachers for the
new system has increased from 25.0% to 37.5% and the
opposition rate has decreased from 62.5% to 41.7% com-
pared with the previous system. /e fundamental reason is
that the evaluation criteria for teachers in the new system are
more comprehensive and objective, and teachers can per-
form more actively in their work, the ratio of labor pay to
labor return is more significant. Students’ evaluation results
of the new system are much higher than those of the pre-
vious system, in which the support rate has increased from
29.8% to 79.2%, and the opposition rate has decreased from
58.2% to 11.8%.

In Figure 7, through the analysis of the correlation
between the new scheme and the support rate of teachers,
the evaluation standard of the new scheme is more objective,
which improves the enthusiasm of teachers in all aspects and
increases the interaction between teachers and students so

Table 1: Correlation analysis between relevant data and com-
prehensive evaluation results of the system.

Comparison items
Regression
analysis

Bivariate t-
check

R2 P t P
Unified examination results 0.9509 0.003 86.273 0.004
SDS 0.8364 0.007 65.126 0.007
SAS 0.7913 0.006 71.235 0.007
Physical fitness test results 0.9758 0.002 92.715 0.004
Surgical examination results 0.8674 0.003 88.594 0.003
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Figure 5: Correlation between student assessment items and
comprehensive evaluation of artificial intelligence.
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Figure 4: Linear regression results of national unified examination
results and comprehensive evaluation results of the system.
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Table 2: Impact of new and old systems on teachers’ performance evaluation results.

Comparison items
Advanced teacher Backward teachers

Total Difference Overlap Total Difference Overlap
Previous method 6 (25) — — 5 (21) — —
New method 4 (17) 3 (75) 2 (50) 8 (33) 1 (18) 4 (50)
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Figure 6: Correlation between old and new schemes and teachers’ performance evaluation results.

Table 3: Statistics of support rate for the new system among students and teachers.

Comparison items
Student n� 500 Teacher n� 24

Support No obj Oppose Support No obj Oppose
Previous method 149 (29.8) 60 (12) 291 (58.2) 6 (25) 3 (12.5) 15 (62.5)
New method 396 (79.2) 45 (9) 59 (11.8) 9 (37.5) 5 (20.8) 10 (41.7)
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Figure 7: Correlation between the new scheme and the support rate of teachers.
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that the evaluation results of students are much higher than
those of the old scheme and the new scheme obtains higher
support rate among teachers.

5. Summary

In the college physical education management information
system, the artificial intelligence evaluation method is used
to replace the previous weighted index evaluation method so
that the data displayed in the conventional teaching link can
intuitively predict the National Physical Education unified
examination results, and the evaluation of students’ per-
formance and teachers’ performance are more objective and
comprehensive. However, compared with the comprehen-
sive artificial intelligence system, subject to the historical
problems of the current technical system and the college
physical education teaching information management sys-
tem, as well as the linkage restriction of the evaluation
mechanism of the surrounding teaching groups, the system
cannot realize the comprehensive intervention of the arti-
ficial intelligence system in the college physical education
teaching process./e follow-up research will further sort out
the process, deepen the teaching reform, and further the
application of artificial intelligence system.
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When virtualizing large-scale images of the real world, online hashing provides an efficient scheme for fast retrieval and compact
storage. It converts high-dimensional streaming data into compact binary hash codes while saving the structural characteristics
between samples into the Hamming space. Existing works usually update the hashing function based on the similarity between
input data, or design a codebook to assign code words for each single input sample. However, assigning code words to multiple
samples while retaining the balanced similarity of the image instances is still challenging. To address this issue, we propose a novel
discriminative similarity-balanced online hashing (DSBOH) framework in this work. In particular, we first obtain the Hadamard
codebook that guides the generation of discriminative binary codes according to label information. 'en, we maintain the
correlation between the new data and the previously arrived data by the balanced similarity matrix, which is also generated by
semantic information. Finally, we joined the Hadamard codebook and the balanced similarity matrix into a unified hashing
function to simultaneously maintain discrimination and balanced similarity. 'e proposed method is optimized by an alternating
optimization technique. Extensive experiments on the CIFAR-10, MNIST, and Places205 datasets demonstrate that our proposed
DSBOH performs better than several state-of-the-art online hashing methods in terms of effectiveness and efficiency.

1. Introduction

With the widespread use of digital monitoring facilities and
the Internet, the generated streaming data have also in-
creased correspondingly [1–4]. 'e processing of streaming
data needs to be performed in approximately real time,
which is very difficult for high-dimensional multimedia data
such as images and videos [5, 6]. Online hashing can encode
high-dimensional streaming data that arrive online into
compact binary codes with low storage and efficient com-
putation [7, 8]. In particular, it preserves the relationship
among the samples into the Hamming space and updates the
hashing function in the light of the newly arrived data to
adapt to the new data instance [9, 10]. In view of the ad-
vantages of low storage and efficient computation, online

hashing is widely applied in education, finance, military,
among other industries [11–14].

Most existing online hashing methods have been de-
voted to the trade-off between accuracy and efficiency
[15–17]. According to the learning strategy, people divide
these techniques into unsupervised online hashing and
supervised online hashing [18–20]. 'e well-known unsu-
pervised methods mainly include online sketch hashing
(SketchHash) [21], FasteR online sketch hash (FROSH) [22],
and zero-mean sketch [23]. SketchHash designs the hashing
function with the sketch scheme [21]. FROSH uses the
independent subsampling random Hadamard transform on
various small data blocks to get a compact and accurate
sketch while speeding up the sketching procedure [22]. 'e
zero-mean sketch method solves the uncertainty problem of
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the offset value and improves the data processing efficiency
by zero-mean sketch [23]. Supervised methods obtain better
performance than unsupervised methods in most instances
because of the utilization of label information. Some rep-
resentative works include online hashing (OKH) [24, 25],
adaptive hashing (AdaptHash) [26], online supervised
hashing (OSH) [27, 28], online hashing with mutual in-
formation (MIHash) [29], balanced similarity for online
discrete hashing (BSODH) [30], and Hadamard codebook-
based online hashing (HCOH) [31]. 'ese methods have
achieved satisfactory performance.

However, some existing supervised online hashing
methods still achieve unsatisfactory accuracy in real appli-
cations as they ignore any discriminative and balanced
similarity. More specifically, HCOH generates discrimina-
tive binary codes with maximum information entropy by the
Hadamard codebook, but ignores the local neighbor rela-
tionship among samples and only processes a single input.
On the other hand, BSODH only considers balanced sim-
ilarity based on the pairwise relationship and neglects the
global data distribution, which results in a decrease in ac-
curacy [32, 33]. Hence, both HCOH and BSODH have
problems when applied to real applications.

In this work, we put forward a novel discriminative sim-
ilarity-balanced online hashing (DSBOH) framework, which
can simultaneously preserve the global distribution informa-
tion of data and pairwise relationships between samples to
generate discriminate hash codes with maximum information
entropy. In particular, first, we maintain the maximum in-
formation entropy of hash codes via a Hadamard codebook.
'en, the pairwise similarity matrix is adjusted to ensure that
the updated scheme of balanced hash codes is used to preserve
the correlation between the new and existing data. Finally, we
combine the above attributes into a unified hashing function.
An alternating iterative algorithm is used to solve the proposed
DSBOH method. Compared with several state-of-the-art
online hashing techniques, remarkable results have been
achieved by our proposed DSBOH method.

In summary, the main contributions of this work include
the following:

(i) 'e Hadamard matrix is used to ensure that the
hash codes with maximum information entropy are
separable and can deal with situations with un-
known number of categories.

(ii) We preserve the balanced similarity between newly
arrived data and previously arrived data into the
generated Hamming space using the inner product
to deal with uneven data distribution.

(iii) We combine the Hadamard codebook and the
balanced similarity matrix into a unified hashing
function to simultaneously maintain the discrimi-
nation and balanced similarity of the hashing
modal.

(iv) 'e alternating iterative algorithm is used to opti-
mize the proposed method, and experimental re-
sults verify that our method performs much better
than several state-of-the-art online hashing
techniques.

'e remainder of this study is organized as follows.
Section 2 gives a brief overview of the related works. In
Section 3, we elaborate on the framework and optimization
of the proposed method. Section 4 details the experimental
results and analyses. Finally, we conclude the paper in
Section 5.

2. Related Work

In this section, we present supervised methods, such as OKH
[24, 25], OSH [27, 28], AdaptHash [26], MIHash [29], and
BSODH [30].

Huang et al. first proposed a prototype based on online
hashing termed OKH [24]. In each current iteration, a
new pair of data samples is used, a pair of sample simi-
larity loss functions is designed according to the Ham-
ming distance, and the prediction loss referring to Ref.
[34] is used. 'e function evaluates whether the operating
hashing projection vector suits the new data and expects
the model to save as much of the historical information of
the previous round of projection vectors as possible
during the update process. To make the original online
hashing algorithmmore perfect in loss function theory, an
improved weakly supervised online hashing learning
model [25], which does not require the label information
of the data, is proposed for the loss threshold of the
hashing modal. 'e new objective function is designed to
calculate the disparity between the Hamming distances of
pairwise data, and the upper limit loss of the online hash
theory is rigorously analyzed. Second, because the hashing
function learned in the algorithm update relies on new
data, it easily falls into local deviations according to the
characteristics of online hash algorithms to adapt to the
new data; a multimodal strategy is produced to reduce
such deviations.

Cakir et al. proposed the OSHmethod [27], which adapts
to data changes, and the label types of datasets are unknown.
A random method is used to generate the codebook, so that
the code generated by the hashing function and the category
matching error in the corresponding codebook are mini-
mized [35]. To ensure the last round of information, the
previous hashing functions are linearly combined and
superimposed; however, the codebook structure directly
determines the coding efficiency.'erefore, in the follow-up
literature, an improved online supervised hashing [28] is
proposed for this problem. 'e ECOC codebook is applied
according to online supervised hashing, which improves the
space efficiency and solves the original Hamming loss for-
mula. Complexity proposes an efficient solution method
based on the upper boundary, which improves the time
efficiency of the algorithm.

AdaptHash [26] uses the relationship between data
sample similarity and Hamming distance to solve the
problem of how online models adapt to current data. First,
the objective function is constructed using the similarity of
current sample pairs and the Hamming distance relationship
combined with the minimum loss variance function [36],
and the gradient descent algorithm is used to solve the hash
projection vector; the objective function is further
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generalized to make similar or unsimilar sample data pairs.
'e Hamming distance is minimized (maximized) to reduce
the update redundancy caused by the update mechanism;
finally, the hinge loss function [37] is used to filter the hash
map with the largest error, and the iterative calculation is
reentered until the number of iterations reaches the set
value.

MIHash [29] adopts the theory of quantitative infor-
mation coding to obtain high-quality hash code that elim-
inates unnecessary hash table updates. 'e mutual
information between the dataset samples is well correlated
with standard evaluation indicators and is used to calculate
the information entropy. When optimizing the mutual in-
formation target, differentiable histogram merging tech-
nology is used to derive stochastic gradient descent-based
optimization rules, and finally, the differentiated rules are
utilized to merge the derived histograms and apply them to
the learning objective function. 'is work is dedicated to the
synchronization of the hash code and the hashing function
updates and effectively reduces the reconstruction of the
hash table.

BSODH [30] studies the relationship between new data
and previously arrived data. 'is work considers that the
problem of online hashing is attributed to two issues:
updating imbalance and optimization inefficiency. 'e
above authors recommend asymmetric graph regularization
techniques to keep the relevance of online streaming data
and previously accumulated datasets. To deal with data
imbalance in the learning stage of online hashing, BSODH
designs a new balanced similarity matrix between new data
and previously arrived data, which tackles the challenge of
quantization error brought by relaxation learning in the
discrete optimization method in online learning and reveals
advanced results compared with the quantization-based
schemes.

In addition, some existing offline deep hashing
methods [38–42] use deep learning techniques to train the
hashing function and map the image data into low-di-
mensional binary codes to complete the mission of image
retrieval, but as the amount of data increases, the
retraining model consumes more time whenever new data
arrive. For example, deep transfer hashing (DTH) [42]
trains a CNN model and inputs the online generated
image pairs and their labels into the network. 'e loss
function of the model makes the outputs of similar in-
stances close, while the outputs of dissimilar instances are
pushed farther, thus obtaining the binary codes repre-
senting the semantic structure of the original image pairs.
However, this method requires a complex relaxation
process and a relatively large number of bits to obtain
satisfactory retrieval results.

3. The Proposed Framework

Figure 1 shows the overall framework of our proposed
discriminative similarity-balanced online hashing
(DSBOH), which contains two main modules, namely
discriminative codebook and balanced similarity.'e details
of the proposed DSBOH are presented as follows.

3.1. Notations. Assume that N d-dimensional data denoted
as Xt � [xt

1, xt
2, . . . , xt

nt
] ∈ Rd×nt are fed into the system at the

t stage, whose corresponding label L is expressed as
Lt � [lt1, lt2, . . . , ltnt

] ∈ Nnt . Our goal is to generate k-di-
mensional binary codes Bt � [bt

1, bt
2, . . . , bt

nt
] ∈ 1, −1{ }k×nt ,

k≪d. 'e mapping matrix to be learned for reducing the
d-dimensional real-valued data Xt to k-dimensional binary
data Bt is represented as Wt ∈ Rd×k. 'e expression of Bt is
defined as follows:

B
t

� F X
t

􏼐 􏼑 � sgn W
tT

X
t

􏼐 􏼑, (1)

where F(·) represents the hashing function, WtT represents
the transposition of Wt, and sgn(·) is the symbolic function
defined as follows:

sgn(x) �
1, 0≤ x,

−1, 0> x.
􏼨 (2)

To retain the similarity or dissimilarity relationship
between the newly arrived streaming data and the previously
arrived data, we consider constructing the hashing function
with a similarity matrix. At the t stage, the currently arriving
data are defined as Xt

c � [xt
c1, xt

c2, . . . , xt
cnt

] whose corre-
sponding labels are represented as Lt

c, and the generated
hash codes are represented as Bt

c.'e data arriving before the
t stage are Xt

a � [X1
c , X2

c , . . . , Xt−1
c ] whose corresponding

labels are represented as Lt
a, and the generated hash codes are

represented as Bt
a. All symbol notations utilized in this study

are presented in Table 1.

3.2. Hadamard Codebook. To maintain the maximum in-
formation entropy of hash codes, we construct a Hadamard
codebook in three steps. First, we generate an orthogonal
Hadamard matrix that is 2q-dimensional (q is a positive
integer) according to the definition Cij � (−1)(i− 1)(j− 1),
where Cij is the jth element of the ith row in matrix C. 'e
Hadamard matrix can generate independent hash codes that
satisfy two principles of the error-correcting output code:
the Hamming distance between columns is maximized to
ensure a significant difference between classifiers, and the
Hamming distance between rows is maximized to have a
strong error correction ability. Attention should be paid to
guarantee that the dimension of the Hadamard matrix is a
bit larger than the number of labels. Second, we assign data
from the same class to the same column vector of the
Hadamard matrix C to be the target vector in the Hadamard
codebook 􏽥C. In particular, when a batch of new data is
received, we randomly and nonrepeatedly select certain
columns in the Hadamard matrix to construct virtual
multilabel vectors in the Hadamard codebook. When the
label of the new data is the same as the data that arrived
before, it is assigned to the same column vector. 'ese
vectors are aggregated to form a codebook 􏽥C. Finally, we use
locality-sensitive hashing (LSH) [43] to align the code length
of the Hadamard codebook with that of the hash codes.

To maintain the independence of the hash code and
retain the global distribution information, we define the loss
function L1 based on the Hadamard codebook as follows:
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L1 � min
Wt

F X
t

􏼐 􏼑 − 􏽥CJ Xt( )

������

������

2

F
, (3)

where 􏽥Ci represents the ith column of codebook 􏽥C, J(xt
i
)

denotes the label category of xt
i , and ‖ · ‖F is the Frobenius

norm of a matrix.

3.3. Balanced Similarity. Suppose that there are two input
data xi and xj, the corresponding labels are li and lj and the
hash codes are expressed as Bi � [bi1, bi2, . . . , bik]T ∈
1, −1{ }k×1 and Bj � [bj1, bj2, . . . , bjk]T ∈ 1, −1{ }k×1, respec-
tively. Sij represents the similarity matrix of xi and xj. If xi

and xj belong to one category, that is, li � lj, then Sij � 1.We
expect that the hash codes within the same category are the
same; that is, Bi � [bi1, bi2, . . . , bik]T � [bj1, bj2, . . . , bjk]T

� Bj. Because the product of the same binary codes is 1,
BT

j Bj � k � kSij. Conversely, if xi and xj are within different
categories, that is, li ≠ lj, then Sij � −1. We also expect that

the hash codes from different categories are different; that is,
Bi � [bi1, bi2, . . . , bik]T � [−bj1, −bj2, . . . , −bjk]T � −Bj. Be-
cause the product result of the different binary codes is −1,
BT

i Bj � −k � kSij. In sum, the product of BT
i and Bj has a

common value with kSij, which means that we can retain the
similarity relationship of input data into the Hamming space
through the above method as follows:

min
Bt

i
,Bt

j

B
tT
i B

t
j − kS

t
ij

�����

�����
2

F
. (4)

To keep the similarity relationship constructed from the
newly arrived data Xt

c at the t stage and the data Xt
a before

the t stage in the Hamming space, the relationship between
the inner product of the binary codes Bt

c and Bt
a and sim-

ilarity St is used. In addition, with the increase in the new
instances, the similarity matrix St becomes more and more
sparse because most image pairs are dissimilar [30]. To
prevent the model from overly relying on dissimilar in-
formation and ignoring the information of similar pairs, we
adjust the similarity matrix according to the similarity and
dissimilarity and convert the similarity matrix St to the
balanced similarity matrix 􏽥S

t by multiplying by different
balance factors. 'e balanced similarity matrix 􏽥S

t is defined
as follows:

􏽥S
t

ij �
μsS

t
ij, S

t
ij � 1,

μdS
t
ij, S

t
ij � −1,

⎧⎪⎨

⎪⎩
(5)

where 􏽥S
t

ij and St
ij represent the element in the ith row and jth

column of matrices 􏽥S
t and St, respectively. μs denotes the

impact factor of the similarity pairs, while μd denotes the
impact factor of the dissimilarity pairs. When μs is greater
than μd, the Hamming distance between similar pairs will
decrease, while that between dissimilar pairs will increase. By
adjusting the two balance factors, the problem of data
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Hadamard codebook (a)
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Figure 1:'e overall framework of the proposed discriminative similarity-balanced online hashing (DSBOH). (a)'e hash codes generated
by the constructed Hadamard codebook for the input data are independent of each other, but the similar relationship between the data is
ignored. (b) 'e similarity matrix constructed from the new data and the arrived data guides the generated hash codes to have a stronger
classification ability but ignores the global data distribution. (c) 'e proposed algorithm can generate more discriminative hash codes for
satisfactory retrieval results.

Table 1: Notations utilized in this study.

Symbol Notations
Xt Input data at t stage
Lt Label of Xt

Bt Binary codes generated for Xt

Wt Hashing mapping matrix at t stage
Xt

c Data arriving currently at t stage
Lt

c Label of Xt
c

Bt
c Binary codes generated for Xt

c

Xt
a Data all arriving before t stage

Lt
a Label of Xt

a

Bt
a Binary codes generated for Xt

a

d Dimension of input data
k Dimension of binary code
N Number of input data
nt Number of input data at t stage
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imbalance can be solved. 'us, the loss function of balanced
similarity can be defined as follows:

L2 � min
Bt

a,Bt
c

B
tT
c B

t
a − k􏽥S

t
�����

�����
2

F
,

s.t. B
t
c ∈ 1, −1{ }

k×nt , B
t
a ∈ 1, −1{ }

k×mt ,

(6)

where mt � 􏽐
t−1
i�1ni denotes the total number of instances

that arrived before t stage.

3.4. Overall Formulation. Different from HCOH and
BSODH, which find the global data distribution or balanced
similarity via a local neighbor relationship, DSBOH aims to
generate discriminative binary codes for single or multiple
inputs by preserving global distribution information with
the help of Hadamard codebook and local pairwise rela-
tionship between the newly arrived data and the previously
arrived data in a seamless framework. When the data ex-
plode, the modal still has a strong generalization ability
because we consider retaining the semantic relationship
between the data at different stages. Furthermore, hash codes

are independent and discriminative due to the use of
codebook. 'erefore, we combine loss function L1 of the
Hadamard codebook hashing function in equation (3) and
loss function L2 of balanced similarity preservation in
equation (6) into the same objective function, which is
expressed as follows:

min
Bt

a,Bt
c,Wt

B
tT
c B

t
a − k􏽥S

t
�����

�����
2

F
+ λt

F X
t

􏼐 􏼑 − 􏽥CJ Xt( )

������

������

2

F
,

s.t. B
t
c ∈ 1, −1{ }

k×nt , B
t
a ∈ 1, −1{ }

k×mt ,

(7)

where λt is the parameter to control the importance.
To minimize the quantization error between learned

hashing function F(Xt) and the target hash code Bt, the
quantized loss function is defined as follows:

min
Wt

F X
t

􏼐 􏼑 − B
t

�����

�����
2

F
. (8)

Finally, adding equation (8) into (7), and adding the
Frobenius norm of Wt as a regular term, the overall for-
mulation is expressed as follows:

L � min
Bt

a,Bt
c,Wt

B
tT
c B

t
a − k􏽥S

t
�����

�����
2

F
+ λt

F X
t

􏼐 􏼑 − 􏽥CJ Xt( )

������

������

2

F
+ σt

F X
t

􏼐 􏼑 − B
t

�����

�����
2

F
+ εt

W
t

����
����
2
F
,

s.t.
B

t
c ∈ 1, −1{ }

k×nt ,

B
t
a ∈ 1, −1{ }

k×mt ,

(9)

where σt and ϵt are parameters to control the importance of
each module.

3.5. Alternating Optimization. Owing to the discrete re-
strictions of the binary codes, the optimization problem of
the variables in equation (9) is nonconvex [44, 45]. In this
regard, an alternating optimization technique is adopted to
deal with our proposed loss function L. 'at is, when a
variable is updated, others are fixed as constants.'e specific
details of the implementation are introduced as follows.

(1) Solving Wt: fix Bt
a and Bt

c, so that the first term in
equation (9) can be eliminated. 'e objective
function becomes:

min
Wt

λt
F X

t
􏼐 􏼑 − 􏽥CJ Xt( )

������

������

2

F
+ σt

F X
t

􏼐 􏼑 − B
t
c

�����

�����
2

F
+ εt

W
t

����
����
2
F
.

(10)

Replacing the formula F(Xt) � sgn(WtTXt) in
equation (1) with F(Xt) � tanh(WtTXt) for opti-
mization convenience, we obtain the following:

min
Wt

tan h W
tT

X
t
c􏼐 􏼑 − 􏽥CJ

Xt
c( )

�������

�������

2

F

+ σt tanh W
tT

X
t
c􏼐 􏼑 − B

t
c

�����

�����
2

F
+ εt

W
t

����
����
2
F
. (11)

Using the formula of matrix A:

‖A‖F �

��������

tr A
T
A􏼐 􏼑

􏽱

�

��������

tr AA
T

􏼐 􏼑

􏽱

. (12)

We convert equation (11) into the form of the trace
of the matrix as follows:

min
Wt

tr W
tT

X
t
c − 􏽥CJ

Xt
c( )

􏼠 􏼡 X
tT
c W

t
− 􏽥C

T

J
Xt

c( )
􏼠 􏼡􏼠 􏼡

+ σt
tr W

tT
X

t
c − B

t
c􏼐 􏼑 X

tT
c W

t
− B

tT
c􏼐 􏼑􏼐 􏼑

+ εt
tr W

t
W

tT
􏼐 􏼑.

(13)
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After simplification, we obtain the following:

min
Wt

1 + σt
􏼐 􏼑X

t
cX

tT
c + 􏽚

t

I􏼢 􏼣tr W
t
W

tT
􏼐 􏼑

− 2tr W
tT

X
t
c

􏽥CJ
Xt

c( )
+ σt

B
t
c􏼠 􏼡􏼠 􏼡,

(14)

where I stands for the d-dimensional identity matrix.
Equation (14) takes the partial derivative of Wt and
makes the result zero. 'at is:

1 + σt
􏼐 􏼑X

t
cX

tT
c + εt

I􏽨 􏽩W
t

− X
t
c

􏽥CJ
Xt

c( )
+ σt

B
t
c􏼠 􏼡 � 0.

(15)

'erefore, we update Wt with the following
equation:

W
t

� 1 + σt
􏼐 􏼑X

t
cX

tT
c + εt

I􏽨 􏽩
− 1

X
t
c

􏽥C
T

J Xt( )
+ σt

B
tT
c􏼒 􏼓.

(16)

(2) Solving Bt
a: fix Wt and Bt

c; therefore, only the first
term remains in equation (9). 'e objective function
now becomes:

min
Bt

a,Bt
c,Wt

B
tT
c B

t
a − k􏽥S

t
�����

�����
2

F
. (17)

According to Ref. [46], the F norm is changed to the
L1 norm; the result is as follows:

B
t
a � sgn B

t
c
􏽥S

t
􏼐 􏼑. (18)

(3) Solving Bt
c: fix Wt and Bt

a. Equation (9) becomes:

min
Bt

c

B
tT
c B

t
a − k􏽥S

t
�����

�����
2

F
+ σt

F X
t

􏼐 􏼑 − B
t
s

�����

�����
2

F
. (19)

For further optimization, we remove irrelevant items
and obtain the following:

min
Bt

c

B
tT
c B

t
a

����
����
2
F

− 2tr P
T
B

T
s􏼐 􏼑, (20)

where P � kλtBt
a

􏽥St
T

+ σtWtTXt
c. According to su-

pervised discrete hashing (SDH) [6] and BSODH
[30], the optimization in equation (20) is NP hard, so
we turn the matrix into a combination of row vec-
tors, transferring the problem into row by row
updating. 'at is to say, equation (20) becomes:

min
􏽥b

t

cr

􏽥b
tT

ar
􏽥b

t

cr + 􏽥Bt
a

T 􏽥B
t
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�����

�����
2

F
− 2tr 􏽦pt
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T􏽥b
t

cr + 􏽥Pt
T 􏽥B

t

c􏼒 􏼓, (21)

where 􏽥b
t

cr, 􏽥b
t

ar, and 􏽥pr are the rth row of Bt
c, B

t
a, and P;

􏽥B
t

c, 􏽥Bt
a, and 􏽥P

t are the remaining parts of Bt
c, Bt

a, and P

except for the rth row, respectively. 'e above for-
mula is expanded to obtain the following:

min
􏽥b

t
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T􏽥b
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������
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2

F
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a
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T􏽥b
t

cr􏼒 􏼓 − 2tr 􏽥Pt
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t

c􏼒 􏼓,

(22)

'e equation (22) is simplified to obtain the
following:

min
􏽥b

t

cr

tr 􏽥Bt
c

T 􏽥B
t

a
􏽦bt

ar

T
− 􏽥pt

r

T
􏼒 􏼓􏽥b

t

cr􏼒 􏼓. (23)

'erefore, we update row by row according to the
following rules:

􏽥b
t

cr � sgn 􏽥pr − 􏽥b
t

ar
􏽥Bt
a

T 􏽥B
t

c􏼒 􏼓. (24)

'e proposed DSBOH is summarized in Algorithm 1.

Input: training instances X; labels L; the number of
data batches T; code length k; parameters λt, σt, ∈t.
Output: binary codes B and hash map matrix W.

Initialize W and WLSH with the normal Gaussian
distribution

Generate Hadamard matrix of r-dimension
if r≠ k then

Adopt LSH for Hadamard to get codebook C

else
Make Hadamard as codebook C

end if
while T←1 do

Denote the data coming currently as Xt
c

Set Xt
a � [Xt

a; Xt
c], Bt

a � [Bt
a; Bt

c]

Compute S according to labels
UpdateWt via equation (16) andBt

a via equation (18)
while r becomes k←1 do

Update bt
cr via equation (24)

end while
end while
Set W � Wt and calculate Bt � sgn(WtTXt)

Return W, B

4. Experiments

To prove the effectiveness of DSBOH, extensive experiments
on three widely used image datasets are conducted in this
section and compared them with several advanced online
hashing techniques.

4.1. Datasets. CIFAR-10 [47] is an inclusively applied
dataset for image retrieval and classification. It is composed
of 60,000 samples selected from ten classes, and each sample
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is represented by 4096-dimensional CNN features. 'e ten
classes are airplane, automobile, bird, cat, deer, dog, frog,
horse, ship, and truck. Each category includes 6,000 samples.
We randomly select 5,900 samples from each category as the
training set; the remaining images are set as the testing set.
From the training set, 20,000 instances are utilized for
learning hashing functions [31]. Twenty example images
from each category of CIFAR-10 are shown in Figure 2.

MNISTconsists of 70,000 hand-written digital images with
10 categories, which include numbers 0 to 9; each image is
represented by a 784-dimensional vector.We randomly sample
100 instances from each class to construct the testing set and
make use of the remaining part to compose the training set.
20,000 images randomly selected from the training set are used
to learn the hash model [18]. We randomly select 27 example
instances from each class to show in Figure 3.

Places205 [48] is a large-scale scene-centric dataset that
contains 205 common scene categories and 2.5million images
with labels. First, the fc-7 layer of AlexNet [49] calculates the
features of each image, and then, PCA is exploited to simplify
these features into 128-dimensional vectors.We stochastically
choose 20 images from each category to form the test set, and
the others automatically consist of the training set. 100,000
images in the training set are randomly selected to learn the
hashing functions. Two hundred randomly picked images of
Places205 are shown in Figure 4.

4.2. Experimental Settings

4.2.1. Parameter Settings. According to experience, the
ranges of λt, σt, and ϵt for the proposed DSBOH are set in
0: 0.05: 5{ }. For the CIFAR-10 dataset, the best combination
for (λt, σt, ∈t) is empirically adopted to (0.7, 0.3, 0.8). For the
MNIST dataset, we set (0.1, 0.3, 1.2) as the configuration of
(λt, σt, ∈t). For the Places205 dataset, (0.1, 0.8, 0.2) corre-
sponds to (λt, σt, ∈t). Table 2 shows the detailed parameters
of DSBOH on the CIFAR-10, MNIST, and Places205
datasets. In addition, we conducted experiments with hash
codes of different lengths from the set [8, 16, 32, 48, 64, 128].
It is worth mentioning that SketchHash requires the size of a
batch greater than that of hash codes [21]. 'ence, we only
show the results of SketchHash under 64 bits.

4.2.2. Evaluation Protocols. To evaluate the proposed
method, we apply a set of widely adopted protocols, which
includes the mean average precision (mAP), the average
accuracy of the first 1000 retrieved samples (mAP@1000),
which is used for the large dataset Places205 to reduce the
calculation time, precision within a Hamming sphere with a
radius of 2 centered on every query point (Precision@H2),
and the average precision of top-R retrieving neighbors
(Precision@R). We also compare the running time on
CIFAR-10 and MNIST with other methods. Additionally,
the precision-recall curves on CIFAR-10 and MNIST are
adopted to evaluate our proposed method.

4.2.3. Compared Methods. We contrast the proposed
DSBOH with several advanced online hashing methods,
including OKH [25], OSH [28], AdaptHash [26], Sketch-
Hash [21], and BSODH [30]. All the results of the above
methods are implemented via the publicly available source
codes. We implement all the methods using MATLAB on a
single computer equipped with a 3.0GHz Intel Core i5-8500
CPU and 16GB RAM; all results shown in this work are the
average of the three runs.

Figure 3: Example images of MNIST dataset.

Figure 4: Example images of Places205 dataset.

Table 2: Parameter settings to CIFAR-10, MNIST, and Places205
on DSBOH.

Parameter CIFAR-10 MNIST Places205
λt 0.7 0.1 0.1
σt 0.3 0.3 0.8
ϵt 0.8 1.2 1.2
μs 1.5 1.5 1.5
μd 0.5 0.5 0.5
nt 2000 20 000 20 000

Figure 2: Example images of CIFAR-10 dataset.
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4.3. Results and Discussion. First, we can observe the ex-
perimental results of mAP and Precision@H2 on CIFAR-10
in Table 3. From this table, we can find that (1) mAP: in the
case of 16 bits, 32 bits, 48 bits, 64 bits, and 128 bits hash
codes, our proposed method has improved the second-best
BSODH method by 6.5%, 1.4%, 4.0%, 1.1%, and 1.6%, re-
spectively, and the mAP of DSBOH is slightly lower than
that of BSODH. (2) Precision@H2: in the case of 8 bits,
16 bits, and 32 bits, our proposed method is 10.6%, 14.8%,
and 4.6% better than the second-best BSODH, respectively.
Although the mAP at 48 bits, 64 bits, and 128 bits of our
proposed DSBOH slightly decreases compared with
BSODH, our DSBOH performs better than other online
hashing methods.

Table 4 shows the mAP and Precision@H2 results of our
raised DSBOH and compared techniques on the MNIST
dataset. 'e consequences indicate that (1) mAP: the pro-
posed DSBOH accomplishes an increase of 0.3%, 2.1%, 1.2%,
0.8%, 1.5%, and 2.1% for mAP compared with the second-
best BSODH in 8 bits, 16 bits, 32 bits, 48 bits, 64 bits, and
128 bits. Hence, the superiorities of DSBOH are demon-
strated. (2) Precision@H2: the Precision@H2 of our DSBOH
is much better than BSODH by 9.5%, 9.4%, and 2.3% for the
8 bits, 16 bits, and 32 bits, respectively. 'e performance of

our DSBOH is slightly lower than that of BSODH in terms of
48 bits, 64 bits, and 128 bits.

'e experimental consequences of mAP@1000 and
Precision@H2 on the Places205 database are expressed in
Table 5. From this table, we can learn that (1) mAP@1000:
our proposed DSBOH is 1.3%, 0.5%, and 1.0% better than
the second-best BSODH in terms of 48 bits, 64 bits, and
128 bits, respectively, and ranks second in terms of 8 bits,
16 bits, and 32 bits. (2) Precision@H2: the outcome of
Precision@H2 for our DSBOH is the highest at 32 bits and
2.3% higher than the second-best method. For other hash bit
lengths, DSBOH slightly decreases compared with the best.

For further verification of the performance of our
DSBOH, we execute comparative experiments on Preci-
sion@R under 16 bits, 32 bits, and 64 bits hash codes on the
CIFAR-10 and MNIST datasets. As shown in Figure 5, the
proposed approach continuously reveals the best Precision@
R, which demonstrates the superiority of DSBOH. In ad-
dition, the precision-recall curves on the CIFAR-10 and
MNIST datasets are shown in Figures 6(a) and 6(b), re-
spectively. Both curves wrap more curves, which proves the
effectiveness of our algorithm. To clearly show the perfor-
mance, we calculate the blue area under the curve (AUC) of
the PR curves on CIFAR-10 and MNIST and obtain 95.70%

Table 3: mAP and Precision@H2 results on CIFAR-10 for 8, 16, 32, 48, 64, and 128 bits.

Methods
mAP PrecisionH2

8 bits 16 bits 32 bits 48 bits 64 bits 128 bits 8 bits 16 bits 32 bits 48 bits 64 bits 128 bits
OKH [25] 0.100 0.134 0.223 0.252 0.268 0.350 0.100 0.175 0.100 0.452 0.175 0.372
OSH [28] 0.123 0.126 0.129 0.131 0.127 0.125 0.120 0.123 0.137 0.117 0.083 0.038
AdaptHash [26] 0.116 0.138 0.216 0.297 0.305 0.293 0.114 0.254 0.185 0.093 0.166 0.164
SketchHash [21] 0.248 0.301 0.302 0.327 —— —— 0.256 0.431 0.385 0.059 —— ——
BSODH [30] 0.564 0.604 0.689 0.656 0.709 0.711 0.305 0.582 0.691 0.697 0.690 0.602
DSBOH 0.556 0.669 0.703 0.696 0.720 0.727 0.411 0.730 0.737 0.655 0.552 0.371
'e first-ranked results are given in bold.

Table 4: mAP and Precision@H2 results on MNIST for 8, 16, 32, 48, 64, and 128 bits.

Methods
mAP Precision@H2

8 bits 16 bits 32 bits 48 bits 64 bits 128 bits 8 bits 16 bits 32 bits 48 bits 64 bits 128 bits
OKH [25] 0.100 0.155 0.224 0.273 0.301 0.404 0.100 0.220 0.457 0.724 0.522 0.124
OSH [28] 0.130 0.144 0.130 0.148 0.146 0.143 0.131 0.146 0.192 0.134 0.109 0.019
AdaptHash [26] 0.138 0.207 0.319 0.318 0.292 0.208 0.153 0.442 0.535 0.335 0.163 0.168
SketchHash [21] 0.257 0.312 0.348 0.369 —— —— 0.261 0.596 0.691 0.251 —— ——
BSODH [30] 0.593 0.700 0.747 0.743 0.766 0.760 0.308 0.709 0.826 0.804 0.814 0.643
DSBOH 0.596 0.721 0.759 0.751 0.781 0.781 0.403 0.803 0.849 0.788 0.651 0.415
'e first-ranked results are given in bold.

Table 5: mAP@1000 and Precision@H2 results on Places205 for 8, 16, 32, 48, 64, and 128 bits.

Methods
mAP@1000 Precision@H2

8 bits 16 bits 32 bits 48 bits 64 bits 128 bits 8 bits 16 bits 32 bits 48 bits 64 bits 128 bits
OKH [25] 0.018 0.033 0.122 0.048 0.114 0.258 0.007 0.010 0.026 0.017 0.217 0.075
OSH [28] 0.018 0.021 0.022 0.032 0.043 0.164 0.007 0.009 0.012 0.023 0.030 0.059
AdaptHash [26] 0.028 0.097 0.195 0.223 0.222 0.229 0.009 0.051 0.012 0.185 0.021 0.022
SketchHash [21] 0.052 0.120 0.202 0.242 —— —— 0.017 0.066 0.220 0.176 —— ——
BSODH [30] 0.035 0.174 0.250 0.273 0.308 0.337 0.009 0.101 0.241 0.246 0.212 0.101
DSBOH 0.046 0.154 0.249 0.286 0.313 0.347 0.011 0.089 0.264 0.175 0.119 0.037
'e first-ranked results are given in bold.
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Figure 5: Precision@R curves of compared algorithms on CIFAR-10 andMNIST. (a) 16 hash bits on CIFAR-10, (b) 32 hash bits on CIFAR-
10, (c) 64 hash bits on CIFAR-10, (d) 16 hash bits on MNIST, (e) 32 hash bits on MNIST, and (f) 64 hash bits on MNIST.
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Figure 6: Precision-recall curve on CIFAR-10 and MNIST under 32 bit hashing codes. (a) PR curve on CIFAR-10 and (b) PR curve on
MNIST.
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and 97.28% AUCs, respectively, which verifies that our
learning model has a double high ratio of precision and
recall.

4.4. TrainingEfficiency. Figure 7 presents the training time of
our proposed method and compared approaches in terms of
32 bits on the CIFAR-10 dataset and MNIST dataset. As for
Figure 7(a), we notice that our proposed DSBOH runs faster
than AdaptHash, OSH, and BSODH but is very similar to
OKH and SketchHash. We find that in CIFAR-10, although
OKH and SketchHash have the shortest training time, their
model accuracy is very poor. 'e training time spent by
DSBOH is the shortest among the remaining algorithms, and
the training efficiency is the highest. According to Figure 7(b),
the training time of every method for comparison exceeds our
proposed DSBOH except for SketchHash. 'erefore, our
algorithm is efficient for online image retrieval.

5. Conclusion

In this study, we bring forward DSBOH as a novel scheme
that combines global distribution and balanced similarity to
generate discriminative hash codes for image retrieval. To
this end, we utilize the Hadamard codebook to assist the
construction of the hashing function and keep the similarity
between the newly arrived samples and the previously ar-
rived samples from the original real value space into the
Hamming space. Vast experiments on three benchmark
datasets demonstrated that DSBOH shows significant ad-
vantages in effectiveness and efficiency compared with
several innovatory online hashing methods. Since we use the
codebook to assign code words to single-label images, the
problem of code word assignment applied to multilabel
image retrieval is worthy of further study. It is also possible
to study a codebook that can better store the structure in-
formation of the image data in the future.
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In this paper, we consider the Vennia algorithm to conduct in-depth research and analysis on the traceability of dual-chain
blockchain agricultural products’ E-commerce information./is paper adds a collaborative verification module to the traceability
system and carries out a detailed design of information storage, traceability consensus algorithm, and smart contract for ag-
ricultural products according to the characteristics of the agricultural products supply chain, among which the collaborative
verification module adopts dynamic data storage technology; the ConsiderVinia consensus algorithm is improved by introducing
the way of integral penalty mechanism to ensure the block data validity. After a comparative study of the features and differences
of the three major blockchain technology platforms, this paper selects the super ledger to implement the agricultural traceability
system based on blockchain technology, introduces the partitioning and credit mechanism into the ConsiderVinia algorithm, and
elaborates the improvement process of the algorithm. /e improved algorithm reduces the malicious behavior of nodes and
maintains the system security through a credit mechanism while maintaining the consistency of blockchain. In the event of a
transaction dispute, the third-party platform will determine the party at fault based on the transaction records and other evidence
and make corresponding punishments and compensations. /e experiment proves that the algorithm proposed in this paper can
reduce the amount of network data transmission in the process of node consensus, which is better than the ConsiderVinia
algorithm in terms of both throughput and latency, improves the consensus efficiency, and alleviates the communication
bottleneck caused by the increase of users in blockchain applications, and the solution of applying the blockchain technology to
the agricultural products traceability system is practical and feasible. /e blockchain-based agricultural products information
traceability system solves the problems of information asymmetry, difficult sharing, easy tampering, and storage centralization in
the traditional IoT-based agricultural products traceability system and truly realizes the credible and reliable traceability of the
whole chain of agricultural products information. /e research content and results of this paper have certain theoretical and
practical values.

1. Introduction

E-commerce refers to the business of purchasing goods or
services or making digital money transfers over the Internet
[1]. /e transaction parties jointly trust an authoritative
third party to conduct the transaction under the manage-
ment and supervision of the third party; all user information
and transaction information are saved on this third-party
server; and in the event of a transaction dispute, the third-
party platform will judge the party at fault based on

evidence, such as transaction records, and impose appro-
priate penalties and compensation./e greater convenience,
security, liquidity, and cost-effectiveness of E-commerce
compared to traditional physical transactions have led to
explosive growth in E-commerce transactions each year./e
state has provided strong policy support for the development
of E-commerce and has specifically enacted an E-commerce
law to protect safe transactions. As global food traffic grows,
food safety and quality assurance become increasingly im-
portant. /e modern food supply chain is very complex,
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including the cultivation of food, the end retail, and the
standardized management of each production process. /e
food production and processing process contains a large
amount of data and involves many participants, each of
whom plays a role related to food production. In recent
years, there have been outbreaks of foodborne diseases
around the world, proliferation of counterfeit and sub-
standard products, and difficulty in pursuing accountability
for problems, all of which illustrate the importance of in-
formation transparency in food production and distribution
process [2]. /rough food information traceability, the
source of food production and distribution channels can be
identified promptly, and the causes of contamination during
foodborne disease outbreaks can be understood more
quickly. At the same time, highly accurate traceability in-
formation can prove whether the requirements are strictly
followed during the food distribution process and directly
prove the healthiness of the food. In addition, food infor-
mation can verify the authenticity of food products, and
relevant quality parameters can justify the price and reduce
the occurrence of food fraud problems. Food information
traceability ensures that the food distribution process is
under effective monitoring and that problems can be
identified promptly for accountability.

With the rapid development of the coordination service
industry, the transaction volume is increasing and the
transaction data is getting bigger and bigger. However, as
each coordination service enterprise has its interests, the
transaction data exists in their respective coordination
service enterprises and is not disclosed to them. /erefore,
the customer cannot easily trace the required data, and the
enterprise does not keep the private information of the
customer confidential, can also tamper with the internal data
privately, and cannot guarantee the security of the data [3].
When customers trade services with coordination service
companies, they must enter into relevant agreements with
the companies for the required services and the quality of the
completed services. If there is a breach of contract by any
party in the agreement, the defaulting party is required to
compensate the other party. Since the emergence of the
coordination service industry, there have been many
problems such as loss of goods, noncompletion of goods,
and dishonest transactions during coordination trans-
portation. To increase the trust between each other, coor-
dination service enterprises consume more resources when
signing relevant agreements or contracts, which further
increases the transaction costs and cannot improve the
competitiveness of coordination service enterprises [4].
With the rapid development of the coordination service
industry, people have put forward higher requirements for
coordination service enterprises. If enterprises want to take
advantage of the market and improve their competitiveness
in the current complex and fiercely competitive environ-
ment, further innovation of coordination service transaction
systems becomes an inevitable choice.

Among them, the combination of blockchain with various
fields has become a hot spot of blockchain research. In this
paper, we apply blockchain technology to food information
traceability, combine Ethernet blockchain and distributed file

storage system IPFS to propose a food information traceability
scheme, and design an efficient consensus algorithm for im-
proving the blockchain transaction rate. /e growing maturity
of blockchain technology can precisely allow the problems in
traditional agricultural traceability systems to be solved. /e
essence of blockchain is a data model, which is characterized
using distributed mode. It can also be understood as a ledger,
but the recording of this ledger will be shared by all the parties
to the transaction. A variety of technologies are encapsulated in
the blockchain system, with the support of network com-
munication devices and decentralized servers, and several
advanced technologies including timestamps, consensus al-
gorithms, data encryption, and smart contracts are utilized in a
convergence of the following: enabling the blockchain to
operate securely and smoothly in a centerless network. In terms
of functionality and power, any node in the blockchain network
is the same without the slightest difference or variation, so all
network nodes receive information about the generated blocks
at the first time while connecting the latest blocks, which ul-
timately results in the inconsistency of the entire blockchain
network. /e existence of the blockchain consensus mecha-
nism makes it possible to keep the data on the chain tamper-
evident even when the blockchain network is subject to
malicious attacks. /is tamper-evident and traceable central
less database can solve the problems of product information
forgery and information asymmetry during the whole chain
flow of agricultural product information collection and
transaction./rough blockchain technology, all stakeholders in
the flow of agricultural products can be closely involved in the
same blockchain network. Such a blockchain model allows
every consumer to know the real information about the ag-
ricultural products they buy.

2. Related Works

/is model uses information collection technologies such as
IoT automatic sampling, mobile phone photography, laser
scanning, and RFID to achieve full supply chain traceability,
but it uses a centralized database for data storage, so the data
completely exposed and anyone who has access to the da-
tabase can make changes to the traceability data, which
seriously threatens the credibility of traceability results [5, 6].
However, the system still uses the central database of
traceability, which cannot guarantee the authenticity of
traceability data and makes the value of the preliminary data
collection and data analysis work greatly reduced [7]. High-
precision traceability information can prove whether the
requirements are strictly followed in the food circulation
process, and directly prove the health of the food. In ad-
dition, food information can verify the authenticity of the
food, and related quality parameters can prove the rea-
sonableness of the price and reduce the occurrence of food
fraud. /ey designed a service-oriented multilayer distrib-
uted agricultural traceability model under the guidance of
Hazard Analysis and Critical Control Point (HACCP)
management system, modularized the system functions, and
realized the traceability of quality and safety of agricultural
supply chain. In the data layer of the traceability system
architecture, the database is divided by function, thereby
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reducing the reading burden of a single database, but be-
cause it is itself a centralized plaintext database, there is a risk
of data tampering, which affects the trustworthiness of
traceability results [8].

By using blockchain-powered smart contracts and web
service links to reconfigure a user-centric video content de-
livery system that reduces the cost of video consumption, a
blockchain is used to record transaction contracts, a protocol is
used to control the completion of the transaction, and the
contract is automatically stored in the blockchain for later
review and audit [9]. It discusses how blockchain is changing
the consumer electronics market, analyzing the winds of
change in the now booming multi-billion dollar global con-
sumer electronics industry and potential use cases for elec-
tronics. Ultimately, blockchain technology can make the
consumer electronics industry more transparent, secure, and
honest. Account information in the account blockchain and
transaction activity in the transaction blockchain are stored
separately and distributed./e virtual account of the account is
used for transactions to protect account information from
being leaked [10]. Although there has been a lot of research on
various directions of blockchain, there is little literature so far
on blockchain transactions and regulation and verification of
smart contracts; therefore, this paper proposes a regulatory
verification model for smart contracts using an improved
Virginia encryption algorithm combined with the use of
asymmetric algorithms to store smart contracts cryptograph-
ically for sale on the chain of custody market, forming a profit
model that incentivizes users to improve smart contract di-
versity, and providing an economic basis for regulatory veri-
fication of smart contracts and a mass basis for further
development of blockchain [11].

In the Internet era, online transactions are prevalent;
however, the current centralized transaction model brings
many problems, such as leakage of users’ private informa-
tion, excessive third-party rights, proliferation of fake goods
and fake networks that are not easy to distinguish, high
pressure on central server storage, and exposure to various
hacker attacks. In this paper, we summarize the root causes
of these problems in traditional E-commerce and compare
the differences between blockchain transactions and tradi-
tional E-commerce transactions. /rough comparison and
analysis, we determine that blockchain, which uses a dis-
tributed system that can ensure data is not tampered with,
transaction information is open and transparent, and per-
sonal information is encrypted and saved and can realize
anonymous transactions, can solve some shortcomings of
the traditional E-commerce transaction model.

3. Improved Two-Chain Blockchain
E-Commerce Information Analysis for
Agricultural Products considering the
Vennia Algorithm

3.1. Improved Algorithm to Consider the Vennia Algorithm.
Asymmetric encryption algorithms usually have a complex
computation process, and the security is highly dependent
on the length of the key, so the key is usually long and

consumes more arithmetic power, and the encryption and
decryption speed are relatively slow, but it is also more
secure [12]. If the security of the private key can be guar-
anteed, the security of the data can be guaranteed, so it is
suitable for encrypting a small amount of content, and the
key does not need to be changed frequently. Symmetric
encryption algorithms, on the other hand, are relatively
simple and have shorter key lengths, so the keys are cheaper
to transmit and compute, and the algorithms run quickly
and efficiently. Because the encryption and decryption keys
of symmetric encryption algorithms are the same or can be
easily derived from each other, the keys need to be changed
frequently. /e encryption process of stream cipher is as
follows: first, a keystream is generated from the original
key K and a random number using a certain algorithm; then,
the plaintext stream and the keystream are used to generate
the ciphertext using an encryption algorithm./e longer the
period of the keystream and the more even the frequency
distribution, the higher the resistance to frequency analysis
attacks and the more secure it is; even its ideal degree of
primary cipher algorithm can achieve unbreakable security,
but this is only theoretically feasible; all we can do is to try to
get closer to the primary cipher to enhance security. In
addition, internal data can be tampered with privately, and
data security cannot be guaranteed. When a customer
conducts a service transaction with a coordination service
company, he/she must sign an agreement with the company
on the required service and the quality of the service.

c � Ek1 m
2
1􏼐 􏼑Ek2 m

2
2􏼐 􏼑 · · · Eki m

2
1􏼐 􏼑, (1)

Ci � P
2
i − K

2
i􏼐 􏼑mod 26{ }. (2)
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but its myth was eventually shattered. It was discovered that
if the plaintext was much longer than the length of the cipher
key, analyzing the frequency of the cipher letters could help
find out the length of the key, and the cipher could then be
easily decrypted.

EK P1, P2, . . . , Pm( 􏼁 � P
2
i − K

2
i + Pi − Ki􏼐 􏼑mod 92{ }. (3)

However, this approach increases the size of the ci-
phertext so that it takes up too much space when many
messages need to be transmitted securely [13]. /erefore, we
propose a new encryption method combining Vigenère
cipher, LFSR, and OTP that enables the letters in the ci-
phertext to be evenly distributed and does not change the
size of the ciphertext, as shown in Figure 1.

/e length of the new key period must exceed the length
of the plaintext to ensure that the key is not repeated and to
prevent frequent attacks. Experimentally, the formula pro-
posed in this paper proves to be achievable because our new
key has a fixed period, but the period is long enough. For
example, it is calculated that if the length of the original
password is 3, the period length will be 168. /ere are
problems such as lost goods, uncompleted goods, and dis-
honest transactions. In this regard, problems such as the lack
of trust between the participants in the coordination service
transaction contract have appeared in the coordination
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service transaction. /e period will grow nonlinearly with
the length of the original password. /e second advantage of
the new algorithm is that it can completely hide the fre-
quency characteristics of the letters in the ciphertext,
achieving a near-average distribution of ciphertext letters
[14]. Although both the time complexity and space com-
plexity of the improved algorithm have been improved, the
improvement is within an acceptable range and its security
has been significantly improved.

IC �
􏽐

i�z
i�afi fi + 1( 􏼁

N(N + 1)
. (4)

Very short keys produce very long cycles, and if the cycle
length of the new key generated is greater than the plaintext
length, the length of the original key has little effect on the
frequency distribution of the final ciphertext. /erefore, the
original key with a short length can be chosen within the
cycle range to save resource consumption during trans-
mission. We further analyze the data to compare the two
encryption algorithms, and compare them to the traditional
Vigenère cipher; we can see that the new algorithm has a
smaller alphabetic overlap index based on the experimental
results. /e chi-square test is the degree of statistical sample
deviation between the actual observed values of the data and
the theoretical values inferred through computation.

x
2

� 􏽘

k

i�1

Ai + Ei( 􏼁
2

E
2
i

, (5)

D(X) � 􏽘
n

i�1
pi x

2
i + μ􏼐 􏼑

2
. (6)

In addition, there is a small improvement in the values
when the length of the cipher is increased from 4 to 5.

In supply chain management, blockchain technology-
based supply chain management can ensure the openness and
transparency of each transaction data, and the main infor-
mation flow of the whole complete supply chain is kept on the

blockchain, which provides a guarantee for timely detection
of problems and targeted problem-solving in each link and
thus improves the efficiency of supply chain management.
Secondly, the timestamp of blockchain can provide evidence
and proof of existence for the dispute resolution of each
participant [15]. Finally, the combination of data tampering
ability and transaction traceability can ensure the authenticity
and reliability of the data on the chain, which can effectively
reduce the phenomenon of product counterfeiting, as shown
in Figure 2. We combine the Ethereum blockchain and the
distributed file storage system IPFS to propose a food in-
formation traceability plan, and design an efficient consensus
algorithm to increase the transaction rate of the blockchain.

/e cultural entertainment field based on blockchain
technology proves the authenticity of the existence of a work,
an article, etc. through hash algorithm and timestamp, and
when the work is uploaded to the blockchain and has been
verified, the subsequent transactions of the work will be
recorded in real time, which provides strong technical support
for the proof. Secondly, the cultural entertainment based on
blockchain technology can organically integrate the various
parts related to it Finally, blockchain-based technology in the
field of culture and entertainment can increase the protection
and supervision; realize the consensus between individuals and
individuals, individuals and industries, and industries and
industries; etc., which will continuously enhance the stan-
dardization, self-awareness, and reliability of the industry and
at the same time strongly reduce the occurrence of infringe-
ment and piracy.

OTP is secure and, although impossible to implement,
can provide ideas for our new algorithm. /e experimental
analysis shows that the new algorithm is secure in frequency
analysis attacks because the key period is larger than the
plaintext length [16].

3.2. Dual-Chain Blockchain E-Commerce Information
Traceability Design for Agricultural Products. In the food
information traceability scheme, the supplier grows raw
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Figure 1: Improved framework for considering the Vennia algorithm.
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materials and provides them to the producer, who needs to
complete the registration of raw materials in the system, use
a unique identification code to identify the raw materials,
and provide detailed information during their growth and
storage, such as temperature, humidity, and geographical
location, so that consumers can easily trace the source of
food materials. /e producer buys the raw materials from
the supplier, processes the raw materials to obtain the food,
and provides it to the distributor, who then sells it world-
wide. In the process of food production, producers need to
record the production environment, source of materials,
production process, quarantine information and other
production process information; use the international
coding standard EAN/UCC-13 to code the food; package the
food by batch; and register the food information;, the same
batch of products corresponds to a production batch
number [17]. As an intermediary to transfer food from
producers to consumers, distributors record the flow of food
in the process of food transfer to ensure the continuity of
food information in the process of information traceability;
retailers buy products in bulk from distributors, then sell
them to consumers in retail mode, and have a direct
transaction relationship with consumers. /erefore, all
network nodes will receive the generated block information
in the first time, at the same time connect to the latest block,
and finally form the uniformity of the entire blockchain
network.

/e process of food information traceability needs to
achieve end-to-end traceability, and nodes need to update
food transfer information promptly to prevent information
breakage, ensure the relevance of traceability information,
and cover the whole process of food circulation. As a design
to support the traceability of food information, after the food
information involved in the supply chain and the process
information of food circulation are put into the blockchain,
the data is open to the whole network, the two parties in-
volved in the transaction can obtain relevant data by

querying the transaction information, and the regulator is
also able to quickly investigate and locate the responsible
person through the obtained information when problems
arise. To achieve traceability of food information, data and
transaction information of food products at all stages of
circulation from raw materials to production to distribution
and retail need to be written into the blockchain to provide
proof of information origin [18] (Figure 3).

Raw material suppliers and producers enter new data
collection in the process of rawmaterial cultivation and food
production, using sensors, radio frequency identification
(RFID), electronic cameras, and other technologies to collect
crop growth and food production process information in a
noncontact way. Since only single text information can be
stored in blockchain, IPFS distributed storage system is
introduced to store data such as pictures and files in the IPFS
database and upload the returned file hash to blockchain
storage. In this paper, Ethernet is used as the underlying
blockchain platform, which has a turing-complete instruc-
tion set, supports multiple languages, and provides a good
environment for smart contract development. To facilitate
data writing and information query in the blockchain, this
paper designs multiple smart contracts to implement these
functions. In the design of this paper, raw material suppliers
and manufacturers use data storage contracts to add product
information and maintain a mapping relationship between
product information and transaction update contract ad-
dresses. /e supplier adds raw material information to the
data storage contract, and the producer writes information
about each batch of food produced in the contract so that it
can be queried by other nodes [19].

Every transaction after the food leaves the producer must
be written into the blockchain through a smart contract, and
when users perform transaction information update, in
addition to judging the user’s authority through the au-
thorization list, they need to judge the validity of the
transaction hash when entering the previous transaction
hash to prevent users from falsifying transaction informa-
tion. /e final consumer can obtain all the transaction
records of food circulation through the transaction hash and
precisely query the transit node of each batch of food cir-
culation. /e coordination service provider completes the
service to the coordination service user according to the
smart contract conditions [20]. After the service is com-
pleted, the smart contract automatically sends the service fee
to the account of the coordination service provider.

All closely focus on the same blockchain network to
perform related operations. Such a blockchain model allows
every consumer to know the real and relevant information
about the agricultural products they buy. In this agricultural
product traceability system model, the production data of
agricultural products are collected by video monitoring,
temperature and humidity sensors, concentration sensors,
and other equipment in the production and planting pro-
cess; the information of agricultural product processing is
collected and recorded by sensing chips and product
identification in the harvesting and processing process; the
transportation process is collected and recorded by posi-
tioning devices and environmental monitoring equipment
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in the transportation process; and the environmental data of
agricultural products in the transportation process is col-
lected and recorded by environmental monitoring equip-
ment in the logistics and transportation process. /e sales
link uses barcodes and QR codes to record the sales data of
agricultural products. /e data of each link is verified and
stored on the blockchain network. After the traceability
information of agricultural products is stored on the chain,
the cryptographic encryption technology is used to encrypt
the uploaded data to prevent the producer of agricultural
products or the coordination turnover from tampering with
the information of agricultural products, and the timestamp
in the blockchain technology is relied on to realize the
traceability of information related to agricultural products.
Relying on the timestamp technology in the blockchain
system to generate a blockchain for traceability inquiry and
supervision, the chain runs through the agricultural prod-
ucts from planting to selling, and the status of the products
can be inquired through the chain at any time, as shown in
Figure 4.

/e decentralized model of coordination service
transaction proposed in this paper intelligently matches
coordination service users with coordination service
providers according to the services they need and provide,
reduces the tedious manual transaction matching oper-
ation in the process of coordination service transaction,
and realizes intelligent transaction matching [21]. In the
case of information asymmetry among information ser-
vice providers, the initial stage of blockchain establish-
ment depends on the effort of the transporters. An
incentive mechanism contract model based on the con-
straints of information service providers is established.

4. Analysis of Results

4.1. Considering the Performance of the Vennia Algorithm.
Intermediary attacks emerged early but have never been
completely solved, mainly because they are very stealthy and
difficult to prevent. When the man-in-the-middle attack is

sent, the network runs normally without interruption, no
Trojan horse or malware is detected on the computer, and
the attacked persons think they are communicating nor-
mally with safe objects, so they will be undefended and leak a
lot of information, making it easy for the attacker to steal or
even tamper with important information, causing significant
losses. In traditional E-commerce, users rely on CA certif-
icates issued by third parties to confirm the identity of
transaction objects and use SSL protocols to ensure data
security; however, these measures cannot completely defend
against man-in-the-middle attacks, especially for some or-
dinary users who do not understand the relevant expertise
and for whom it is difficult to distinguish attackers from real
traders. /e symmetric encryption algorithm is relatively
simple, and the key length is shorter, so the transmission and
calculation cost of the key is lower, and the algorithm runs
fast and efficient. A dual-chain blockchain can achieve the
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effect of preventing the man-in-the-middle attack./e user’s
identity is determined in blockchain by digital signature or
zero-knowledge verification, and the digital signature is
unforgeable according to its hash characteristics. /e zero-
knowledge proof is what allows users to achieve the effect of
anonymous transactions, and it is robust, unforgeable, and
unstealable. As a result, MITM, which attacks by imper-
sonating identities between two parties to a transaction, will
no longer be effective, as shown in Figure 5.

All data in the blockchain is commonly recognized and
preserved through nodes across the network, making it
impossible for identity information to be tampered with and
stolen unless it is subjected to a 51% attack, which is also
known as Byzantine fault tolerance. In a dual-chain
blockchain, the chain of custody also backs up the data saved
in the transaction chain, scaling the ledger further and in-
creasing security. Secondly, there are timestamps in each
block that records when transactions occur in real time, and
it is also not feasible to try to obscure ownership by ob-
fuscating the concept of time. What is more, the distributed
architecture of blockchain determines that it is pooling the
arithmetic resources of all nodes to work together, so DDoS
attacks against servers can also be defended by connecting
users to a nearby pool of protection resources.

It includes the encryption process of the sender, the
decryption process of the receiver, and the transmission
process of the ciphertext key. /ere are many transmission
mechanisms used to ensure transmission security in the
network. /e entropy value of the ciphertext shows that the
expansion of the ciphertext space greatly increases the
uncertainty of the ciphertext characters. If the ciphertext
space contains only 26 symbols and is encrypted with a key
length of 5 characters, the entropy of the ciphertext is 4.6734.
When the ciphertext space is expanded to 36 symbols, the
entropy of the ciphertext is 5.0824. When the key space is
also expanded to 36 symbols, the entropy of the ciphertext is
5.1289, which is greater than the other two values. /is
indicates that the ciphertext becomes more secure. /e

distribution of symbols in the ciphertext will be more
uniform as shown in Figure 6.

It is possible to select an existing suitable smart contract
from the chain of custody for use at a very low price, or you
can draw up your personalized smart contract and submit it
to the chain of custody for legitimacy verification. After the
personalized smart contract provided by the user is verified,
both the contract provider and the contract verifier are paid
a percentage if it is used by subsequent traders./is provides
an incentive for individual users to actively provide per-
sonalized smart contracts, as well as to make further im-
provements in the multiple uses of the smart contract, which
can be profitable. C2C transactions can be carried out on the
public chain because it uses a fully distributed system with
many nodes and a neutral and open internode system that
enjoys the same level of privacy. B2C and B2B E-commerce
transactions can be implemented on a federated chain or a
private chain, because both transaction models are generally
designed for larger amounts andmore frequent transactions.
Combined with smart contracts, it can ensure that the
transaction participants conduct transactions according to
the predetermined rules, and the chain of custody supervises
and maintains the rights of the transactions, thus ensuring
that the transactions are legal and effective.

4.2. Dual-Chain Blockchain Agricultural E-Commerce
Information Traceability Results. To test the transaction
latency of the algorithm, an experiment is conducted by the
client continuously initiating a transaction request and re-
cording the time taken for each consensus to complete. For
the accuracy of the experiment, the average value of 100
transaction latencies is taken as the transaction latency of the
algorithm and tested with a different number of nodes to get
the result. In addition, selection-based practical Byzantine
fault tolerance (SPBFT) algorithm is used as an experimental
comparison. SPBFT algorithm divides the nodes into
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consensus nodes and candidate nodes, and only a few
consensus nodes are selected to execute simplified consis-
tency protocol when there are no faulty nodes; otherwise, all
the nodes are judged by simplified consistency protocol after
nodes execute PBFT consistency protocol to complete
consensus. In Table 1, for users to perform multiobjective
matching of coordination service transactions, the trans-
action matching result pairing and the overall utility value of
matching are shown./e data in the table indicates that both
matching parties are more satisfied with the matching re-
sults, and then smart contracts are generated based on the
matching results.

/e coordination service user and the coordination
service provider obtain the total matching result through the
algorithm-matched transactions. /e experiment takes a
week as an example, during which the system matches a
coordination service user with a coordination service pro-
vider a total of 4432 times, with 3961 successful matches, 471
failed matches, and a success rate of approximately 89.37%.
Table 1 shows smart contracts in a multinode blockchain
network. /e experiment time is also taken as one week,
during which the system signed a total of 3131 smart
contracts for successfully matched counterparties, with 75
failed contracts and approximately 97.60% valid smart
contracts. Furthermore, the average confirmation time for
each transaction payment at the end of the service when the
contract is executed is about 30 s. From the above experi-
mental results, it is concluded that the proposed smart
contract algorithm and transaction mechanism for coor-
dination service transaction ant colony are feasible and
effective in solving the problems of intelligent coordination
service transactions, data centering of transactions, and lack
of smart contracts for multiple transactions. /e global
optimal mean change curve of the overall satisfaction
function and the matching evaluation function is obtained.
/e above results show that the improved ant colony al-
gorithm proposed in this paper is feasible and effective and
can better solve the multiobjective transaction matching
problem, as shown in Figure 7.

We save the resource consumption during transmission
and further compare the two encryption algorithms through
data analysis. Compared with the traditional Vigenère
password, according to the experimental results, the letter
overlap index of the new algorithm is smaller. Chi-square
test is the degree of deviation of the statistical sample be-
tween the actual observation value of the data and the
theoretical value through calculation. /e expected earnings
of transporters all increase as their transport capacity in-
creases; i.e., they can ensure that transport enterprises with
greater transport capacity have greater earnings than those

with relatively weak transport capacity. Enterprises always
aim at profitability, so whether the mixed contract or sep-
arate contract incentive mechanism is signed between in-
formation service providers and transporters, it will
motivate transporters to make efforts to improve their
transport capacity, for example, by increasing the expen-
diture on information technology equipment, developing
information technology enterprise support system, im-
proving the quality of logistics services from the customer’s
perspective, and establishing a logistics service quality sat-
isfaction evaluation system./ereby, the information service
providers use incentive contracts to achieve efficient in-
centives for transport enterprises on the blockchain and
increase transporters’ motivation.

Figure 7 shows the system throughput under query
requests, and the system throughput stabilizes at about 350
when the query requests increase from 1000 to 10000.

5. Conclusion

In this paper, the Virginia cipher is improved, and it is
demonstrated using data analysis that this algorithm can
secure plaintexts at a lower cost and with higher security./e
drawback of this algorithm is that it requires the key to be
sent to the transacting party securely, and hence it can be
applied in combination with asymmetric encryption. /e
plaintext is encrypted with this algorithm; the asymmetric

Table 1: Matching results and overall utility values.

Matching result Overall utility value Matching result Overall utility value
Y1-X1 0.986 Y6-X6 0.758
Y2-X2 0.471 Y7-X7 0.906
Y3-X3 0.698 Y8-X8 0.719
Y4-X4 0.955 Y9-X9 0.627
Y5-X5 0.475 Y10-X10 0.864
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encryption algorithm is used to encrypt the short key, thus
reducing the cost of encryption and decryption and reducing
the waste of arithmetic and storage resources; and the key
can be easily replaced, which is suitable for the sale of
electronic goods in the network. /e cultural and enter-
tainment field based on blockchain technology can increase
protection and supervision; realize multidimensional con-
sensus issues between individuals and individuals, indi-
viduals and industries, and industries and industries; and
will continue to improve the standardization, consciousness,
and reliability of industries. At the same time, it effectively
reduces the occurrence of infringement and piracy. In this
paper, the centralized traceability model of agricultural
products is decoupled into a distributed blockchain model
composed of supporting functional modules; the flexible
traceability model of agricultural products based on
blockchain is obtained; and the operational mechanisms of
edge users, dynamic tracking, fast traceability and the release
and accountability scheme of traceability data are designed
according to the characteristics of this model to further
improve the flexibility of traceability process and the
credibility of traceability results. Finally, this paper designs
the architecture of the traceability system based on this
model and realizes a blockchain-based flexible traceability
system for agricultural products. On the one hand, the
blockchain technology is combined with the traceability
system of agricultural products, and the corresponding
system design is proposed, and on the other hand, a scheme
for the implementation of the blockchain-based traceability
system of agricultural products is proposed.
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With the intensification of global environmental pollution and the overexploitation of resources and energy, low-carbon en-
vironmental economy (LCEE) has become the important means for countries in the world to achieve sustainable economic,
resource, and environmental development. +erefore, the research on the coordinated development of logistics development and
LCEE is very necessary in the development of our country’s LCEE. Firstly, this paper discusses the development level of logistics
industry in Hainan Province from five aspects: energy consumption, carbon emission, carbon productivity, economic benefit
index, and carbon emission efficiency. Secondly, choose carbon emission intensity to represent the development level of low-
carbon economy. Based on the efficiency coefficient method, coefficient of variation method, linear weighting method, spatial
description method, and system evolution equation method, the coordination measurement method is adopted. Finally, the
coordinated development of logistics development and low-carbon environmental economy in Hainan Province is analyzed. On
this basis, this paper puts forward the related promotion strategies for the coordinated development of logistics development and
logistics industry in Hainan.+e research results show that the system coupling degree in Hainan Province is about 0.9, indicating
that the logistics industry and the low-carbon economic subsystem have a relatively high degree of coupling development.
Compared with other provinces, Hainan’s level of coupled and coordinated development is at the upstream level.

1. Introduction

+e LCEE is my country’s face of global warming, high
resource and energy consumption, high pollutant emissions,
and increasingly severe atmospheric environment, so as to
promote my country to seize the future economic and in-
dustrial development and raise the commanding heights. At
present, countries all over the world are fiercely competing
in new energy and new technologies, which also poses a very
serious challenge to the development of my country’s LCEE,
but at the same time it is also a huge opportunity for the
development of LCEE.

Literature [1] found that there is an interactive rela-
tionship by studying the relationship between the logistics
industry and the regional economy. Logistics industry is
more important in the development of regional economy,
which affects the speed and efficiency of regional economy
[2]. LCEE is the main line of controlling greenhouse gases

such as carbon dioxide and changing energy [3], production,
and lifestyles. +e low-carbon environmental economic
model [4] is a win-win model for the coordinated devel-
opment of ecological environment and economic environ-
ment. +e manufacturing industry and the logistics industry
[5–9] are interdependent, but the linkage between the two
will cause a lot of pollution, and we can promote the low
carbonization of the two to reduce pollution. +e logistics
industry has been greatly developed after the emergence of
e-commerce [10], and the logistics industry has become an
important pillar industry for regional economic develop-
ment. Nowadays, the logistics industry not only plays an
important pillar role in the regional economy but also be-
comes a restrictive element of the speed and efficiency of the
regional economy. +ere are still some problems in my
country’s logistics management [12], which lead to unrea-
sonable resource allocation and serious waste. Concentrated,
efficient, and economical [13–15] use of resources is an
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important way to achieve a low-carbon environment and
economic development. +e development of modern lo-
gistics has a certain positive effect on the intensive use of
resources. To achieve low-carbon environmental economic
development, it is necessary to further integrate and utilize
existing logistics resources and strengthen the construction
and connection of logistics infrastructure. It is of great
significance to learn from foreign experience [16], explore
my country’s logistics development in a low-carbon envi-
ronment economy, strengthen international strategic low-
carbon logistics planning, formulate specific low-carbon
logistics policies and regulations, and standardize low-car-
bon logistics goals. Green logistics has become one of the
important directions for the development of modern lo-
gistics industry [17]. In order to promote the healthy de-
velopment of green logistics, relevant departments must
seize new opportunities and strive to build a trading support
system consisting of an emission standard system, a trading
rule system, and a supporting platform system.

2. The Coordinated Development of Logistics
and LCEE

Coordination is the interaction and mutual influence be-
tween two or more systems. Coordination is in the nature of
the development process overall effect of the interaction
between the various elements of the system or generated,
emphasizing the mutual cooperation between elements to
achieve a stable and orderly development process.

Measurement methods play a great role in all fields of
society; in the social and economic field, the main utilization
aspects are the compound system such as the coupling of
economy and ecological environment, the coupling of in-
dustry and urban development, and the coupling of econ-
omy and human settlement environment.+emain research
direction is the role of the relationship between subsystems
in promoting the benign interactive development of the
compound system. Coordination measurement methods
mainly include the following: based on efficiency coefficient,
coefficient of variation method, linear weighted sum
method, spatial description method, system evolution
equation method, etc., as shown in Table 1.

Comparing and analyzing the advantages and disad-
vantages of the above coordination measurement methods
based on the efficiency coefficient method can better reflect
the coordinated development of logistics economy, so this
paper chooses the efficiency coefficient method to analyze
the coordinated development of logistics economy.

3. DEA Model

3.1.CarbonEmissionEstimationMethod. At present, there is
no special statistical data or calculation standard of carbon
emissions in China, so we can only estimate carbon emis-
sions. In this paper, the IPCC inventory method is chosen,
which uses the carbon emission coefficient and energy
consumption in the National Greenhouse Gas Inventory
Guide. Its advantages are easy to obtain data and wide
application range. +erefore, referring to other literature

studies, this paper selects the IPCC inventory preparation
method to estimate carbon emissions, and the specific
calculation formula is defined.

C
t

� 􏽘
n

i�1
E

t
iθiδi. (1)

Here, Ct is the carbon emission of regional logistics in
the t period, Et

i is the energy consumption in the t period i,
including raw coal, coke, crude oil, gasoline, kerosene, diesel,
fuel oil, natural gas, and liquefied petroleum gas (nine types
of energy), θi is the reference coefficient of the i-th energy
converted into standard coal, and δi is the carbon emission
coefficient of the i-th energy.

3.2. Carbon Productivity. Carbon productivity is the GDP
output efficiency per unit of carbon dioxide, and its role is to
reflect the economic benefits produced by the unit of carbon
dioxide emissions. Carbon productivity is also defined as the
reciprocal relationship between “carbon average” and “unit
carbon emission intensity”. +e process of reducing carbon
emissions is the process of increasing carbon productivity,
and the decline of carbon intensity indicates the improve-
ment of carbon productivity. +e specific calculation for-
mula is as follows:

carbon productivity �
output

CO2 emission
. (2)

3.3. Carbon Emissions Per Capita. Social and economic
development should not only consider the carrying capacity
of ecological environment, more consideration should be
given to the rational distribution, but also been unanimously
recognized internationally. Per capita carbon emissions can
exclude the influence of regional population size, so per
capita carbon emissions can better reflect the characteristics
of total carbon emissions. +e calculation formula is as
follows:

carbon emissions per capita �
CO2 emissions

number of people
. (3)

3.4. Economic Efficiency Index (EEI). +e rapid growth of
social economy is closely related to regional carbon emis-
sions. +erefore, this paper draws lessons from other lit-
erature studies. +e EEI is used to measure the relationship
between GDP and carbon emissions in various provinces of
China. +at is, the EEI is equal to the proportion of the
contribution rate of logistics industry to GDP and the
contribution rate of logistics industry carbon emissions to
overall carbon emissions. If the proportion of carbon
emissions of logistics industry in a province is greater than
the contribution rate of GDP, it indicates that the economic
efficiency is relatively low. +e logistics industry in the
province and other banks interact in carbon emissions,
whereas the regional economic efficiency is relatively high.
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EEI �
GLi/GI

CLi/Ci

, (4)

where GLi and GI are the output value of logistics industry
and GDP of each province and the carbon emissions of
logistics industry in CLi and Ci and the total carbon
emissions of each province.

3.5. Calculation Method of Carbon Emission Efficiency.
Carbon emission efficiency refers to the maximum output
capacity under constant input, or the minimum input

required for a certain output. +e DEAmodel has been used
to study carbon emission efficiency in many literature
studies. DEA models include CCR, BCC, etc. +e CCR
model takes decision-making efficiency as the final goal and
constructs the DEA model with constant return to scale.
Adding constraints to the CCR model becomes the BCC
model. +e traditional DEA and BCC models are con-
structed to measure the technical efficiency of carbon di-
oxide emissions. +e BCC model can be expressed as
follows:

Min θi0
− ε e

T
s

+
+ e

T
s

−
􏼐 􏼑􏽨 􏽩, (5)
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λi � 1, λi ≥ 0, i � 1, 2, . . . , ns
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− ≥ 0.

⎧⎨

⎩ (6)

Here, s+ and s− are slack variables, eT is the unit row
vector, θi0

is the relative efficiency value of the decision-
making unit, and λ is the weight vector.

4. Analysis of the Characteristics of the
Logistics Industry

4.1. Carbon Emissions of the Logistics Industry in Provinces.
According to formula (1), the carbon emissions of logistics
industry in China’s provinces from 2016 to 2019 are cal-
culated, as shown in Table 2.

+e carbon emissions of logistics industry in China’s
provinces maintained a rapid growth trend from 2016 to
2019, and there were great differences and imbalances in
carbon emissions among provinces. At present, the devel-
opment of China’s logistics industry depends on energy
consumption, mainly traditional coal and oil. Although the
logistics industry has grown rapidly, it has led to more
carbon dioxide emissions. +erefore, the development of
China’s logistics industry needs to change to the develop-
ment mode of low emission, high efficiency, and high energy
efficiency and get rid of the traditional extensive

Table 1: System evolution equation method.

Method Formula Advantages and disadvantages

Multivariable
synthesis method

C � 􏽐
n
i�1 wiUA(ui) where A is the stable region of the system; effect of UA(ui) as

variable ui on system order

+e calculation is simple and easy to
operate, and the reference index
determination is inconsistent and

the comparability is poor
Efficiency
coefficient
method

C � f(X)g(Y)/[f(X) + g(Y)/2]2􏽮 􏽯
k
D � C, T; T � αf(x) + βg(y) where f(x)

and g(y) are evaluation functions; C ∈ [0, 1]; D is coordination degree, T is
comprehensive evaluation index, and α and β are weights

It is simple and easy to introduce
order parameters, and it is difficult

to select reasonable indexes

Coefficient of
variation method

C � αcm + βcn + ccu where α, β, and c are coefficients; cm, cn, an d cu are
subsystems

+e model is simple, the principle is
clear, and the selection of the two
system indexes should be accurate

and representative

Spatial
description
method

IXY(C(t)) � 1 −

����������������������������������

α1[Ix(t) − IXY(t)]2 − α2[IY(t) − IXY(t)]2
􏽱

. Among them,
X and Y are two subsystems; Ix(t) and IY(t) are the degrees of development of

two subsystems; IXY(t) is the average level of the development of two
subsystems; α1 and α2 are the weights

Analyze the coordination degree
from static and dynamic; to calculate

the coordination degree of
multisystem, the model is complex
and the amount of calculation is

large

System
evolution
equation

dx(t)/dt � f(x1, x2 . . . xn)VA � dA/dt VB � dB/dt tan θ � VA/VB. Among
them, A and B are two subsystems; VA and VB are the evolution rates of the two

subsystems; θ is the coupling degree of the coupled system

Considering the dynamic changes of
the system with time, the

coordination degree of the system is
divided into absolute coordination
degree and relative coordination
degree, which is complicated in
operation and requires high

continuity of indicators and data
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development mode, high energy consumption, and high
pollution development mode.

+e growth of coal and oil consumption in Hainan
Province is not high from 2016 to 2019 in Table 3. Combined
with Table 2, logistics industry level is lower than that of a
province with large carbon emissions, but it provides a good
environment for promoting the coordinated development of
logistics development and LCEE.

4.2. Carbon Productivity Analysis. Carbon productivity, that
is, the carbon emissions generated by unit GDP growth, is a
relative indicator to measure the efficiency of carbon
emissions and can also reflect the dependence of economic
growth on high energy consuming industries.+erefore, this
paper selects carbon productivity to measure the carbon
emission level of regional logistics industry, and calculates
the carbon productivity of logistics industry according to
formula (2). +e results are shown in Table 4.

As can be seen from Table 4, from 2013 to 2019, the
carbon productivity of logistics industry in 30 provinces
showed great differences. It can be seen that the carbon
productivity of logistics industry in Hainan Province is on
the rise and the growth rate is relatively large. +e carbon
productivity is as high as 20,000 yuan/ton of coal.+e carbon
productivity of logistics industry is much higher than that of
other provinces. It means that Hainan Province pays more

attention to the quality of economic growth while the lo-
gistics industry is growing rapidly, and can effectively use the
input of science and technology, resources, and environ-
ment, so that the logistics industry has been effectively
developed under the LCEE, and the good effect of coordi-
nated development between logistics development and
LCEE has been achieved.

4.3. Economic Efficiency Index Analysis. According to for-
mula (4), the EEI of logistics industry in China’s provinces
from 2013 to 2019 is calculated, as shown in Table 5.

As can be seen from Table 5, on the whole, the EEI of
Hainan Province from 2013 to 2019 was less than 0.5. It
shows that the development of logistics industry in Hainan
Province depends on the development mode of high energy
input and high carbon emission output to a great extent, and
the low level of energy utilization efficiency in the devel-
opment of logistics industry means that the utilization of
energy efficiency in the development of logistics industry in
Hainan Province needs to be improved urgently. However,
in 2018–2019, the EEI of Hainan Province has greatly in-
creased to 0.93. Combined with Table 4, it shows that Hainan
Province is actively developing LCEE, changing the devel-
opment mode of logistics industry, and striving to achieve
coordinated development of logistics development and
LCEE.

4.4. Calculation of Carbon Emission Efficiency of the Logistics
Industry. In this paper, DEAP2.1 software is used to solve
formulas (5) and (6), and the carbon emission efficiency of
logistics industry in 30 provinces of China from 2013 to 2019
is calculated. +e results are shown in Table 6.

+e carbon emission efficiency of logistics industry in
Hainan Province is about 0.8 in Table 6, and the carbon
emission efficiency is relatively high, indicating that Hainan
Province pays more attention to the effective utilization of
labor, capital, energy, and environment. Improving the
utilization rate of all elements of logistics development is also
conducive to the transformation of logistics development
mode to low carbon and promotes the coordinated devel-
opment of logistics development, low-carbon environment,
and economy.

5. Analysis of Coordinated
DevelopmentbetweenLogisticsDevelopment
and LCEE

5.1. Construction of the Evaluation Index System. Low energy
consumption, low emission, and high efficiency are the
advantages of LCEE. LCEE requires China to transform to
low carbon.+e evaluation idea of coordinated development
of logistics industry and low-carbon economy is shown in
Figure 1. Firstly, after a large number of literature retrieval,
the index system is sorted out; second, scientific treatment of
indicators; thirdly, obtain the original data of indicators by
inquiring the statistical yearbook; and fourthly, this paper
analyzes the coordination degree and coupling degree be-
tween logistics industry and low-carbon economy by using

Table 2: Carbon emissions of the logistics industry in China’s
provinces from 2016 to 2019 (unit: 10,000 tons).

Province 2016 2017 2018 2019
Beijing 443.9 558.4 648.1 684.8
Tianjin 179.6 236.2 284.1 335.7
Hebei 486.6 537.2 569.8 701.1
Shanxi 333.5 473.1 524 553.8
Inner Mongolia 654.2 776.9 934.1 1083.2
Liaoning 844.5 982.7 1123.2 1289.7
Jilin Province 200.3 254.8 290.4 351.1
Heilongjiang 267.4 281.9 505.8 571.7
Shanghai 951 1034.1 1092.5 1103.2
Jiangsu 561.5 681.9 853.5 1004.6
Zhejiang 578.1 730 819.5 915.6
Anhui Province 242.7 379 467.4 577.9
Fujian 337.4 440.2 504.7 598.3
Jiangxi 213.2 269.3 327.2 383.9
Shandong 1089.3 1451.3 1676.5 2126.1
Henan 497.5 599.3 709.8 757.1
Hubei 590.2 684.6 842.5 999.4
Hunan 355 455.1 548.5 613.3
Guangdong 1062.3 1379.5 1582.1 1826.7
Guangxi 309.4 378.5 448.3 581.7
Hainan 80.7 152.7 176.6 178.9
Chongqing 267.1 342.4 400.1 451.6
Sichuan 470.4 622.5 699.5 782.1
Guizhou 206.7 257.4 330.6 427.7
Yunnan 352.3 387.9 519.3 595.1
Shaanxi 332.3 476.7 561.3 604
Gansu Province 200.7 226 241.2 245.2
Qinghai 38.1 59.9 75.7 76.2
Ningxia 34.7 62.8 86.9 96.6
Xinjiang 316.8 347.9 374.4 484.9
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index standardization data and weight, so as to provide
theoretical basis for the coordinated development of logistics
development and LCEE in China.

+e construction principles of evaluation index system
are as follows: 1. Scientific principle; 2. the principle of low
carbonization; and 3. dynamic principle. China’s logistics
industry has high GDP, low energy utilization rate, and high
carbon emissions. Under the constraint of resources and
environment, it depends on resource elements and has a
great impact on ecological environment. +e proposal of
low-carbon economy can promote the transformation of
China’s logistics industry to low-carbon development mode,
so as to consume less resources, improve energy utilization
rate, reduce carbon emissions and obtain higher output, and
realize the sustainable development of resources and envi-
ronment. Referring to the relevant literature research results,

this paper selects the evaluation index from three aspects:
economic aggregate, economic scale, and economic benefit
for regional economy, and selects the logistics subsystem
from three aspects: logistics industry scale, logistics industry
structure, and logistics benefit, and constructs the index
system of coordinated development between logistics in-
dustry and low-carbon economy, as shown in Table 7.

5.2. Coordinated Development Model. +e efficiency coeffi-
cient of logistics industry and low-carbon economy sub-
system to system order can be expressed as follows:

uij �

xij − βij

αij − βij

,

αij − xij

αij − βij

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(7)

In formula (7), uij is the contribution degree of the
variable xij to the efficiency function of the coupled system,
and αij and βij , respectively, represent the upper and lower
limit values of the sequence parameter of the stability critical
point of the coupled system.

Because the logistics industry subsystem and the low-
carbon economy subsystem are interactive but different, the

Table 3: Total energy consumption structure between Hainan
Province and the whole country.

Year
Coal Oil

Hainan Whole country Hainan Whole country
2016 30.72 71.1 39.22 18.8
2017 30.02 70.3 40.68 18.3
2018 32.12 70.4 41.68 17.9
2019 31.63 68 40.34 19

Table 4: Carbon productivity of the logistics industry in China’s
provinces from 2013 to 2019.

Province 2013 2014 2015 2016 2017 2018 2019
Hainan 1.83 1.87 2.12 2.21 2.53 2.58 2.51
Beijing 1.13 0.92 1.04 1.17 1.26 1.25 1.29
Tianjin 1.57 1.49 2.05 2.25 2.31 2.33 2.15
Hebei 2.34 2.49 2.83 3.25 3.66 3.69 3.37
Shandong 1.29 1.12 1.15 1.3 1.49 1.58 1.61
Shanghai 0.79 0.91 1.03 1.01 1.14 1.19 1.2
Jiangsu 0.77 0.75 0.84 0.85 1.05 1.17 1.07
Zhejiang 1.32 1.4 1.4 1.36 1.49 1.44 1.38
Guangdong 1.33 1.57 1.58 1.68 1.11 1.17 1.08
Fujian 0.77 0.74 0.65 0.73 0.82 0.84 0.85
Shaanxi 1.27 1.26 1.24 1.33 1.5 1.5 1.44
Shanxi 1.92 1.76 1.27 1.15 1.29 1.29 1.21
Inner Mongolia 1.88 1.77 1.75 1.78 1.95 2.08 1.95
Henan 1.52 1.55 1.51 1.54 1.6 1.8 1.75
Hubei 1.28 1.5 1.22 1.2 1.41 1.39 1.28
Hunan 1.72 1.81 1.41 1.28 1.38 1.57 1.72
Jiangxi 0.81 0.83 0.97 1.02 1.05 1.14 1.07
Anhui 1.32 1.3 1.59 1.58 1.77 1.84 1.9
Gansu Province 1.18 1.16 1.18 1.18 1.34 1.71 1.41
Qinghai 0.98 0.99 1.03 1.14 1.35 1.33 1.15
Ningxia 0.96 0.73 0.62 0.61 0.72 0.8 0.77
Xinjiang 0.97 0.96 1.05 1.01 1.17 1.23 1.27
Guangxi 1.07 1.05 0.86 0.85 0.93 0.97 0.95
Chongqing 0.77 0.73 1.6 1.62 1.84 1.82 1.8
Sichuan 0.55 0.59 0.49 0.38 0.43 0.47 0.45
Guizhou 0.92 0.88 0.92 0.9 1.01 1.09 1.08
Yunnan 0.87 0.97 0.99 0.99 1.21 1.36 1.4
Liaoning 0.86 0.82 0.92 0.98 1.01 1 0.95
Jilin Province 1.25 1.3 2.01 1.95 2.22 2.28 2.06
Heilongjiang 0.55 0.57 0.63 0.61 0.71 0.8 0.86

Table 5: Economic benefit index of the logistics industry in each
province from 2013 to 2019.

Province 2013 2014 2015 2016 2017 2018 2019
Hainan 0.35 0.28 0.35 0.33 0.36 0.31 0.93
Beijing 0.22 0.15 0.19 0.17 0.17 0.12 0.28
Tianjin 0.54 0.38 0.55 0.6 0.57 0.47 0.84
Hebei 1.03 1.06 1.16 1.29 1.4 1.28 3.13
Shandong 0.53 0.39 0.43 0.4 0.38 0.39 0.77
Shanghai 0.23 0.22 0.27 0.2 0.22 0.16 1.58
Jiangsu 0.55 0.47 0.48 0.45 0.5 0.49 0.83
Zhejiang 0.44 0.35 0.33 0.28 0.31 0.22 0.85
Guangdong 0.49 0.44 0.53 0.47 0.29 0.25 0.81
Fujian 0.23 0.2 0.18 0.17 0.19 0.16 0.3
Shaanxi 0.25 0.21 0.23 0.21 0.23 0.18 0.48
Shanxi 0.37 0.28 0.21 0.15 0.17 0.13 0.64
Inner Mongolia 0.29 0.21 0.29 0.29 0.29 0.25 0.64
Henan 0.31 0.25 0.28 0.24 0.24 0.23 0.67
Hubei 0.38 0.38 0.33 0.31 0.36 0.32 0.8
Hunan 0.29 0.25 0.2 0.16 0.19 0.19 0.94
Jiangxi 0.23 0.19 0.23 0.18 0.18 0.14 0.51
Anhui 0.28 0.21 0.26 0.21 0.21 0.2 0.71
Gansu 0.23 0.18 0.22 0.18 0.2 0.21 0.39
Qinghai 0.19 0.15 0.18 0.18 0.27 0.25 0.54
Ningxia 0.68 0.44 0.37 0.3 0.33 0.29 0.4
Xinjiang 0.13 0.1 0.12 0.08 0.12 0.1 0.47
Guangxi 0.21 0.17 0.16 0.13 0.15 0.11 0.35
Chongqing 0.19 0.13 0.28 0.24 0.26 0.19 1.79
Sichuan 0.2 0.16 0.14 0.09 0.11 0.08 0.29
Guizhou 0.36 0.29 0.33 0.27 0.28 0.25 0.81
Yunnan 0.6 0.56 0.56 0.45 0.53 0.5 1.27
Liaoning 0.27 0.25 0.3 0.26 0.26 0.21 0.66
Jilin 0.4 0.5 0.72 0.57 0.58 0.79 1.15
Heilongjiang 0.37 0.34 0.39 0.34 0.39 0.37 1.05
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total contribution to the order degree of each parameter in
the subsystem is expressed by the integration method, using
geometric average method and linear weighted summethod:

ui � 􏽘
m

i�1
λijuij,

􏽘

m

j�1
λij � 1.

(8)

Here, uij is the order parameter of the system and λij is
the weight of each order parameter.

5.3. System Coupling Degree Model. +e concept and model
of capacitive coupling in physics are introduced in this
paper, which is applied to the interaction between multiple
subsystems.+e coupling model can be expressed as follows:

Cn �
u1, u2 · · · um

􏽑 ui + uj􏼐 􏼑􏽩􏽨 􏽯
1/n

, C ∈ [0, 1],

⎧⎪⎨

⎪⎩
(9)

where n � 2; the formula evolves as shown in formula (10),
which represents the coupling model of the composite
system:

C �

���������
u1 × u2( 􏼁

u1 + u2( 􏼁
2

􏽳

. (10)

Here, the coupling degree index of logistics industry and
low-carbon economy complex system isC, whichmeans that
the comprehensive evaluation indexes of logistics industry
and low-carbon economy development are u1 and u2,
respectively.

+is paper constructs the coupling coordination func-
tion between logistics system and low-carbon economy
system to reflect the coupling of the system. +e coordi-
nation model of the composite system is as follows:

T � αu1 + βu2,

D u1, u2( 􏼁 �
�����
C × T

√
.

(11)

Here, T is the low-carbon comprehensive development
index; D is the coordinated development index; C, u1, u2 are
the same as above; α, β are undetermined coefficients; and
the value is 0.5 in this paper.

5.4. Criteria for the Division of Coordinated Development.
According to the coupling theory, this paper divides the
coordination types of logistics industry and low-carbon
economy into six types: C � 1 is benign resonance coupling;
0.8<C< 1 is high level coupling; 0.5<C< 0.8 is the run-
ning-in period; 0.3<C≤ 0.5 is the antiseptic period;
0<C≤ 0.3 is low level coupling; and C � 0 is the irrelevant
state. +e coordination degree of the coupling system be-
tween logistics industry and regional economy is divided
into twelve types and seven comparative relationship types
in Table 8.

5.5. Correlation Analysis between Logistics Development and
Low-Carbon Economy. Using formula (11), the coordinated
development degree of composite system in Hainan Prov-
ince from 2010 to 2020 is obtained, and the calculation
results are shown in Table 9.

+e coupling degree of Hainan’s logistics industry and
low-carbon economic development is in the range of 0.9–1.0,
and the coupling degree is at a relatively high level of de-
velopment, indicating that Hainan’s logistics development
and LCEE have a relatively high level of coordinated
development.

Figure 2 shows that in the process of economic devel-
opment, the influence of the three industries changes. Be-
cause Hainan’s economy is a province of tourism economy,
the tertiary industry, as a pillar industry, shows a strong
economic growth rate and proportion. +e development of
primary industry and secondary industry is relatively slow
and the proportion is small.

In Figure 3, we can see that under the low-carbon
economic environment of Hainan Province, the GDP of
each region is on the rise. Combining Table 10 and Figure 2,
we can see that the tertiary industry where the logistics

Table 6: Carbon emission efficiency of the logistics industry in each
province from 2013 to 2019.

Province 2013 2014 2015 2016 2017 2018 2019
Hainan 0.82 0.87 0.83 0.78 0.72 0.69 0.88
Beijing 0.85 0.88 1.02 0.83 0.78 0.68 0.98
Tianjin 0.77 0.73 1.02 0.68 0.73 0.74 0.98
Hebei 0.57 0.56 0.76 0.73 0.78 0.71 0.85
Shandong 0.68 0.63 0.61 0.52 0.6 0.55 0.88
Shanghai 0.69 0.6 1.02 0.85 0.81 0.82 0.98
Jiangsu 0.72 0.69 1.02 0.77 0.84 0.83 0.8
Zhejiang 0.73 0.82 0.82 0.81 0.79 0.72 0.97
Guangdong 0.66 0.63 1.02 0.8 0.88 0.84 0.82
Fujian 0.77 0.72 0.81 0.67 0.66 0.68 0.98
Shaanxi 0.81 0.79 0.74 0.72 0.78 0.75 0.83
Shanxi 0.57 0.65 0.78 0.77 0.84 0.8 0.74
Inner Mongolia 0.64 0.68 0.79 0.7 0.77 0.74 0.75
Henan 0.68 0.67 0.85 0.85 0.85 0.8 0.76
Hubei 0.66 0.75 0.94 0.89 0.92 0.89 0.89
Hunan 0.72 0.65 0.72 0.7 0.73 0.71 0.66
Jiangxi 0.75 0.67 0.78 0.81 0.85 0.83 0.78
Anhui 0.8 0.82 0.88 0.88 0.94 0.91 0.89
Gansu 0.89 0.78 1.02 0.92 1.01 0.99 0.85
Qinghai 0.6 0.58 0.7 0.68 0.76 0.72 0.74
Ningxia 0.68 0.56 0.81 0.8 0.83 0.75 0.98
Xinjiang 0.63 0.72 0.84 0.8 0.82 0.83 0.98
Guangxi 0.66 0.66 0.76 0.75 0.61 0.6 0.98
Chongqing 0.53 0.51 0.55 0.45 0.52 0.51 0.74
Sichuan 0.51 0.47 0.54 0.52 0.57 0.56 0.89
Guizhou 0.61 0.69 0.75 0.76 0.69 0.69 0.93
Yunnan 0.49 0.46 0.49 0.45 0.53 0.49 0.98
Liaoning 0.68 0.71 0.54 0.53 0.54 0.51 0.98
Jilin 0.58 0.53 0.57 0.55 0.64 0.57 0.69
Heilongjiang 0.42 0.49 0.58 0.57 0.57 0.51 0.73
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industry of Hainan Province is located accounts for the total
production of Hainan Province. About 45% of the value and
the tertiary industry GDP value added by Hainan Province’s

logistics industry far exceeds that of other industries. With a
relatively high level of coordinated development of logistics
development and LCEE, the logistics industry in Hainan
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Figure 1: +e evaluation idea of coordinated development of logistics industry and low-carbon economy.

Table 7: Evaluation index system of the logistics industry and low-carbon economy system.

System First-class index Secondary index Indicator interpretation

Economic
system

Economic
aggregate

Per capita GDP Reflect the level of regional economic development (100
million yuan)

Investment in fixed assets of the whole
society

Including the construction and purchase of fixed assets (100
million yuan)

Table 8: Classification and standards of coordinated development of logistics industry and low-carbon economy.

Degree of
coordination Coupling coordination type Value range Types of contrast relation between u1 and u2

Extreme
coordination

Extreme coupling coordination 0.90<D≤ 1.0 u1 < u2: logistics industry lagging
High-quality coupling

coordination 0.80<D≤ 0.90 0.8< u1/u2 ≤ 1: the logistics industry is relatively lagging

Highly coordinated

Good coupling and
coordination 0.70<D≤ 0.80 0.6< u1/u2 ≤ 0.8: the logistics industry is seriously lagging behind

Intermediate coupling
coordination 0.60<D≤ 0.70 0< u1/u2 ≤ 0.6: the logistics industry is extremely lagging

Primary coupling coordination 0.50<D≤ 0.60 u1 > u2: low-carbon economy lagging

Moderate
coordination

Harmony and coordination 0.40<D≤ 0.50 0.8< u1/u2 ≤ 1: low-carbon economy is relatively lagging
Reluctantly reconcile and

coordinate 0.30<D≤ 0.40 0.6< u1/u2 ≤ 0.8: low-carbon economy severely lagging behind

Low coordination
Mild incongruity 0.20<D≤ 0.30 0< u1/u2 ≤ 0.6: low-carbon economy extremely lagging
Serious incongruity 0.10<D≤ 0.20 u1 � u2: the logistics industry and the low-carbon economy are

synchronizedExtremely incongruous 0≤D≤ 0.10

Table 9: Coupling degree between the logistics industry and low-carbon economy in Hainan.

Province 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Hainan 0.95 0.92 0.93 0.9 0.91 0.89 0.93 0.97 0.92 0.93 0.98
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Province has been developing rapidly. It has done a very
good job in the coordinated development of low-carbon
environment and economy.

6. Conclusion

+e logistics industry is the main driving force of my
country’s current economic growth and social progress.
However, the proposal of an LCEE has brought severe
challenges to the subsequent development of my country’s
logistics industry. +e coordinated development of low-
carbon environment and economy is also a huge devel-
opment opportunity. Under the serious threat of the

shortage of resources and energy in our country and the
destruction of the ecological environment, the coordi-
nated development of logistics and LCEE is imperative. In
order to realize the sustainable development of resources,
environment, and social economy, it is necessary to study
the coordinated development of logistics development
and LCEE. Taking Hainan Province as an example, this
paper constructs an evaluation index system for the co-
ordinated development of Hainan’s logistics development
and low-carbon economy and uses a coupling coordi-
nation model to measure the coordinated development of
China’s Hainan Province’s logistics industry and low-
carbon economy.
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Figure 2: Trend chart of added value of three major industries in Hainan Province from 2010 to 2018.
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Figure 3: +e province’s GDP in a low-carbon environment from 2011 to 2020.

Table 10: GDP structure of Hainan Province from 2010 to 2020.

Industry 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Primary industry 26.1 26.1 24.9 24.6 24.4 24.1 24 22.3 21 20.35 20.5
Secondary industry 27.7 28.3 28.2 26 24.8 23.6 22.3 22 23 20.07 19.1
Tertiary industry 46.2 45.6 46.9 49.4 50.8 52.3 53.7 55.7 57 58.95 60.4
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*is paper proposes a low-voltage, low-cost multiple-time-programmable nonvolatile memory (MTP NVM) based on a standard
CMOS 0.13 μm process for UHF RFID chip applications. *e design of the differential structure cell using the tunneling effect
reduces the read and write voltage. *e read and write simulation test results show that the read and write operating voltage is
10V, which is 30% lower than that of conventional EEPROMs. Because the UHF RFID tag chip requires higher voltage reduction,
the structured memory cell is well suited for UHF RFID applications.

1. Introduction

In Ultra High Frequency (UHF) Radio Frequency Identi-
fication RFID tag chips, nonvolatile memory (NVM) oc-
cupies an important position in the entire UHF RFID tag as
the carrier for storing information. Since NVM consumes
most energy in a UHF tag chip, the voltage of NVMwill have
the most direct impact on the overall tag cost. To reduce the
cost of the UHF tag chip, the NVMpart must be designed for
low voltage. Electrically erasable memory (EEPROM) is used
as the memory for RFID tags by traditional RFID manu-
facturers due to its mature technology. In a conventional
UHF tag chip, the NVM is the main power consumption
module of the tag chip when it performs write operations.
Because NVM needs charge pump to generate high voltage
to provide voltage signal to the corresponding location of the
storage unit when writing, reducing voltage becomes ex-
tremely important for NVM of UHF tags. Reducing the
read/write voltage and cost of the NVM will be of great
importance to the development of UHF RFID tag chips.

In this paper, we propose an MTP NVM cell based on the
standard CMOS process to address the high operating voltage
of EEPROM.*e cell is a differential structure, which reduces
the read andwrites voltage. It has lower cost and lower voltage
than the conventional EEPROM memory cell.

2. System Architecture and Storage Units

*e basic composition of the tag chip is shown in Figure 1,
which includes the Radio Frequency (RF) analog front-end,
digital baseband, and memory three parts [1]; the main role
of each part in the entire tag chip is as follows.

*e RF analog front-end is the rectification of the
modulated RF signal received from the antenna into a DC
voltage that powers the entire chip and demodulates the
modulated signal, thus enabling backscatter modulation, etc.
*e function of the digital baseband module is to complete
the processing of data. *e digital baseband parses the
commands transmitted by the analog front-end, responds to
the commands according to the corresponding protocol,
decodes the baseband signals and stores the information
data in the memory. Alternatively, the data are obtained
from the memory according to the command and are
encoded and then transmitted to the analog front-end. *e
memory is to complete the storage of data.

*e NVM system architecture consists of the compo-
nents shown in Figure 2. Many storage units are arranged
according to certain rules to form a storage array [2], and all
data are stored in the storage array. Under the command and
coordination of the built-in controller, the row decoder and
row driver work together to allow the system to select a row
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(logically a word) in the array, while the column decoder,
column driver, and multiplexer selector work together to
select a column (logically a bit) within the selected word.*e
charge pump generates the high voltage required for pro-
gramming during write operations. *e sense amplifier
converts the current analog given by the memory cell to
digital logic levels during read operations.

*e part of conventional RFID memory generally uses
EEPROM memory cell, whose reference structure is shown
in Figure 3. *e structure has two transistors, M1 tube is
used as a selector tube and its gate is connected to voltage
VSG. M2 tube is used as a control tube to store data and its
gate is connected to voltage VCG. When VCG and VSG are
added with high voltage and VS and VD are grounded, a
positive electric field is formed between the floating gate and
the drain. Due to the F-N tunneling effect, electrons enter the
floating gate from the drain side, causing the floating gate to
accumulate a negative charge and the threshold voltage to
rise. *e above process is defined as an “erase” operation,

when the data “1” is stored. When VCG is grounded, VSG
and VD are connected to high voltage and VS is suspended, a
negative electric field is formed between the floating gate and
the drain, electrons return from the floating gate to the drain,
the floating gate discharges, and the threshold voltage
returns to normal. *e above process is defined as a “pro-
gramming” operation, at which time the data “0” is stored.
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Figure 1: *e basic components of a label chip.
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EEPROM can perform memory read and write opera-
tions. Still, because it requires a special process and a
multilayer mask, a differential structure MTP memory cell
compatible with the standard CMOS process is designed for
these deficiencies in this paper concerning the structure in
literature [3]. *e memory cell is programmed with the
high-efficiency tunneling effect-Fowler–Nordheim (the
tunneling effect is expanded in detail in Section 3), which
enables fast writing and reduces the burden on the high-
voltage generation circuit. As shown in Figure 4, M3 is
defined as the reading tube, M1C,M1T,M2,M0C,M0T,M3;
these six PMOS tubes together form a nonvolatile memory
cell of the differential structure. *ere are two floating gates
in this memory cell: M1C and M1T are connected to form
the left floating gate FG1, and M0C and M0T are connected
to form the right floating gate FG0. *ese two floating gates
store unequal charges, respectively. *e two floating gates
store unequal charges, which then form different voltages on
the two floating gates. When the corresponding bias voltage
is added to the memory cell, the output ports RBL1 and
RBL0 will generate differential currents IRBL1 and IRBL0,
which in practice need to be compared by a sense amplifier
to distinguish the value stored in the memory cell (logic “0”
or logic “1”). *is enhances the output, and it is possible to
define the output logic “0” for IRBL0 >IRBL1 and “1” for IRBL1
>IRBL0. *e memory cell stores data mainly by the charge
movement (injection or removal of electrons) on the floating
gate of the PMOS transistor, i.e., the change of charge.

MTP memory cells require no additional process steps
and masks, are compatible with standard CMOS processes,
and offer a significant cost advantage over EEPROMs, which
require additional processes and multiple masks at a fraction
of the cost of standard CMOS processes.

3. Fowler–Nordheim Tunneling Effect

*e MTP memory cell achieves the capture and removal of
electrons by the attempted penetration effect, according to
the principle of capacitive voltage division, as shown in
Figures 5 and 6 [4].

It can be simply assumed thatVA is the voltage on the port
A connected to the source-drain-substrate of M1 tube; C1 is
the capacitance from the floating gate to the source-drain-
substrate of M1 tube; VT is the voltage on the port T con-
nected to the source-substrate of M2 tube [2]; C2 is the ca-
pacitance from the floating gate to the source-drain-substrate
of M2 tube; the charge on the floating gate FG is QFG [5]; VFG

is the voltage on the floating gate FG; Q0 is the initial charge
when the control tube is M1; and Q0 is the initial charge when
the voltage on the floating grid is also at “0” potential when the
“0” potential is biased on the control tube M1 and the
tunneling tube M2 at the same time. *en the floating grid
charge QFG and the floating grid voltage VFG are

QFG � VFG − VA( 􏼁C1 + VFG − VT( 􏼁C2 + Q0, (1)

VFG �
C1

C1 + C2
VA +

C2

C1 + C2
VT +

QFG + Q0

C1 + C2
. (2)

Define the coupling coefficient of the control tube as
α1 � C1/(C1 + C2). *e coupling coefficient of the tunnel
penetration tube is α2 � C2/(C1 + C2) � 1 − α1. *e cou-
pling coefficient of the general control tube can reach 0.9 or
more, while the coupling coefficient of the tunneling tube is
very low. *is can effectively reduce the operating voltage,
and equation (2) can also be written as

VFG � α1VA + α2VT +
QFG + Q0

C1 + C2
. (3)

Here, it can be seen that the voltage VFG on the floating
gate is mainly influenced by the voltage on the control tube
M1 port A [6]. When a high voltage VA is applied on the
control tubeM1 port A and a 0 potential is applied on the port
T of the tunneling tube M2, the voltage on the floating gate
will be close to the high voltageVA; when the electric field that
can be formed on the gate oxide layer of the tunneling tube is
as high as 1 e9 V/m, using the F-N tunneling effect in the
channel, the charge across the gate oxide layer reaches the
polycrystal in the floating gate.*e charge on the floating gate
changes, and thus the voltage on the floating gate change to

ΔVFG �
ΔQFG

C1 + C2
. (4)

If the read voltage VS is applied from the source terminal
T of the tunneling tube M2 during the read operation, the
read current output from the drain terminal flows out from
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Figure 4: Storage cell structure.
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Figure 6: Schematic diagram of a capacitor voltage divider.
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the Y port through the selector tube M3 so that the
memory cell can be treated as a single MOS tube during
the read operation, and the A terminal of the control tube
is equivalent to its gate terminal; however, when the
voltage on the floating gate changes due to the change of
charge, it can be derived from (2), which is equivalent to
the voltage change ΔVA on the “gate” A,
i.e,ΔVFG � ΔQFG/C1 + C2.

ΔVA �
ΔQFG

C1
. (5)

*en, during the read operation, the memory cell storing
data “1” has a threshold voltage with a different state than the
memory cell storing data “0” due to the different charge
changes on the floating gate.

ΔVth �
ΔQFG

C1
. (6)

*e data change of the memory cell is achieved by a
programming operation and an erase operation where a high
voltage is applied to the control tube of the memory cell
during the programming operation [7]. Due to the principle
of capacitive voltage division, the voltage on the floating gate
is much higher than the voltage on the tunneling tube, which
results in a tunneling effect on the gate of the tunneling tube
[8].*is allows the floating gate to trap or remove the charge.
*e state of the floating gate then reflects the change in
charge.

4. Floating Grid State Analysis

Because of the existence of the tunneling effect, the charge
can be shuttled between the tunneling tube and the floating
gate, and the read/write operation of the memory cell is done
by the change of the state of the floating gate (that is, the
change of the number of charges). Since there is no bias
voltage at both ends of the transistor at the moment T� 0
(i.e., the initial state), the state of the floating gate is also
without voltage change. *ere is no charge in the floating
gate in this state, which is equivalent to two capacitors in
series, and its state is shown in Figure 7.

A bias voltage of 10V is added to the VA and VT ter-
minals from the moment T�1. Changing the amount of
floating gate charge is to add the corresponding bias voltage
to the transistor [8]. At the time of data writing, i.e., the
floating gate captures charge. At the time of data erasure, the
floating gate erases the charge. *e process is shown in
Figures 8 and 9, starting from the initial state (T� 0), i.e.,
VA�VT� 0V, when the floating gate voltage is also 0V.*e
subsequent states (T�1, 2, 3) add bias voltages to VA and
VT, i.e., VA� 10V, VT� 0V, which causes the gate oxide
layer of one of the MOS transistors to form a corresponding
electric field to change the total amount of charge on the
floating gate. After adding the corresponding bias voltage,
the cross capacitive coupling between the two transistors
forms a strong electric field in the gate oxide layer of the MT
of the attempted transistor, and the charge can pass through
the gate oxide layer of the MOS tube by the F-N attempted

penetration effect. After capturing the charge from the
floating gate (T� 2) and continuously adding bias voltage at
both ends for some time, the voltage change of the floating
gate can make the electric field of the gate oxide layer de-
crease, thus slowing down the process of attempted pene-
tration. At this point, the bias voltage at both ends of the
transistor (T� 3) is removed, and the charge of the floating
gate has been changed [9].

*e relationship between the floating gate voltage and
the MC side [9], and the MTside is shown in Figure 10. *e
simulation result is shown as the solid line in the above figure
by setting the voltage at the MC terminal to 0–3.5V and
setting the voltage at the MT terminal to zero. *e other
process is reversed, setting the voltage at the MT terminal to
0–3.5V and setting the bias voltage at the MC terminal to
zero [3]. *e simulation result is shown as the dashed line in
the above figure. When the voltage at the MC side of the
control terminal changes from 0 to 3.5V without adding the
bias voltage at the MT side, it can be seen that the voltage of
the floating gate also increases, and the other process is
similar. It can be seen that the MC terminal has a greater
effect on the floating gate than the MT terminal does on the
floating gate, fromwhich it can be seen that the voltage of the
floating gate is mainly controlled by the voltage at the MC
terminal [6].

On the other hand, the device modeling and simu-
lation of the memory cell using Synopsys, Sentaurus
TCAD (Technology Computer-Aided Design) software in
reference [5], are shown in Figure 11 with three different
initial charges states after an erase programming oper-
ation. All three simulation results can achieve the same
erase stable state and stable program state. After each
erase operation, the charge on the floating gate changes to
QFG � 6.931 e− 15; after the erase operation, the charge on
the floating gate is QFG � −1.666 e− 14, thus proving that
the charge can be shuttled between the tunneling-pass
tube [10] and the floating gate to store and erase
information.

5. Simulation Analysis

*e MTP memory array is arranged according to the cell
structure given above, the memory cells are in symmetric
form, and the 16 memory cells are arranged in parallel by bit
expansion, with all REN, TUN, and RSB connected, as a
basis for word expansion to a 512-bit memory array. In
addition, the array of memory consists of a row control
circuit, column control circuit, and read circuit. Its structure
is shown in Figure 12, and then the read and write function is
verified.

5.1. Main Function Timing Diagram. *e most important
operations of memory are read and write command oper-
ations. Before the read and write signals are powered on, the
corresponding data lines and address lines are ready and
waiting to be undone after the operation is completed. And
its same moment can only execute one of the read and write
commands.
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5.1.1. Read Operation Timing. Its state is shown in
Figure 13(a). When the memory IP_EN� “1” is idle, it re-
ceives the read command READ sent by the digital base-
band, and the READY signal becomes “0.” *e internal
decoding circuit of the memory decodes the long-prepared
address data and enables to read the corresponding address
data.*e READY signal returns to “1” after DOUTreads the
result from the idle state.

5.1.2. Write Operation Timing. Its state is shown in
Figure 13(b).When thememory IP_EN� “1” is idle, the read
commandWRITE is received from the digital baseband, and
the READY signal becomes “0.” *e internal decoding

circuit of the memory decodes the long-prepared address
data, enables the corresponding address data, and is written
to the memory. *e READY signal returns to “1” when the
write operation continues for some time and is completed.

5.2. Read and Write Command Simulation. *e simulation
result of the write operation is shown in Figure 14: when the
external Write signal is input, the control circuit first sends
the Erase signal to perform the erase operation for 2ms, and
when the erase operation is completed, the control circuit
continues to send the Program programming signal. *e
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Figure 8: Schematic diagram of charge capture by FG.
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charge pump turns on with the Erase or Program start. *e
output high voltage Vh and Vm have about 0.2ms jump
when the two signals alternate, which is about 2.6ms in the
figure, and the simulation result shows that the charge pump
needs 60 us to rise to the required high voltage, and the
output result is Vh � 10.1 V or so, and Vm � 4.8V.*e output
of the charge pump turns on with the Erase or Program off,
the output high voltage Vh drops from 10.1V to 500mV in
100 ns time, and Vh drops from 4.8V to 31mV in 100 ns
time. Output signal is “1” when Vh reaches 10V, and below
10V, the output signal.*e Ready signal changes from “1” to
“0” after the Write signal comes, and when the write

operation is completed, it changes from “0” to “1” when the
write operation is completed. *e dashed line in the figure
shows the drop at 4.6ms for the execution of the Read
command.

*e simulation result of the Read command is shown in
Figure 15. When the Read command is applied outside the
memory, the memory control circuit sends out the Control-
Read signal, which lasts for 0.1ms, and Ready drops to “0”
signal at 4.6ms.*en DOUTrises to “1” signal, and at 4.7ms
Read turns off, the Control-Read signal also follows to turn
off; then, DOUT drops to “0” signal at 4.7ms.

From the above read/write simulation and functional
timing diagram, it can be seen that the memory cell designed
in this paper can achieve the basic read/write function of the
memory, and the high voltage required during the read/write
operation is 10V, which is about 30% lower than the 16V
required for conventional EEPROM.

While the simulation of the read and write commands of
the memory is given above to verify the read and write
functions of the memory, the voltage distribution of each port
inside the memory cell is given below, as shown in Figure 16,
which lists the block diagram of the MTP array and the
detailed voltage distribution for the write and read operations
of the MTP cell in the selected and unselected rows of the
MTP array. During the programming operation, a high
voltage difference of 10V is added in the two electrodes of
FG1 (FG0) and REN. Electrons will be injected into FG1
(FG0) from the M2 (M3) channel to reduce the FG1 potential
until the voltage difference between FG1 (FG0) and REN is
less than the tunneling threshold. For unselected MTP cells
during erase and program operations, the voltage distribution
ensures that the voltage difference across all devices is less
than the tunneling channel threshold, thus avoiding a tun-
neling effect to maintain the original state. For read opera-
tions, the MUX block is responsible for the row and column
where the selected cell is located. A sensing amplifier based on
a positive feedback scheme is used to improve the read
sensitivity of the current difference signal on RBL0 and RBL1.

From the voltage distribution of MTP above and the
signal diagram of EEPROM ports given in the literature [6],
Table 1 compares the voltage of MTP and EEPROM ports, it
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can be seen that, for the write operation, MTP requires 10V
(V1�TUN� 10V) and EEPROM requires 16V
(VSG� 16V) for programming.*e dashed lines in the table
show that the voltage required for the MTP is much lower
than the EEPROM voltage of 16V or more, so the low
voltage characteristic of the MTP makes it ideal for UHF
RFID applications.

6. Conclusions

UHF electronic tag chip as a key component in the Internet
of*ings has been widely used worldwide and is the focus of
current research. One of the cores of UHF electronic tag chip
is memory; traditional RFIDmanufacturers use EEPROM as
the memory of RFID tags, but in the UHF tag chip needs to
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Table 1: Voltage of each port of MTP and EEPROM.
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reduce the voltage and cost, EEPROM has a high cost (need
special coprocess support and multilayer mask) and high
voltage deficiencies, and for these deficiencies this paper uses
standard CMOS process to design the MTP. On the other
hand, the high voltage required for the read/write process is
about 10V, which is 30% lower than that of conventional
EEPROM.
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*e study of the ancient ceramic is of great significance to the identification of authenticity, value recognition, cultural types, and
dissemination channels of the ceramic. In this study, a series of technical problems such as ceramic contour extraction, image
distortion correction, and nonlinear contour modeling for 3D printing of rotating body under complex background were solved
and a restoration algorithm for the shape of ancient ceramics was proposed. *en, an accurate contour model is established by
using the two-dimensional images of the rotating ancient ceramics to reconstruct the three-dimensional model of the ceramic
shape. *e experimental results show that the modeling algorithm for three-dimensional printed ceramics can accurately obtain
the three-dimensional model of rotating ancient ceramics, which is of certain significance to explore a new direction of the
research and development of three-dimensional printed ancient ceramics.

1. Introduction

Archaeological Ceramics in China have a long history and
are rich in cultural relics. With the continuous improvement
of material life in Chinese society, more and more people are
interested in ceramic cultural relics, and the identification,
protection, and inheritance of ancient ceramics are in-
creasingly important. In the identification process of ancient
ceramics, the origin and age of products are the most im-
portant, and its technical difficulty is also the highest [1].
Since ancient times, the main method of source and date
identification is the use of human eye recognition, that is,
relying on the long-term accumulated experience of ap-
praisers to judge, inevitably into the influence of subjective
factors, more importantly, the lack of multi-information
data management and big data analysis, resulting in a lot of
useful information hidden in it being ignored or misread [2].
With the appearance of 3D printing technology, this tech-
nology provides a better technical means for the finishing of
ceramic materials. It is flexible in design, can print highly
complex structure, with precise three-dimensional size, and

can simultaneously build multiple print objects at one time,
significantly improving production efficiency. *is research
status of ancient ceramics seriously affects the inheritance
and development of ancient ceramic technology [3].

In the multiple ceramic product information, the
product type has the distinct characteristics of times and
regions, so the ancient ceramic type plays an incomparable
role in the identification and numerical simulations [4]. In
the information age, the extraction and analysis of the
morphological characteristics of ancient porcelain in dif-
ferent historical periods and different structural character-
istics can provide reference for the traceability of ancient
porcelain and the identification of authenticity. *is work is
of great significance to further study the relationship be-
tween the artistic characteristics of ceramics and culture and
aesthetics. Traditional potteries are typically made from a
mixture of powder and binder or other additives, processed
using conventional techniques such as injection molding,
molding, casting, and gel casting, and sintered green at
higher temperatures for densification [5, 6]. However, these
ceramic molding techniques are limited by long processing
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time and high cost. Furthermore, those algorithms used for
studying archaeological ceramic, mainly concerning the
axially symmetric geometry recognition, which is a geometry
property of the greater region of a vessel [7]. For ancient
ceramic, the elements not regarded as this category of axially
symmetric geometry can be discerned in general [8].

With the appearance of 3D printing technology, this
technology provides a better technical means for the fin-
ishing of ceramic materials [9, 10]. It is flexible in design, can
print highly complex structure, with precise three-dimen-
sional size, and can simultaneously build multiple print
objects, significantly improving the restoration efficiency of
ancient ceramics. *e earliest 3D printing technology for
potteries was developed and realized in the 1990s. With the
continuous development of 3D printing technology and the
increasing demand for ancient ceramic restoration, per-
sonalized design and processing can also be realized through
3D printing technology [11]. However, for complex pot-
teries, especially ancient ceramics used for structural res-
toration, such as restored bowls, vases, and other
handicrafts, their complex geometric shape and intercon-
nection between the internal apertures lead to their difficult
processing, which presents a great challenge for the pro-
cessing of materials. 3D printing technology has developed
from the initial melting deposition manufacturing, inkjet
printing technology to prepare ceramic green, and then
sintering, to the present integration of laser sintering and
light curing molding new technology [12]. As presented in
Figure 1, 3D printing technology has been widely used in
ceramic industry, such as multifunctional ceramics, high
temperature resistant materials, aerospace industry, medical
engineering, and cultural relic restoration [13].

*e study on the dimensions of the properties is significant
for identifying the tools applied in the creation of the deco-
ration. However, it is difficult and inefficient to accurately
extract ceramic types and to obtain the real parameters of
ceramic types by conventional measurement methods due to
the diversity and complexity of ancient ceramic products [14].
Furthermore,most ancient ceramics are genuinely stored in the
museum and with private collectors; for reasons of security or
privacy, the owner of these ceramic products or unit is gen-
erally not willing to put their expensive ancient ceramics for
equipment scanning and data acquisition, even if reluctantly
agreed to also pass through the complex procedures, making
ancient ceramics 3D scanning data [15]. All these have caused
the serious shortage of digital data of ancient ceramic ware in
the era of big data with information expansion, which has
seriously restricted the progress of research on big data of
ceramic wares. In recent years, using machine vision tech-
nology to accurately restore two-dimensional image infor-
mation to three-dimensional model has become a new
direction of ancient ceramics research [16–18]. Some scholars
have done some work in the curve fitting of a skimming bottle.
Besides, the edge characteristics of skimming bowl have been
studied [17, 19]. Although many researchers have tried to
obtain the ancient ceramic shape by using various image
processing methods, due to the problems of two-dimensional
image distortion, complex image background, and large dif-
ference in image quality, the extracted model error is large, and

the restored 3D model deformation is serious [20]. *ese
problems have long been difficult to break through and become
the shackles of the development of 3D printing technology of
ancient ceramics [21–25].

In view of this background, this paper under the
background of solving complex contour extraction and
image distortion correction, under the premise of technical
bottlenecks, developed a set of technologies based on ma-
chine vision of the ancient porcelain ware three-dimensional
reduction algorithm; this algorithm can go through non-
linear image enhancement, the distortion compensation,
and curve fitting such as machine vision and pattern rec-
ognition technology to build accurate model of the ancient
porcelain ware. *e complete information of ancient ce-
ramic ware type can be obtained by a few parameters.

2. Structure of 3D Printing
Construction Method

2.1. 3D Restoration Algorithm. *is study used three-
dimensional virtual models to reconstruct the ancient
ceramic. Hence, the term samples are the ancient ceramic
bottles from Chinese museum. In this study, three dif-
ferent ancient Chinese ceramic vases were used for three-
dimensional morphological analysis. *e 3D restoration
algorithm mainly includes image enhancement, image
distortion correction, modeling, and 3D reproduction of
ancient ceramic. *e working principle diagram of 3D
reduction algorithm for ancient ceramic vessel type is
shown in Figure 2, which is core studying object of this
paper. A special recognition process of real ancient
potteries based on three-dimensional calculations by
computer is used for analyzing the discrete model gen-
erated by real scans. Besides, the original surface is ap-
proximated by triangular surface of the three-
dimensional models. *rough the complex processing of
3D data, the 3D geometric model is obtained, which
contains low-level geometric information, such as the
coordinates of points and the normals of triangles, and
advanced information, such as measurement of ceramic
bottle radius. For ancient ceramic bottles, the above
evaluation is complex due to the limited grid sampling
range, manufacturing errors, and other factors [26].

2.2. #ree-Dimensional Reconstruction Technique.
Accurate extraction of ancient ceramic wares from 2D image
contour is the first step to shape three-dimensional reduction,
but because of the variety of forms, the image with low pixel
restored by the 3D model is far from the real ancient por-
celain, and, precision is very low; you cannot even get a three-
dimensional model. Accordingly, this algorithm first uses the
edge of images, which is enhanced by wavelet transform to
improve the discernibility of the edge of ancient potteries, and
the edge contour of ancient potteries is clearly extracted and
accurately located. *e specific process is as follows.

Equations (1) and (2) are used to perform two-dimensional
discrete wavelet transform on the image F (x, y) with the
original image size ofM×N and decompose the original image
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into a low frequency subimage band containing image contour
information and a high-frequency subimage band dominated
by background noise. By adjusting the weight of the ap-
proximate coefficient Wφ and the detail coefficient Wiψ of the
high and low frequency subbands in equations (1) and (2) after
wavelet transform, the sharpness of the image contour can be
improved and the image noise can be further reduced. Finally,
the inverse wavelet transform formula is used to synthesize the
image after edge enhancement, which can realize the image
edge enhancement and achieve the purpose of highlighting the
edge contour of ceramic ware images.
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where Wφ is the approximate coefficient of image contour
information. Wi

ψ is the detail coefficient of identification
image. φj0,M,N are scale basis functions. ψij, M, N are

translation basis functions. {H, V, D} respectively represent
different orientation image details.

By adjusting the weight of the approximate coefficient
Wφ and the detail coefficient Wiψ of the high and low fre-
quency subbands in equations (1) and (2) after wavelet
transform, the sharpness of the contour can be improved.
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2.3. Adaptive Perspective Correction of 2D Images. Based on
the 2D images, the image distortion caused by the
shooting angle, distance, and lens difference will greatly
affect the 3D restoration accuracy of the device. *ere-
fore, this paper proposes a method to estimate the
shooting angle of an image using elliptic Hough trans-
form, which can accurately estimate the shooting angle of
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Figure 2: Working principle diagram of 3D reduction algorithm for ancient ceramic vessel type.
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Figure 1: Application field of 3D printing technology.
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the camera relative to each region of the image. On this
basis, the perspective transform method is used to realize
the distortion compensation of two-dimensional image
partition [27].

(1) According to the contour image of ancient ce-
ramics, extract the contour curves of its top and
bottom.

(2) Elliptic contour detection algorithm based on Hough
transform is used to fit the elliptic models of the top
and bottom of contour image.

(3) Calculate the shooting angle of the image
according to the ellipse. *e angle calculation
process is shown in Figure 3. Under ideal condi-
tions, assuming that the camera is a parallel in-
cident ray, when the camera shoots a ceramic
shape with a radius of M at angle θ, the PQVW
surface on the top of the ceramic shape forms an
ellipse in the ABCD plane, and the shooting angle
can be calculated by the algorithm. Similarly, the
shooting angle of the lower edge of the ancient
ceramics can be obtained by extracting contour
lines of the lower edge according to the contour
line. *e values l and l ’ are the longitudinal di-
mensions before and after correction [28].

l′ � l

cos arcsin θi( 􏼁
. (4)

(4) According to the upper and lower angles θu and θd,
the imaging angle θ I of each horizontal section of the
two-dimensional plane of ancient ceramics can be
estimated. *e image shooting angle and distance
calculated in steps (1)∼ (3) can be used as relevant
parameters of perspective transformation to realize
adaptive adjustment of perspective correction al-
gorithm and complete automatic image calibration.
For intermediate condition, the empirical function is
applied as the follows.

where, C1 and C2 are empirical parameters, and cj is
maximum tangent value of the dihedral angle.

wj � c1e
− c

c2
j (5)

*e membership function satisfies the normality con-
dition because of the generic node:

μe + μr1�Ri + μ−r1�Ri � 1. (6)

A comparison between the node pj on the boundary
region Fj and the node pk is used as the following dissim-
ilarity parameter D (pj, Fj):
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pk.
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In this study, the value μrk1 is assigned as shown in
equation (9).

μrk1 � Ri. (9)

2.4. Modeling of Shape and Edge of Ancient Ceramic Ware
Based on Neural Network Technology. *e lateral edge
contour baseline was extracted from the ancient ceramic
edge contour image after distortion correction, and the
mathematical model of the baseline was constructed. *e
accuracy of the edge contour model directly affects the effect
of 3D modeling. In principle, neural network can approx-
imate any nonlinear curve, so this paper uses back-
propagation (BP) neural network to accurately model the
baseline of ancient ceramic side edge contour [29].

A specific BP neural network with three layers is used in
the study. *ey are input layer, hidden layer, and output
layer [17]. Both the input layer and the output layer of the
network have one node; that is, the input layer receives the
horizontal coordinate data of 1× 1 side edge curve, and the
output layer generates the vertical coordinate data of 1× 1
side edge curve prediction. *e hidden layer activation
function uses nonlinear Sigmoid function to map input and
output data nonlinearly. In building a network of hidden
layer nodes, in order to guarantee the network error con-
verges to the premise as small as possible, to reduce the
training time of network and at the same time avoid network
overfitting phenomenon of samples, the experiment is done
many times to adjust the network parameters, and finally
selected use of 30 nodes of neurons in hidden layer neural
network structure is set up. In this paper, MSE means the
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Figure 3: Geometric properties of shooting angle in the simulation
model.
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mean square error. In order to ensure the training accuracy,
the number of network iterations is set as 500, and the MSE
converges to 0 during the training. *e samples and labels
are continuously sent into the constructed BP network.
*rough the forward propagation of signals and the pa-
rameter feedback modification based on error, the network
continuously descends to the gradient direction according to
the deviation and iteratively adjusts the weights and
thresholds of each neuron node until the error drops to the
target range. *e neural network transfer model adopted in
this paper is shown in equations (10) and (11).

yl
′ � f ω1lxi( 􏼁, l � 1, 2, . . . . . . , L, (10)

yi � f 􏽘
L

l�0
ω2lyl
′⎛⎝ ⎞⎠, l � 1, 2, . . . . . . , L. (11)

*e key of network model is used for the acquisition of
training samples and tags. *e samples and labels used in
this paper are the horizontal and vertical coordinates
corresponding to the side edge contour. After contour
extraction and distortion correction of the original an-
cient ceramic image, the upper left, upper right, lower left,
and lower right endpoints of the corrected ancient ce-
ramic contour image were extracted as the starting and
ending endpoints of the two side edge contour lines
according to the change of contour edge curvature, so as
to obtain the accurate side edge curves. After that, the
symmetrical central axis was obtained through the four
endpoints and used as the X-ray to extract every pixel on
any side edge contour and map its horizontal and vertical
coordinates of the corresponding X axis, which were used
as training samples of neural network and tag training in
this paper.

2.5. 3D Reconstruction Algorithm Flow of Ancient Ceramics.
*e curve model of ancient ceramic side edge contour
established by BP neural network contains complete in-
formation about the shape of the rotating body ancient
ceramic, which can be saved as the original data of the shape.
*erefore, the 3D model of the shape can be obtained by
rotating around the central axis of the shape through the
curve model, which is the final 3D reproductionmodel of the
ancient ceramic shape.

*e complete flowchart of the algorithm in this paper is
shown in Figure 4. In the process, K is used to represent the
times of image enhancement algorithm, while the interactive
extraction module is an auxiliary means when automatic
curve extraction is not accurate enough. *e specific steps
are as follows:

(1) Use wavelet transform to read the original image,
sharpen and enhance the contour while reducing the
image noise, and then use edge detection algorithm
to extract the image edge contour; image enhance-
ment algorithm can be used repeatedly to achieve the
best effect; here set a maximum of three times; after
exceeding the upper limit, use interactive extraction

algorithm to assist extraction. Based on wavelet
transform, a new method for detecting transient
signals of three-dimensional model has been applied.

(2) Perform angle distortion correction algorithm on the
extracted contour image to obtain the corrected
ancient ceramic contour image.

(3) Extract the baseline of the side edge contour of the
corrected image, and enhance it with the interactive
operation-assisted extraction algorithm in the
program.

(4) *e extracted side edge contour is modeled by using
neural network.*en, it is rotated around the central
axis to obtain the 3D model of the ancient ceramic
image of the rotating body.

3. Computer Experiment and Analysis

*e ancient ceramic wares were scanned by 3D printing
model with cultural relics type contactless digital scanning
andmeasuring equipment and the point cloud data obtained
from the standard ancient ceramic objects were used as the
standard size to verify the accuracy of the proposed method.

3.1.Working Process of 3DReductionAlgorithm. *emethod
has been used in the study of refactoring shapes on an ancient
vase, which is a very critical test case. In this experiment, two-
dimensional images of common jade pot spring vase were
used as objects to show the complete restoration process of
ancient ceramics from two-dimensional images to 3Dmodels
in detail. *rough the steps of contour enhancement, angle
distortion correction, side edge contour curve modeling, and
3D reconstruction of ceramic shape, the 3D restoration of
ceramic shape is completed. *e restore steps are shown in
Figure 5.

*rough simulation experiments, the adaptive per-
spective correction algorithm and the traditional distortion
correction algorithm are, respectively, used to extract the
side edge contour of ancient ceramics, and then the accuracy
of the two algorithms is compared. *e experimental results
are shown in Figure 6. *e left and right red curves in the
figure are standard edge contour curves of jade spring
bottles, which are fitted by interpolation function according
to the physical standard point cloud data obtained by 3D
scanner. *e blue curve on the left is the edge contour curve
of the jade pot spring bottle after processing the two-di-
mensional image with the traditional perspective correction
method. *e blue curve on the right is the edge contour
curve of the jade pot spring bottle after processing the 2D
image with the perspective correction algorithm in this
paper. By comparison, it is found that the algorithm in this
paper plays a significant role in improving the fitting ac-
curacy of the area with large curve fitting error (the part
circled in Figure 6), which makes the fitting error decrease
from 2.65% to 0.81%.

In order to verify the accuracy of the neural network
fitting curve, the neural network algorithm in this paper is
compared with the traditional polynomial interpolation
function through experiments, and the accuracy difference
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between the two methods in constructing the side edge
model of ancient ceramics is compared. Figure 6 shows the
convergence curve of MSE error with iterative training when
BP network is trained using sample data of ancient ceramic
side edge curve. It shows the effect diagram of modeling the
contour curve of the side edge of the mulberry grape tank
constructed by using the above-mentioned methods. After
500 iterations, the MSE error of the curve is only 5, about
12×10−3. As can be seen from Figure 6, the overall effect of
the two methods on modeling the side edge of ancient
ceramic bottles is relatively good. However, it can be seen
from the effect diagram of the local contour detail model of

the edge of ancient ceramic bottles constructed by the
proposed method that the curve model constructed in this
paper is more approximate to the contour details of the
strange parts such as neck, tail, and base of the ceramic
bottle.

It can be seen that the MSE error of the curve is only
about 0.052% and the overall effect of the two methods on
modeling the side edge of mulberry grape pot is relatively
good. However, it can be seen from the local contour detail
model of side edge of mulberry grape pot constructed in
Figure 6 that the curve model constructed by the method in
this paper is more approximate to the contour details of the

Two-dimensional image �ree-dimensional modelContour enhancement Distortion correction Side edge modeling

Figure 5: Steps of 3D restoration of the sample.

�e computer updates the load status
with intelligent judgment according to

the set threshold

Computer load switch threshold status is
transmitted to terminal Arduino

Control oad device

Extraction of side edge curves

�ree-dimensional model reconstruction

Perform manual
control

Is there a
special manual

setting?

Yes

No

Computer will read, display, and store
environmental data.

Edge extractions of the original
three-dimensional images

Start

Figure 4: Flow diagram of the calculating algorithm.
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strange parts such as neck, tail, and base. *e data show that
the mean square error (MSE) of the precision of mold fitting
is only 5.12×10−3, much smaller than the traditional method
of mean square error (MSE) 1.2×10−2; for the realization of
three-dimensional accurate reduction of ancient ceramics
lay a solid foundation.

3.2. Accuracy Experiment of 3D Reduction Algorithm. *e
results of reconstruction of 3D restored ancient ceramics
are shown in Figure 7. In order to verify the restoration
accuracy of the algorithm, 50 points were extracted from
the point cloud coordinate data obtained from the physical
object scanned by the 3D scanner as standard data to test
the accuracy of the algorithm builder model. *e calcu-
lating data of the sample analysis is listed in Table 1. *e 2D
images of ancient ceramics were obtained by changing the
shooting angle and distance to verify the accuracy and
robustness of the algorithm in 3D restoration. Besides, the
test distance is the distance between the camera lens and
the center of ancient ceramics, and the test angle is the
included angle between the lens and the horizontal ground
when the lens center is aligned with the center of ancient
ceramics. *e image quality of pictures under different
conditions is expressed by using the degree of desirable,
H_NRMSD is the percentage of longitudinal normalized
root mean square error, and W_NRMSD is the percentage
of normalized root mean square error in horizontal
direction.

Comparing the data of the 3D model, the standard
model is obtained by the algorithm flow in this paper. *e
H_NRMSD and W_NRMSD both mean the error of model
size. H represents height andW represents width. It is found
that the errors of the algorithm under H_NRMSD and
W_NRMSD indexes are all less than 1.00. *en, it can be
seen that the algorithm can restore 3D objects using 2D
images. With a high restoration accuracy and strong ro-
bustness, the reconstruction process adapts to changes in
shooting conditions and overcomes the technical problems
such as the image distortion and nonlinear contour model

that cannot be completely solved in traditional 3D resto-
ration results.

3.3. Precision Experiment of 3D Reconstruction. In order to
further test the restoration accuracy of 3D printing model
algorithm, two 3D scanners, the noncontact digital
scanning and measuring equipment of cultural relics and
the advanced 3D scanner Einscan-SP on the market, were
used to scan the ancient ceramic samples, respectively.
*ey are denoted as scanner I and scanner II below. *e
height data and side edge contour data extracted from the
two sets of point cloud data were integrated and compared
with the data extracted by the algorithm in this paper. *e
experimental test data are shown in Table 2. *e data
obtained from scanner I was used as the standard value to
verify and compare the accuracy of the proposed method
and the scanner II. H1 and W1 in Table 2 represent the
vertical and horizontal precision of the ceramic contour
model constructed by the algorithm in this paper.
Meanwhile, H andW represent the vertical and horizontal
precision of the data acquired by the scanner II. According
to the testing data in Table 2, the modeling accuracy of the
algorithm in this paper is closer to the standard data of the
scanner. Besides, this conclusion can be seen more
intuitively.

*rough simulation experiments, the adaptive perspec-
tive correction algorithm and the traditional distortion cor-
rection algorithm are, respectively, used to extract the side
edge contour of ancient ceramics, and then the accuracy of
the two algorithms is compared. *e experimental results are
shown in Figure 8. *e left and right red curves are standard
edge contour curves of jade spring bottles, which are fitted by
interpolation function according to the physical standard
point cloud data obtained by 3D scanner. *e blue curve on
the left is the contour curve of the bottle side after processing
the 2D image with the traditional perspective correction
method.*e blue curve on the right is the edge contour curve
of the jade pot spring bottle after processing the 2D image
with the perspective correction algorithm in this paper.
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Figure 6: Comparison of distortion correction effect of side edge contour curve of the 2D image.
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4. Conclusion

In this study, a series of technical problems such as ceramic
contour extraction, image distortion correction, and non-
linear contour modeling for 3D printing of rotating body
under complex background were solved and a restoration
algorithm for the shape of ancient ceramics was proposed.
*e following conclusions are drawn.

(1) An accurate contour model is established by using
the two-dimensional images of the rotating ancient
ceramics to reconstruct the three-dimensional model
of the ceramic shape. By studying a series of algo-
rithms such as image enhancement, image distortion
correction, modeling, and 3D reproduction of an-
cient ceramics, a complete 3D restoration algorithm
of ancient ceramics was obtained.

(2) Experimental results show that when the shooting
angle is from −10° to 10° and the resolution is above
40,000 pixels, the algorithm can be used to reduce the

Real
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50

50

Figure 7: 3D reconstruction control diagram of this model.

Table 1: *e calculating data of the sample analysis.

Distance (cm) Angle/° H_NRMSD (%) W_NRMSD (%)
100 −15 1.19 1.24
100 −10 0.93 1.44
100 −5 0.63 1.27
100 0 0.21 1.32
100 5 0.62 1.27
100 10 0.88 1.25
100 15 1.14 1.35
150 −15 0.83 1.11
150 −10 0.64 1.43
150 15 0.47 1.36
150 0 0.26 1.14
150 5 0.40 1.18
150 10 0.76 1.18
150 15 1.08 1.2
200 −15 0.83 1.11
200 −10 0.64 1.43
200 −5 0.47 1.36
200 0 0.26 1.14
200 5 0.40 1.18
200 10 0.76 1.18
200 15 1.08 1.2

Table 2: *e calculating data of the sample analysis.

Distance (cm) Angle/° H_NRMSD (%) W_NRMSD (%)
100 −10 1.13 1.14
100 −5 1.03 0.97
100 0 0.61 0.62
100 5 0.82 0.57
100 10 1.08 1.15
150 −10 0.74 1.23
150 −5 0.67 1.06
150 0 0.29 0.74
150 5 0.71 1.08
150 10 1.06 1.38
200 −10 1.14 1.35
200 −5 0.87 1.16
200 0 0.39 0.75
200 5 0.90 1.08
200 10 1.06 1.28

Standard data No.2
Test data
Standard data No.1

Figure 8: Comparison data of the side edges of the model.
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shooting angle to less than 1. Accurate reduction of
3D model of ceramic ware has error less than 6%.

(3) *e modeling algorithm for three-dimensional
printed ceramics can accurately obtain the three-
dimensional model of rotating ancient ceramics,
which is of certain significance to explore a new
direction of the research and development of three-
dimensional printed ancient ceramics.*erefore, the
algorithm proposed in this study greatly facilitates
the analysis, research, restoration, and display of
ancient ceramics and provides a new method for the
study of ancient ceramics.

(4) With the continuous development and progress of
3D printing equipment, combined with the inte-
gration and intersection of multidisciplinary
knowledge such as digitization, biomedical engi-
neering, and medical imaging, 3D printing tech-
nology can not only customize personalized
bioceramics products, but also realize the restoration
of ancient ceramic crafts through 3D reconstruction
technology. *ere is reason to believe that 3D
printing technology will certainly become one of the
key technologies in the development of the resto-
ration of cultural relics.
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Synthetic aperture Radar (SAR) uses the relative movement of the Radar and the target to pick up echoes of the detected area and
image it. In contrast to optical imaging, SAR imaging systems are not affected by weather and time and can detect targets in harsh
conditions. -erefore, the SAR image has important application value in military and civilian purposes. -is paper introduces the
classification of Gaussian process. Gaussian process classification is a probabilistic classification algorithm based on Bass frame.
-is is a complete probability expression. Based on Gaussian process and SAR data, Gaussian process classification algorithm for
SAR images is studied in this paper. In this paper, we introduce the basic principle of Gaussian process, briefly analyze the basic
theory of classification and the characteristics of SAR images, provide the evaluation index system of image classification, and give
the SAR classification model of Gaussian process. Taking Laplace approximation as an example, several classification algorithms
are introduced directly. Based on the two classifications, we propose an indirect multipurpose classification method and a
multifunction classificationmethod for two-pair two-Gaussian processes.-e SAR image algorithm based on the two categories is
relatively simple and achieves certain results.

1. Introduction

Synthetic aperture Radar (SAR) is an active modern high-
resolution microwave imaging Radar [1]. SAR is an active
Earth observation system, which can be installed on aircraft,
satellites, spacecraft, and other flight platforms to observe
the Earth all day and in all weather conditions and has a
certain ability to penetrate the surface. SAR improves azi-
muth and range resolution by using synthetic aperture and
pulse compression techniques. It breaks the boundary of
Radar camera mode in the past and improves the camera
ability of the observation area. Compared with other remote
sensing imaging systems, the number of synthetic apertures
has increased [2]. -e Radar imaging system cannot be
affected by light and bad weather and can take necessary
ground scenes in one day and in all weather conditions.
Because of the above advantages, SAR imaging technology is
widely used in resource exploration, land exploration,
wartime hostile target inspection, etc. and also has great

application to people’s livelihood [3]. It has great application
potential. When the 5.12 Wenchuan earthquake occurred, it
was difficult to obtain rescue information and monitor di-
sasters due to the harsh local climatic conditions. Synthetic
aperture Radar can overcome these problems well [4].

With the continuous exploration and development of
SAR imaging technology, the demand for SAR image data is
getting higher and higher. However, on the other hand, SAR
images are quite different from optical images and have the
characteristics of correlated noise [5, 6]. -is makes the
readability of SAR images much stronger than that of optical
images, which makes it difficult for scientific researchers to
interpret them manually. -erefore, it is difficult to auto-
matically recognize SAR images at present. Automatic
Target Recognition (ATR) technology for SAR images is
becoming more and more important and becomes an im-
portant research direction [7].

In military warfare, with the development of electronic
information countermeasure technology, the outcome of
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electronic warfare has become one of the decisive factors.
Especially in the complex electromagnetic environment, it is
very important to identify and detect the enemy’s intentional
camouflage.

Automatic recognition of conventional SAR images
requires complex steps such as filter noise reduction, image
optimization, and image classification [8]. For automatic
recognition of conventional SAR images, complex steps such
as image preprocessing, feature extraction, image classifi-
cation, and recognition are required. -e specific process is
shown in Figure 1.

-ere are too many processing steps, and the speed and
accuracy cannot meet the actual military needs. Because of
the excellent performance of Gaussian process in image
processing, SAR image ATR based on Gaussian process has
become the focus of research [9]. Gaussian process is a kind
of stochastic process in probability theory and mathematical
statistics, which makes it easier to classify and segment
images. A large number of studies show that Gaussian
process technology can be used to effectively process SAR
images [10].

2. SAR ImageClassificationAlgorithmBasedon
Gaussian Process

2.1. Research Status of Gaussian Process. Machine learning
has been studied for more than a century, and many theories
have been formed, but the research on Gaussian process is
relatively late. Since 1970s and 1980s, Gaussian process has
been applied to geostatistics in the name of Gaussian process
regression, such as mineral exploration and remote sensing
monitoring [11]. -e main problem to be solved is the low-
dimensional problem of geoscience statistics, and there is a
lack of research on the probability of models and the in-
dependence of kernel functions.

Hagan first proposed the use of Gaussian process in the
regression model in 1978. Later, Devid J. C. Mackey pro-
posed to establish empirical models by nonlinear parame-
terization of models, such as radial basis function and layer
perceptron. Subsequently, bar Shalom and Fortmann used
the Kalman filter to explain the stationary one-dimensional
Gaussian process [12].

In 1990s, people made a deeper exploration of kernel
function in machine learning. A famous example is support
vector machine. At this stage, the application of Gaussian
process inmachine science has attracted some attention [13].
For example, in 1992, Mackey proposed a framework using
Gaussian processes by using approximation methods.
However, until 1996, Neal found that its nodes obey
Gaussian distribution in the research of Bayesian neural
network and Gaussian process began to attract wide at-
tention [14].

In recent years, Gaussian process has been applied to
predictive control and soft sensor modeling because of
its good model reliability and can meet the requirements
of industrial field application. At the same time, it
has been further studied in the field of machine learning
[15, 16].

2.2. Fundamentals of Gaussian Process

2.2.1. Machine Learning )eory. Machine learning breeds
strong vitality [17]. -is is to find out the rules between data
by analyzing the characteristics and association of data and
to mine all kinds of information needed by human beings at
a deeper level. Several common learning methods are briefly
introduced as follows:

(1) Description-Based Learning [18]. In a data area, we
describe a concrete example, find the main factors
associated with the concrete example, and finally
perform the process of forming a generalized
concept.

(2) Analogical Learning [19]. We compare two data
regions, find the similarities between them, and
explain the unsolved problems of other data regions
from the related theories of one data region [20, 21].

(3) Concentrate on Your Studies. We reason about the
existing instances and summarize the specific hy-
pothesis process. From the special to the ordinary,
from the simple to the complex, using the local to the
whole method, we summarize the learning.

As can be seen from Figure 2, the machine learning
system is always on optimized learning mode. By providing
back the results from the executive part to the learning part
and optimizing the knowledge base all the time, the whole
model is optimized. -e most important thing in machine
learning is to derive learning patterns through training
sample data. -erefore, machine learning needs to first
determine the learning objects (X, Y) and training samples,
learn the sample data with corresponding learning methods,
and derive the learning model. Finally, according to the
model, a value Y is obtained for any input X, which is a
vector and contains the hidden information in the data, that
is, the necessary information. -e mathematical represen-
tation of machine learning, which selects the function that
best represents the training result from the given f (x, a). -e
selection is trained only based on the sample data and does
not depend on prior knowledge of the sample data that is
known in advance. Whether the learning model is suitable to
be evaluated by the difference L (Y, F (X, A)) between the
sample Y value and the value F (X, A) obtained under the
machine learning condition is established by

R(a) � 􏽚 L(y, f(x, a))dF(x, y). (1)

-e training sample consists of a probability distribution
F(x, y) � F(x)F(y | x) composed of n pairs of observed
data (x1, y1), . . ., (xn, yn) under independent and identical
distribution conditions. In most practical cases, F(x, y) in
training is unknown.

-e powerful feature extraction ability of CNN depends
on the convolution operation of the target image expansion
by the convolution kernel. -e new value obtained by dot
product and sum operation on the image is the eigenvalue of
each point pixel [22]. At the level of data structure, both
image and convolution kernel are essentially a numerical
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matrix, in which the size of image matrix is W×W×D and
the size of convolution kernel square matrix is F× F×D. D
above represents the depth of the image channel, W rep-
resents the side length of the image, and F represents the side
length of the convolution kernel. A single channel image
with depth 1 and width and height 5 and a convolution
kernel with side length 3 are used for convolution operation
display. -e convolution kernel firstly covers the left vertex
area of the feature map and carries out dot product and sum
operation on the pixel values in the covered area to obtain
the pixel values in the red virtual box in the output feature
map, which is the first calculation step of convolution. -e
green virtual box is the coverage area where the convolution
kernel shifts to the right by one unit length and then repeats
the dot product and summation operation in the first step to
obtain the value of pixels in the green virtual box in the
output feature map. Here, the unit length of the convolution
kernel shifts to the right is called the moving step size, which
is represented by S, and this process is the second step of the
convolution operation process. When the convolution
kernel repeats the above steps and traverses the image matrix
from left to right and from top to bottom, it completes a
convolution operation process and finally obtains a 3× 3
output feature map.

By substituting the corresponding numerical value, the
value of N is 3, that is, the size of the output characteristic
map is 3× 3. It can be seen from the whole convolution
operation process that the convolution kernel in each op-
eration process has not changed, and this operation ensures
the invariance of the internal parameters of the kernel, that
is, weight sharing, which avoids the problem of excessive
increase of parameters. In addition, the above convolution
operation still brings some problems, such as the reduction
of feature image size and insufficient utilization of image
edge information. Facing the above problems, we can use
filling strategy at the edge of the image to solve them. -e
edge of the image is filled with pixels with a length of 1 and a
value of 0, and the feature image with a size of 5× 5 can be
obtained by recalculating with a convolution kernel with a
size of 3× 3, which makes the output image keep the same
size as the input image and makes full use of the edge pixels
of the original image.

2.2.2. Bayesian )eory. Bayesian theory takes the form of

p(θ | x) �
p(θ)p(θ | x)

p(x)
�

p(θ)p(θ | x)

􏽒 p(θ)p(θ | x)
dθ. (2)

2.3. Classification Decision )eory. -e output of the re-
gression model is converted into class probability by re-
sponse function, and the following model is adopted:

p C1 | x( 􏼁 � λ x
T
w􏼐 􏼑, λ(z) �

1
1 + exp(− z)

. (3)

Up to now, there is no correct answer as to which
method to choose. Compared with the direct generation
method, the indirect reference method has the advantage
that when the modeling of p(y | z) is direct, the x dimension
is high and the prior density of the class distribution of data
is relatively easy to obtain and the practical problem may be
more complicated if the direct generation method is
adopted, so the indirect reference method is adopted in this
paper.

Common optical images are easier to recognize, while
SAR images have poor recognition ability because of their
features.-e synthetic aperture Radar (SAR) imaging system
firstly collects the electromagnetic wave reflected from the
measured object from the sensor and uses SAR imaging
algorithm to reproduce the SAR image in reverse. According
to the transmitting and receiving mode of the electromag-
netic wave of the sensor, the imaging mode of SAR image
can be divided into vertical polarization (V) and horizontal
polarization (H). After the two combinations, there are four
camera modes: HH, HV, VH, and VV. -e color optical
image has three channels: R, G, and B. SAR images have
different channel numbers according to different shooting
methods. SAR images are divided into three types according
to the number of image channels: unipolarized, dual-po-
larized, and multipolarized. As the number of channels in a
SAR image increases, it contains more information.

-e Radar image can be obtained by processing the
reflected electromagnetic wave signal of the detected object.
However, SAR images have fatal shortcomings. Coherent

SAR image Target detection Pretreatment Feature extraction 
and selection

Classification 
and recognition

Classification 
result

Figure 1: SAR automatic recognition flow.

Environment Learning Knowledge 
base Execute

Feedback

Figure 2: Machine learning system model.
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point noise produces interference phenomenon when the
target rotates, which leads to anomaly. -e gray value of the
image shakes violently in a certain range, which is bright and
dark, and has a sense of wear. -e recognition ability of SAR
images is reduced, which makes it difficult to recognize SAR
images.

When the surface of the photographing area is un-
even, electromagnetic signals reflected from a plurality of
different objects are superimposed and returned. Because
the surface of each object is uneven, the distance between
the SAR imaging system and receiver is random and the
signal received by the receiver is related to frequency, but
the phase and random change are strong. It is going to
return one degree.

Assuming that the imaging area is K scatterers and has
an echo reflected on each object, phase P, and amplitude A,
the echo signal received by the receiver after superposition of
all scatterer echoes is as follows:

z � Ae
jφ

� 􏽘
k

i�1
Aie

jφi , (4)

where A and φ represent the amplitude and phase of the
echo received by the receiver. From the above formula, it
is found that when the Radar imaging system moves, the
echo path changes and the corresponding phase changes,
which affects the whole echo signal. Because of the
shortcomings in photography principle, random corre-
lated speckle noise will be produced during photography.
In this way, SAR images also produce randomness. On the
other hand, SAR images are particularly sensitive to each
other’s position angle. If the same detected object is shot at
different angles, it will cause dramatic changes in SAR
images.

-ere is a very complex correlation between coherent
point noise and SAR image information, such as gray value
and reflection intensity. K distribution,Weibull distribution,
and lognormal distribution, which are often used now,
explain the statistical characteristics of SAR images.

2.3.1. K Distribution. For high-resolution SAR images, we
will use K distribution to describe its probability density:

p(x) �
2

bΓ(v)

x

b
􏼒 􏼓

v/2
Kv− 1 2

��
x

b

􏽲

􏼠 􏼡(x> 0, v> 0, b> 0), (5)

where b is the scale parameter, v is the shape parameter, and
Kv is the modified Bassel function of the second kind.

-e expectation and variance of the probability density
function are as follows:

E(x) �
bΓ(v +(1/2))Γ((3/2))

Γ(v)
, (6)

var(x) � b
2

v −
Γ2(v +(1/2))Γ2((3/2))

Γ2(v)
􏼢 􏼣. (7)

2.3.2. Weibull Distribution. Weibull distribution is more
suitable for describing SAR images, and its probability
density function can be expressed as

p(x) �
c

b

x

b
􏼒 􏼓

c− 1
exp −

x

b
􏼒 􏼓

c

􏼔 􏼕. (8)

Expectations and variances are as follows:

E(x) � bΓ 1 + c
− 1

􏼐 􏼑, (9)

var(x) � b
2 Γ 1 + 2c

− 1
􏼐 􏼑 − Γ2 1 + c

− 1
􏼐 􏼑􏽨 􏽩. (10)

2.3.3. Lognormal Distribution. When SAR imaging, there is
a main target to be detected, which is suitable to be described
by lognormal distribution. -e probability density function
is as follows:

p(x) �
1

xσ
���
2π

√ exp
− (ln(x) − μ)

2

2σ2
􏼠 􏼡, (11)

where µ denotes scale parameter and s denotes shape pa-
rameter. Expectations and variances can be expressed as

E(x) � e
μ+ σ2/2( )( ), (12)

var(x) � e
2 μ+σ2( ) − e

2μ+σ2( ). (13)

We should use different distribution models to fit the
distribution according to the actual situation.

2.4. Classification Accuracy Evaluation System. -e classi-
fication accuracy of SAR images is mainly based on the
measured images on the ground. With the development of
SAR remote sensing technology and the complexity of
various applications, the accuracy evaluation of SAR image
classification becomes more and more important.

2.4.1. Confusion Matrix. -e real classification of land
surface is expressed by confusion matrix. -e values of each
column are the same as the true aberration of the surface.
-e number of categories corresponds to the category image.

2.4.2. Accuracy of Users and Producers. -e accuracy of a
particular category classification can be determined by
calculating the accuracy of a user (UserAcery, UA) and a
producer (Producer Accuracy, PA). -e specific formula is
as follows:

UAi � Mii | 􏽘
T

j�1
Mij,

PAi � Mii | 􏽘
T

i�1
Mij.

(14)
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2.4.3. Kappa Coefficient. -e Kappa coefficient can be cal-
culated by the following formula:

Kp � n 􏽘
T

i�1
Mii

⎛⎝ ⎞⎠ − 􏽘
T

i�1
􏽘

T

j�1
Mij 􏽘

T

j�1
Mji

⎛⎝ ⎞⎠⎛⎝ ⎞⎠ | n
2

− 􏽘
T

i�1
􏽘

T

j�1
Mij 􏽘

T

j�1
Mji

⎛⎝ ⎞⎠⎛⎝ ⎞⎠. (15)

2.5. SAR Image Classification Algorithm Based on Gaussian
Process. Taking the second classification as an example, this
section briefly introduces the SAR classification algorithm of
Gaussian process. -e training data
D � (xi, yi), i � 1, 2, . . . , n{ } is given, the predicted output
y∗ takes into account the target value x∗ of the sample, and
the Gaussian noise usually including zero mean variance σ2n
is specifically y � f(x) + ε, where ε ∼ N(0, σ2n), that is,

p(y | f) � N y | f, σ2n􏼐 􏼑. (16)

Gaussian process extends multi-Gaussian distribution to
an infinite number of random variables. Its kernel function
is k:

p(f) � N(0, k). (17)

Find the edge distribution of p(y):

p(y) � 􏽚 p(y | f)p(f)df � N(y | 0, C). (18)

When a similar function is configured as a Probit
function and the Gaussian result is converted to a probability
value, the target variable y follows the Bernoulli distribution:

p(y | f) � σ(f)
y
(1 − σ(f))

1− y
. (19)

Let f(x1), f(x2) . . . . . . f(xN), f(x∗) be denoted as
vector fN+ 1. For fN+ 1, the form is

p fN+1( 􏼁 � N fN+1 | 0, CN+1( 􏼁, (20)

where

CN+1 �
CN K

K
T

C
􏼢 􏼣. (21)

For the classification problem, the distribution form is

p y∗ � 1 | y( 􏼁 � 􏽚 p y∗ � 1 | f∗( 􏼁p f∗ | y( 􏼁df∗. (22)

According to the two classifications, multipurpose
classification is carried out. Most of them adopt a pair of
multifunctional classifications.

-e logarithmic likelihood function of Gaussian process
is as follows:

ln p(y | θ) � −
1
2
ln CN

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 −

1
2
y

T
C

− 1
N y −

N

2
ln(2π). (23)

-e partial derivative of logarithmic likelihood function
for hyperparameters is

z

zθi

ln p(y | θ) � −
1
2
tr C

− 1
N

zCN

zθi

􏼠 􏼡 +
1
2
y

T
C

− 1
N

zCN

zθi

C
− 1
N y. (24)

3. SAR Image Classification Model Based on
Multitarget Strategy Gaussian Process

Most of Gaussian process classification algorithms take two
classifications as examples, and SAR images include many
target categories. Firstly, this paper introduces the direct
multipurpose classification and puts forward the indirect
multipurpose classification according to the two
classifications.

3.1.MultipurposeClassificationAlgorithm forDirectGaussian
Processes. Suppose there is a data set (x, y) consisting of n
training samples, x is the observation data, and the corre-
sponding category label is y, and
f � (f1

1 . . . f1
n, f2

1 . . . f2
n, . . . , fC

1 . . . fC
n )T is a potential

function that divides the whole sample n into vectorC. In the
covariance of C, the classification is sometimes denoted by C
below. -e probability distribution of F is F∼N (0, K). It is
assumed that the computation between F is independent, K
belongs to block diagonal structure, Y is a vector with the
same dimension as F, and for I� 1, . . ., N, its corresponding
value is 1 and otherwise, it is 0.

-e output of the Softmax function at training point i is
πc

i :

p y
c
i | fi( 􏼁 � πc

i �
exp f

c
i( 􏼁

􏽐c exp f
c
i( 􏼁

. (25)

At this time, a record c with the same length as f is
included. -e vector of i represents n. -e multifunctional
learning formula is a nonstandard delayed classification
label.

Ψ(f) � −
1
2
f

T
K

− 1
f + y

T
f − 􏽘

n

i�1
log 􏽘

C

c�1
exp f

c
i( 􏼁⎛⎝ ⎞⎠ −

1
2
log|K| −

Cn

2
log 2 π. (26)
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Derivation of f on both sides of equation (26) results in

∇Ψ � − K
− 1

+ y − π. (27)

It can be seen from the extreme value formula that when
formula (27) is zero, 􏽢f � K(y − 􏽢π) is the maximum value.
Derivation is performed again, and it satisfies

−
z
2

zf
c
i zf

c
i

log􏽘
j

exp f
j
i􏼐 􏼑 � πc

i δcc + πc
iπ

c
i . (28)

We have

∇∇Ψ � − K
− 1

− W. (29)

-e Newton method is used to search ψ, which satisfies
the following conditions:

f
new

� K
− 1

+ W􏼐 􏼑
− 1

(Wf + y − π). (30)

If you need to predict the test point x∗, you can get a
posterior distribution q(f∗ | X, y, x∗)(f(x∗) � f∗
� (f1
∗, . . . , fc

∗)
T). In general, use

q f∗ | X, y, x∗( 􏼁 � 􏽚 p f∗ | X, x∗, f( 􏼁q f∗ | X, y( 􏼁df. (31)

Since p(f∗ | X, x∗, f) and q(f∗ | X, y ) follow Gaussian
distribution, p(f∗ | X, x∗, f) follows Gaussian distribution
according to the properties of Gaussian distribution. -e
projected average values for category C are as follows:

Eq f
c

| X, y, x∗􏼂 􏼃 � kc x∗( 􏼁
T
K

− 1
c f � kc x∗( 􏼁

T
y

c
− π( 􏼁. (32)

-e final equation is obtained from equation (31). By
defining the matrix of Cn×C,

Q∗ �

k1 x∗( 􏼁 · · · 0

⋮ ⋱ ⋮

0 · · · kC x∗( 􏼁

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (33)

Equation (32) is transformed into equation (33).

Eq f∗ | y􏼂 􏼃 � Q
T
∗(y − π). (34)

Or, we can get the following:

covq f∗ | X, y, x∗( 􏼁 � diag k x∗, x∗( 􏼁( 􏼁 − Q
T
∗ K + W

− 1
􏼐 􏼑

− 1
Q.

(35)

For both classifications, it is necessary to transform the
average value of Gaussian distribution. Edge likelihood can
be obtained as follows:

log p(y | X, θ) − log q(y | X, θ) � −
1
2
f

T
K

− 1
f + y

T
f − 􏽘

C

c�1
log 􏽘

c

c�1
exp f

c
i( 􏼁⎛⎝ ⎞⎠ −

1
2
log ICn

+ W
1/2

KW
1/2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (36)

Suppose W is not a diagonal matrix and K is a block
diagonal matrix of Cn ×Cn size. By analyzing the inherent
structure of the matrix, it can be modified before using
K− 1 +W:

K
− 1

+ W􏼐 􏼑
− 1

� K − K K
− 1

+ W􏼐 􏼑
− 1

K. (37)

-e matrix inversion lemma used in this case is

A
− 1

+ B
− 1

􏼐 􏼑
− 1

� A − (A + B)A � B − B(A + B)
− 1

B. (38)

K− 1 + W + W is inverted. First, the inverse transformation
of the W matrix is applied to the matrix of equation (34).

W
− 1

� D − ππT
􏼐 􏼑

− 1
� D

− 1
− R I − R

− 1
KR􏼐 􏼑

− 1
R

T
� D

− 1
,

(39)

where D � diag(π); the matrix of Cn× n size composed of the
identity matrix of In is R � D− 1π.

Bring W− 1 in

K
− 1

+ W􏼐 􏼑
− 1

� E − ER 􏽘
c

Ec
⎛⎝ ⎞⎠

− 1

R
T
E. (40)

3.2. Multipurpose Classification Algorithm for Indirect
Gaussian Processes. -e one-to-multipurpose classification

described in the above section is one of the multipurpose
classifications of indirect Gaussian processes. Support vector
machine (SVM) can only dealwith two classification problems at
first, but it cannot deal with many classification problems di-
rectly. -is section refers to SVM promotion mode and is based
on two classification algorithms. -e two-to-two Gaussian
model of class C classification is shown. -is method allows
application from two classifications to multiple classifications.

For a given training set D(X, Y) and test data x∗, x �

[x1, x2, . . . , xn]T and y � [y1, y2, . . . , yn]T. In order to train
a classifier between two classes, for M class problems, two
classifiers need to be constructed in the training stage. Each
classifier collects any two types of data for training.-e type of
test data x∗ is determined by the maximum countingmethod.
-e method introduced above is fast and has high classifi-
cation accuracy. -e algorithm of this method is as follows:

(1) Initialize the input values for each class
(2) In the training stage, select any two data for training

and construct two classifiers
(3) In the training stage, train two classifiers finally

between two classes
(4) In the test phase, when the test data x∗ are classified

and discriminated in the training between class i and
class j, if the output result of these two classifiers is 1,
it belongs to class i of test data x∗
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(a) (b)

Figure 3: Pavia University basic information. (a) Original image. (b) Sample distribution.

Table 1: Category and feature information of labeled samples at Pavia University and corresponding categories.

Category Ground object information Number of samples Proportion of each sample (%)
1 Asphalt 161631 15.50
2 Meadow 18649 43.60
3 Gravel 2099 4.91
4 Trees 3064 7.16
5 Painted metal sheet 1345 3.14
6 Bare soil 5029 11.76
7 Asphalt waterproofing 1330 3.11
8 Brick from necklace 3682 8.61
9 Shadow 947 2.21
Total 42779 100
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Figure 4: Classification accuracy and time of Pavia University in different ways. In order to analyze and compare more intuitively, compare
this figure with classified Figure 5.
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During the test phase, the test data x∗ are calculated.
Among the various other numerical values, the largest class
of numerical values is the class of x∗.

4. Experiment

-e data used in this experiment are from the website of the
National University of Bus, Spain. -e actual classification
samples of the experimental image include 9 kinds of
samples, but it can be seen that the data when the samples are
discarded are external black stripes.

Figure 3(a) is an original image of Pavia University
showing the distribution of the samples shown in
Figure 3(b), with irregular land distribution and high degree
of crushing. Specifically, the ratio of training samples to
prediction samples is about 1 : 8.

Table 1 shows the specific category information and
corresponding quantity of samples.

In this experiment, the comparison between indirect
multipurpose classification algorithm and support vector
machine verifies the direct multipurpose classification al-
gorithm.-e experimental results are shown in Figure 4.-e
approximation algorithms used in experiments are all
Laplace approximation methods.

As can be seen from Figures 4 and 5, even if the direct or
indirect Gaussian process is applied to SAR classification, the

classification accuracy is better than SVM. It is better to classify
more kinds of SAR than to classify SAR directly according to
the indirect strategy of two classifications. -e classification
accuracy of SAR images is preferably one-to-many.

(a) (b) (c) (d)

Figure 5: Pavia University classification renderings. (a) Direct method. (b) Indirect method (one-to-many). (c) Indirect method (two-on-two).
(d) SVM.

Table 2: Classification results of different methods.

Algorithm 20 40 80 110 165 220
LNP — — — 94.11 95.97 96.05
Triple-GAN — — — 95.97 96.13 96.11
Improved-GAN — — — 95.02 97.26 98.07
SVM 76.43 87.95 92.48 — — —
Adaboost 75.68 86.45 91.95 — — —
GAN 84.39 90.13 94.29 — — —
MGAN 85.23 90.82 94.91 — — —
Classification algorithm of indirect Gaussian process 95.20 98.8 99.88 — — —
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Figure 6: Classification results of various methods.
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-is paper compares the classification methods for
evaluating performance in other MSTAR datasets including
LNP, imported-GAN, MGAN, and triple-GAN. LNP as-
sumes that each data point can obtain information from
adjacent data and reconstruct it linearly. Triple-GAN uses
three network modules, discriminator, generator, and
classifier, to achieve the best results of the deep counter-
measure model. Indirect Gaussian process classification
algorithm achieves the best results in classification and can
use the latest training model. MGAN improves images
generated using dynamically tuned multirecognizer archi-
tecture and improves classification accuracy. -e results of
typical machine learning methods, for example, SVM and
Adaboost, are compared. In the comparative experiment, the
same number of labeled samples were used to randomly
select samples, and the experimental results were compared
with the quantitative results of the paper.-emethod we use
is indirect Gaussian process classification algorithm. -e
comparison results are shown in Table 2. Figure 6 shows the
classification accuracy of methods with different amounts of
tag training data.

5. Conclusion

-is paper describes the characteristics of SAR images and
the difficulty of processing and extracts the advantages of
Gaussian process classification in SAR images. Finally, the
evaluation index of image classification is given, and a
certain standard of Gaussian SAR classification algorithm is
given to evaluate the classified image and its basic program is
introduced.

Based on the analysis and introduction of machine
learning theory and Bessel principle, this paper expounds the
basic principle of Gaussian process. -is paper introduces
the basic theory of classification, then leads to the fact that
classification usually needs to be solved, and discusses it in
detail. -is paper describes the characteristics of SAR image
and the difficulty of processing and extracts the advantages
of Gaussian process classification in SAR image processing.
Finally, we give the evaluation index of image classification,
give a certain standard of Gaussian process SAR classifi-
cation algorithm to evaluate the classified image, and in-
troduce its basic program.
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As a common and mature algorithm, the neural network algorithm has been widely used in many industries throughout the
country. +e traditional dialectical analysis method for multiple intelligences evaluation in comparative education cannot meet
the dialectical needs with different characteristics, the information big data model of multiple intelligences evaluation based on
neural network algorithm has been gradually applied to several evaluation systems of comparative education. +is paper studies
the application of neural network algorithms in the dialectical analysis of comparative education in China and puts forward
multiple intelligences evaluation model based on neural network algorithm, which can realize the intelligent evaluation of
comparative education according to the characteristics of teaching behavior. At the same time, the idea of random big data
acquisition is combined with digital feature analysis based on neural network algorithm and particle swarm optimization al-
gorithm. Finally, the experimental results show that the dialectical analysis model of comparative education based on multiple
intelligences evaluation of neural network algorithm can efficiently process the education data with tracking intelligence, which
achieves a new breakthrough in the multiple intelligences evaluation of comparative education in China and saves a lot of time for
the dialectical analysis process.

1. Introduction

It is a new branch in the field of educational science. +ere
are different opinions on what is comparative education.
Most comparative education scholars believe that we should
study the major international education problems in the
development of world education from the reality of various
countries, rather than conceive a formal theoretical system
of little practical significance from the abstract definition.
From the viewpoint and method of Marxism, the com-
parative pedagogy uses the viewpoint and method of dia-
lectical materialism and historical materialism to make
comprehensive use of relevant new science and technology
to study the current education in different countries, na-
tionalities, and regions in the world. On the basis of dis-
cussing their respective economic, political, philosophical,
and national traditional characteristics, this paper studies
some common characteristics, development laws, and

general trends of education and makes a scientific predic-
tion, so as to learn from each other’s strong points and make
up for their weaknesses according to their national char-
acteristics and other specific conditions, give full play to the
best role of education, and serve to improve the quality of
education and the people’s cultural and scientific level. +e
basic characteristics of comparative pedagogy are interna-
tional, which require comparative education. At least
comparative research should be carried out on the education
of more than two countries. It is cross-national, interna-
tional, and comparable. In international education, only by
comparison can we identify and only by identification can
we explore scientific conclusions in line with the objective
law as a reference for our country. Comprehensive or in-
terdisciplinary, the task of comparative pedagogy research is
to concentrate the achievements of several social disciplines
on the research of education in various countries. It spans
the scope of several disciplines.
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+e research on multiple intelligences evaluation in the
dialectic analysis of comparative pedagogy in China has
gradually become a hot topic in the field of comparative
education. With the development of the mobile internet
industry in China, the dialectic analysis methods of com-
parative pedagogy are increasing, which makes the intelli-
gent evaluation scheme also put forward new challenges in
terms of rapidity and universality [1]. +erefore, how to
solve the dialectical analysis model of comparative education
of multiple intelligences assessment has become an im-
portant challenge in comparative education industry re-
search in China. As of May 2021, many scholars have studied
different aspects of the dialectical analysis of comparative
pedagogy and have made many achievements. Scholars
found that in the process of dialectical analysis of com-
parative education, most scholars still adopt the traditional
questionnaire analysis method but ignore the authenticity of
the intelligent algorithm for data acquisition and processing.
+erefore, an intelligent data evaluation model based on the
genetic algorithm is proposed [2].

2. Related Work

+e scholars have proposed that the development of the
three-dimensional comparative pedagogy dialectical analysis
method should be emphasized [3]. +rough the intelligent
multielement evaluation system based on micro-nano
flexible sensor, the evaluation and construction based on
intelligent algorithm and evaluation method should be
strengthened, the multi-design and attention of intelligent
evaluation scheme should be improved, and the evaluation
quality of comparative education should also be paid at-
tention [4]. According to the multi-factor relationship
theory in comparative education, researchers propose a new
intelligent evaluation solution and analyze the relationship
between the traditional dialectic analysis field and the in-
tegrated solution of intelligent evaluation [5]. +e scholars
improved the evaluation method by combining the principal
component analysis and other relevant theories, con-
structing the intelligent evaluation system based on the
traditional particle swarm optimization, and explaining the
practical significance of the dialectical evaluation system
with the theory of modern analytical science [6]. Scholars
found that most of the existing researches have not involved
the dialectical analysis mode of comparative pedagogy based
on multiple intelligences evaluation and also did not carry
out modular processing of comparative pedagogy. Research
hotspot has not built relevant models for this aspect [7]. +e
scholars analyze from the convenience of comparative ed-
ucation. Because of the strong specific problems, they do not
have the rapidity, unity, and universality of the dialectic
analysis scheme in comparative education; therefore, it is
difficult to achieve the modular processing of dialectical
intelligence based on the characteristics of comparative
education data and comparative education [8]. Scholars
found that the mainstream dialectic analysis system of
comparative education has not developed to a very mature
stage of technology, and more is based on specific problems
or specific views of solution design [9]. Researchers found

that there are still many shortcomings in the error rate of the
comparative education model and the stability of relevant
algorithms in the market. +erefore, the comparative edu-
cation model based on a neural network algorithm is
adopted. +e results show that the model is in line with the
development trend of mobile internet [10]. In view of the
above research status, this study establishes a comparative
pedagogical dialectic analysis model of multi-agent evalu-
ation from the aspect of neural network algorithm.

+is research is divided into three parts. +e first part
introduces the basic idea and the application of neural
network algorithm and analyzes the application of neural
network algorithm in the establishment of a dialectical
analysis model of comparative education based on multi-
agent evaluation [11]. +e second part realizes the automatic
analysis of the dialectic analysis and quantitative evaluation
of comparative pedagogy and the intelligent processing of
the data of the automatic two-way comparative pedagogy
dialectic analysis. +en, the multiple intelligences evaluation
is realized through the data processing in the process of the
dialectical analysis of the relevant comparative education
[12]. +e third part studies the feasibility and practical
application effect of the dialectical analysis model of com-
parative pedagogy based on multiple agent intelligences
evaluation through design experiments.

3. Establishment of Multiple Intelligences
Evaluation Model Based on Neural
Network Algorithm

In order to study the factors that affect the establishment of a
multi-agent evaluation model, this paper proposes a multi-
agent evaluation model based on a neural network algo-
rithm. In the process of scientific research, it is necessary to
compare the complex factors and interference factors in the
dialectical analysis of pedagogy. +e neural network algo-
rithm (one of the local optimal algorithms) refers to the best
choice to solve the problem. +e typical neural network
structure is a forward network with three or more layers
without feedback and no interconnection structure in the
layer [13]. +at is, it does not consider the overall optimal,
what it does is the local optimal solution to some extent [14].
In the process of solving, the neural network algorithm
cannot get the overall optimal solution for all problems but
depends on the selection of neurons and neural nodes. +e
selected optimization strategy must have no effect; that is,
the process before a state will not affect the later state, only
related to the current state [15]. +e common types and
frameworks of the system in cloud computing and data
analysis are shown in Figure 1.

At present, the mainstream local intelligence analysis
algorithm is based on the basic principle of local optimi-
zation. After the dialectical analysis of quantitative evalua-
tion and comparative education, it selects the two-way
neural regulation and group processing of the local optimal
approach to form a locally optimal solution method with the
“best two-way interaction characteristics” [16]. Based on the
above analysis of the neural network algorithm, in the study
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of the coupling relationship between the comparative ed-
ucation and other factors, this model uses the neural net-
work algorithm based on the optimal ganglion point
structure and selects three characteristic parameters related
to the dialectical analysis and influence the index of com-
parative education. In this paper, a model of dialectic
analysis coupling relationship and analytic recognition of
comparative education based on neural network algorithm is
proposed [17]. +rough the research on the educational
value, educational level, integrity of teaching mode, and
teaching effect of comparative pedagogy, this paper clearly
defines the whole coupling relationship and the hierarchical
framework and index relationship of the analytical system.
+is paper evaluates the scientificity and objectivity of the
model from multiple perspectives, explores the establish-
ment of an intelligent multiple evaluation model from
multiple perspectives, and then classifies and analyzes the
characteristics of the analysis results after coupling analysis
combined with local neural network algorithm, to realize
intelligent evaluation.

4. Dialectical Analysis Model of Comparative
Pedagogy Based on Multiple
Intelligences Assessment

4.1. 'e Construction Process of Dialectical Analysis Model of
Comparative Education Based on Neural Network Algorithm.
In the process of studying the dialectical analysis model of
comparative pedagogy, the neural network algorithm will be
modified with the error reverse propagation, thus improving
the accuracy of target input pattern recognition. In this
mode, the algorithm can be used to improve the accuracy of
target input pattern recognition, and the comparative
pedagogy model of multi-agent evaluation based on neural
network algorithm is to self-study and realize the con-
struction of multi-agent evaluation on the basis of constantly
revised methods. +erefore, the neural network learning
method used in this neural network algorithm is called the
error reverse propagation algorithm, which is a learning
method of error function falling according to the gradient.
+e self-learning process based on neural network nodes is
shown in Figure 2.

+e process characteristics of the construction and
implementation of the multi-agent evaluation are based on

the random selection of the integrated comparative peda-
gogy in one aspect. +e neural network model we know is
not to distinguish the whole software to be evaluated but to
identify and judge the local evaluation module of the overall
comparative education needs, and the optimal comparative
pedagogy module is obtained, which meets the minimum
value of multiple intelligences evaluation of demand.
+erefore, for the comparative pedagogy model of multi-
agent evaluation, first, the specific numerical range of the
general requirements of comparative education required by
the neural network algorithm will be obtained by using the
big data information and intelligent processing of the his-
torical-comparative pedagogy process. +en, the neural
network algorithm is used to search for the optimal solution,
then, the multi-agent evaluation model with universal data
analysis is selected [18].

+e model of comparative pedagogy dialectic analysis
based on multi-agent evaluation based on neural network
algorithm mentioned in this paper can combine the
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DatabaseData
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Figure 1: Common types and frameworks of the algorithm.

Neural network node 1
Starting point

Neural network node 2

Neural network node 3

Neural network node 4

Neural network node 5

Neural network node 6

Figure 2: Self-learning process based on neural network nodes.
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traditional comparative pedagogy dialectic analysis with
the existing artificial intelligence comparative pedagogy
dialectic analysis link and carry out weight analysis and
treatment to different degrees. In this way, the relevant
bugs in the dialectical analysis process will be greatly
reduced. +is also shows that the higher the practical
adaptability of the dialectical analysis mode of this
comparative pedagogy is, that is, the process of data
analysis can be evaluated quickly and modularized
through the multi-agent evaluation process, then the
evaluation degree will become better with the multiple
self-learning of neural network algorithm. In the process
of dialectical analysis of comparative pedagogy, the
discriminant process of multiple intelligences assessment
can be used (the principle of discrimination is shown in
Figure 3).

Other neural network algorithms continue to gradu-
ally enlarge the search range that meets the minimum
demand value of modular processing in the target group
of the collective process to be evaluated, so as to achieve
accurate search in a certain type of data processing, and
then realize the batch processing and modular rapid
evaluation of this type of data analysis process [19]. In
addition, data multiple discrimination is to randomly
select two data from all the data to be evaluated and then
judge the information characteristics of the evaluation
demand degree [20]. +e process of “forward calculation
output-backpropagation error” is repeated many times
according to a certain probability until the error is re-
duced to an acceptable range, and the learning, training,
and judgment process of the multiple intelligences eval-
uation models of neural network ends with it; finally, we
can achieve the accurate dialectical analysis and quanti-
tative processing of comparative education.

+e comparative education demand model of multiple
intelligences assessment based on neural network algorithm
uses neural network algorithm for self-learning. +e
threshold value θj of each processing unit is set to simulate
the action potential of biological neurons, and the first
derivative f′(x) of its related function is as follows:

f′(x) �
−1

1 + e
−x

( 􏼁
2e

− x
(−1) �

−1
1 + e

−x

e
− x

1 + e
−x

� f(x)[1 − f(x)]

(1)

where x is the data to be measured and f(x) is the cor-
relation function.

+e first batch of target data to be evaluated is nor-
malized, and the normalization equation yn+k(x) is as
follows:

yn+k(x) � 􏽘
k−1

i�0
αiyn+i(x) + h 􏽘

k

i�0
βifn+i(x), (2)

where αi is the value before processing, αi is the value after
processing, and yn+k(x) is the sample function. +e input
layer data is imported into the first neural node of the hidden
layer for operation as follows:

y′ � λy,

y(x) � y0

⎧⎨

⎩ , (3)

where λ is a complex number, which is also called the
verification equation of the model, and its true solution is as
follows：

y(x) � y0e
λ(x− a) (4)

+e random probability model and neural network al-
gorithm are used to solve the problem; for different practical
problems, the results can be expressed as follows:

1 − hλβk( 􏼁yn+k � 􏽘
k−1

i�0
αi + hλβi( 􏼁yn+i, (5)

where αi is the value before processing, βk is the value after
processing, and yn+i is the extremum function. +e input
layer data λ is imported into the first neural node of the
hidden layer h for operation:

yn � r
n
. (6)

+ere are

1 − hλβk( 􏼁r
n+k

� 􏽘
k−1

i�0
αi + hλβi( 􏼁r

n+i
. (7)

Its equivalent form is

1 − hλβk( 􏼁r
k

� 􏽘
k−1

i�0
αi + hλβi( 􏼁r

i
. (8)

We call the above formula the characteristic confidence
solving formula based on probabilistic random variables and
their numerical characteristics. Remember

π(r; hλ) � 1 − hλβk( 􏼁r
k

− 􏽘
k−1

i�0
αi + hλβi( 􏼁r

i
. (9)

+e above formula is regarded as the limit characteristic
error degree in solving the probability distribution model.

Definition 1. Note h � hλ, for a given h, the root of a stable
polynomial needs to satisfy

rs

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌< 1, s � 1, 2, . . . k. (10)

In the process of dialectical analysis of related data in
different arrays, the different differentiation analysis process
is shown in Figure 4.

4.2.'eMulti Intelligences Evaluation Process of Comparative
Pedagogy Data Based on Neural Network Algorithm. +e
process of error backpropagation is the process of error
transfer from the output layer to the hidden layer [21].
Moreover, the correction error of each hidden layer pro-
cessing unit is generated by the combined effect of the
correction errors transmitted by different output layer
processing units [22]. Based on this, we need to carry on the

4 Scientific Programming



Data input

Data Classification

Neural Network Judgment

Storing data

Multiple Intelligence Assessment

Discrimination analysis results

End

Eliminate data

Yes No

Figure 3: Discrimination process of multiple intelligences evaluation of data.

Multiple Intelligence 
Assessment

Array classification

Array processing

Array 
differentiation 

analysis

Data combination

Dimension

Data characteristics Data length

Number of data

Data amplitude

Vector direction
Horizontal contrast

Vertical contrast

Difference calculation

Ratio calculation

Figure 4: Differential analysis process of data.

Scientific Programming 5



initial processing to the computer program under the neural
network algorithm.

First, we need to consider the initial value problem in
comparative education, which can be solved by the following
formula:

dy

dx
� f(x, y),

y xo( 􏼁 � yo.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(11)

In order to obtain its numerical solution on an equi-
distant scattered point x1 < x2 < · · · <xn < · · ·, it is first
discretized. Let h � xi − xi−1(i � 1, 2 · · ·) simplify the above
formula and solve it by distribution, and the following
formula can be obtained:

y xn+1( 􏼁 � y xn( 􏼁 + hy′ xn( 􏼁 +
h
2

2!
y″ ξn( 􏼁, ξn ∈ xn, xn+1( 􏼁.

(12)

+en, when h is sufficiently small, the error term
h2/2y″(ξn) is omitted, the approximation of yn is used to
replace y(xn), the approximation of yn+1 is used to replace
y(xn+1), and y′(xn) � f(xn, y(xn)) is noticed:

y0 � y xo( 􏼁,

yn+1 � yn + hf xn, yn( 􏼁, n � 0, 1, . . . ,
􏼨 (13)

Among them, xn � x0 + nh, h � b − a/N. +e method of
using (13) to solve the formula is called the multiple in-
telligences evaluation method based on neural network. And
in the neural network algorithm, the simulation results of
three groups of data are shown in Figure 5.

+is study combines the idea of big data random col-
lection and digital feature analysis based on neural network
algorithm and particle swarm optimization algorithm and
constructs the multiple intelligences evaluation bases in
random data collection and digital feature analysis rules by
simulating the “multiple neural node calculation rules” in
the process of “neural network” modeling and rendering.
+e effectiveness of the method is tested by random sim-
ulation of three groups of data, and the simulation results are
shown in Figure 6.

+e simulation results show that the formulation of the
strategy can effectively improve the collaborative work ef-
ficiency of probabilistic random variables in the process of
collecting and storing massive random data and can effec-
tively solve the problem of the computational complexity of
probabilistic random variables and their digital character-
istics in the process of dialectical analysis of comparative
education [23]. +erefore, if we use difference instead of
differentiation, we can get

y xn+1( 􏼁 − y xn( 􏼁

h
≈ y′ xn( 􏼁 � f xn( 􏼁, y xn( 􏼁( 􏼁. (14)

If we integrate y′ � f(x, y(x)) over [xn, xn+1], we get

y xn+1( 􏼁 − y xn( 􏼁 � 􏽚 f(x, y(x))dx, (15)

where h is the disturbance factor and f(xn, y(xn)) is the
assignment function, the approximation of yn is used to
replace y(xn), and the approximation of yn+1 is used to
replace y(xn+1). +e tangent equation is
y � y0 + f(x0, y0)(x − x0). When x � x1, the approximate
value of y(x1) is y0 + f(x0, y0)(x1 − x0), and it is recorded
as y1. +is is the approximate common solution of calcu-
lating y(x1) when x � x1 is obtained.

In this process, different data types of comparative ed-
ucation are dialectically analyzed, and the data of three
groups are simulated. +e results are shown in Figure 7.
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5. Result Analysis and Discussion

5.1. Experimental Verification Process of Dialectical Analysis
in Comparative Education Based on Multiple Intelligences
Assessment. +e neural network trains it through the
training set, in which the training set data includes input
value and output value. Each time a datum is entered, the
weight of hidden layer nodes will be adjusted to make the
output value as close as possible to the expected value. After
a large amount of data training, the weights in the neural
network are continuously adjusted to achieve the best
weight. +e weight obtains sample knowledge in the form of
data and reflects the characteristics and the correlation of
sample data.

According to the neural network algorithm and the
intelligent analysis model of big data information based
on a variety of dialectical analysis needs of comparative
pedagogy, the experimental data are analyzed by pairwise
comparison. +rough the data processing of the opti-
mized neural network algorithm based on multiple
comparisons, the evaluation sample data of different
modules required by comparative pedagogy are obtained.
Unified orthogonal processing is implemented for the
unique vector data of each comparative education process
to realize the matching of initialization weight and a
minimum threshold of evaluation demand required by
the relevant neural network. +ree groups of experi-
mental data are tested, and the results are shown in
Figure 8.

+e experimental results are shown in Table 1. +e
data results in Table 1 show that the characteristic of this
multiple intelligences evaluation scheme based on big data
analysis and neural network algorithm is that it does not
need to track and judge the individual characteristics that
need to be dialectically analyzed in advance, but realizes
the modular processing of multiple intelligences evalua-
tion in the process of dialectical analysis of comparative
education based on neural network algorithm, it is a new
attempt in the process of dialectical analysis of compar-
ative education.

6. Analysis of Experimental Results

In this paper, the data to be evaluated and the evaluated data
are taken as the test objects, and the output image of the
relevant experimental results is shown in Figure 9.

+rough the analysis of the big data system of education
information, we can know that the necessity of the two
groups of data analysis is very different, and the experi-
mental data results of the dialectical analysis are shown in
Table 2.

+e data in Table 2 are optimized and updated based on
the neural network algorithm, and the results are shown in
Table 3.

+e experimental results show that the proposed
dialectical analysis model of comparative education based
on neural network algorithm and multiple intelligences
evaluation can achieve quantitative analysis with high
accuracy, and its analysis results have good reliability.
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Figure 7: Dialectical analysis of the three groups of data simulation
results.
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data.

Table 1: +e numerical results of example 1.

Method h Results Absolute error Relative error
3rd order 1/50 2.5671E− 033 2.6526E− 034 9.8230E− 002
3rd order 1/100 2.7236E− 033 2.9954E− 035 1.8750E− 002
4th order 1/50 2.6868E− 033 8.1123E− 036 3.2130E− 003
4th order 1/100 2.6791E− 033 5.0526E− 037 1.9541E− 004
5th order 1/50 2.6456E− 033 1.3350E− 036 4.8759E− 004
5th order 1/100 2.6754E− 033 3.8683E− 038 1.4352E− 005
6th order 1/50 1.4096E− 047 2.6776E− 033 1.4730E− 000
6th order 1/100 1.4754E− 047 2.7896E− 033 1.0457E− 000
7th order 1/50 6.7542E− 030 6.4435E− 030 2.9236E+ 003
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7. Conclusion

+is paper first reviews the current research status and
existing problems of the comparative education model of
multiple intelligences evaluation in the dialectical analysis of
comparative education in China, then puts forward the
dialectical analysis model of comparative education model
based on multiple intelligences evaluation, and finally tests
the effect of this model in the process of comparative ed-
ucation through experiments.+e experimental results show
that in the comparative education model based on neural
network algorithm, the model can quickly judge the dia-
lectical analysis needs of the data to be evaluated. +e results
show that the dialectical analysis model has a great im-
provement in the reliability of multiple intelligences eval-
uation, and the error between themodular processing degree
of comparative education and the normal known compar-
ative education degree is within the stable standard reference
range, the accuracy of the error has met the requirements of
the current process of comparative education. It can be
applied to the multiple intelligences assessment of

comparative education and can realize the modular pro-
cessing in the process of comparative education. However,
the dialectical analysis model does not consider other factors
of different types, so it can be further studied from the aspect
of accuracy error.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.
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In order to improve the effectiveness of national fitness programs, this article analyzes the method of national fitness items
recommendation based on a neural network algorithm. By using the time and space characteristics of fitness users’ sign-in, a novel
POI recommendation model is proposed, and a novel fusion method is proposed to combine similarity and spatial similarity to
achieve the final similarity calculation based on fitness users’ temporal and spatial preferences. In addition, in order to model the
spatial similarity of fitness users, the Voronoi diagram is constructed by using the geographic locations of all POIs. Finally, this
paper constructs a recommendation system for national fitness items based on a neural network algorithm. )e experimental
research results show that the national fitness program recommendation system proposed in this article basically meets the
expected demand.

1. Introduction

)e implementation of the national fitness program and the
development of mass sports have improved the overall
quantity and quality of China’s sports population. However,
only participating in physical exercises cannot meet people’s
fitness needs. )e development of sports events, especially
mass sports events, should be enriched. )e relationship
between mass physical exercises and mass sports events
complements and promotes each other. Mass sports events
are the display of the results of mass sports exercises, the best
test of fitness activities, can better motivate and drive the
masses to participate in sports exercises, and play a
“leveraging” role in setting off a mass sports climax. Mass
sports are the basis for conducting mass sports events, and
they support and guarantee the development of mass sports
events [1]. Mass sports events set off a fitness craze among
the masses, allowing them to show their strong physiques
and fighting spirit, while also forming a carnival that focuses
on participation, national fitness, and happy sports.
Moreover, they promote the improvement of the masses’

awareness of physical exercise and the development of
lifelong physical exercise habits, so that fitness can be in-
tegrated into the daily life of the masses [2].

National fitness is an important foundation for building
a healthy China and an inevitable requirement for the people
to yearn for a better life. )e improvement of the national
fitness system can enhance the country’s overall national
strength and reflect the level of social civilization. )is study
conducted research on the construction of the nationwide
fitness system, deeply explores the relevant laws, regulations,
policy documents, etc. promulgated by China for the de-
velopment of nationwide fitness programs and finds the
problems and shortcomings in the development of na-
tionwide fitness programs. )is has important practical
significance for improving the construction of the nation-
wide fitness system, fully implementing the nationwide
fitness strategy, and accelerating the construction of a sports
power [3].

With the continuous development and progress of the
times, the domestic economic development continues to
accelerate, people’s income is further increased, the quality
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of life is improved, and people’s needs for quality of life and
sports activities are increasing. However, from the current
basic situation, there are still many problems in public sports
services, and the quality level cannotmeet actual needs.With
the holding of the Olympic Games, the whole people’s love
for sports has set off a frenzy on the land of China. )e
manifestation of this contradiction is very prominent.

With the continuous development and progress of the
times, people have more and more demands for quality of
life and sports activities. However, judging from the current
domestic basic situation, there are serious deficiencies in the
supply and construction of related infrastructure. Everyone
has a relatively limited number of fitness venues. )e
common problem is that the existing fitness venues are not
used efficiently at this stage. )e popularity of fitness edu-
cation among people is generally low. )ere are no unified
system standard, legal conditions, and scientific and rea-
sonable fitness requirements for the development of fitness
among the whole people. It is necessary to continuously
rationalize the operation mode and operation mechanism of
the national fitness program and improve and innovatively
deepen reforms.

According to the actual needs of the national fitness
program, this paper combines the neural network algorithm
to construct the national fitness program recommendation
system to improve the recommendation efficiency of the
national fitness program.

2. Related Works

For the understanding of the national fitness program’s
mechanism, Ferguson et al.’s [4] point of view is that it can
provide all the people with basic conditions for physical
exercise activities and the creation of the environment to
meet public’s basic requirements for physical fitness. )e
physical quality has been significantly improved, and the
related services and guarantee systems are produced by it.
Kimasi et al.’s [5] view is that the national fitness system
should be a system that has a direct impact on and restricts
the participation of all people in fitness activities, com-
prehensively improves the overall physique of the people,
and serves, adapts, and guarantees a comprehensive
physique. )e basic structural framework of the mecha-
nism is the organization, activity, and material guarantee
related to fitness activities. )ere are many support sys-
tems that can meet diversified and different requirements
at the same time. Service and management are as im-
portant as the integrity structure, openness, and effec-
tiveness. Literature [6] conducts research and analysis on
the relevant systems of social sports instructors. )e
system mechanism of sports instructors has two parts:
“Social Sports Instructor Technical Grade System” and
“Social Sports Instructor National Professional Stan-
dards.” )e research direction of the literature [7] is to
focus on the basic status of fitness for all the people in
China. )rough investigation and analysis, it is concluded
that the problems in the process of fitness for the whole
people are as follows: the source of funds is relatively
single, there is no professional social nature, sports

instructors, there is no conscious structure of partici-
pating in physical exercises in the subconsciousness of
farmers [8], and the sports management mechanism in
rural areas is very backward [9]. )e research direction of
the literature [10] is the characteristics of the population
participating in sports. In terms of gender, men are
generally higher than women. In terms of geographic
composition, cities are generally higher than rural areas
and the east is higher than the west. In terms of age, the
two ends are taller, and the middle is shorter like a
pommel horse-shaped structure. At the same time, it also
clearly pointed out that the entry point for the im-
provement of the demographic structure in sports is the
country’s policy solution to social problems.

When the researcher Dong Li analyzed, according to
the relevance of content and level, the formation of the
national fitness system was divided into categories [11].
Divided according to the level, the national fitness
mechanism can be divided into national and provincial
levels in different regions, and a more detailed national
fitness system should be built in the city to form the entire
national fitness-related mechanism in the city [12]. To
distinguish from the level, the content structure of the
national fitness system is composed of basic services and
basic guarantees, and a comprehensive analysis on the
existing relationship level should be conducted. Com-
prehensive research on various elements should be con-
ducted, and a reasonable combination should be carried
out. Continuous improvement of the operation form and
operation system of the fitness business and coordination
of all the elements should be carried out, so as to give full
play to the basic role of the national fitness operation
mechanism [13]. According to the analysis carried out by
Mountjoy et al. [14], the factors that influence the national
fitness service mechanism include different types. )e
basic content can be summarized as the formulation and
implementation of policies and systems, the arrangement
and organization of fitness activities, the investment of
funds, and so on.. Regarding the supply and construction
of related infrastructure, the collection and analysis of
information and materials, etc., through the research and
analysis of these levels, we can more scientifically and
reasonably grasp the operating mechanism related to
national fitness. Pulido et al. [15] points out that the
establishment of a national fitness service mechanism
needs to focus on research and development from the
following five aspects: publicity, construction of facilities
and equipment, scientific guidance, dynamic monitoring,
and organizational management.

3. A Recommendation Method of National
Fitness Items Based on a Neural
Network Algorithm

)is paper proposes a novel POI recommendation model
by using the time and space characteristics of fitness users’
sign-in. )e POI recommendation problem is defined as
follows: when the sign-in record of the target fitness user is
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given, the main task of POI recommendation is to rec-
ommend the top-k positions that may be of interest to the
fitness user. Table 1 lists some symbols that need to be
used.

)e model implements the POI personalized recom-
mendation problem.)e general idea is as follows: after the
target fitness user ui is given, the system first searches for a
collection of fitness users with similar temporal and spatial
characteristics to the target fitness user ui. In addition, the
personalized recommendation system should not set a fixed
K-nearest neighbor value for all fitness users. )erefore,
our system has proposed a set of adaptive K-nearest
neighbor algorithm, which can select different K-nearest
neighbors for different fitness users, so as to provide
personalized location recommendation services for fitness
users. Finally, based on the idea of collaborative filtering,
suitable points of interest are selected and recommended to
target fitness users.

Our model is designed with two modules: a fitness user
similarity module that integrates temporal and spatial
characteristics and a point-of-interest recommendation
module. )e details of these two modules will be introduced
below.

In order to find fitness user groups with temporal and
spatial similarity to the target fitness user, this research
will model the temporal and spatial characteristics of
fitness users, respectively, and then, design a personalized
calculation method of fitness user similarity.

Generally, fitness users display different preferences at
different time intervals. Each time interval is represented by
a time ID, and the timestamp of each check-in record be-
longs to an interval. In order to model the time charac-
teristics of fitness users, we construct a third-order tensor
X ∈ RU×T×C, where U, T, and C represent the number of
fitness users, the number of time intervals, and the number
of categories, respectively.

)e tensor decomposition can be used to alleviate
missing or sparse data and explore the potential associations
of fitness users, time, and POI categories. To avoid those
negative values which have no meaning for the preference
measure during the restoration process, we add non-neg-
ative constraints in the decomposition process. )e de-
composition formula is as follows:

X � G×1A×2B×3C. (1)

After non-negative tensor decomposition, we obtain a
time-related preference matrix for each fitness user, as
shown in Figure 1. In order to more accurately infer the time
preference characteristics of fitness users, we normalize the
sum of each row of the matrix.)erefore, the matrix shows a
certain fitness user’s preference for POI categories at dif-
ferent time intervals.

We use PTi to represent the time category preference
matrix of the fitness user ui. PTi(1, 1) represents the access
probability of the fitness user ui accessing the POI of the
category c1 at a time interval t1. )erefore, the similarity of
preferences of different fitness users based on time is
expressed as follows [16]:

φui,uj
�

􏽐 PTi ⊙PTj􏼐 􏼑
���������
􏽐si,k∈PTi

s
2
i,k

􏽱 ���������
􏽐sj,k∈PTj

s
2
j,k

􏽱 . (2)

In order to model the spatial activity preferences of
fitness users, we use the geographic locations of all POIs to
construct a Voronoi diagram. Specifically, as shown in
Figure 2, the entire city is divided into multiple Voronoi
grids. )erefore, a fitness user’s spatial activity preference
can be reflected by including a set of POIs that he has
visited.

We use the Voronoi diagram to check the geographic
check-in locations of fitness users because the Voronoi
diagram can define whether two POIs are adjacent or not
more reasonably than the Euclidean distance. In different
areas of the city, the distribution of interest points of
fitness users when signing in may be sparse or dense.
Obviously, in sparse areas, the area of Voronoi grid cells
is relatively large, while in dense areas, where check-in
points are distributed, the area of Voronoi grid cells is
relatively small. )erefore, it can provide an adaptive
estimate of the distance between POIs.

After the Voronoi diagram is constructed, we can
measure the similarity of the spatial activities of the two
fitness users by exploring whether there are overlaps or
adjacent Voronoi grid units in the check-in records of the
two fitness users. For two fitness users ui and uj, our steps to
calculate the spatial similarity are as follows:

(1) For each check-in point pr in the fitness user check-
in set, we use formula (3) to calculate the similarity of
each check-in point p [17]:

Table 1: Symbol description.

Symbol Illustrate
U Collection of all fitness users
ui )e i-th fitness user in U
P Collection of all POIs
pi )e i-th sign-in point in P
Si Collection of check-in points visited by the fitness user ui
PT Time category preference matrix of fitness users
K Number of similar fitness users

C1 C2 … Cn
T1 0.02 0.05 … 0.05
T2 0.03 0.07 … 0.04
… 0.04 0.1 … 0.05
Tm … … ‥

C1 C2 … Cn
T1 0.03 0.01 … 0.03
T2 0.02 0.09 … 0.04
… 0.04 0.2 … 0.07
Tm … … ‥

Time

User

Activity

Figure 1: Time influence modeling.
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yr � log
|U|

nr

􏼠 􏼡. (3)

Among them, U represents the total number of
fitness users in the check-in set, and nr is the number
of fitness users who have visited pr.

(2) )e algorithm constructs an array Y to store the
similarity of each POI and uses the minimum and
maximum normalization method to realize the
normalization of Y.

(3) )e algorithm constructs set Si and Sj to store fitness
users ui- and uj-visited check-in points, respectively.
)e algorithm constructs set A and B such that A �

Si ∩ Sj and B � Si ∪ Sj.
(4) )e algorithm constructs a set C such that C�B-A.

)eD set is a subset of the C set.)eD set stores each
pair of adjacent POIs visited by fitness users ui and uj

in the Voronoi diagram. )erefore, we use formula
(4) to count the spatial similarity between ui and uj

[18]:

ωui,uj
�

􏽐pr∈Ayr +1/2􏽐 pm,pn{ }∈D ym + yn/2( 􏼁

|B|
. (4)

After two fitness users ui and uj are given, we first
calculate the time similarity and spatial similarity, respec-
tively. A novel fusion method is proposed to combine them
together to realize the final similarity calculation based on
the temporal and spatial preferences of fitness users. Our
model uses two weights to reflect the influence of time
preference and spatial preference characteristics, respec-
tively. )e specific calculation is as

sim
ui,uj( 􏼁

� αφui,uj
+ βωui,uj

. (5)

By using our fusion similarity calculation method, the
similarity between each pair of fitness users can be obtained.
We set the number of neighbors K� {1,2,3,4, ..., 20} and set
the fitness user ui. According to the top K most similar
fitness users, the recommended score for each POI can be
calculated as follows:

score(i, j, k) � 􏽘
uq∈K

sim ui, uq􏼐 􏼑 × rq,j, (6)

rq,j � Mini +
Maxi − Mini

Maxq − Minq

× fq,j − Minq􏼐 􏼑. (7)

In formula (7), fq,j represents the access probability of
the fitness user uq at the check-in point pj. In formula (6), rq,j

is the result of the normalization of fq,j. rq,j represents the
pseudoscoring of the fitness user uq on the pj at the check-in
point. )e range of the check-in probability of the fitness
user n at each POI is between Maxi and Mini.

In order to improve the accuracy of the recommenda-
tion, we use an adaptive K-nearest neighbor algorithm to
determine the value of K. )at is, for different fitness users,
we select a different number of similar fitness users to
generate the corresponding recommendation list. )e spe-
cific steps of our algorithm are as follows:

(1) For different K value selections, we use formula (8) to
calculate the corresponding recommendation error:

errori � 􏽘
j∈Si

ri,j − score(i, j, k)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

. (8)

In formula (8), ri,j represents the pseudorating of the
fitness user ui on the check-in point pj. Score(i,j,k)
represents the recommendation score of the fitness
user ui on the check-in point pj based on the top K
most similar fitness users. Si represents the records of
POIs actually visited by fitness users in the training
set.

(2) )e algorithm selects the K value that causes the least
error as the number of the most similar fitness user
groups to recommend points of interest.

)en, we propose the next POI recommendation system.
We will describe the overall framework of the model. As
shown in Figure 3, our next POI recommendation system
consists of two main parts: a context-aware similarity cal-
culation module and a point-of-interest recommendation
module.

For each fitness user, we connect all check-in records to
construct a virtual trajectory of the fitness user. )erefore,
each fitness user has six virtual trajectories corresponding to
6 time intervals.

Figure 4 shows the construction of a virtual trajectory for
fitness users. )e Voronoi diagram is constructed by using
three kinds of information: time, latitude, and longitude.
Moreover, the constructed trajectory is not the real exercise
trajectory of the fitness user but a virtual trajectory con-
structed by Voronoi, and the virtual trajectory is only used
for the calculation of the similarity of the fitness user.

We set a target fitness user ui. tk is the geographic lo-
cation of the check-in point pk, and ck represents a specific
category of the check-in point pk [19].

We first set a virtual trajectory for the target fitness
user ui.

Figure 2: Example of a Voronoi diagram.
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We divide the virtual trajectory of the fitness user ui into
n groups. )e detailed steps are as follows:

(1) )e algorithm constructs an empty set groupk for
each sign-in point pk(pk ∈ Li

q) of the fitness user ui.
(2) )e algorithm constructs a virtual trajectory for the

fitness user uj, denoted by L
j
q.

For each check-in point pk(pk ∈ Li
q), the algorithm

calculates |tm − tk|.
)e algorithm compares each time distance and finds the

check-in point pmn closest to pm in the check-in time, where
pmin ∈ Li

q.
Figure 5 shows an example diagram of the trajectory

division, and there may be empty sets in these groups.
By considering the time characteristics, our method

successfully converts the trajectory similarity calculation
into the similarity calculation between each check-in
point px and the check-in point in the corresponding
group. )e specific similarity calculation formula is as
follows:

simuser ui, uj􏼐 􏼑 �
􏽐

n
k�1 sim pk, groupk( 􏼁

n
, (9)

sim pk, groupk( 􏼁 �
􏽐pm∈groupsimpoint pk, pm( 􏼁

groupk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

. (10)

Specifically, in formula (9), simuser(pk, sroupk) repre-
sents the fitness track between fitness users Ui and Uj in a
given time interval. n represents the virtual fitness track
length of the fitness user ui. sim(pk, sroupk) represents the
similarity between the fitness location pk(pk ∈ Li

q) and its
corresponding set. In formula (10), sim(pk, sroupk) repre-
sents the similarity between the fitness location pk(pk ∈ Li

q)

as well as pm(pk ∈ groupk) of the fitness user u [20].
To model the spatial similarity of fitness users, we

construct the Voronoi diagram. Each unit contains one and
only one POI. )erefore, the spatial-related preferences of
fitness users can be reflected by including the POIs they have
visited. )e Voronoi diagram defines whether there is a
spatial proximity relationship between two POIs more
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T2 0.03 0.07 … 0.04
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Figure 3: Schematic diagram of the system model.
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reasonably than the Euclidean distance, and it can provide
an adaptive estimate of the distance between POIs.

)e calculation method of the geographic similarity
based on the Voronoi diagram is described. When the time
interval Tx is given:

(1) )e algorithm determines the set of adjacent points.
)ey are defined as adjacent points.

(2) )e algorithm adds an undirected edge.

We use equation (11) to calculate the spatial similarity:

ω pk, pm( 􏼁 �

1, s � 0,

2− d

2s−1, s≥ 1.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

Figure 6 shows a constructed undirected graph. In
Figure 6, the shortest path length from pk to pm is 4, so s� 4.

First, the algorithm constructs a fitness user category
sign-in matrix and then uses the matrix factorization
technology to recover the lost data.

After obtaining a fitness user category sign-in matrix, C
represents the total number of categories. )erefore, each
column of Q represents the check-in frequency of fitness
users in a certain category, which can be regarded as the
feature vector of the category.

For each sign-in point pk(pk ∈ Li
q),

ψ pk,pm( ) �
cpk

�→
· cpm

��→

�����

cpk

�→
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏽲

×

�����

cpm

��→
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏽲 .
(12)

In formula (12), cpk

�→ and cpm

��→ represent the category
feature vectors corresponding to their check-in points,
respectively.

After a given target fitness user ui, we calculate con-
textual perception similarity between the fitness user ui and
other fitness user uj. )e detailed steps are as follows:

(1) )e algorithm constructs groupk as shown in the
previous section. Each sign-in point
pm(pm ∈ groupk) and pk share similar time char-
acteristics. Repeat the following operations until all
check-in points in groupk are traversed:

(i) )e algorithm uses formula (11) to calculate the
spatial similarity ω(pk,pm) between sign-in points
pk and pm and uses formula (12) to calculate the
category similarity ψ(pk,pm) between sign-in
points pk and pm.

(ii) )e algorithm uses formula (13) to calculate the
overall similarity between sign-in points pk and
pm.

simpoint pk, pm( 􏼁 � ψ pk,pm( )ψ pk,pm( ). (13)

(2) )e algorithm calculates the similarity between the
sign-in point pk and its corresponding set groupk by
using formula (11).

)e algorithm calculates the context-aware similarity
between the fitness user ui and fitness user uj by using
formula (9).

After calculating the similarity between the target fitness
user Ui and other fitness user Uj , we construct a Sui set to

‥

NULL
‥

…

p1 p2 p3 p4

Lqj

Lqi

Group1

Group2

Group3

Group4

Figure 5: Schematic diagram of fitness user trajectory grouping.

PM

Pk

Figure 6: Spatial distance modeling for fitness users.
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store the top k most similar fitness users of the target fitness
user Ui. )erefore, |Sui

| � k, a recommended list of target
fitness user ui. )e detailed steps are as follows:

(1) )e algorithm constructs a set CPui
, which contains

all the POIs visited by fitness users in Sui
.

(2) )e algorithm sets the distance threshold λ to
determine the recommended area. )e recom-
mended area is a circle with the current position of
the target fitness user ui as the center and λ as the
radius.

(3) For each sign-in point pm(pm ∈ CPui
), we set the

formula:

Φ l, pm( 􏼁 �
λ− 1

, d l,pm( )≤ λ,

d
−1

l,pm( ), d l,pm( )> λ.

⎧⎪⎨

⎪⎩
(14)

Specifically, l is the current position of the fitness
user ui. d(l,pm) represents the Euclidean distance
between l and pm.

(4) )e algorithm uses formula (15) to calculate the
pseudoscoring:

score ui, pm( 􏼁 � 􏽘

Sui

k�1
simuser ui, uk( 􏼁f uk, pm( 􏼁Φ l, pm( 􏼁( 􏼁.

(15)

Among them, f(uk, pm) represents the pseudoscore
of the fitness user uk(uk ∈ Sui

) to the check-in point
pm, which is counted by

f uk, pm( 􏼁 �
N uk, pm( 􏼁

L
q

k

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

. (16)

Among them, f(uk, pm) represents the number of
visits by the fitness user uk to check-in point pm, and
f(uk, pm) represents the total number of check-in
points visited by the fitness user uk in a time interval
Tq.

(5) After obtaining the pseudoscoring of each POI in
CPui

, the algorithm arranges in descending order
and recommends the first k POIs.

4. National Fitness Item Recommendation
SystemBasedonaNeuralNetworkAlgorithm

Based on the above neural network recommendation al-
gorithm, the nationwide fitness item recommendation
system based on the neural network algorithm constructed
in this article is shown in Figure 7.

)e design of the overall service process of the platform
is shown in Figure 8:

After the above model is constructed, the effect of the
model is evaluated. First, the effect of neural network al-
gorithm fitness data processing is evaluated, and the result is
shown in Figure 9.
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Figure 7: National fitness item recommendation system based on a neural network algorithm.
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Return to the step of physical fitness index test and apply for opening an exercise prescription, and carries out
the next cycle of fitness guidance

Figure 8: )e overall service process of the platform.
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It can be seen from the above research that the neural
network algorithm proposed in this paper has a good data
processing effect on the fitness data. On this basis, the
effect of the national fitness item recommendation of the
system in this paper is verified, and the result is shown in
Figure 10.

From the above research, it can be known that the
recommendation method of national fitness items based on
the neural network algorithm has a certain effect.

5. Conclusion

National fitness activities have developed rapidly, and
related achievements in the field of sports have entered a
new level. At this stage, the problem that China faces in
national fitness is the uneven development of public ser-
vices. )e main task at this stage is to use the construction
of public service facilities to solve the problems and con-
tradictions in China’s fitness industry. Secondly, China’s
social public undertakings in the fields of education, cul-
ture, health, etc. have initially established competitive
sports activities to win glory for the national Olympics.
However, the public service system in the field of national
fitness is relatively backward and to a certain extent cannot
meet the national demand for physical fitness. According to
the actual needs of the national fitness program, this paper
combines the neural network algorithm to construct the
national fitness program recommendation system to im-
prove the recommendation efficiency of the national fitness
program. )e experimental research results verify that the
method proposed in this article has a good performance in
the recommendation efficiency of national fitness
programs.
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+e new generation of smart meters need to realize the requirements of flexible expansion of advanced applications and
transplantation of application software across hardware platforms. +e software platform composed of operating system and
middle layer service components is conducive to reducing the cost of software and hardware development and management. +is
paper first introduces the research and development background of the new generation smart meter, then introduces its overall
software and hardware architecture and management unit hardware development platform, then introduces the construction of
development environment and development tools and the basic functions based on the software platform, and finally introduces
the development practice of application software. +e large-scale promotion of the new generation of smart meters has become a
development trend. +is paper has a good reference for the application software development based on the new generation of
smart meter software platform and is conducive to promoting the large-scale application of the new generation of smart meters.

1. Introduction

With the development of social economy, the demand for
electric power in various fields is increasing rapidly.
Meanwhile, the demand for power supply reliability, secu-
rity, power quality, and power service is becoming higher
and higher. For power supply enterprises, to give full play to
the potential of power equipment, to provide low-cost, high-
quality, safe, reliable electricity and high-quality compre-
hensive services, is an effective means to improve the
competitiveness of enterprises and promote economic
benefits. In order to achieve a win-win situation between
power users and power supply enterprises, it is necessary to
mobilize the subjective initiative of tens of millions of power
users to use electricity reasonably and save electricity. At the
same time, it is also necessary for power enterprises to
continuously optimize the structure and realize the rational

allocation of electric energy. In order to achieve a win-win
situation, many countries and organizations have proposed
the construction of flexible and standardized, clean and
friendly, safe and economic smart power grid, and regard the
construction of smart power grid as the primary direction of
future power grid construction. As the terminal of smart grid
extending to users, smart electricity meter is the key link
between users and power enterprises. In order to build a
sound and mature smart grid, the current management
mode of electric energy distribution and use is changing
from extensive to intensive, just as the current imple-
mentation of stepped electricity price, peak-valley electricity
price, distributed generation, and other measures are the
embodiment of this change. Intelligent electric energy is an
important carrier of technological innovation, so every
change of electricity management mode is promoting the
renewal of electricity meters. In order to adapt to this trend
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and achieve long-term utilization of resources, it is urgent to
launch a universal smart electricity meter that can realize
power management mode transformation without replacing
hardware but only updating software.

With the rapid implementation of China’s smart power
grid and digital power grid construction, as an important
part of electricity consumption, the number of smart meters
keeps growing rapidly. By the end of 2019, the number of
smart meters in China has exceeded 600 million.

Under the situation of increasing pressure on global
resources and environment, how to allocate energy re-
sources scientifically and rationally, achieve maximum
utilization of energy resources, and at the same time ensure
the healthy development of energy resources is a difficult
problem faced by all countries. In order to promote the
implementation of IR46 standard in China [1], China’s
JJF1245 series technical specifications will be officially re-
leased and implemented. +is series of technical specifica-
tions clearly divide the legal and nonlegal measurement
functions of the new generation smart meters and also define
the basic technical framework for the software and hardware
design of the new generation smart meters, as shown in
Table 1 [2].

+e concept of smart electricity meter was put forward as
early as the end of the twentieth century, but the charac-
teristics of the early smart electricity meter are mainly re-
flected in the basic functions such as remote centralized
meter reading and digitalization. At present, the proposal of
smart power grid and AMImodel has promoted the function
and characteristics of smart electricity meter to an un-
precedented height. At present, smart electricity meter has
developed from a simple electric energy metering and billing
device to an intelligent device integrating measurement,
execution, communication, fault protection, and response.
As the core component in the process of smart grid con-
struction, it will have broad application prospects.+erefore,
relevant enterprises and research institutions at home and
abroad have attached great importance to the research and
development of multifunctional smart meters. Many smart
chip suppliers have also launched a variety of smart meter
solutions, and a large number of smart-meter-related lit-
erature has also emerged. Some power supply and pro-
duction enterprises also jointly issued a lot of smart-meter-
related standards, and a variety of smart meter products
appear in the market. At present, smart electricity meters at
home and abroad can be divided into multifunction meters,
compound rate meters, prepaid meters, carrier meters,
network meters, etc., and can also be combined according to
user requirements.

2. New Generation Smart Meter

+e new generation smart meter needs to meet the re-
quirements of IR46 international standard and JJF1245
technical specification. +erefore, this paper puts forward
the software and hardware architecture design scheme of the
new generation smart meter as shown in Figure 1.

It is mainly to meet the needs of two aspects: one is to
achieve the separation of legal measurement function

(measurement core software) and nonlegal function
(management core software) [3] and, second, to support
independent apps to flexibly meet differentiated functional
needs such as load identification, orderly charging, and
contract power purchase, and support the construction of
smart electricity meter application market ecology. +e
embedded operating system is introduced into the man-
agement unit, which forms the software platform of the new
generation smart meter together with the middle-tier
components. +e application software is completely
decoupled from the hardware platform, thus achieving the
purpose of simplifying application development and
adapting to iterative upgrade of applications [4].

3. Hardware Design of New Generation Smart
Meter Management Unit

+e hardware architecture of the new generation intelligent
watt-hour meter as shown in Figure 2 is mainly divided into
three parts: communication unit, management unit, and
metering unit [3, 5]. +e following figure shows the hard-
ware schematic diagram and prototype of the management
unit, and the main key components are the management
MCU chip. +e MCU chip of the management unit is a
STMicroelectronics product with Cortex-M4 core, with the
highest frequency of 100MHz. On-chip RAM capacity is
320K, and on-chip FLASH capacity is 1M. Five UARTports,
two SPI ports, and one 7816 port can support up to 24 GPIO,
and the chip package is LQFP64.

+e management unit nonvolatile memory is divided
into EEPROM, on-chip flash memory, and off-chip flash
memory. EEPROM is accessed through the device file, and
the application reads and writes data according to the ad-
dress in the device.+e on-chip flash memory is managed by
the read-only file system flashfs. Off-chip flash memory is
divided into two parts: one is directly read and written by
applications using bare sector devices, and the other is
managed by power-off secure file system littlefs [6–8].

To meet the needs of users and power supply enter-
prises, in addition to the original metering and data
display functions, the new generation of smart meters also
needs to have two-way communication, remote intelligent
indoor tripping protection, and good human-computer
interaction functions. Higher design requirements for the
smart meter management unit are proposed for scal-
ability, intelligence, and adaptability [9–12]. On-chip
FLASH storage files include bootloader boot program; the
starting address is the running address after power-on;
Rtos image, started by bootloader; Start parameter, rtos
starts service components and basic applications
according to this file, and allocates resources and per-
missions for them; Service component and APPlication
app in middle layer [13–15]. Off-chip LFLASH storage files
include application backup, application to be upgraded,
power freeze, and event data. Off-chip EEPROM mainly
stores application data. And it also supports a number of
LCD module interfaces that have these peripheral hard-
ware resources to meet the design requirements of the
terminal [12, 14].
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4. New Generation Smart Meter Management
Unit Software Platform

+e software of the new generation smart meter manage-
ment unit is hierarchically designed as kernel layer, middle
layer, and application layer, as shown in Figure 3. +e

application layer is based on the software platform built by
the core layer and the middle layer to realize the specific
business functions of the smart meter, including a basic
application and multiple extended applications.

+e kernel layer mainly includes the operating system
kernel, device drivers, and many specific functions built by
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Figure 1: Typical application scheme of new generation smart meter.
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Figure 2: Hardware schematic diagram and prototype of management unit.

Table 1: Function division of legal software and nonlegal software of new generation smart meter.

Functional
item Legal software part Nonlegal software part

1 Measurement of electrical parameters (such as voltage,
current, active power, reactive power, and frequency)

Calculation, storage, and freezing of electric energy rate
(including setting of rate and time period)

2 Measurement of electrical energy (e.g., active energy and
reactive energy)

Calculation and storage of maximum demand (including the
maximum demand of each rate)

3 Or clock maintenance Display mode and display of nonlegal related content

4 Protection of proprietary parameters of equipment In addition to the legal system related functions of the event
record

5 Freezing of electrical parameters and energy data Implementation of external data communication interface
(such as infrared, RS485, carrier, wireless, etc.)

6 Event records of clearing, upgrading, timing, and modifying
equipment-specific parameters Control function (such as control of load switch)

7 Software interface between legal related software and non-
legal related software Alarm function

8 Methods to ensure the safety of functions related to legal
system Cost control function

9 Identification of legal-related software Other functions not mentioned
10 Display of legal related contents —
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the operating system. +ese specific functions are custom-
ized according to the requirements of smart meters to realize
task scheduling and resource allocation and have the
characteristics of standardized programming interfaces,
extensible function modules, and portable operating system
kernel [8–10, 16]. +e middle layer realizes the decoupling
between the operating system and the electricity meter
service and improves the stability and universality of the
operating system. +e middle layer runs on the system
kernel and provides common services and component
support for the application layer. +is scheme mainly in-
cludes virtual bus service component, communication
management service component, measurement manage-
ment service component, and platform management service
component as shown in Figure 3.

5. Development Environment Building and
Development Tools

Software is the soul of a system; if a system is without
software, then its hardware circuit will lose the value of
existence. Only by combining the two can the system
function be realized. In the actual system, if a software
system with perfect functions and excellent performance is
configured for the hardware circuit, it can not only make up
for some defects of the hardware circuit, but also greatly
reduce the design cost [17]. More importantly, only in this
way can the hardware give full play to its functions [18].

+is system design chooses the embedded system with
the operating system because the embedded system with the
operating system is better than the embedded system
without the operating system in real time, tailoring open and
scalability, and strong stability. At the same time, compared

with the embedded system without operating system, the
embedded system with operating system is also portable and
deterministic.

To develop application software based on the new
generation smart meter software platform, the development
environment should be set up first, which mainly includes
integrated development environment software, new gener-
ation smart meter prototype (including management unit),
Jlink simulator, and upper computer debugging software as
shown in Figure 4, realizing the adaptation of operating
system to hardware platform, complete the development of
hardware interface and peripheral driver, and realizing the
transplantation and testing of software system. Finally, the
application software is developed based on the API interface
provided by the operating system and the intermediate layer
protocol data structure.

+e integrated development environment software
(IDE) used in this paper is IoT Studio, and its main functions
are RTOS project management and program debugging as
shown in Figure 5. IoT Studio can create RTOS Base project,
RTOS Bsp project, RTOS App project, RTOS App Static Lib
project, RTOS Kernel Static Lib project, and RTOS Unit Test
project. Support downloading and debugging BSP project
and App project with one click of J-Link. IoT Studio mainly
integrates the following development tools as shown in
Figure 5.

(1) Compiler tool chain optimized for platform
(2) Intelligent code editor
(3) Code coverage analysis tool
(4) Code static analysis tool
(5) Support debugging tools through emulators such as
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RTOS Image Packager is an image of RTOS operating
system and an application packaging tool. +e tool specially
provides the factory firmware generation function, which can
package the BootLoader image, operating system image, startup
parameters, and application image into a factory firmware. In
the mass production stage, the packaged factory firmware only
needs to be burned into Flash as shown in Figure 6.

RTOS AutoTester is an automatic testing tool for RTOS
operating system. +e tool integrates the functions of
firmware writing, Shell terminal, and modem protocol file
sending and has the function of C language automatic test
script execution as shown in Figure 7.

6. Basic Functions of Software Platform

+e platform provides rich functions for application software
development. +e core functions are process management,
thread management, interprocess communication, thread
synchronization and communication, clock and soft timer
management, interrupt/exceptionmanagement, multiprocess
security isolation, dynamic loading, and low-power

consumption management [19]. +e extended functions are
mainly memory management, system update, file system, IO
system and drive framework, etc., and can be extended
according to actual requirements. Among them, kernel layer
and kernel component layer work in CPU privilege mode,
while middle layer components and application layer work in
CPU user mode. +e following mainly introduces the
common functions and API interfaces of application software
development.

6.1. ProcessManagement. It is the smallest unit for operating
system to allocate resources. Common API interfaces are
ms_process_self () to get the current process ID, ms_pro-
cess_kill () to kill the specified process, ms_process_exit () to
voluntarily exit, and ms_process_find () to find the process.

Process management mainly has the following functions:

(1) +e number of processes is configurable
(2) Process memory resources can be configured

(minimum 4K, 2 to the nth power kb)

source 
code target code

�e library files

Cross linker

Exe for 
debugging
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compiler

�e 
editor
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Computer so�ware
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Figure 4: Embedded application software cross development.
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Figure 5: IDE usage flow.
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(3) Process kernel resources can be configured (maxi-
mum number of threads, number of kernel objects,
and number of open files)

(4) Process permissions can be configured (EEPROM
access space, privileged system call)

(5) Process address spaces are isolated from each other

6.2. )read Management. +read is the basic unit of task
scheduling in operating system. Commonly used API inter-
faces are as follows: ms_thread_create () creates a ready thread,
ms_thread_init () creates a suspended thread, ms_thread_self
() gets the ID of the current thread, ms_thread_kill () kills a
thread, ms_thread_exit () the current thread voluntarily exits,
the ms_thread_suspend () suspends a thread, the ms_threa-
d_resume () resumes a thread, and the ms_thread_yield ()
current thread gives up the CPU usage right. +read man-
agement mainly has the following functions:

(1) Support 64 priorities

(2) Support high priority preemption and time slice
rotation scheduling with the same priority

(3) Decompose tasks and simplify execution logic

6.3. IO System. IO system as shown in Figure 8, also
known as I/O system, isolates the direct access of ap-
plications to hardware devices and unifies various
hardware access interfaces. +e replacement of hardware
devices no longer needs to modify the application code,
but only needs to add the corresponding hardware drivers
in the operating system. Commonly used API interfaces
are ms_io_creat () file, ms_io_open () file, ms_io_close ()
file, ms_io_read () file, ms_io_write () file, ms_io_ioctl()
IO control, ms. IO system mainly has the following
functions:

(1) All devices can be accessed as files
(2) File operation interface supports POSIX flag
(3) C library file interface is supported
(4) Provide a more resource-efficient system interface

6.4. IPC. +e interprocess communication mechanism as
shown in Figure 9 involved in this paper mainly includes
named pipe and shared memory. Common API interfaces
are as follows: ms_pipe_dev_create () creates a pipeline
device, ms_shm_dev_create () creates a shared memory
device (kernel space), ms_io_open () opens a pipeline or
shared memory device, ms_io_read () reads pipeline data,
and ms_io_write () writes.

6.5. Service Data Routing Distribution. +e virtual bus
service component is the data flow center, and each service
and APP need to distribute data through the virtual bus, so
as to realize the communication and data interaction
between each service and app. +e main functions are as
follows: safe and efficient well-known read/write pipeline
is adopted for interprocess communication, data routing
and forwarding of interprocess protocol, support for
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registration of DL/T645 extended protocol data identifier,
support for pipeline registration of extended APP, and
support for combination data reading. +e format of
protocol data frame is shown in Table 2.

+e source address and destination address coding rules
are shown in Table 3.

Description of interface between virtual bus component
and each service component and application is shown in
Table 4.

7. Application Software Development Practice

+is paper only introduces the basic application APP in
detail as a concrete practice, which needs to meet the
Technical Requirements of the New Generation Single-
phase Smart Energy Meter in South Power Grid, including
basic functions, extended functions, dual-core interactive
functions, and data security functions.

+e architecture of the basic application app as shown in
Figure 10 is divided into six modules, which are the basic
application app virtual bus module, time-sharing measure-
ment module, display module, meter reading freezing
module, event recording module, and control module. +e
APPlication APP virtual bus module realizes the internal data
interaction of each functional module of the basic application
app and realizes the interaction between the basic application
app and external data; the time-sharing metering module

realizes time-sharing rate electricity metering, ladder elec-
tricity metering, and rate electricity synchronization after the
management core is plugged and unplugged. +e meter
reading freezing module realizes five types of electricity data
freezing, completes multiple backups, and realizes supple-
mentary freezing. +e display module realizes display func-
tions such as tracking display and organizes display data for
use by themetering core.+e event recordingmodule records
various events according to the configuration and stores them
in EEPROM. +e control module realizes the functions of
remote charge control, opening and closing, self-protection,
and so on. +e following mainly introduces the main
workflow of the basic application APP virtual bus module,
freezing module, and display module.

7.1. Virtual Bus Module. As shown in Figure 11, the data
from outside is distributed to the other five modules through
the basic application app virtual bus module.

(1) Create a thread to monitor, and receive and analyze
the data distributed by virtual bus. In order to ensure
the real-time reception, select function is used to
monitor and avoid polling and sleep waiting.

(2) +e received data is judged and distributed to spe-
cific modules through control words and data
identification, and the API interface of
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corresponding modules is called.+ere are three API
interfaces: get, set, and action.

(3) When each module actively requests data or actively
operates a task, it judges whether it is internal
module data. If it is internal module data, it directly
calls the get, set, and action functions of the basic
application app, calls the API interface of the cor-
responding module, and replies to the data.

(4) If each module actively requests external data, it
needs to call the get, set, and action functions
encapsulated by the basic application app, write
the external pipeline of the basic application app,
and obtain data through the virtual bus. After the
virtual bus obtains the data, it returns the data to
the basic application app through the pipeline, and

the basic application app sends it back to each
module through the message queue. Set, get, and
action functions encapsulated by the basic appli-
cation app package the message queue internally,
which is used for the interaction between the basic
application app general thread and each module
thread as shown in Figure 11.

7.2. Freeze Module. According to the interaction with other
modules of basic application APP, the freezing module can
be divided into two parts: the other module reads the data of
freezing module and the freezing module obtains the data of
other modules. +e running process of frozen thread is
shown in Figure 12.

Table 3: Source address and destination address coding rules of protocol data frames.

bit7 bit6 bit5 bit4 bit3 bit2 bit1 bit0
Process number
0: initial value
1: basic APP
2: communication service
3: metering management service
4: platform management service
5: extended app1
6: extended app2
7: extended app3
8: expand app4
9: expand app5
10: expand app6
11: extend app7
12: extend app8
13: extend app9
14: extend app10
15: virtual bus service

Reserve

Every thread number in APP, 0–7
0: main thread
Basic APP

0: general basic application app
1: time-sharing measurement
2: demand measurement

3: freezing
4: display

5: cost control
6: event

Communication APP
1: uplink carrier

2: downlink Bluetooth
3: load identification

4: other communications (continuous
coding)

Other processes

Table 2: Protocol data frame format.

name Meaning Member

agrform_t Communication frame header structure
between 4 services and basic application app

FristSepa: identifier, fixed as 0× 68 CAID: source address, address of
initiator

Said: destination address, response module address encryption: encryption
method

MetersAddr: type of protocol communication address AgreType: protocol
type ComType: command type overRbye1: and verify that all save fields are
reserved to use the length of DataLen: uplink/downlink 645 protocol frame

AgrDataBuf Frame content data Complete 645 frames of data of uplink/downlink 645 protocol (from the
starter 68 to the terminator 16)

pipe_t Pipe type

+e trend of data, such as V_BUS_TO_COM_SRV, indicates the pipeline
from virtual bus to communication management service, virtual bus
receiving pipeline, and communication management service sending

pipeline
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Figure 10: Software architecture of metering basic application APP.
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7.3. Display Module. +e display module mainly includes
three parts: writing operation of the display module, reading
operation of display parameters, and 1s timing display data
processing. +e running process of the display thread is
shown in Figure 13.

8. Conclusion

Based on the new generation smart meter software and
hardware platform, this paper builds an application software
development environment by using IDE and related tools
and puts forward the concrete practice of business appli-
cation software development, which has good reference
significance for other application software development
based on the new generation smart meter software and
hardware platform. +e simple development and quick it-
eration of the application software are conducive to pro-
moting the large-scale application of the new generation of
smart meters and have laid a solid technical foundation for
meeting the differentiated business needs of the new gen-
eration of smart meters within their 15-year service life and
building a grand application ecological market in the future
[11–19].
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When traditional geological hazard survey methods are used for deformationmonitoring in mountainous areas, it often shows the
disadvantages of low applicability of monitoring methods and limited accuracy of detection results. In recent years, synthetic
aperture radar interferometry (InSAR) technology has incomparable advantages in surface deformation monitoring, such as all-
weather detection, wide detection range, high detection accuracy, and low detection cost. At the same time, InSAR technology can
also provide data and technical support for the subsequent task of potential geological disaster point identification and geological
disaster risk zoning in the study area. Alos-2 radar is selected; in this paper the satellite image is the research data, and the InSAR
technology is used to complete the surface deformation detection. ,en, based on the previous surface deformation monitoring
results, the potential geological disaster points in the study area are extracted, and the distribution law and incubation conditions
of the disaster points are analyzed and described. According to the field conditions of a certain area, the surface distribution,
development causes, and inducing mechanism of the potential geological disaster points are explored; the results show that the
development of geological disasters in the study area is affected by many factors such as landform, geological environment,
climate, hydrology, and human activities. Based on this, 11 factors such as formation lithology, slope, and river are used as
evaluation factors for mountain geological disaster monitoring, prediction, and evaluation analysis. Finally, the improved analytic
hierarchy process information model is used to complete the monitoring, prediction, evaluation, and analysis of regional
geological hazards in the study area. In this paper, the improved AHP-information method is used to classify the risk of mountain
geological disasters in the study area. Finally, the evaluation results are verified, which proves that the improved AHP-information
method is reliable, and its mountain geological disaster monitoring and prediction evaluation effect is better than the traditional
AHP-information method.

1. Introduction

Under the influence of basic geographical environment
factors such as fragile geological environment, huge topo-
graphic relief, and complex stratum lithology, the regional
surface deformation of mountains in some areas is active [1].
In addition, under the trigger of strong geological tectonic
movement, rainfall, and other factors, all kinds of geological
disasters in the county show a trend of frequent occurrence,
easy occurrence, and high incidence for a long time [2]. Due

to the special topographic and geological conditions and
abundant vegetation coverage in the study area, geological
disasters are concealed, which makes it difficult to realize
early prediction in the process of disaster prevention and
control and easily causes large-scale social, economic, and
personnel losses [3]. When the traditional geological hazard
survey method is used to monitor the deformation in
mountainous areas, it often shows the shortcomings of low
applicability of the monitoring method and limited accuracy
of the detection results [4]. ,erefore, through the InSAR
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technology, to effectively identify the potential geological
disasters and to prevent and control become the focus of this
paper [5, 6].

2. InSAR Technology

Usually, InSAR technology is applied to DEM construction
and surface deformation monitoring [6]. In the early stage of
the development of InSAR technology, due to the defects of
some characteristics of radar images, the surveying and
mapping accuracy is limited. In recent years, with the im-
provement of interferometry technology and the estab-
lishment of many SAR satellite systems, InSAR technology
has been more mature applied to topographic survey and
deformation monitoring [7].

2.1. InSAR Fundamentals. InSAR technology can be used to
complete the task of acquiring DEM data. ,e key principle
of this technology is to realize two or more observation
processes in the same research area, and different obser-
vation processes are required to have proper viewing angle
difference during imaging, so as to achieve the purpose of
acquiring single-view complex images with high coherence
[8]. ,en, the image interference processing flow is com-
pleted in turn, and the Earth surface elevation data is
extracted according to its interference phase information.
Complete the above series of operations, that is, to realize the
construction of DEM in the research area [9].

Figure 1 shows the geometric relationship diagram when
InSAR system observes the surface and obtains the surface
elevation information. In Figure 1, S1 and S2 represent the
position of radar antenna during two imaging processes,
which can be obtained from the orbital parameters of the
satellite itself, and B is the spatial distance between them,
which is called baseline. R1 and R2 are the oblique distances
from the two antennas to the ground observation points,
respectively. α represents the angle between the baseline and
the horizontal direction, θ is the incident angle, H is the
height of the antenna track, and h is the elevation of the
measured ground point target relative to the reference
ellipsoid.

,e phase information contained in radar echo signal
can be divided into two parts: one is the phase information
reflecting the characteristics of the target point itself, and the
other is the phase value representing the distance between
the ground point and the antenna. ,is kind of information
is the part that can be used to retrieve the position of the
ground target point. In the course of two radar observations,
the ground target point can be regarded as unchanged, so the
characteristic phase of the target point itself is consistent in
each radar echo signal. ,erefore, from the phase infor-
mation of the distance between the target and the antenna,
we can know that the echo signal of the antenna S1 is

ϕ1 � 2π
2R1

λ
. (1)

,e echo signal phase of antenna S2 is

ϕ2 � 2π
2R2

λ
, (2)

where λ is the wavelength of radar signal. In this way, the
interference phase difference between two images can be
expressed:

Δϕ � ϕ1 − ϕ2 � −
4π
λ

R1 − R2( 􏼁 � −
4π
λ
δ. (3)

In the process of generating interferogram, due to the
difference of incident angle and azimuth, the objects with the
same name in two SAR images cannot be completely aligned,
so it is necessary to register them. After the registration
operation is completed, the interference phase difference in
equation (3) can be obtained from the generated interfer-
ogram by using the processed image to complete the mul-
tiplex multiplication [10]. It can be seen from equation (3)
that, for the same ground target point, the echo phase
difference is proportional to the oblique distance difference.
After two echo signals from the same target unit are mul-
tiplied together, the phase difference obtained is only de-
termined by the oblique distance difference, which is related
to the elevation of the ground unit. From the geometric
relationship information shown in Figure 1, equation (4) can
be obtained:

R2
2 � R2

1 + B2
− 2R1Bcos α +

π
2

− θ􏼒 􏼓. (4)

Make a transformation to get

sin(θ − α) �
R
2
1 − R

2
2 + B

2

2R1B
�

R1 + R2( 􏼁

2R1B
+

B

2R1
. (5)

According to the actual situation of SAR system ob-
servation, baseline B can be ignored compared with R1 and
R2 alone, and at the same time, (R1 −R2) is far less than R1.
By transforming equation (5), we can get

sin(θ − α) ≈
R1 − R2

B
� −

λΔφ
4πB

. (6)

,us, α, B, and H are obtained from the orbital attitude
data, and from the geometric relationship shown in Figure 1:

h � H − R1 cos θ. (7)

In the actual operation process, after the data undergoes
triangulation operation, the interference solution result

H

yc

h

R
1

S1
B

S2 a

θ

Figure 1: Geometric diagram of InSAR system.
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obtained is the main value of its phase information, which is
always between [−π, π], and its true value can be obtained
only after subsequent phase unwrapping.

2.2.D-InSARTechnology. ,e key of D-InSAR technology is
to make two or more SAR images in the same area complete
the process of differential interference, from which the
surface deformation data of the study area can be obtained
[11]. ,e deformation information can be expressed by the
observation and imaging results of radar antennas for the
same target objects. ,at is, when there is surface defor-
mation, the phase reflecting the spatial position change
between the ground target and the observation antenna can
be extracted from the image pair interference processing
results, so as to realize the regional deformation monitoring.
After two previous observation and imaging processes are
completed, the interference phase can be obtained from the
interference measurement results at this time. ,e key
components of the interference phase can be divided into:
morphological phase (φdef ), reference ellipsoid phase (φo),
terrain phase (φtopo), atmospheric phase (φatm), random
noise phase (φnoise), etc., which are expressed by formula (8)
as follows:

φ � φdef + φo + φtopo + φatm + φnoise. (8)

In the process of regional surface deformation moni-
toring noise phases such as reference ellipsoid atmosphere
and terrain will have great interference on deformation
detection. ,ese error phases should be removed as much as
possible to obtain more accurate regional surface defor-
mation monitoring results. According to the difference of
the methods of obtaining the terrain phase φtopo process, the
synthetic aperture radar differential interferometry is di-
vided into two-pass, three-pass, and four-pass methods,
which is still the main method to realize D-InSAR.

2.2.1. Fundamentals. In the actual process of D-InSAR, the
terrain phase is obtained by converting the digital elevation
data from outside to the radar system. ,e process of re-
moving the terrain phase information from the original
interference results is another core content besides the in-
terference to the differential interference when using
D-InSAR to detect the regional surface deformation. Fig-
ure 2 shows a geometric schematic diagram of obtaining
surface deformation by two-orbit D-InSAR [12, 13].

Similar to the principle of InSAR altimetry, point P in the
figure is the ground point observed by satellites twice, S1 and
S2 are antenna positions, f represents the distance difference
between the two antennas S1 and S2 and the ground ob-
servation point P, α is the angle between the baseline and the
horizontal direction, and θ is the incident angle. At this time,
the observation point P itself has a displacement of Δd in the
line of sight. ,e surface deformation information of the
study area can be solved by calculating the phase change
phase, and the calculation formula is as

φdef � φ − φo − φtopo. (9)

Δd �
4π
λ
φdef , (10)

where λ is the wavelength of the band; Δd is the deformation
along the radar line of sight. It can be seen from the formula
that, assuming that the phase value obtained from the
differential interferometry results has a periodic change of
2π, the specific value of the relative regional surface de-
formation Δd is half wavelength length λ/2, which indicates
that D-InSAR is highly sensitive to surface deformation. ,e
expression process of equation (9) belongs to the case where
the error phases such as atmosphere and reference ellipsoid
are ignored for convenience of understanding. D-InSAR
technology can monitor centimeter-level or even sub-cen-
timeter-level microdeformation, which greatly improves the
monitoring ability of surface deformation monitoring
means.

2.2.2. Data Processing Flow. When D-InSAR is used to
obtain surface deformation information by differential
processing of interference phase, its data processing flow is
shown in Figure 3.

,e core of D-InSAR technique for ground deformation
calculation is the differential processing of interference
phase. ,e data processing flow is roughly divided into three
parts: data preprocessing, differential interference calcula-
tion, and deformation calculation.

2.3. SBAS-InSAR Technology. Short baseline subset method
is proposed by Berardino et al. on the basis of previous
research results. When using this technology to generate
interferogram, it requires short spatiotemporal baseline
interference pairs, which can effectively reduce temporal
decoherence and spatial decoherence [14].
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Figure 2: Geometric schematic diagram of two-orbit D-InSAR.
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2.3.1. Fundamentals. An important step in the realization of
SBAS-InSAR technology is to complete the subset division of
all SAR images. ,is process is to divide the image set into
different short baseline subsets according to the influence of
spatial and temporal baselines on the coherence of images
and complete the calculation of interference phase of each
image pair in the subset. At this time, the number of in-
terference pairs is obviously increased, and the coherence of
each interferogram is also enhanced compared with the
previous case where only a single main image is used. ,e
differential interferograms are linked by singular value de-
composition (SVD), which can restrain the effect of DEM
error and atmospheric phase delay on the phase variation
and finally obtain the least square solution.

,e specific process is as follows:

(1) Assuming there are N+1 SAR images in [to, t1, t2, t3,
. . ., tn] time period, the interference pairs with M
pairs of spatiotemporal baselines within the
threshold condition can be obtained by any com-
bination, and M should meet the requirements of
equation.

N

2
≤M≤

N(N − 1)

2
. (11)

Assuming that the i-th interferogram is obtained by
removing terrain phase, filtering interferogram, and
unwrapping phase, the time of acquisition of main
image and slave image is tB and tA, respectively, and

the interference phase at (a, r) in radar coordinate
system can be expressed as

Δφi(a, r) ≈
4π
λ

dtA
(a, r) − dtB

(a, r)􏽨 􏽩. (12)

dtA
(a, r) and dtB

(a, r) are the phases of the pixels
(a, r) at time tA and time tB relative to the initial time
t0, respectively, and λ is the wavelength of the band.

(2) At time� t0, d0 � 0, the vector corresponding to the
phase of the sequential SAR image is expressed as

φt
� φ1, · · · ,φn􏼂 􏼃. (13)

At the pixel (a, r), let IE be the master image and IS be the
slave image, corresponding to all M interference pairs:

IE � IE1, · · · , IEM􏼂 􏼃

IS � IS1, · · · , ISM􏼂 􏼃
.􏼨 (14)

,en the phase of all differential interferograms is

Δφi(a, r) � φ tIEi
􏼐 􏼑 − φ tISi

􏼐 􏼑, (15)

where tIEi
> tISi

, i� 1, 2, . . ., M, can be expressed as

Δφ � Gφ. (16)

In formulas (3)–(16),G is a matrix of orderM×N, which
represents a system of equations composed of N unknowns
andM equations. It can be seen that, in the matrix, each row

Time series InSAR data DEM data

Main image selection and image 
combination

Image registration and 
clipping

Interference phase 
calculation

Registration and cropping of DEM and 
main image

Phase removal of flat land and 
terrain

Differential interferogram 
filtering

Phase unwrapping

Elevation phase

Coherence coefficient 
calculation

Calculation of line-of-sight 
deformation

Vertical conversion

Geocoding

Surface deformation data

Data 
preprocessing

Differential 
interference 
calculation

Deformation 
calculation

Figure 3: Flowchart of D-InSAR processing.
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corresponds to a differential interference pair, and each
column represents the corresponding SAR images from t0 to
tN in turn.

When the interference pairs are located in the same small
baseline set, the least square method is used to estimate the
deformation value of the time series in the subset. When
there are multiple subsets and the matrix is not rank matrix,
the SVD method should be used to realize the joint solution
of the subsets, so as to extract the cumulative deformation
results on the time series.

2.3.2. Data Processing Flow. In the processing flow of SBAS-
InSAR technology, the key to the realization of this tech-
nology is to construct a number of interference pair subsets
reasonably. ,is process requires that the combined spa-
tiotemporal baseline of each subset of internal interference
pairs should be in the threshold range needed to form a high-
quality interferogram. ,is technique can be simply un-
derstood as the interferometric measurement method of the
surface deformation change process in the study area during
the study period by solving the differential interference
phase in the time series.

,e flow of surface deformation detection using SBAS-
InSAR method is shown in Figure 4. Its data processing flow
includes data preprocessing, differential interference cal-
culation, time and space deformation estimation, and so on.

3. Monitoring, Prediction, and Evaluation of
Mountain Geological Disasters Based on
Improved AHP-Information
Quantity Method

In recent years, the frequent geological disasters in China not
only cause serious economic losses to the society, but also
seriously threaten people’s lives and disturb the normal life
of residents, which has aroused widespread concern from
people from all walks of life [15]. ,erefore, the identifi-
cation of potential geological hazards and the study of their
spatial and temporal distribution are of great significance in
disaster prevention and control, and at the same time, it is
also the premise of further quantitative analysis of geological
hazards.

,e information of mountain surface deformation de-
tected by InSAR technology has high reliability and accu-
racy, which is the basis of early identification of potential
geological disasters. Combined with GIS spatial analysis and
visual interpretation, the hidden danger points of potential
geological disasters can be extracted, and the deformation
characteristics of mountain surface in time and space can be
further analyzed [16].

At present, there are many statistical analysis models for
geological disaster risk analysis. When the information
quantity method of information theory is applied to the risk
assessment of geological disasters, it has the characteristics of
combining qualitative and quantitative analysis. According
to the influence degree of different influencing factors on
geological disasters, the risk of geological disasters can be
effectively assessed. Analytic Hierarchy Process (AHP) is a

fast method to determine weights, which can be used to
assign weights to different evaluation factors in geological
hazard risk assessment [17, 18]. In this paper, the weighted
information model based on AHP is adopted, which not
only considers the advantages of AHP that fully considers
the subjective experience of experts, but also combines with
the objective information in the information model [19, 20].

3.1. InformationQuantityMethod. ,e information quantity
method originated in the United States, and in China, it was
first quoted by Professor Yan Tongzhen to predict the
surface landslide and then gradually widely used in the
geological disaster risk assessment in the geological disaster-
prone areas in China. As far as the information quantity
method itself is concerned, its central idea is to use the
information quantity value to reflect the difficulty of geo-
logical disasters in the study area based on the information
quantity contributed by various influencing factors to
geological disasters [21]. ,is method is practical and simple
and can be used to predict the development law of geological
disasters. In general, the information quantity value is used
as a quantitative index to quantitatively describe the risk of
geological disasters with probability situation. ,e greater
the information quantity value obtained, the more likely the
geological disasters to occur, and vice versa.

3.1.1. Basic ;eoretical Model. When applying the method
of information quantity to realize the risk assessment of
geological hazards, the information quantity provided by the
actual geological disasters is used to express the action
degree of each influencing factor with information quantity,
which can reflect the contribution degree of these influ-
encing factors to the development of surface geological
disasters. For geological disaster event B, Xij is the factor
affecting its occurrence (where i� 1, 2, . . ., n, I is the selected
disaster influencing factor; J � 1, 2, . . .,M, and J is the
subinterval divided by each influencing factor); then the
IXij⟶B expression of geological disaster information
provided by a single influencing factor is as follows:

IXij⟶B � ln
P B/Xij􏼐 􏼑

P(B)
(j � 1, 2, · · · , n). (17)

Among them, P(B/Xij) corresponds to the development
probability of geological disaster class B in the J section
within the disaster impact factor Xi; P(B) represents the
regional background value, that is, the probability of oc-
currence of ground disaster B under the regional back-
ground conditions; N represents the number of selected
types of disaster impact factors;M represents the number of
secondary impact factor segments divided by each disaster
impact factor.

In the process of actual data processing, it is often
impossible to directly obtain the data needed to calculate the
information amount of geological disasters. Under normal
circumstances, in order to facilitate subsequent calculation,
the probability value represented by P(B/Xij) is selected to be
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converted into the sample frequency value. ,e specific
calculation formula is as follows:

IXij⟶B � ln
Nij/Sij

N/S
(j � 1, 2, · · · , n). (18)

Among them, the value IXij⟶B can represent the
amount of information provided by the J section for the
development of geological disaster class Bwithin the disaster
impact factor Xi; Nij represents the area value or the number
of development points of disaster B in the J section within
the disaster impact factor Xi; Nij represents the distribution
area value of the J section in the study area in the disaster
impact factor Xi; N represents the area value covered by all
geological disasters or the number of all developed geo-
logical disasters in the whole study area; S represents the
total area of the whole study area.

,e actual process of geological hazard risk assessment
in the study area is to divide the study area into several
assessment units and finally need to calculate and obtain the
comprehensive information value of each assessment unit.

To sum up, the information value is affected by the com-
bination of various influencing factors, and the compre-
hensive information value I of all evaluation units can be
calculated by using the following formula:

I � 􏽘
n

i�1
IXij⟶ B. (19)

Using information quantity model to complete the study
of regional disaster risk assessment in a specific study area
can be understood as taking each evaluation unit as an
independent research unit and taking each evaluation factor
as the premise of risk assessment, calculating the total in-
formation quantity of each independent research unit, and
comparing the calculated information quantity values. ,e
specific information value obtained from the above opera-
tions can be used to indicate that when the independent
evaluation unit to which the information belongs is affected
by various geological disaster influencing factors, the
probability of geological disasters is greater, indicating that
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the geographical area where the evaluation unit is located is
more likely to break out geological disasters, and it is
necessary to focus on monitoring and take timely prevention
and control measures.

3.1.2. Weighted Information Volume Model. In order to
enhance the accuracy of the evaluation results, this study
takes the conventional information as the premise, sup-
plemented by the corresponding weight value of each
evaluation factor to complete the whole evaluation process.
Generally speaking, the conventional process of information
calculation is based on the effect degree of various influ-
encing factors on the development of geological disasters in
the evaluation unit layer. Conventional information quantity
model can be understood as the idea that, in the process of
calculating information quantity, the weight of all factors is
given to 1, while weighted information quantity method can
apply subjective experience of experts to the evaluation
process according to objective facts, which has higher ra-
tionality and reliability.

,e weight Wi of evaluation factors at all levels is ob-
tained by the weight acquisition method, and the total value
of weighted information Iw is

Iw � 􏽘
n

i�1
WiIXij⟶B, (20)

where IXij⟶B is the information value of a single influencing
factor.

When the weighted information model is used to
evaluate the hazard of land disasters in the study area, the
evaluation index is the total information value Iw.. When
evaluating the risk of geological disasters in each geo-
graphical unit, the probability of occurrence increases with
the increase of total information Iw.

,rough the previous research on the methods of de-
termining the weight Iw, we can see that the current
mainstream methods include analytic hierarchy process,
principal component analysis, and so on. In this study, the
analytic hierarchy process (AHP) is used to obtain the
weight of impact factors, and different weights are given
according to the difference of the impact degree of each
disaster factor, and the total information weight is obtained
by weighting. Weighted information method will comple-
ment the advantages of analytic hierarchy process and in-
formation method and make the evaluation results more
accurate.

3.2. Selection of Evaluation Factors in the Study Area.
,rough the analysis of the factors affecting the distribution
of potential geological disasters and the research results of
scholars at home and abroad, it can be seen that the de-
velopment of geological disasters is affected by many factors.
,e selection of influencing factors needed in the study
should fully consider the availability of data, the scope and
environment of the study area, and the requirements of
research accuracy. ,erefore, in the process of geological

hazard risk assessment in different study areas, the selected
evaluation factors are usually different.

Combined with the actual geographical conditions of a
certain area selected in this paper, the influencing factors of
this study area are divided into natural environment factors,
social environment factors, and disaster-inducing factors.
Among them, the basic natural environment factors are
divided into topographic factors (including slope, elevation,
aspect, and topographic relief ), geological factors (geological
structure, stratum lithology), basic features (rivers), eco-
logical factors referring to vegetation coverage, social and
environmental factors referring to roads, and inducing
factors including earthquakes and rainfall.

In this study, ASTER GDEM elevation data with reso-
lution of 30m is selected as reference DEM, and on the basis
of this data, the slope, aspect, and fluctuation data of the
study area are obtained.

Some impact factor data cannot be obtained directly and
need to be obtained after certain data processing operations.
,e specific process of obtaining rainfall in the study area is
as follows: the annual average rainfall data of the national
meteorological stations in the area and its surrounding
counties in recent 15 years are obtained by Kriging spatial
interpolation method. In order to facilitate the calculation of
the follow-up evaluation process, the operation of properly
merging and adjusting rainfall level areas is made. Earth-
quake intensity data are obtained according to China
Seismological Network.

,e average annual rainfall in the study area is sub-
divided into 11 rainfall levels, and the lowest and highest
rainfall levels are less than 550mm and more than 640mm,
respectively. Earthquake intensity is divided into four
grades, and the intensity grade decreases around the focal
point.

Based on the detailed analysis of the basic data of the
experimental area, the pixel dichotomy model is adopted as
the acquisition method of vegetation coverage data in this
study.,at is, the Landsat 8 digital products are processed by
using the pixel dichotomy model based on the normalized
vegetation index (NDVI), and the formula is as follows:

NDVI � fc × NDVIveg +(1 − fc)NDVIsoil,

fc �
NDVI − NDVIsoil( 􏼁

NDVIveg − NDVIsoil􏼐 􏼑
,

(21)

where fc is vegetation coverage; NDVIsoil is the normalized
vegetation index value of bare soil without vegetation
coverage area; NDVIveg is the normalized vegetation index
value of the area completely covered by vegetation.

In the course of actual hazard assessment, the criteria of
assessment factors are as follows: elevation is divided into six
grades: <1500m, 1500m∼2000m, 2000m∼2500m,
2500m∼3000m, 3000m∼3500m, and > 3500m; the slope is
divided into six grades: 0∼10, 10∼20, 20∼30, 30∼40, 40∼50,
and >50. ,e slope direction is divided into four directions:
north and northeast, east and southeast, south and south-
west, west and northwest. ,e buffer distance of fault zone is
defined as 3 km, 6 km and 9 km, and the study is divided into
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five grades of fault zone influence areas. According to the
earthquake intensity, the research is divided into four grades:
V, VII, Vl, and IX. According to stratigraphic lithology, the
study is divided into three areas. According to the average
annual rainfall, the study area is divided into five grades:
<560mm, 560mm∼590mm, 590mm∼620mm,
620mm–650mm, and >650mm. According to the buffer
distance of 0.5 km, 1 km, and 1.5 km, the study area is di-
vided into four grades. ,e study area is divided into six
grades according to the buffer distance of 200m, 600m,
1000m, 1400m, and 1800m.,e topographic relief degree is
divided into six grades: ≤100m, 100m∼200m,
200m–300m, 300m–400m, 400m∼500m, and >500m.
Vegetation coverage is divided into five grades according to
<50%, 50%–60%, 60%–70%, 70%–80%, and >80%.

3.3. Determination of Weight of Evaluation Factor. In gen-
eral, the weight calculation methods include geometric
average method, arithmetic average method, and eigen-
vector method. In order to improve the reliability of the
results, this paper abandons the single calculation method
used in the conventional thinking and chooses three weight
calculation methods instead and takes the average value of
each method as the final weight.

,e formula of geometric average method is

Wi �
􏽑

n
j�1 aij􏼐 􏼑

1/n

􏽐
n
i�1 􏽑

n
j�1 aij􏼐 􏼑

1/n, i � 1, 2, . . . , n. (22)

,e arithmetic average formula is

Wi �
1
n

􏽘

n

j�1

aij

􏽐
n
k�1 akj

, j � 1, 2, . . . , n. (23)

,e eigenvector method formula is

UW � λmaxW, (24)

where aij is the element of the judgment matrix, n is the
number of columns of the judgment matrix, and u is the
judgment matrix. Average the three calculation results, and
get the final weight value of each evaluation factor.

4. Experiment

4.1. Evaluation Process

4.1.1. Analysis of Spatial and Temporal Pattern Distribution
Characteristics of Potential Mountain Geological Disaster
Points. ,e deformation information of the three feature
points in the time series is counted, and the deformation rate
in each period is as shown in Figure 5, and the accumulated
deformation is as shown in Figure 6.

4.1.2. Information Quantity Method. In this study, the po-
tential geological hazard points extracted by SBAS-InSAR
technology are used as the basic research data for moni-
toring, forecasting, evaluation, and analysis of mountain
geological hazards, and then the information amount is
calculated. In this process, the grid unit of 30m× 30m is
used as the evaluation unit. ,e information value reflected
by the types of secondary influencing factors divided from
each evaluation index can be obtained. In practical appli-
cation, the amount of information is the reference index of
the effect degree of each secondary influencing factor on the
development of geological disasters in the study area.

See Table 1 for the distribution of each evaluation index
and its specific information value in the study area.

According to the meaning of information model, the
greater the information value, the easier it is to have geo-
logical disasters. When the information value of the sec-
ondary influencing factors in the table is greater than 0, it
shows that the probability of developing geological disasters
under the influence of this factor is above the overall de-
velopment level of mountain disasters affected by this factor
in the study area. By the same token, when the information
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amount of the secondary influencing factors in the table is
less than 0, it means that, in the area where the secondary
influencing factors are distributed, the ease of developing
geological disasters under the influence of this factor is
below the overall development level of mountain disasters
affected by this factor in the study area.

4.1.3. Improved Analytic Hierarchy Process. Using the an-
alytic hierarchy process to calculate the weights of evaluation
factors, the hierarchical structure model is constructed, as
shown in Figure 7. Eleven evaluation factors, including
stratum lithology (C1), slope (C2), river (C3), topographic
relief (C4), vegetation coverage (C5), average annual rainfall

20
17

/1
2/

10

20
18

/2
/1

0

20
18

/4
/1

3

20
18

/6
/1

4

20
18

/8
/1

5

20
18

/1
0/

16

20
18

/1
2/

17

20
19

/2
/1

7

20
19

/4
/2

0

20
19

/6
/2

1

Cu
m

ul
at

iv
e v

ar
ia

bl
e (

m
m

)

P1
P2
P3

-50

0

50

100

150

200

250

300

350

Figure 6: Cumulative deformation.

Table 1: Evaluation factor information scale.

Primary impact factor Secondary
impact factor

Information
quantity value (I) Primary impact factor Secondary

impact factor
Information quantity

value (I)

Elevation (unit: m)

<1500 1.527912

Earthquake intensity

VI −1.018517
1500–2000 1.878802 VII −0.305413
2000–2500 1.217833 VIII 0.371931
2500–3000 0.069574 IX 2.395062
3000–3500 −1.16868

Average annual
rainfall (unit: mm)

<560 −0.647191
>3500 −3.18195 560–590 −0.162065

Slope (unit: °)

0–10 −0.19465 590–620 0.1848005
10–20 −0.60147 620–650 −0.363789
20–30 0.160048 >650 −0.604173
30–40 0.060803

Rivers (distance from
rivers in km)

<0.5 1.1197684
40–50 −0.13246 0.5–1 −0.020673
>50 −0.76925 1–1.5 −1.642546

Aspect of slope

North, northeast −0.57554 >1.5 −1.944394
East, southeast 0.34215

Road (distance from
road, unit: m)

<200 1.9516436
South,

southwest 0.292185 200–600 1.2565791

West, northwest −0.37974 600–1000 0.8739286

Geological structure (distance
from fault, unit: km)

<3 0.577263 1000–1400 −0.224026
3–6 0.176452 1400–1800 −0.668493
6–9 0.025197 >1800 −1.106742
>9 −0.68012

Topographic relief
(unit: m)

0–100 0.553517

Vegetation coverage

<50% −0.1233 100–200 0.230892
50%–60% 0.006014 200–300 −0.339274
60%–70% 0.392581 300–400 −0.134666
70%–80% 0.964443 400–500 0.33332
>80% 0.420331 >500 −2.133569

Stratigraphic lithology
T −0.04822

DCWZE 0.268584
CPQ 0.004012
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(C6), geological structure (C7), elevation (C8), earthquake
intensity (C9), road (C10), and slope aspect (C11), are se-
lected, and the ranking of factors represents the importance
to the formation of geological disasters. ,e judgment
matrix constructed by using the above evaluation factors is
shown in Table 2.

,e weights of each evaluation factor calculated by
geometric average method, arithmetic average method, and
eigenvector method are represented by W1, W2, and W3,
respectively, and the average value W is calculated as the
final weight, as shown in Table 3.

4.2. Verification of Evaluation Results. By getting the in-
formation quantity of each evaluation factor, the weight of
each evaluation factor is obtained, and the total infor-
mation quantity of each evaluation unit is obtained when
the improved AHP-information quantity method is
adopted.

According to the calculation results, the lowest total
information value of risk assessment in this area is -1.03541,
and the highest is 0.6739. According to the total information
value of each evaluation unit obtained in the study area, the
natural breakpoint method is used to classify it.,e region is
divided into four regions, and the information value ranges
are low-risk area [−1.03541, −0.5475], medium-risk area
(−0.5475, −0.2482], high-risk area (0.2482, 0.0874), and
extremely high-risk area (0.0874, 0.6739).

ROC (Receiver Operating Characteristic) curve is a
common method widely used to test the accuracy of geo-
logical hazard zoning assessment in recent years. In the ROC
curve, the vertical axis represents the true positive rate, and
in the geological hazard risk assessment, the cumulative
percentage of the area from high to low in the study area is
used as the ordinate. ,e horizontal axis represents the false
positive rate, i.e., 1−specificity, and the cumulative per-
centage of the number of real historical geological disasters
corresponding to each risk level in the study area is used as
the abscissa in the geological disaster risk assessment. By
calculating the AUC (Area under Curve) under the ROC
curve, the evaluation accuracy of the geological hazard
evaluation model is measured.

,e value range of AUC is [0, 1], and the higher the
value, the better the prediction effect of the model. Usually,
we use AUC range (0.5, 0.7], (0.7, 0.8), (0.8, 0.9), (0.9, 1) to
indicate low, fair, good, and excellent prediction accuracy,
respectively. Figure 8 shows a ROC graph, in which gray
lines represent the dividing line with AUC value of 0.5. ,e
AUC values of the improved AHP-information method
before and after calculation are 0.812 and 0.854, respectively,
and their values are between (0.8, 0.9), indicating that the
two models have good effects on the risk assessment and
classification of geological disasters. ,e improved AHP-
information model improves the prediction credibility, and
the evaluation results can reflect the difficulty of mountain
geological disasters in the study area.
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Figure 7: Hierarchical model.

Table 2: Judgment matrix.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11
C1 1 2 3 3 4 5 6 7 8 9 9
C2 1/2 1 2 3 4 4 5 7 7 8 9
C3 1/3 1/2 1 2 3 4 5 6 7 7 8
C4 1/3 1/3 1/2 1 2 3 4 5 6 7 7
C5 1/4 1/4 1/3 1/2 1 2 3 5 5 6 6
C6 1/5 1/4 1/4 1/3 1/2 1 2 4 5 6 6
C7 1/6 1/5 1/5 1/4 1/3 1/2 1 3 3 5 5
C8 1/7 1/7 1/6 1/5 1/5 1/4 1/3 1 2 4 3
C9 1/8 1/7 1/7 1/6 1/5 1/5 1/3 1/2 1 2 3
C10 1/9 1/8 1/7 1/7 1/6 1/6 1/5 1/3 1/2 1 2
c11 1/9 1/9 1/8 1/7 1/6 1/6 1/5 1/3 1/3 1/2 1
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5. Conclusion

In this paper, the evaluation factors are obtained according
to the existing research results and the actual situation.,en,
the traditional analytic hierarchy process using a single
method to calculate the weights is improved, the geometric
average method, arithmetic average method, and eigen-
vector method are selected to obtain the weights, and the
average value is determined as the final weight. In this paper,
the improved AHP-information method is used to classify
the risk of mountain geological disasters in the study area.
Finally, the evaluation results are verified, which proves that
the improved AHP-information method is reliable, and its
mountain geological disaster monitoring and prediction
evaluation effect is better than the traditional AHP-infor-
mation method. ,ere is no in-depth research on target
recognition accuracy, so it is necessary to combine multi-
sensor data with SAR data such as images for comprehensive
analysis, which can improve the monitoring effect and
application value of mountain geological disasters.
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At present, the problem of children’s education informationization is becoming more and more prominent. With the
strengthening of national education, children’s online education has become one of the main forms. In order to educate children
online, this paper proposes an online education system based on 5G technology and Internet of +ings technology, which mainly
solves the problems existing in current education. +e results show the following: (1) UI test results basically meet the re-
quirements of users; for the pursuit of personalized users, further development and improvement are needed. (2) Compared with
children’s module, the response time of manager module increased by 12%, and all the response times did not exceed 10s, so the
user experience was very good. +e access success rate of children’s module is 99%, and that of managers’ module is 98%. It is
necessary to further study what factors interfere with the success rate, which leads to the failure of 100% success. (3) After
optimization, the total energy consumption is the lowest compared with NOMA and TDMA, which is the best energy efficiency
optimization method to solve the communication of Internet of+ings.+e simulation of the system is in good condition, and the
follow-up research work of developers will take this system as the core to improve more details, hoping to put it into market
operation formally.

1. Introduction

Children’s education has always been the focus of educa-
tion departments and industries. China’s online education
industry has experienced more than 20 years of develop-
ment, which is closely related to modern information
technology. However, the online education content for
children’s education is uneven, which brings about many
worries and worries school parents. Relevant state de-
partments and parents need a high-quality online moni-
toring system to monitor. As we all know, children’s
education is a key topic that even the whole world pays
attention to. It is a very effective way to improve the na-
tional quality to carry out high-quality education for
children in a country. Young children’s brains are not fully
developed when they are growing up. At this time, if the
relevant state departments and parents do not give good

guidance, coupled with the impact of the online world, they
will miss the best time to educate children. Compared with
younger children, older children are easily affected by
electronic devices. At this time, if there is no effective
system to monitor, educate, and standardize children’s
behavior online, children will probably be exposed to bad
information in advance or accept negative influences from
society. +ese two situations will be disastrous and dev-
astating to children’s development and growth. +erefore,
this paper carries out the research on online monitoring of
children’s education in order to get an excellent system that
can guarantee children’s safety and education quality and
help schools and families reduce their burdens. +e liter-
ature [1] survey considers the Internet to be a tool to
support schools and provide children with opportunities
for informal learning, literacy, communication, and par-
ticipation. Literature [2] uses Internet to educate teenagers
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about osteoporosis. Literature [3] identifies a series of
potential daily concepts to educate children on network
security in the early stage of Internet. Literature [4] de-
velops a game system connected to the Internet of +ings
platform to record children’s game activities for fine
stimulation of children aged five to six years. Literature [5]
developed and tested an early counseling system for
children with developmental disorders by using the In-
ternet. Literature [6] shows how children between the ages
of nine and twelve years use different models to describe the
Internet and talk about reliability. Literature [7] imple-
ments the practice and management system of “children’s
science education” by using remote Internet video con-
ference. Literature [8] systematizes children’s ecological
and art education under the background of national cul-
tural tradition through teaching modeling method and
establishes a consistent theoretical basis. Literature [9]
discusses children’s education in a safe guardianship en-
vironment, hoping to achieve a global understanding of
effective policies and practices. Literature [10] discusses
exploring ways to promote the integrated development of
children’s technical thinking and humanistic thinking,
virtual thinking and realistic thinking, and divergent
thinking and convergent thinking in the era of “Internet
plus.” Literature [11] carries out systematic robot education
for children through cooperative and robot-based learning.
Literature [12] studies the QoE-aware resource allocation
mode provided by 5G tactile industrial Internet of +ings,
which is applied to medical care, manufacturing, mining,
education, automatic driving, and other fields. Literature
[13] investigates various optimization methods to solve the
resource problems of 5G and Internet of +ings from the
technical level. Literature [14] proposes key technologies
for applying MEC to 5G and Internet of +ings, such as
cloud computing, network function virtualization, in-
formation-centric network, intelligent devices, network
slicing, and computing offload. Literature [15] studies the
Internet of +ings intelligence and 5G network to establish
sports and health big data system to solve some open
problems. Better promoting the digital and intelligent
transformation of education industry can better promote
the rapid development of online education, meet the in-
creasing needs of people, and help schools and families
reduce their burdens. Establishing a system can be con-
veniently used by parents, teachers, and children. +rough
the division of labor and cooperation between the manager
module and the children module, the educational content
suitable for children can be screened and avoided from the
source, and the physical condition, positioning, and social
interaction of children can also be supervised, which is
convenient for parents and teachers to find children’s
problems as soon as possible and sort out and guide them in
time. In order to build a modern online monitoring system
suitable for children’s education, according to the capital
cost and various needs of children’s education, we choose
to link the Internet of +ings with distributed systems and
use Java as a programming language to realize a distributed
architecture system based on 5G Internet of +ings
communication.

2. Theoretical Basis

2.1. 5G Technology. In recent years, new high-quality
technologies have emerged continuously, rising in many
computer network fields, which not only changes people but
also facilitates people’s lives and habits. Mobile communi-
cation technology has been developing from 1G, 2G, 3G, and
4G. After years of development, it has continuously broken
through the technical constraints and now successfully
developed into the fifth-generation mobile communication
technology. We usually simplify this name to 5G technology
[16], which all comes from a simple formula [17].

c(speed) � λ(wavelength)v(frequency). (1)

Conduct 5G 28GHz frequency band test according to
international standards [18]:

wavelength �
speed

frequency

�
300, 000, 000m/s

28, 000, 000, 000Hz
≈ 10.7mm(millimeter).

(2)

+e method of communication technology to dissemi-
nate information and data [19] is shown in Figure 1.

It has powerful functions of more efficiency and con-
venience and lower delay than 4G, and it is also a powerful
network infrastructure guarantee for us to realize the new
era of interconnection among people, things, and machines
(Internet of Everything). +e coverage area comparison is
shown in Figure 2.

5G technology will help researchers provide key tech-
nical knowledge in the fields of industry, education, medical
care, unmanned driving, energy, and so forth, so that there
can be newer technological breakthroughs in these fields, as
shown in Figures 3 and 4.

2.2. Internet of )ings Technology. Internet of +ings (IoT)
[20] is a new technology in the 21st century which can realize
the Internet of Everything. It is an effective crossing and
integration of virtual world and real world, and its devel-
opment trend in China is good. With the development of
time, it has gradually become an important symbol for China
to enter the information age in an all-round way. Internet of
+ings (IoT) relies on sensors and other devices to collect
information and then realizes the function of information
exchange with the help of network (this paper chooses to use
more efficient 5G network). +e future ubiquitous network
[21] is the embodiment of the Internet of +ings at a higher
level. Here, it is briefly mentioned that it is the prospect of
the future direction of the Internet of +ings. As shown in
Table 1, it is the development standard table of Internet of
+ings technology [22].

Here, we explain the system framework of the Internet of
+ings as shown in Figure 5.

+e Internet of +ings architecture is divided into
three layers: application layer, network layer, and
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Telecom room Telecom room

Spread in the air 
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optical fiber)

Phone

Base
station

Base
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Phone

Figure 1: Communication technology propagation diagram.

5G performance index

The peak rate needs to reach 10-20 Gbit/s

Air interface delay as low as 1 ms

Have the equipment connection capacity of millions of 
connections/km2

Spectral efficiency is more than 3 times higher than LTE

The user experience rate reaches 100 Mbit/s

The flow density reaches 10 Mbit/m2

Mobility supports high-speed movement of 500 km/h

Figure 3: 5G performance indicators.

4G

5G

Figure 2: Comparison between 4G and 5G.
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perception layer. Perception layer is responsible for in-
formation collection and information transmission be-
tween objects. +e network layer uses wireless and wired
networks to encode, authenticate, and transmit the col-
lected data. +e mobile communication network is the

infrastructure to realize the Internet of +ings, forming
a collaborative awareness network. +e application layer
provides specific applications and combines the Internet
of +ings technology with the needs of industry
informationization.

Table 1: Standards and standards organizations.

Abbreviation Full name Standards being developed
Automatic identification
laboratory Automatic identification center Networked Radio Frequency Identification and Emerging Sensing

Technology

EPCglobal Electronic product code
technology Standard using EPC (EPC coding) technology

FDA US Food and Drug Administration UDI (Unique Device Identification) system for different identifiers of
medical devices

IEEE Institute of Electrical and
Electronics Engineers Underlying communication technology standards, such as IEEE 802.15.4

IETF Internet Engineering Working
Group Standards that include TCP/IP

OMA Open Mobile Alliance OMADMandOMALW2M for IoTdevice management, and GotAPI for
IoT application security framework

Network

Application
layer

Network
layer

Perceptual
layer Lamp

Intelligent
transportation Smart grid Intelligent

logistics Smart home Intelligent
agriculture

Mobile
communicatio

n network
Internet Wireless

network
Satellite

communication

Short-range
wireless

communication

Radio
frequency

identification

Two-
dimensional

code
Sensor Timing

positioning

Multimedia
information

collection

Figure 5: Schematic diagram of Internet of +ings architecture.
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Figure 4: Overall framework of 5G key technologies.
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2.3. Distributed Systems. In the early development of the
system, there was a high demand for servers, the cost of
software was very high, and it was very troublesome to
expand and upgrade. Figure 6 shows a schematic diagram of
the centralized system [23].

+erefore, due to the limitation of funds and core
technologies, we choose a distributed system that simplifies
the logical structure of the host and can be included in the
scope of system use without highly configured computers. It
is a multiprocessor computer system with independent
hardware and unified software, which is easy to upgrade and
expand, and its availability is often higher than that of
centralized systems. Figure 7 shows a schematic diagram of
the distributed system [24].

2.4. Children’s Educational Concept. +e ultimate goal of the
concept of children’s education is for children to grow up
healthily and smoothly into the plastic talents of the country.
Children are the flowers cultivated in the greenhouse of the
motherland, and we should create a safe and reliable en-
vironment for children, which is isolated from all external
dangers and suitable for seedlings to thrive. Here, children
will be nourished by sunshine, rain, and fertilizer and can be
well cultivated both materially and spiritually.

2.5. Research Methods. In this paper, we need to take some
methods to collect and sort out the opinions and needs of
schools, parents, and children, so as to understand what
kind of effect our system should achieve, what functions it
needs to have, and whether it can meet the real needs of
schools, parents, and children. (1) Literature research
method [25]: We selectively refer to many documents, not
only Chinese documents but also foreign documents, and
obtain materials from various academic websites such as
China Academic Journal Network, Baidu Academic, and
China Knowledge Network. After careful screening, these
documents are the scientific theoretical basis of this study.
(2) Questionnaire: We use questionnaires to distribute
1000 questionnaires to the relevant respondents (students,
parents, and teachers) and collect 963 questionnaires. We
use SPSS 19.0 to input and count the data (without
showing). We can get the expectations and wishes of the
respondents for the system from these questionnaires, and
our design will be designed and improved based on their
ideas. Only a system that meets the wishes of the demander
is a qualified and good system.

3. Design and Optimization of the System

3.1. Design Objectives and Feasibility Analysis. +e design
goal of this study is to build a modern online monitoring
system suitable for children’s education. According to the
capital cost and various needs of children’s education, we
choose to link the Internet of +ings with distributed sys-
tems and use Java as a programming language to realize
a distributed architecture system based on 5G Internet of
+ings communication.

(1) Economic feasibility. 5G and Internet of +ings
technologies are mature and are widely used in
China. +e related industrial chain is also relatively
perfect, and the cost of application will not be too
much. Because of its own characteristics, the dis-
tributed system has lower requirements for related
computer configuration, which also saves a lot of
money in disguise. So we say that this system is
economically feasible.

(2) Technical feasibility. Internet technology is changing
with the international trend, and its development is
very mature, and it has been widely used in various
fields. +erefore, this study is technically feasible and
reliable.

(3) Feasibility of social environment. For schools and
parents, it is the most difficult for a child with im-
mature mind to judge his thinking. +e complexity
of society (especially on the Internet) is difficult for
young children who have no independent thinking
ability to cope with, and children are easily hurt.
+erefore, for the social environment, it is necessary
and feasible to design this system.

3.2. Architecture Design of the System. We choose Apache
Mina technology for this system, and the system framework
is shown in Figure 8.

Remote control uses ActiveMQ to transmit messages to
instruction forwarding module, which is the consumer of
messages. After receiving messages, it forwards them to the
corresponding session and sends them to the equipment
through this channel to realize bidirectional communication
of data. Because the information security of a system is very
important, especially in the education of children, the system
needs to prevent the invasion of global criminals through
malicious attacks, tampering, destruction, and so forth and
strictly refuse any individual or computer that has not been
accessed through formal channels. Figure 9 shows a sche-
matic diagram about electronic security technology:

3.3. FunctionalDesignof theSystem. +e various functions of
this system are carefully designed according to the results of
the questionnaire, which are mainly divided into manager
module and children module. +e system covers children’s
humanistic education, safety education, thinking education,
health education, and so on. Because of the particularity of
this system, when visiting the system for the first time, the
school or parents must log in, authenticate, and grant
permission, and children can use the specific services of this
system and will be guided and monitored by parents or
teachers in the process of learning online.

3.3.1. Manager Module. +e administrator module is mainly
used by school teachers or parents, and the available
functions are shown in Figure 10.

(1) +e data information function is to give it to the
system to determine whether it is qualified for
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identity authentication and register an account for
children. +e flow chart is shown in Figure 11.

(2) +e child positioning system is to monitor the po-
sition of children and ensure that children are in
a safe guardianship range. Figures 12 and 13 show an
overall block diagram of positioning and a flow chart
of positioning monitoring.

(3) +e lock management function is set to prevent
children from indulging in the online world and
facilitate parents or teachers to manage. Children’s
equipment can be controlled by turning on or off this
function directly in the system.

(4) +e function of learning data status is to facilitate
parents or teachers to monitor children’s specific
learning progress at any time, generate reports to
parents or teachers at any time, and adjust children’s
education programs at any time according to data
results. )e health-related management function is to
monitor children’s health status at any time, generate
reports to parents or teachers, and find and treat

problems as soon as possible. +e flow chart of
obtaining the report is shown in Figure 14.

(5) Home/school equipment control is to facilitate
parents or teachers to efficiently manage the
equipment around children, as shown in Figure 15.

(6) +e emergency function is to contact parents or
teachers at any time if children are in any danger, and
parents and teachers can make relevant treatment
quickly.

(7) Feedback and opinions are to provide parents or
teachers with reasonable feedback channels to help
developers maintain, update, and optimize the
system.

3.3.2. Children’s Module. +is module aims to help children
receive various kinds of education, pay attention to the
process of children’s healthy development and happy
growth, and give children a happy childhood experience.+e
specific functions are shown in Figure 16.

User

User

Server
cluster

Database
synchronizatin

System

Caching
system

DBS

File storage 
system

middleware

Figure 7: Distributed system.

User

User

Server

Figure 6: Centralized system.
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(1) Humanistic education is the education of basic
simple subject knowledge. Art education is to cul-
tivate children’s hobbies, such as piano, painting,
dance, and calligraphy. Traditional culture education
is based on our national cultural characteristics,
explaining our customs, etiquette, diet, and other
contents. Traffic safety education is to popularize
traffic signs, traffic rules, emergency calls, and so on.
Network security education is to teach children how
to surf the Internet safely and protect personal
privacy. Health education is to teach children not to
be picky eaters and learn to describe uncomfortable
places, health knowledge, simple food nutrition and
health, and so forth.

(2) Educational robot is an application layer device that
can connect with children’s system and share in-
formation. Children can use educational robots to
learn directly, and robots will send relevant data back
to children’s systems, which is convenient for data
recording.

(3) Puzzle games are designed for children, which are
entertaining, so that children can learn useful
knowledge imperceptibly while entertaining.

(4) Systems can be connected with each other, so that
children of the same age can know each other and
develop social skills.

(5) Child location monitoring is a passive function,
and children cannot turn off this function directly.
When the manager module makes positioning
requirements, the system will automatically col-
lect information and send it to the manager
module.

(6) Physical condition data is a device worn by children,
which is connected to the children’s system to record
the data.

(7) Emergency contact function is a function used by
children in emergency or danger, which can im-
mediately contact school teachers or parents and
connect remote video calls.

Data
interface

System
management

Real-time data

Basic data 
management

Expert system

Configuration
information

Statistical report Remote control

ORACLE MQ

Communication log

Service monitoring

Hardware
monitoring

TCP parsing 
component

RS232 Parsing
Component

RS485 Parsing
Component Session

Instruction forwarding

Instruction recognition

Multi-type communication protocol interface SMS cat

Equipment 1 Equipment 2

JDBC

JDBC

Production

Consumption

TCP GSM TCP

Figure 8: Distributed architecture of Internet of +ings.
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3.4. Technical Optimization. When optimizing the system,
we can use tools that can help locate system performance
problems, but it should be noted that there are some system
problems that cannot be detected by the tools, or we need to
use other methods for optimization operations. +e related
tools are shown in Table 2.

3.4.1. Optimization of Code Quality. Efficient and excellent
code usually has comments and code. +e quality and logic of
the code are very important, which can save developers

unnecessary work and trouble.When doing some optimization
work, we should carefully modify our code. In many cases,
a little change can improve performance. +erefore, it is
proposed that we should not optimize too early or over-
optimize, for example, slow query caused by modifying SQL
statements and frequent creation or replication of large objects.

3.4.2. Optimization of Internet of )ings Communication.
+e optimization of energy efficiency is a very important
issue. We will use a series of formulas for optimization.

Information confidentiality Identity
authentication Integrity Non-repudiation

Application system layer

Security protocol layer

Encryption technology 
layer

Identity authentication 
layer

Symmetric/asymmetric
encryption

SSL/TLS Agreement

SET Agreement

Digital signature

CA certification

3DS Agreement

Network service layer

Network security so�wareFirewall Kill virus so�ware

Figure 9: Electronic security technology.

Data
information

Child positioning 
system

Lock machine 
management Learning data status

Health-related
management

Home or school 
equipment control Emergency Feedback and 

comments

Manager function module

Figure 10: Introduction of manager module function.
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Figure 11: Flow chart of data information authentication.
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(1) System model:

(1) +e problem of SDN to UE:
+e SDN is allocated to each UE, and the allo-
cation factor Aij is calculated.

Aij �
Ui

dij

. (3)

+e transmission time meets the conditions:

􏽘

N

i�1
ti ≤Ti. (4)

Received signal:

yi � 􏽘

Ji

j�Ji−1+1
hij

��
pj

􏽰
sj + ni. (5)

Achieve data throughput:

rij � Bti log2 1 +
hij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
pj

􏽐
Ji

l�j+1 hij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
pl + σ2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (6)

Energy minimization problem from SDNs to
UEs:

min
p,t

􏽘

N

i�1
ti 􏽘

Ji

j�Ji−1+1
pj. (7)

(2) UE to base station problem:
Signal received by antenna:

yl � 􏽘

Sl

i�Sl−1+1
hli

��
qi

√
mi + ni. (8)

Achieve data throughput:

ril � BSCtj log2 1 +
hli

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
qi

􏽐
Sl

k�i+1 qk hlk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ σ2
⎛⎝ ⎞⎠. (9)

UEs to BS energy minimization problem:

min
Q,t

􏽘

N+L

j�N+1
tj 􏽘

Si

i�Sl−1+1
qi. (10)

(2) Energy efficiency optimization:

(1) Optimization from SDN to UE:
Transmit power:

pj �
σ2

hij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2 􏽘

Ji

m�j

􏽙

Ji

k�m

e
(ln 2)Dji+j−k/Bti−1􏼐 􏼑. (11)

Substituting formula (11) into (7) yields

min
t

􏽘

N

i�1
􏽘

Ji

j�Ji−1+1

σ2ti

hij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2 􏽘

Ji

m�j

􏽙

Ji

k�m

e
(ln 2)Dji+j−k/Bti−1

􏼐 􏼑. (12)
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Figure 13: Flow chart of positioning monitoring.
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Figure 14: Learning and health report acquisition flow chart.
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Lagrange function:

L(t, λ) � 􏽘
N

i�1
􏽘

Ji

j�Ji−1+1

σ2ti

hij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2 􏽘

Ji

m�j

􏽙

Ji

k�m

e
(ln 2)Dji+j−k/Bti􏼐 􏼑 + λ 􏽘

N

i�1
ti − T1

⎛⎝ ⎞⎠. (13)

+e optimal solution should satisfy

zL

zti

� 0. (14)

(2) Optimization from UE to BS:

min
t

􏽘

L

l�1
􏽘

Sl

i�Sl−1+1

σ2tl

hli

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 􏽘

Sl

m�i

􏽙

Sl

k�m

e
(ln 2)ESl+i−k/Bsctl−1􏼐 􏼑.

(15)

3.4.3. Distributed Optimization Algorithm

(1) Distributed problem description:

minf(x) � 􏽘
n

i�1
fi xi( 􏼁,

s.t. x1 � x2 � · · · � xn.

⎧⎪⎪⎨

⎪⎪⎩
(16)

Single integrator system:

_xi � ui. (17)

(2) DGD continuous time form:

_xi � −Lx − α∇f(x). (18)

(3) EXTRA continuous time form:

_x � −Lx − α∇f(x) + y,

_y � −Lx.
(19)

(4) Classical primal-dual algorithm:
Distributed problem description:

minf(x) � 􏽘
n

i�1
fi xi( 􏼁,

s.t. D
T
x � 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(20)

Table 2: Tools for locating performance issues.

Type Problem Tools
Network Network connection Ping, netstat, traceroute, tcpdump
Disk Read and write performance IOTOP, IOSTAT
Memory Memory leak Valgrind, Purify
Memory Memory swap Free, top

Humanistic
education Art education

Traditional
culture

education

Traffic safety 
education

Network
security

education

Health
education

Educational
robot Puzzle game

Child function module

Children
socializing

Child location 
monitoring

Physical
condition data

Emergency
contact

Figure 16: Introduction of children’s module function.
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Constructing augmented Lagrange function:

L(x, y) � f(x) +
1
α

y
T
D

T
x +

1
2α

x
T
Lx. (21)

Solve with primal-dual algorithm:

_x � −Lx − α∇f(x) − Dy,

_y � D
T
x.

(22)

(5) DGT:

_x � −Lx − αy,

_y � −Ly + ∇2f(x) _x.
(23)

(6) Global objective function:

min
x∈Rn

􏽘

N

i�1
fi(x). (24)

(7) Convex analysis: convex functions:

f(θx +(1 − θ)y) ≤ θf(x) +(1 − θ)f(y). (25)

Strongly convex function:

(∇f(y) − ∇f(x))
T
(y − x)≥ μ‖y − x‖

2
. (26)

Smooth function:

‖∇f(y) − ∇f(x)‖≤L‖y − x‖. (27)

4. Implementation and Test of the System

4.1. Development Platform and Environment. +is system
is mainly developed in Windows 10 operating system en-
vironment, using Java programming language, MYSQL

database management, and Apache Mina technology to
design the system framework. +e development platform is
Visual Studio 2018, the processor is AMD Athlon (TM) II
P360 Dual-Core Processor 2.30GHz, the running memory is
8G, and the simulation platform is MATLAB.

4.2. System Interactive Interface. +e interface of children’s
education online monitoring system is shown in Figures 17
and 18, respectively.

4.3. System Simulation Test

4.3.1. UI Testing. First the basic function preparation test is
carried out; if the system operation interface is reasonable,
then the deeper function is tested; if the UI test does not meet
the requirements, the system is directly redeveloped. After
testing, there is no abnormality in the UI interface.We invited
ten volunteers who are familiar with UI testing and made
statistics on satisfaction recognition, as shown in Figure 19.

UI test results basically meet the requirements of users, but
because everyone has personalized requirements, it is impos-
sible to fully meet the requirements, and the UI interface needs
to be improved in detail. It mainly depends on the tester’s
judgment feeling. UI test points are as follows: (1) the overall
style of the page is unified, the layout is coordinated, the header
and footer contents are complete and consistent, and the page
framework is clear; 2) the fonts of the page are unified and
coordinated, displayed normally, and have good effect; 3) the
display of the page navigation bar and the content distribution
spacing are reasonable; 4) the page organizes and designs the
line thickness; 5) the page picture size, position, resolution, and
horizontal and vertical directions are not stretched; and 6) the
page reads normal pictures and correct addresses.

4.3.2. Performance Test. For users, they do not care about
how the systemworks behind them, and they only care about
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Health-related
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equipment control
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Figure 17: Manager module.
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whether the system is “fast or not”; that is, the response time
of the system is much less. In particular, for the vast majority
of people, giving a response within 2 s is the best experience
and the user is the most happy; giving a response within 5 s is
a “fairly OK” experience; once the system response exceeds
10 s, the user experience is failed and uncomfortable. +is
test mainly tests the access time of the system, and the
relevant calculation formula is as follows:

network transmission time � N1 + N2 + N3 + N4,

apply server processing time � A1 + A3,

database server processing time � A2,

response time � N1 + N2 + N3 + N4 + A1 + A3 + A2.

(28)

We set the numbers of visits requesting access to the system
at the same time to 1000, 2000, 3000, 4000, and 5000. In the
online monitoring system for children’s education designed by
us, the response time of the manager module and the children
module is tested, respectively, and finally the submodules of the
two systems are compared, as shown in Figure 20.

According to the results, we can find that the average
response time of each request of children’s module is about
725ms, and that of managers is about 812ms, which is about
12% higher than that of children’s module. With more visits
requested, especially more than 3000 times, the success rate
of visits decreases greatly. +e access success rate of chil-
dren’s module is 99%, the access success rate of manager
module is 98%, and the response time is not more than 10 s.
+e user experience is very good.
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Figure 18: Children’s module.
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4.3.3. Optimization Test

(1) After the test optimization, the total energy con-
sumption is shown in Figure 21.
According to the results, the energy consumption of
PA-NOMA, ET-NOMA, and PTA-NOMA is greater
than that of OPA-TDMA of TDMA when the
amount of SDN increases. Compared with ET-
NOMA, PA-NOMA greatly reduces energy con-
sumption. Compared with PTA-NOMA, it can re-
duce the energy efficiency by more than 6%.

(2) After the test optimization, the total energy con-
sumption and the number of subchannels allocated
are shown in Figure 22.

According to the results, we find that when L� 1, the
unmolecular channel is the same as PTA-NOMA.
+e total energy consumption at L� 2 is lower than
that at L� 1; when L� 3, the total energy con-
sumption is the lowest; when L� 4, the energy
consumption is the largest. +erefore, the optimized
energy consumption is the lowest, which can also
verify the conclusion of Figure 21.

5. Conclusion

To sum up, the system designed in this paper for online
monitoring of children’s education has been developed,
using the fifth-generation mobile communication
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Figure 22: Relationship between optimized energy consumption and number of subchannels.
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technology, Internet of +ings technology, distributed sys-
tem development, and other technologies. According to the
needs of schools, parents, and children, the practical ap-
plication of children’s education concept is carefully studied.
+e system is well developed and the simulation test results
are good.

+e results show the following: (1) UI test results ba-
sically meet the requirements of users; for the pursuit of
personalized users, further development and improvement
are needed. (2) Compared with children’s module, the re-
sponse time of manager module increased by 12%, and all
the response times did not exceed 10 s, so the user experience
was very good. +e access success rate of children’s module
is 99%, and that of managers’ module is 98%. It is necessary
to further study what factors interfere with the success rate,
which leads to the failure of 100% success. (3) After opti-
mization, the total energy consumption is the lowest
compared with NOMA and TDMA, which is the best energy
efficiency optimization method to solve the communication
of Internet of +ings.

+erefore, our system can be further improved and
updated and can be gradually put into market testing
according to market research. In the follow-up, the de-
velopers’ research work will focus on this system to improve
more details, hoping to put it into market operation as soon
as possible and bring about new technology convenience to
children’s education.

Data Availability

+e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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)e development of information technology has brought tremendous changes to our country’s education. Based on the
5G+ Internet, the article proposes a brand-new intelligent education model and proposes an ST analysis method, which mainly
studies the teacher and students in the classroom. Class performance, based on Yebes network, proposed a learning decision
method and application. )e research results of the article show the following: (1) )e article compares the monthly test scores of
three variables under two different teachingmodes.)e results show that the performance of the online teachingmode is generally
better than that of the traditional teaching mode, and the performance of the experimental class has increased more, with an
average growth score of 4.83, indicating that there are significant differences in students’ learning and cognitive abilities under
different teaching models. (2) )e article compares the students’ knowledge mastery under two different teaching modes. )e
results show that under the traditional teaching mode, the students’ knowledge mastery is low, and the complete mastery rate is
only 15%. In the network multimedia teaching mode, the students’ knowledge mastery rate has been greatly improved, the
complete mastery rate is as high as 45%, and the students’ mastery of knowledge has been extremely improved, indicating that the
network multimedia teaching mode can stimulate students’ learning interest more, improve learning efficiency. (3) Studying the
differences in the source of curriculum resources of three different types of teachers, and the results show that the proportion of
curriculum resources downloaded through the Internet is the largest; in the investigation of the impact of multimedia teaching on
the classroom, the cooperation rate of students when multimedia teaching is not used, classroom practice accuracy and classroom
completion rate are low, but after usingmultimedia teaching, students’ cooperation rate and classroom practice accuracy rate have
been greatly improved, among which the accuracy rate of the experimental class is as high as 62.4%, and the students’ thinking
ability is also good. Great improvement.

1. Introduction

Information technology has brought tremendous changes
to China’s education. 5G technology has provided a better
guarantee for the sharing of curriculum resources. In the
face of the extreme shortage of education resources in
China, limited educational resources, and unlimited
higher education development needs the contradiction
between them is becoming more and more prominent.
How to effectively realize the resource sharing among
various universities has become a problem that must be
considered in the development of talents in major uni-
versities. Literature [1] explores teaching models suitable
for teaching activities. Literature [2] describes the

implementation process of the model in educational
statistics and SPSS courses. )e article analyzes the
implementation process of the teaching model from the
aspects of experiment and evaluation and puts forward the
problems and solutions in the application process of the
model. Literature [3] constructs a smart classroom
teaching model that conforms to the development of the
times by analyzing the connotation and technical char-
acteristics of smart classrooms. Network technology has
gradually replaced traditional learning methods. Some
e-learning platforms have also received more and more
people’s favor. Some educational structures are also taking
full advantage of the advantages of e-learning to attract
more people. Literature [4] mainly describes how to
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identify and analyze factors that contribute to the design
of e-learning applications. Literature [5] mainly discusses
the application of modern educational technology in
computer teaching. On university campuses, using the
convenience of 5G and the Internet, they have gradually
formed a model of curriculum education resource shar-
ing, which can share teaching resources, as well as the
sharing of teacher resources, curriculum resources, and
advanced teaching facilities. Literature [6] is based on the
DBR educational research paradigm and verifies the
original concept through practical exploration in real
situations. Literature [7] conducted a series of data an-
alyses and research on the application of data mining
technology in student performance. Analyzed the internal
relations and teaching rules between the various courses.
With the advent of the Internet age, the use of big data
analysis technology has become a method and technology
used in many fields, and big data has also promoted the
reform and innovation of various universities. With the
development of science and technology and the preva-
lence of Internet technology, compared with traditional
networks, 5G networks have the advantages of low cov-
erage, low energy consumption, and high capacity in hot
spots. It can carry out data dissemination very well.
According to the current state of extreme scarcity of
educational resources, some places do not have advanced
teaching resources, and it is necessary to use the conve-
nience of the Internet to communicate and share on the
Internet. Literature [8] starts from the design concept of
the smart campus and studies the application of data
mining technology in the smart campus system under the
background of big data. Literature [9] analyzes the
characteristics and advantages of the university listening
and speaking teaching mode under the network envi-
ronment. Literature [10] analyzed the advantages of the
experimental teaching platform in terms of hardware and
software and designed the application mode of the PBL
teaching method in the experimental teaching platform.
Literature [11] conducts a rational analysis of the appli-
cation of information technology in education, based on
the mainstream technological phenomenology of the
current philosophy of technology. With the development
of Internet technology, the demand for technical talents is
also increasing. In order to cultivate more professional
talents, a model of integration of production and edu-
cation can be implemented. Literature [12] makes a
general analysis of the application of intelligent tech-
nology in teaching mode at the present stage in China and
discusses the current situation of the application of talent
training mode. Literature [13] analyzes the sports teaching
mode based on multimedia information technology and
the advantages of multimedia teaching from the per-
spective of 5G and the internet of things technology.
Literature [14] investigates the education mode of a
university and analyzes the teaching elements of inno-
vative teaching of numerical control technology appli-
cation from the teaching case analysis. Literature [15]
proposed a new mobile platform for micro-English ed-
ucation and learning based on mobile 5G technology.

2. Basic Theory

2.1. %e Application of 5G Smart Technology in Education.
5G is the foundation of the intelligent Internet. In the
teaching process, it is equipped with information technology
such as remote interaction and artificial intelligence, which
is deeply integrated with course teaching, enriches classroom
teaching, allows students to participate in teaching, and
enhances students’ interest in learning. Teachers can teach
students in accordance with their aptitude through real-time
interaction with students. Many excellent teaching resources
can be shared on the Internet; through the Internet, students
can study outside of class, check deficiencies, and realize the
universalization of education. Even in the most remote rural
areas, as long as they have the Internet, they can enjoy rich
and high-quality education. Resources, to achieve the
sharing of educational resources. In the field of education,
5G+Al will give birth to intelligent education, embodying a
people-oriented teaching model. )rough the close inte-
gration of Al and big data technology, under the support of
5G network, the teaching data related to the teaching be-
havior of the teacher in the classroom and the student’s
listening effect are captured in real-time through the in-
telligent teaching terminal, and the method and method of
the teacher’s teaching in the teaching are extracted by using
big data analysis technology. Based on the unstructured
behavior data generated by the students’ listening state, the
extracted unstructured data is effectively analyzed and
summarized with the help of AI algorithms, cloud com-
puting, etc., and finally using data visualization technology,
according to the data results generated by teachers and
students, teaching managers, teachers, and students provide
scientific behavior analysis reports, which are displayed to
relevant teaching management institutions and class
teachers to assist teaching management and improve
teaching quality. For parents, they can observe students’
learning conditions online, realize online tutoring, and
protect their children’s healthy growth. )e application of
5G in the education industry is shown in Figure 1:

5G and intelligent technology have brought a lot of
convenience to the work and study of teachers and students.
Intelligence means that the campus has a scientific research
cloud, intelligent classroom, campus security, and other
platforms. Teachers can read papers online and evaluate oral
English. Students can also learn online, and parents can tutor
online; the platform will introduce student information and
teaching resources into the platform. )e intelligent tech-
nology + education will further extend the information in-
terconnection from the breadth to the colleges and
universities, from the depth to the organization of colleges
and universities, and smooth informatization.

2.2. Construction of Intelligent Education Model. )e de-
velopment model of the smart education resource innova-
tion ecosystem is the progression and deepening of the
“Internet +” education development model and is the
product of smart technology + education resources. Internet
education takes communication and social interaction as the
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core content, realizes the connection between learners, and
establishes a learning website, connects learners and campus
services, that is, establishes external connections between
learners and campus, and makes the campus service in-
formation communicated to learners more efficiently and
quickly. )e intelligent technology + education will further
extend the information interconnection from the breadth to
the various colleges and universities, from the depth to the
internal organization of the colleges, and smooth infor-
matization, so that the school can reorganize the learning
elements and the needs of the learners. )e management
operation mode, so as to achieve efficient coordination
between learners and school management operations, and
more efficient matching of information supply and demand.
)e intelligent education model diagram is shown in
Figure 2:

)e development mode of the intelligent education re-
sources innovation ecosystem is progressive and deepening
of the “Internet +” education development mode and is the
product of intelligent technology + education resources.
Internet education takes communication and social inter-
action as the core content, realizes the connection between
learners, and establishes a learning website to connect
learners and campus services, that is to establish the external
connection between learners and campus so that the service
information of campus can be more efficiently and quickly
conveyed to learners. )e new ecosystem of intelligent
education provides services for learners. Learners feedback
data to the new ecosystem of intelligent education, and the
information fed back can generate educational resources
through the new ecosystem.

2.3. Analysis of Intelligent Teaching Mode. Based on the 5G
mobile network, it is possible to achieve lectures by fa-
mous teachers in the near-end classrooms, interaction,
auditing, and commenting in the remote classrooms, and
to achieve smooth listening and free evaluation in campus
scenarios such as remote recording and broadcasting
classrooms, dual-teacher classrooms, and smart class-
room delivery. Classes, centralized control, 5G remote
listening, and evaluation classes have greatly improved in
response speed, image quality, feedback timeliness, and
evaluation effectiveness. Realize online patrol realize the
diversification of teaching evaluation. Supported by the

5G network environment, teaching evaluation collects a
full range of data through the observation of learners’
online or offline learning process, discovers their par-
ticipation in learning behavior patterns, excavates their
thinking process to complete tasks, discovers problems in
real-time, and solves the process. In order to realize the
real-time and accurate evaluation of the problems en-
countered in the process and the formulation of inter-
vention methods, the realization of multimodal learning
data collection, full-scene demand analysis, and three-
dimensional evaluation, and realization of guidance and
improvement based on the results of learning evaluation.
)e intelligent education model diagram is shown in
Figure 3:

2.3.1. Personalized Learning Mode. Teaching should pay
attention to teaching students in accordance with their
aptitude because each student’s learning methods and
mastery of knowledge are different. Personalized education
is based on the current learning status of each student to
implement education in a targeted manner. With more and
more student and learning data recorded by the system, it is
more difficult to achieve targeted and personalized educa-
tion. Intelligent teaching solves this problem very well. )e
system will conduct a test on the students’ learning situation
and difficult points, and the test results will be transmitted to
the teacher’s computer. )e teacher can customize the
learning plan according to each person’s situation. Students
can also master their learning situation, so as to carry out
targeted exercises, and truly teach students in accordance
with their aptitude.

2.3.2. Diversified Learning Modes. )e traditional teaching
method is basically in a fixed place, teaching according to
fixed textbooks, and teachers will teach fixed content
according to the requirements of the school. )is traditional
teaching mode will be restricted by time, place, and space.
With the development of science and technology, the new
educational model can break the shackles of this traditional
teaching concept. Teaching is not limited by time and place
and realizes “learning all the time.” Students can choose to
learn effectively according to their own learning progress
and learning intensity. Learning should be people-oriented
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and focus on content rather than form, so as to keep pace
with the times.

Differentiated learning is an individualized teaching
method, in which teachers adjust the teaching process and
products according to students’ learning willingness, in-
terest, and learning style. Its learning plan focuses on
content, while the learning content of all students remains
the same. It is a school- and curriculum-centered approach
that attempts to modify the way that is content is taught to
meet student needs, differing strengths, and general readi-
ness. Personalized learning looks at the learner, thinking
about the question, “What does this student need to know,
and how best to do that?” It is a student-centered approach
to learning that is built around recognizing the vast dif-
ferences between students, not only in literacy or dia-
gramming abilities but also in the real needs of students.

3. Method

3.1. Classroom Teaching Analysis

3.1.1. S-T Analysis Method. S stands for student and Tstands
for the teacher. It mainly studies the classroom observation
methods of teacher and student behavior in the classroom.
)e number of S behaviors is recorded as Ns, and the
number of T behaviors is recorded as Nt [16], and the
formula is

N � Ns + Nt. (1)

)e teacher behavior share Rt is

Rt �
Nt

N

�
N − Ns( 􏼁

N

� 1 −
Ns

N
.

(2)

)e formula for calculating behavioral conversion rate
Ch is

Ch �
g − 1

N
. (3)

Ch is the behavior conversion rate indicates the
interactivity in teaching. )e larger the Ch, the more
frequent the switching between student and teacher
behaviors.

3.1.2. Classroom Video Feature Extraction. )e convolu-
tional layer is the most common method for deep neural
networks to process pictures, which mainly compresses and
extracts features [17]; its mathematical formula is
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S(m, n) � (f∗g)(m, n) � 􏽘
∞

i�−∞
􏽘

∞

j�−∞
f(i, j)g(m − i, n − i).

(4)

)e convolution in the neural network is

S(m, n) � (I∗K)(m, n) � 􏽘
i

􏽘
j

I(m + i, n + i)K(i, j). (5)

Logical function

s(x) �
1

1 + e
− x. (6)

)e hyperbolic tangent function is

tanh(x) �
e

x
− e

− x

e
−x

+ e
−x. (7)

)e linear rectification function is

ReLU(x) �
0, x< 0,

x, x≥ 0.
􏼨 (8)

)e function of the normalized index layer is to complete
the calculation of the normalized index function in most
linear classifiers [18], the specific algorithm input vector is

X � x1, x2, . . . , xn( 􏼁. (9)

Calculate n scalar values

yk �
e

xk

e
x1 + · · · + e

xn
. (10)

Spliced into

Y � y1, y2, . . . , yn( 􏼁. (11)

)epros and cons of the face detection algorithm and the
face detection system performance are mainly evaluated by
the following main performances [19], the detection rate is

DR �
m1

M1
. (12)

False detection rate is

FAR �
m2

M2
. (13)

Missed detection rate is

FRR �
m3

M3
. (14)

3.2. Research on the Learning Method of Bayesian Network

3.2.1. Definition of Bayesian Network. Given a directed
acyclic graph G, the variable nodes in the graph are a set of
discrete variables [20]

U � Xi, X2, . . . , Xn􏼈 􏼉. (15)

)e value range of each variable Xi is expressed as

Val Xi( 􏼁 � x
1
i , x

2
i , . . . , x

m
i􏽮 􏽯. (16)

)e conditional probability corresponding to the vari-
able Xi is

θi � 􏽙
i

p xi | pa xi( 􏼁( , (17)

where pa(xi) is the direct parent node of xi, and the joint
probability distribution is p [21]

p xi, x2, . . . xn( 􏼁 � 􏽙
i

p xi | x1, x2, . . . , xn−1( 􏼁 � 􏽙
i

p xi | pa xi( 􏼁( 􏼁. (18)

)e pair 〈G,Θ〉 formed by the directed acyclic graph G

and the parameter set Θ � θ1, θ2, . . . , θn􏼈 􏼉 becomes a
Bayesian network [22].

3.2.2. Bayesian Network Structure Learning. )e K2 algo-
rithm mainly solves the problem of network structure
learning with unknown structures and complete data [23].
)e scoring method is expressed as follows:

maxBs[P(Bs, D)] � C 􏽙
n

i�1
max􏽑 i 􏽙

qj

j�1

ri − 1( 􏼁( 􏼁!

Nij + ri − 1􏼐 􏼑!
􏽙

ri

k�1
Nijk!].⎡⎢⎢⎣

(19)

)e B De scoring formula is

p(G | D) � p(G) 􏽙
n

i�1
􏽙

qj

j�1

􏽐kNijk
′􏼐 􏼑

􏽐kNijk
′ + Nij􏼐 􏼑

􏽙

ri

k�1

􏽐kNijk
′ + Nijk􏼐 􏼑

􏽐kNijk
′􏼐 􏼑

.

(20)

)e score of a Bayesian network structure is expressed as
[24]

DL(G, D) � DLstru(G) + DLtab(G) + DLdata(D | G). (21)

In

DLstru(G) � 􏽘
n

i�1
log n + log n, Pai( 􏼁 |( 􏼁,

DLtab(G) �
1
2

􏽘

n

i�1
Pai

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌∗ ri − 1( 􏼁log N,

DLdata(D | G) � N 􏽘
n

i�1
H Xi | Pai( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)

According to Bayesian principle log P(G | D), it is
expressed as

log G
s
| D( 􏼁 � log P D | G

s
( 􏼁 + log P G

s
( 􏼁. (23)

)e approximate expression of the score obtained by the
integral is

log(G | D) ≈ log P D | 􏽥θG, G􏼐 􏼑 −
d

2
log N. (24)

)is dimension is expressed for the Bayesian network as
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d � 􏽘
n

i�1
Pai

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 Xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − 1􏼐 􏼑. (25)

MCMC the algorithm transfers from the ith network
structure Bs to the new network structure Bs, the reception
probability is [25]

α Bs, Bs′( 􏼁 � min 1, Rα􏼈 􏼉,

Rα �
#(nbd(Bs))P Bs′ | D( 􏼁

# nbd Bs′( 􏼁( 􏼁P(Bs | | D)
.

(26)

4. Simulation Experiment

4.1. Analysis of Student Performance

4.1.1. Traditional Teaching Mode. )e score analysis data are
shown in Table 1 and Figure 4:

4.1.2. Network Multimedia Teaching Mode. )e score
analysis data are shown in Table 2 and Figure 5:

From Tables 1 and 2, we can see that the monthly test
scores of the experimental class, the control class, and the
standard class under the standard teaching mode are 68.67,
67.69, and 65.78, respectively, and the scores under the
network multimedia teaching mode are 73.50, 72.27, and
70.24, respectively. )e results of the online teaching model
are generally higher than those of the traditional teaching
model. Among them, the performance of the experimental
class has a higher degree of increase, with an average increase

of 4.83, indicating that there are significant differences in the
learning and cognitive abilities of students under different
teaching models.

4.2. Analysis of Students’ KnowledgeMastery. In order to test
the students’ mastery of knowledge under the two different
teaching modes, we issued questionnaires to the students in
the experimental class, the control class, and the standard
class under the two different teaching modes, and compared
the results obtained. )e experimental conditions are shown
in Figures 6 and 7.

From Figures 3 and4, we can see that under the tradi-
tional teaching mode, students have a low degree of
knowledge mastery, with a complete mastery rate of only
15%. Under the network multimedia teaching mode, the
student’s knowledge mastery rate has been greatly improved.
)e complete mastery rate is as high as 45%, and the stu-
dents’ mastery of knowledge has been excellently improved,
indicating that the network multimedia teaching mode can
stimulate students’ interest more in learning and improve
learning efficiency.

4.3. Comparative Study of Teaching Design. Under the tra-
ditional teaching method, teachers generally use the text-
books issued by the school to teach. )e traditional teaching
methods will inevitably have some shortcomings. In the
online teaching mode, the teacher will make the key content
of the classroom into a PPT and display it in the classroom,
which is not only convenient for the students, we understand
the key points of the classroom, and it is also convenient for

Table 1: Statistics of traditional teaching samples.

Class Class size Average (E) Standard deviation Mean standard error
Experimental class 42 68.67 15.422 2.380
Control class 42 67.69 15.045 2.322
Standard class 42 65.78 15.012 2.314

50 50-60 60-70 70-80 80-90 90-100
0

5

10

15

20
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30

(%
)

Experimental class
Control class
Standard Class

Figure 4: Traditional teaching mode results.
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students to save and review later. In order to study the
differences in the sources of teachers’ lesson preparation
resources, we have investigated the sources of lesson
preparation resources of three different types of teachers, as
shown in Table 3:

From the survey results in Table 3 and Figure 8, we can
conclude that the three different types of teachers have the
largest proportion of downloading course resources through

the Internet; we have conducted research and investigation
on whether to use courseware in class and the performance
of students in class. )e survey results are shown in Tables 4
and 5.

From the research results in Figures 9 and 10, we can
conclude that when multimedia teaching is not used, stu-
dents’ cooperation rate, classroom practice accuracy rate,
and classroom completion rate are low. However, these

Table 2: Sample statistics of online teaching mode.

Class Class size Average (E) Standard deviation Mean standard error
Experimental class 42 73.50 11.677 1.756
Control class 42 72.27 14.357 2.215
Standard class 42 70.24 14.258 2.122
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Standard Class

Figure 5: Network multimedia teaching mode results.
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Figure 6: Knowledge mastery survey.
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problems have been improved after multimedia teaching is
used. )e cooperation rate of students and the accuracy of
classroom exercises have been greatly improved. )e

accuracy rate of the experimental class is as high as 62.4%,
and the thinking ability of students has also been greatly
improved.

Completely ignorant

Not mastered

General mastery

Roughly master

Fully grasp

10 20 30 40 50 600
(%)

Standard Class
Control class
Experimental class

Figure 7: Knowledge mastery survey.

Table 3: Statistical table of sources of teaching resources.

Excellent teacher lesson plan (%) Teaching reference (%) Online download (%) Write your own (%) Other (%)
Expert 18.8 28.1 36.5 17.5 1.2
Proficient 16.7 27.2 40.1 15.6 2.6
Novice 26.2 35.7 46.7 11.9 2.4
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Figure 8: Statistics of sources of teaching resources.
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Table 4: Class performance without multimedia.

Students actively
cooperate (%)

Successfully complete the
teaching plan (%)

Classroom practice
accuracy (%)

Improve students’ thinking
ability (%)

Standard class 11.5 6.3 30.6 13.5
Control class 12.1 16.7 35.2 15.9
Experimental
class 13.9 21.4 42.2 19.4

Table 5: Use of multimedia classroom performance.

Students actively
cooperate (%)

Successfully complete the
teaching plan (%)

Classroom practice
accuracy (%)

Improve students’ thinking
ability (%)

Standard class 22.5 16.9 41.6 23.5
Control class 35.1 27.6 55.3 17.9
Experimental
class 33.9 32.5 62.4 21.4

Students actively
cooperate

Successfully complete
the teaching plan

Classroom practice
accuracy

Improve students′
thinking ability
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Figure 9: Non-use of multimedia classroom performance statistics chart.
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Figure 10: Using multimedia classroom performance statistics.
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5. Conclusion

Artificial intelligence empowers education reform, and the
superiority of technology is vividly reflected. However, al-
though all countries have achieved good results, the
shortcomings of artificial intelligence empowerment are
gradually exposed. In order to guide the development of
artificial intelligence-enabled education, it is necessary to
analyze the international experience and current problems
and propose new directions for future artificial intelligence-
enabled education. Make education fairness a reality and
achieve the highest quality educational resources in the
shortest time.
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study are available from the corresponding author upon
request.

Conflicts of Interest

)e author declares that there are no conflicts of interest
regarding this work.

References

[1] X. N. Guo, “Analysis and exploration of computer teaching
mode based on modern education technology,” Computer
Knowledge and Technology, vol. 23, no. 5, pp. 17–23, 2014.

[2] G. Liu, “)e application of the mixed teaching mode based on
SPOC in the course of education statistics and SPSS,”Modern
Information Technology, vol. 09, no. 12, pp. 141–167, 2018.

[3] Y. Wang, “Research on the construction and application of
college smart classroom based on education informationi-
zation,” in Proceedings of the 2018 8th International Confer-
ence on Education, Management, Computer and
Society(EMCS 2018), pp. 258–262, Shenyang, China, De-
cember 2018.

[4] M. Veeramanickam, N. M. Sundaram, and L. S. Kumar,
“Analysis of smart E-learning application based on various
design aspects in IoT and ANN model,” in Proceedings of the
2019 PhD Colloquium on Ethically Driven Innovation and
Technology for Society (PhD EDITS), pp. 1–4, Bangalore, India,
August 2019.

[5] F. Li, “)e analysis of computer teaching mode based on
modern educational technology,” in Proceedings of the 2018
International Conference on Educational Research, Economics,
Management and Social Sciences(EREMS 2018), pp. 1184–
1188, Changchun, China, February 2018.

[6] X. Zhang, Y. Wang, and S. Sharma, “Design and analysis of
flipped classroom experiment teaching based on DBR in
information technology environment,” International Journal
of System Assurance Engineering and Management, vol. 09,
no. 13, pp. 17–26, 2021.

[7] W. Jian, Z. Lu, W. Wu, and Y. Li, “)e application of data
mining technology based on teaching information,” in Pro-
ceedings of the 2012 7th International Conference on Computer
Science & Education (ICCSE), pp. 652–657, IEEE, Melbourne,
Australia, July 2012.

[8] J. Y. Zeng, “)e research and application of smart campus
system based on big data in data mining technology,” Journal

of Guiyang University (Natural Sciences), vol. 07, no. 20,
pp. 17–21, 2018.

[9] L. Liu, “Analysis of college listening and speaking teaching
mode based on network environment,” Journal of Jilin In-
stitute of Architecture & Civil Engineering, vol. 06, no. 23,
pp. 19–26, 2011.

[10] X. Xu, “Analysis on applicationmode of PBL teaching method
based on experimental teaching platform,” Experimental
Technology andManagement, vol. 8, no. 21, pp. 113–125, 2014.

[11] L. Wang, “An analysis of the application and limitation of
information technology in education based on ihde’s phe-
nomenology of technology,” Modern Distance Education
Research, vol. 9, no. 4, pp. 105–113, 2012.

[12] B. Ge, “Analysis on professional integration of production and
education personnel training mode in mobile application
technology,” vol. 08, no. 13, pp. 78–85, 2017.

[13] H. Zhao, Y. Fei, and C. Li, “Empirical analysis on aerobics
multimedia teaching based on interactive mode,” Applied
Mechanics and Materials, vol. 380-384, pp. 2901–2905, 2013.

[14] J. Shao, “Innovative numerical control technology application
teaching mode analysis,” in Proceedings of the 2016 Inter-
national Conference on Modern Education Technology
(MET2016), pp. 589–594, Sanya, China, November 2016.

[15] C. Yu, “Research on the application mode of mobile learning
in English education based on 4G technology,” in Proceedings
of the 2016 International Conference on Education, Sports, Arts
and Management Engineering, pp. 5–9, Xi’an, China, March
2016.

[16] G. Chen, X. Xie, and S. Li, “Research on complex classification
algorithm of breast cancer chip based on SVM-RFE gene
feature screening,” Complexity, vol. 2020, Article ID 1342874,
12 pages, 2020.

[17] B. He, “5G acceleration will drive economic output of 10.6
trillion yuan,” Science Grand View Garden, vol. 07, no. 13,
pp. 50–55, 2019.

[18] L. Li, “Research on the integration of 5G+VR technology and
ideological and political education——taking the first VR
ideological and political education training room in Jiangsu as
an example,” Education Modernization, vol. 6, no. 12,
pp. 21–25, 2019.

[19] M. Sharples and J. Domingue, “)e blockchain and kudos: a
distributed system for educational record, reputation and
reward,”vol. 9891, pp. 490–496, in Proceedings of the Euro-
pean Conference on Technology Enhanced Learning, vol. 9891,
Springer, Lyon, France, September 2016.

[20] M. B. Hoy, “An introduction to the b and its implications for
libraries and medicine,”Medical Reference Services Quarterly,
vol. 36, no. 3, pp. 273–279, 2017.

[21] D. J. Skiba, “)e pb in education and health care,” Nursing
Education Perspectives, vol. 38, no. 4, pp. 220-221, 2017.

[22] C. F. Wu and L. P. Huang, “Developing the environment of
information technology education using cloud computing
infrastructure,” American Journal of Applied Sciences, vol. 8,
no. 9, pp. 864–871, 2011.

[23] X. Wang, G. Han, X. Du, and J. J. P. C. Rodrigues, “Mobile
cloud computing in 5G: e,” IEEE Network, vol. 29, no. 2,
pp. 4-5, 2015.

[24] L. N. Tuan, H. M. Arif, I. Amirul, D. Y. Kim, Y. J. Choi, and
Y. J. Men, “Survey of promising tech-nologies for 5G net-
works,” Mobile Information Systems, vol. 08, no. 12, pp. 1–25,
2016.

[25] G. Sun, C.-C. Chen, and S. Bin, “Study of cascading failure in
multisubnet composite complex networks,” Symmetry Plus,
vol. 13, no. 3, p. 523, 2021.

10 Scientific Programming



Research Article
Colour Recognition Algorithm Based on Colour Mapping
Knowledge for Wooden Building Image

Siyi Jia and Heng Chen

Guangxi Arts University, Nanning 530022, China

Correspondence should be addressed to Heng Chen; 20030022@gxau.edu.cn

Received 15 November 2021; Revised 3 December 2021; Accepted 7 December 2021; Published 12 January 2022

Academic Editor: Le Sun

Copyright © 2022 Siyi Jia and Heng Chen. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

In the cross-media image reproduction technology, the accurate transfer and reproduction of colour between different media are
an important issue in the reproduction process, and the colour mapping technology is the key technology to effectively maintain
the image details and improve the level of colour reproduction.Wooden structure in the image colour and colour piece is different,
the image of each colour of visual perception is not independent, and every colour in the image pixels is affected by the
surrounding pixels, but in the process of image map, without thinking of the pixel space, adjacent pixels of mutual influence in
particular, do not let a person particularly be satisfied with the resulting map figure. In the process of image processing by
traditional colour mapping algorithm, the colour distortion caused by colour component is ignored and the block diagram of
colour mapping system is constructed. With the continuous development of mapping recognition algorithms, the maximum and
minimum brightness values in the image are mapped to the maximum and minimum brightness values of the display device by
linear mapping algorithm according to the flow of the established recognition algorithm. By establishing the colour adjustment
method of the colour mapping image, the processing effect of the mapping algorithm is analysed. *e results show that the
brightness deviation of the image is reduced and the colour resolution is improved by the colour brightness compensation.

1. Introduction

*e 21st century is the information age. Computer tech-
nology changes with each passing day, and people’s access to
information, processing information, and the way of
transmitting information also have a qualitative develop-
ment. 83% of the information acquired by human beings
comes from the visual system, and the image is the carrier of
visual information, so the image plays an important role in
information transmission. Image processing is to use
computer to process the image information, so as to achieve
the desired effect. Image processing technology can make
people understand the world more objectively and accu-
rately. In many cases, the image people get is fuzzy; through
image enhancement, blurred image can be made clear.
Image processing technology has achieved rapid develop-
ment; all kinds of digital images are also widely used in
various fields of production and life. Usually, digital image in
the used process will involve the image data processing, such

as image information acquisition and transmission. In these
processes, the quality of the image itself must be guaranteed
to meet the requirements of use [1]. Pattern recognition
technology can identify the target in the image and retrieve
and classify the image. Colour mapping is to solve the
problem of large contrast attenuation to transform the
brightness of the scene to the range that can be displayed,
while maintaining the image details and colour information
which is very important for the performance of the original
scene. *e colour mapping algorithm maps the range of the
image to the range that the general display device can
display. On the one hand, the mapping of high dynamic
range images must map large range to display device range
through compression, which will inevitably lead to the loss
of details. On the other hand, it is necessary to enhance the
detail information in order to keep the high light and low
dark, which will lead to the contradiction between the
compression of scope and the enhancement of detail, and
easily cause visual defects, such as halo phenomenon and
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gradient inversion. Just because of these contradictions and
difficulties, image colour mapping algorithm has always
been the focus of image processing and display research.

With the rapid development of human science and
technology, a variety of buildings with different styles,
materials, and uses have emerged. So many architectural
landscapes not only enrich human life but also provide a
broad space for choice. However, in today’s highly devel-
oped human civilization, humanistic thought has received
great attention, which has invisibly increased human
troubles. We explore from the perspective of image, use
image processing knowledge and computer technology to
get valuable data, and find the essential difference hidden
behind the image. Although there are a large number of
articles with similar purposes in previous studies, the
analysis of various architectural images is rarely done. In the
field of image processing, the analysis results of architectural
images are mainly applied in image retrieval and image
classification [2]. With the rapid development of database
system and computer vision, basic low-level features, such as
colour, line, and texture, are generally selected for image
classification based on image features. In daily life, all the
wonderful visual presentation comes from colour. Colour is
an important language and factor in architectural design.
Cleverly applying the rules of colour emotion in the design
and giving full play to the implication of colour can attract
extensive attention and interest of the public and easily
produce various associations and imaginations. As an in-
dependent subject, chronology has its basic laws and at-
tributes. Although colour perception varies from person to
person, it has a common side. When people are opposite
calorific experience and understanding mix after complex
thought feeling and rich life experience, colour becomes rich
human nature and emotional appeal. Architectural colour,
as an important factor of urban landscape, directly affects
people’s visual and spiritual feelings. Different colour can
produce different psychological feeling, and the association
that colour place introduces and feeling concern the creation
of environmental atmosphere directly. *e same colour can
also produce different psychological feelings in different
architectural environments. Orderly architectural colour
collocation not only can bring people a pleasant and un-
forgettable feeling but also makes the city more unique
charm. Otherwise, the chaotic architectural colour can only
bring colour pollution; in the long run, it will cause people’s
visual fatigue but also cause damage to the image of the city.

Architectural colour, as an important factor of urban
landscape, directly affects people’s visual and spiritual
feelings. Different colour can produce different psycholog-
ical experience, and the association that colour place in-
troduces and feeling, the creation that concerns
environmental atmosphere directly. *e same colour can
also produce different psychological feelings in different
architectural environments. Orderly architectural colour
collocation not only can bring people a pleasant and un-
forgettable feeling but also makes the city more unique
charm. Otherwise, the chaotic architectural colour can only
bring colour pollution; in the long run, it will cause people’s
visual fatigue but also cause damage to the image of the city.

*e information conveyed by colour plays an irreplaceable
role. People no longer only stay in the visual level but begin
to pay more attention to the impact of colour on people’s
spiritual world [3]. Under the impetus of lacquer craft de-
velopment, wooden structure utensils represented by black
and red eventually replaced bronze utensils and were widely
used. For the purpose of protecting wood, with the devel-
opment of lacquer technology and colouring technology,
Chinese wood structure architecture slowly presents rich
colours. Wooden structure building gradually from the
original colour to a variety of colour development, from
architectural colour to material colour, as well as architec-
tural colour painting, reflect a huge difference. *e main
colours of traditional wooden structure buildings reflect two
extremes due to different architectural functions, namely,
“low-key and elegant” and “rich and colourful.” Under the
influence of the view of nature, Chinese traditional wooden
structure buildings also reflect the characteristics of re-
specting nature. Wooden structure residential buildings
often use local materials and make use of the colour of
building materials themselves. Due to the difference of
natural environment, human environment, and social
background, the application of colour in Chinese traditional
wooden structure architecture reflects different character-
istics in different air. *e traditional wooden structure ar-
chitecture has experienced thousands of years of
development. Under the interweaving of regional culture
and national culture with different characteristics in China,
the colour system of wooden structure architecture with
national characteristics has been developed, and its differ-
ences are reflected in different wooden structure architec-
ture. Wood construction is a kind of art, image colour
regulation is also an important part of architectural art, and
how to obtain real colour through colour regulation has
become the primary problem to be solved at present.

2. Related Work

Colour mapping algorithm will use different mapping
functions for different local areas of the image according to
the neighbourhood information of the image pixels in the
process of mapping. In the process of local colour mapping,
the values of two pixels with the same gray value may be
different after mapping, and the values of two pixels with
different gray value may be the same after mapping.*is can
enhance the local contrast of the image, but there may be
visual defects such as gradient inversion and halo phe-
nomenon. Fan et al. proposed a multiscale Retinex colour
mapping algorithm based on human visual model. *e al-
gorithm can achieve dynamic range compression of images
by eliminating the influence of illumination to obtain the
reflected images reflecting the essential features of images.
However, this method will produce halo phenomenon at the
high-contrast edge of the image. Colour mapping using
multiscale algorithm can reduce the halo phenomenon but
will not completely eliminate it [4]. Haindl and Mikes
proposed a colour mapping algorithm that is processed in
the gradient domain. Firstly, the gradient domain of image
brightness component is calculated, and then the larger
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gradient in the attenuation gradient domain is worth the
modified gradient domain. Finally, the compressed image is
obtained by solving the Poisson equation. *is method can
effectively compress the dynamic range of images and avoid
visual defects such as gradient inversion and halo phe-
nomenon, but it does not consider the accuracy of human
visual system. Areas that are too dark become lighter or areas
that are too bright become darker. *e scale selection of the
local area of the algorithm has a great influence on the
mapping result and is prone to halo [5]. Zheng proposed a
colour mapping algorithm based on fast bilateral filtering.
Fast bilateral filtering is an improvement of bilateral fil-
tering, which greatly improves the time efficiency. Fast bi-
lateral filtering is obtained by piecewise linear
approximation and spatial downsampling in the intensity
domain of bilateral filtering. Fast bilateral filter is used to
divide the image into basic layer and detail layer. Dynamic
range compression is performed on the basic layer, and then
it is added to the detail layer for subsequent processing to
obtain the image after dynamic range compression [6].
Colour mapping using bilateral filtering is easy to produce
visual defects such as halo and gradient inversion. Bilateral
filter which can effectively filter out image details while
preserving image edges is called edge preserving filter.
Colour mapping algorithms based on edge preserving filter
have been developed vigorously in the following years. *is
algorithm first transforms the image into a brightness
channel and then scales it with an edge preserving filter. *e
filtering result of the original image is the basic layer, and the
difference between the original image and the basic layer is
the detail layer. *e dynamic range of the base layer is
compressed, and the dynamic range of the detail layer is
enhanced. Finally, after combining the basic layer and detail
layer, colour restoration is carried out to get the image after
colour mapping.

In the colour mapping algorithm, it is necessary to
maintain the spatial relationship of the image as a basic
principle, that is, the details obtained by the filter must be
returned to the image by certain technical means.*e colour
mapping algorithm based on edge preserving filter has a very
good image effect. Spreitzer et al. proposed the weighted
least squares filter, which is an edge-preserving filter based
on the weighted least squares framework, which can extract
details of any scale while preserving edges and avoid halo
effect and gradient inversion [7]. Masaoka et al. proposed the
guidance filter, which processes the input image through a
guidance image, so that the output image is similar to the
input image in general but similar to the guidance image in
texture. Guided filtering can overcome the problem of
gradient inversion of bilateral filtering, but image processing
will have halo phenomenon [8]. Sikudova et al. proposed the
0L smoothing filter, which performs edge preservation and
smoothing on the image under the constraint of the min-
imum norm of 0L [9]. Lee et al. proposed the local edge-
preserving filter, which defined the prominent edge as a
relatively large local gradient, defined the detail as the local
extreme value of the image, and then calculated the filtered
value through energy function operation [10]. Pytlarz et al.
proposed the gradient domain guided filter, which is an

edge-preserving filter based on the guided filter and com-
bined with explicit first-order edge perception constraints.
*e gradient domain guided filtering can maintain the edge
of the image better than the guided filtering and reduce the
halo phenomenon in the image [11]. Wan et al. proposed a
local colour mapping algorithm based on photographic
model while proposing a global colour mapping algorithm
based on average logarithmic brightness. *ey partitioned
the dynamic range of the scene and the display device.
Firstly, the dynamic range of the display device was divided
into 11 regions, and then the average log value of the scene
brightness was corresponding to region 5, and the dynamic
range of the scene was divided into regions according to the
maximum and minimum brightness values in the scene [12].
At present, there are many filtering technologies, but there is
still no one to achieve a wide range of applications, so the
problem that needs to be considered is how to enhance the
adaptive filter, so that the filter noise elimination effect is
improved and tends to be stable. *e edge structure filtering
technique can eliminate the noise and save the structure
information of the image, which is beneficial to the sub-
sequent processing of the image. *e edge preserving fil-
tering technique is such a filtering method that can best
preserve edge and detail while removing noise.

Masaoka et al. proposed a colour mapping algorithm
based on histogram, which can maintain visibility in various
scenes with high dynamic range. *is algorithm adds a new
histogram adjustment technique on the basis of local
adaptive brightness of scene. *e luminance histogram is
first created, and then the cumulative probability density
function is calculated, which is mapped according to the
maximum and minimum luminance after histogram and
mapping. At the same time, the algorithm combined the
human contrast sensitivity, glare, spatial sensitivity, and
colour sensitivity models to make the mapped image have a
better visual experience [13]. Zhang et al. proposed a global
colour mapping algorithm based on mean logarithmic
compression. *e method first calculates the average loga-
rithmic brightness value of the image. In practice, they find
that the average pixel brightness is always mapped to 18% of
the average scene display range, thus establishing the
compression equation. *en the image is linearly com-
pressed, and the dynamic range of the image is mapped to
the dynamic range that can be displayed by the display
device [14]. Xu et al. proposed an adaptive logarithmic
colour mapping algorithm based on base number. Human
eyes have a similar sensitivity to luminance changes as
logarithmic function, so logarithmic mapping can achieve
good results. *e algorithm simulates the human eye’s re-
sponse to light and compresses the luminance logarithmi-
cally. *e deviation energy function is used to change the
logarithmic base adaptively so that the mapped image has
good detail information and contrast. Meanwhile, gamma
correction was used to enhance the contrast of dark areas
[15]. Poppiel et al. proposed a colour mapping algorithm
based on linear mapping and histogram equalization, which
combined linear mapping and histogram equalization,
taking into account both the pixel value of the image and the
pixel distribution of the image, achieving good results.
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Firstly, global histogram mapping is used to compress the
dynamic range; then the image is segmented, and the local
area of the image is adjusted adaptively to enhance the local
contrast, so as to obtain better image quality [16]. Xu et al.
proposed a colour mapping algorithm based on histogram
and human visual model. *e algorithm uses brightness
histograms to build lookup tables for colour mapping.
Firstly, the high dynamic range image is transformed into
brightness channel, and then the histogram is constructed
according to the threshold and intensity curve of human
visual model. At the same time, in order to avoid excessive
compression and excessive enhancement, the improved
histogram is obtained by removing the pixels in the histo-
gram that cannot be distinguished by HVS in consideration
of the visual contribution of each pixel in the histogram.
Combined histograms are obtained by weighting original
histograms and improved histograms. Finally, LUT is cre-
ated and the mapping process and colour restoration are
carried out to obtain the corresponding low dynamic range
image. Colour mapping algorithms based on histogram and
human visual model are relatively simple and efficient and
can produce visually pleasing colour mapping images [17].
Kim et al. proposed an image adjustment method based on
Gaussian pyramid. By calculating the average difference and
standard deviation of RGB images; the colour emission
equation is constructed to compensate the colour and
complete the colour adjustment of the image [18].

*is paper will study how to extract the colour features of
the building image and analyse the processing effect of the
mapping algorithm by establishing the colour mapping
image colour adjustment method to provide reference for
the subsequent research. It overcomes the phenomenon of
colour distortion caused by ignoring colour component
guide in traditional colour mapping algorithm.

3. Research on Colour Mapping Knowledge
Recognition Algorithm

3.1. Overview of Colour Map Recognition Algorithm.
Colour mapping compresses the high dynamic range of the
real world so that it can be optimally displayed on low
dynamic range devices. Colour mapping is established from
high dynamic range to low dynamic range, and the com-
pressed dynamic can optimize the brightness information of
the actual scene, which is displayed on the common low
dynamic range equipment, giving the observer a matching
observation experience. *is is the essence of all colour
mapping algorithms. It can be defined mathematically as
follows:

T: Ld � T Lw( 􏼁, Ld ∈ D, Lw ∈W. (1)

In the above formula, T represents the colour mapping
operator, namely TMO; D is the set of luminance values of
the display device; W is the set of luminance values of the
actual scene; Ld and Lw represent the luminance values of the
display device and the actual scene, respectively.

*e colour mapping framework based on image detail
preservation firstly uses image filtering technology to filter

the input image, which is decomposed into low frequency
image corresponding to image edge contour information
(also known as base layer image) and high frequency image
corresponding to image texture detail information (also
known as detail layer image). *e first mapping results are
added, and the final mapping result is obtained by the second
mapping of the merged image. *e two-colour mapping
processes in the framework all use colour mapping methods,
and different algorithms can be selected according to the
actual mapping effect. Figure 1 shows a block diagram of a
typical colour mapping system.

Colour mapping algorithms can be divided into two
types: one is spatial invariant algorithm, also known as
global dynamic range compression. *is algorithm applies
the same transformation curve to each pixel when trans-
forming the dynamic range of the image [19]. *e trans-
formation curve can be specified in advance or obtained
according to the content of the image. Exponential trans-
formation or logarithmic transformation are commonly
used, because these two kinds of curves are more consistent
with the human visual model curve. Different visual effects
can be obtained according to different transformation
curves. *is mapping algorithm is relatively simple and
efficient. Compared with traditional mapping algorithms, it
uses the same transformation curve for each pixel in the
image, which is actually a point processing that separates
each pixel without considering the influence of the neigh-
bourhood on the pixel. Fixed transformation curve cannot
adapt to different regions of the image, resulting in a certain
loss of detail, brightness, and colour of the mapped image.
*e other is spatial correlation algorithm, also known as
local dynamic range compression algorithm. *is kind of
algorithm is not for a single pixel processing, but according
to the pixel neighbourhood different transformation. When
transforming the gray value of a point in the image, the
spatial information of the point is also taken into account.
*erefore, two pixels with the same value in an image may
have different mapping values after mapping, and originally
different pixel values may be mapped to the same value after
mapping.

3.2. Identify the Flow of Algorithms. *e recognition algo-
rithm firstly transforms the high dynamic range image into
luminance channel and takes logarithm and normalization
for preprocessing. *en, scale decomposition process, using
filter for filtering, get the basic layer and the details of the
corresponding layer, using the basic layer recognition al-
gorithm based on histogram and the method of human
visual model to create dynamic range compression, both
efficient and effective compression basic layer, and accord
with human visual characteristic, making the compressed
image contrast effect very good; it is superior to other
s-shaped curves for basic layer compression. *e detail layer
is enhanced by S-curve processing, which not only stretches
the contrast but also conforms to human visual character-
istics [20]. At the same time, there is no gradient inversion,
which makes the detail information of the resulting image
richer. *e treated basic layer and detail layer are combined
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to obtain the treated brightness channel value. At last, after
postprocessing, abnormal pixels were removed to remove
noise; normalization and colour correction were carried out
to obtain the low dynamic range image. *e process of
identifying the algorithm is shown in Figure 2.

In the colour mapping algorithm, independent dynamic
range compression for R, G, and B channels can produce better
colour reproduction and mapping results. *e local colour
mapping algorithm compresses the three channels indepen-
dently, which leads to colour distortion. *erefore, the local
colour mapping algorithm can effectively separate the colour
information and brightness information of the image, while
preserving the colour information of the image. For the pre-
processing of the algorithm, we first transform it into grayscale
image, then perform a preliminary logarithmic compression
transformation, and finally normalize the brightness channel.

3.3. Linear Mapping Algorithm. Linear mapping is the
simplest mapping method, which maps the maximum and
minimum brightness values in the high dynamic image to
the maximum andminimum brightness values of the display
device, respectively, and the brightness values in the middle
are mapped to this range according to the corresponding
mapping relationship [21]. A linear transformation method
is given in this paper. *e transformation formula used is as
follows:

Ld � mLw, (2)

m �
1.219 − L0.4

d

1.219 − L0.4
w

􏼢 􏼣

2.5

. (3)

Ld and Lw indicate the brightness that can be represented
by the display device and the illumination value of the actual
scene, respectively.

In the implementation of this system, two linear map-
ping operators are compared. One is to set m in formula (2)
as a constant, which is valued as 150 here, and the other is to
use the following linear mapping operators:

ξ �
logξh − logξmin

h

logξmax
h − logξmax

h

× 255. (4)

*e above mapping operator is to map all the brightness
values of the actual scene to and then multiply to restore to
the dynamic range of the common display device.

Linear mapping operator has a small amount of calculation,
and this algorithm can achieve good results when the dynamic
range of the scene is not much different from that of the display
device. However, for high dynamic images,many highlights and
dark scene details will be lost. In addition, this method does not
consider the absolute radiation intensity of the scene at all, so it
may lead to the same image mapped to the same scene under
sunlight in the day and weak light at night, and the overall
impression information of brightness of the scene is lost.

Because the change of logarithmic relation is very close
to the pattern of human eye’s response to the change of light
intensity, the logarithmic relation equation can be used to
compress the data of high dynamic range image to achieve a
better effect. *is paper proposes a logarithmic mapping
relation:

Ld �
log Lw − 1( 􏼁

log Lwmax − 1( 􏼁
. (5)

For each pixel, Ld is the light intensity displayed by the
display device, Lw is the light intensity of the actual scene,
and Lmax is the maximum light intensity in the actual scene.
*is mapping ensures that no matter what the dynamic
range of the actual scene is, the highest light intensity is
always mapped (white) and the rest of the light intensity is
smoothly mapped onto the display device. *is method is
good for high dynamic range images with high contrast, but
it cannot reproduce very dark and very bright image scenes
simultaneously. *erefore, this mapping operator is suitable
for high dynamic images without extreme brightness scenes.

*is paper improved the formula and proposed a new
logarithm equation:

Ld �
Ldmax × 0.01

log Lwmax − 1( 􏼁
×

log Lw − 1( 􏼁

log 2Lw + Lwmax( 􏼁
. (6)

*e equation is adaptive and the mapping factor varies
with the brightness pairwise relationship. *e basic idea is to
use a user control parameter to control the shape of the
mapping factor curve and the corresponding brightness
range. If there is extreme brightness scene in high dynamic
image, the user can adjust the appropriate control parameters
according to the characteristics of the image and also get ideal
results. In the above formula, Lwmax is the maximum
brightness value of the actual scene, and Ldmax is the maxi-
mum brightness value that can be displayed by the display
device and is used as the quantization parameter for display.
Generally, Lw is the brightness value of the actual scene.

Scene
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Spatial invariant
algorithm

Display
model

Spatial correlation
algorithm

Mapping
input

Monitor

Color
Conversion

Filter
processing

Low frequency
image

High frequency
image

Figure 1: Tone mapping system framework diagram.
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In order to enable the algorithm to automatically adjust
the radix of the logarithm equation for brightness values of
different pixels and make it change between 2 and 10, the
algorithm adopts an adaptive logarithm radix calculation
equation:

S(t) � t
log(b)/log(0.5)

. (7)

Here is the parameter that can be adjusted by user B,
which has a significant influence on the bright area and dark
area of the image. *e recommended value range is 0.5–1.0.

Another point to note about this algorithm is that the
data used to map highly dynamic images is done in colour
space. In the algorithm, firstly, to the input of high dynamic
image data from colour space conversion, for the space in the
space, the channel value is the brightness of the original
image; the channel into the formula (6) to calculate the value
of the generation Y compressed the brightness values of high
dynamic, and then brightness value data is converted to RGB
colour space; you can get the final output effect.

3.4. Colour Mapping Image Colour Adjustment Method.
On the basis of the image correction results, the response
curves of channels R, G, and B were set, and the illuminance
value of each image pixel point in the corresponding channel
was obtained through the response curve [9, 10]. *e gain
coefficient was extracted from the illuminance value by the
colour mapping algorithm, and the colour adjustment was
completed through the gain parameters. *e specific process
is as follows. *e global colour mapping algorithm is
adopted to compress the illumination value of the wooden
building into the gray value of the image:

D(E) � Dmax − Dmin( 􏼁 ×
log Emin − 1( 􏼁

log Emax − 1( 􏼁
. (8)

In the formula, E represents the illuminance value of
wood-framed buildings, and D represents the Gray value of
wood-framed buildings. Emax represents the maximum il-
luminance of wood structure buildings, and Emin represents
the minimum illuminance of wood structure buildings.Dmax
represents the maximum and Dmin the minimum of wood
construction gray scale.

According to the above formula, the average illuminance
can be obtained as

E � exp
1
N

􏽘
x,y

log − E(x, y)⎡⎢⎢⎣ ⎤⎥⎥⎦, (9)

where N represents the total number of pixel points in the
image and E (x, y) represents the illuminance value of a
certain point.

Determine the median value as shown in

k � A × B
logEmax− logE[ ], (10)

where the value of k is [0,1] andA and B represent constants.
*e offset at the solution of formula (10) is calculated by

Newton iteration method:

k �
log(E − τ) − log Emin − τ( 􏼁

log Emax − τ( 􏼁 − log Emin − τ( 􏼁
, (11)

where τ represents the offset. Colour level mapping is
performed by offsets of retro architectural images:

DR � DRmax − DRmin. (12)

Extract the level mapping image of the colour channel:

kr �
􏽐

M
i�1 􏽐

N
j�1 Rij + 􏽐

M
i�1 􏽐

N
j�1 Gij + 􏽐

M
i�1 􏽐

N
j�1 Bij

􏽐
M
i�1 􏽐

N
j�1 Rij

. (13)

Use gain coefficient to adjust colour:

DR′ � DR × kr,

DG′ � DG × kg,

DB′ � DB × kb.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

4. Research and Analysis of Colour Mapping
Knowledge Recognition Algorithm for
Wooden Building Image

4.1. Image Brightness Deviation. In order to prove the ef-
fectiveness of the proposed method of automatic colour
adjustment of wooden building image based on colour
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Figure 2: Identify the flow chart of the algorithm.
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mapping algorithm, a simulation is needed. *e simulation
environment is as follows.*e platform ofMATLABR2015b
is used, and the experimental data is OTB-50 standard
dataset. *e brightness deviation of the proposed colour
mapping algorithm was compared with that of the gradient
region segmentation method. *e results of automatic
colour adjustment method for wood-frame building image
based on colour mapping algorithm are shown in Figure 3.
*e result of colour regulation method based on gradient
region segmentation is shown in Figure 4.

It can be seen from the figure that the brightness de-
viation of the image colour adjustment method based on the
colour mapping algorithm is relatively low. When the
number of experiments is 30, the brightness deviation of the
proposed method is 0.29 cd/m2, and that of the colour
adjustment method based on the gradient region segmen-
tation is 0.78 cd/m2. *e proposed method compensates the
brightness of the colour. *e image brightness deviation is
reduced and the colour resolution is improved. *e colour
adjustment method based on colour mapping is obviously
superior to the colour adjustment method based on gradient
region segmentation in terms of average and maximum
chromatic aberration. Image solving colour correction
function reduces colour distortion so that the original image
retains the structural characteristics and improves the colour
node effect. *rough intuitive visual experience and inte-
grated image details, the algorithm in this chapter has well
expanded the dynamic range of the image, made the image
have more details, and performed well in colour without
colour deviation.

4.2.ColourAdjustmentTime. A large number of experiments
were conducted on 40 wood-framed building images, and the
traditional colour adjustment method and colour mapping

recognition algorithm were used to conduct the colour ad-
justment time. *e statistical results are shown in Figure 5.

As can be seen from the figure, the average time of the
proposed image colour adjustment method based on colour
mapping algorithm is 3.25 s, the shortest colour adjustment
time is 2.98 s, and the longest colour adjustment time is
3.34 s. Compared with traditional algorithms, the proposed
method can effectively reduce the time of colour adjustment
by correcting the image colour.

4.3. Peak Signal-to-Noise Ratio. In the process of system
testing, 40 wooden building images were selected for a large
number of experiments, and several building colour tem-
plate coefficients were obtained. After the relevant template
is obtained, the colour component can be encoded, and the
obtained colour component can be inverted to obtain the
reconstructed image, which is matched with each feature
region, and the peak signal-to-noise ratio can be calculated.
*e calculation formula is as follows:

P � lg
2552

δ
, (15)

where δ represents the mean square error of the original
image. *e sample pattern was analysed and its peak signal-
to-noise ratio was compared. *e analysis results of the
statistical system are shown in Figure 6.

It can be seen from the figure that the results of peak SNR
analysed by traditional system and this paper differ greatly in
different feature areas of wood-frame building images, and
the fundamental reason lies in the coding elements corre-
sponding to the correlation template coefficients. In the
traditional system, there is no step to encode the image,
which leads to high channel pressure.*emean square error
of the encoded region and the original region becomes
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Figure 3: Result diagram of automatic colour adjustment method for wooden building image.
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smaller, and the signal-to-noise ratio after coding will be
higher, and the mining degree of visualization of colour
attribute information of wooden buildings will be higher.

4.4. Quality Factor. In order to more objectively compare
the application effect of the traditional algorithmwith that of
the algorithm in this paper, 10 classical wood-framed
building pictures are used for the experiment, and the results
obtained are shown in Figure 7.

As can be seen from the figure, the average value of the
obtained images is the highest, indicating that the image
quality after the algorithm mapping is the best. *e time
complexity of guided filtering is low, but some images after
mapping have halo phenomenon. On the basis of guided
filtering, filtering can better maintain the image edge and
reduce the halo phenomenon. *e efficiency of the mapping
algorithm is improved by 50%, especially the efficiency of the
large image. *e recognition algorithm can effectively
maintain the details of the image, have good brightness and
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Figure 4: Results of colour regulation method based on gradient region segmentation.
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contrast, display the information of the image highlighting
and low dark at the same time, and obtain good image quality.

5. Conclusion

With the update and iteration of multimedia equipment,
more and more image capture equipment can capture the
high dynamic range of natural scenes more accurately.
Colour mapping algorithm emerges as *e Times require.
Colour mapping is a key technology in cross-media image
replication. Images store nearly real scene information with
rich details and can truly represent various rich information
in the natural world. In this paper, the hue mapping al-
gorithm is implemented to enable the mapped image to be
displayed on the monitor. In the process of colour mapping,
we should try to keep more details, enhance the information
with small contrast, keep the corresponding cooler infor-
mation, and avoid visual defects such as halo. *rough the
analysis of the tone-mapping algorithm for wooden building
image, the effectiveness of the algorithm is verified by
subjective and objective experiments. *e existing image
colour mapping algorithm is studied in detail from the
realization principle and application effect of the algorithm.
By using the method of colour mapping image colour ad-
justment, the time of colour adjustment can be reduced
effectively. *e efficiency of the mapping algorithm is im-
proved by 50%, especially the efficiency of the large image.
*e recognition algorithm can effectively maintain the de-
tails of the image, compared with the traditional algorithm
which has better brightness and contrast, while displaying
the image highlighting and low dark information, and obtain
good image quality. Compared with traditional mapping,
algorithm is improved and achieved great success, but the
colourmapping algorithm remains a technical problem; how
to maintain the effect of improving the efficiency of the
algorithm, how to enlarge the scope of the same kind of
algorithm, and making it in different brightness of the image
can produce good effect, where it is also needed to follow up
on constant innovation and improvement.
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One advantage of an adaptive learning system is the ability to personalize learning to the needs of individual users. Realizing this
personalization requires first a precise diagnosis of individual users’ relevant attributes and characteristics and the provision of
adaptability-enabling resources and pathways for feedback. In this paper, a preconcept system is constructed to diagnose users’
cognitive status of specific learning content, including learning progress, specific preconcept viewpoint, preconcept source, and
learning disability.+e “Force andMovement” topic from junior high school physics is used as a case study to describe the method
for constructing a preconception system. Based on the preconception system, a method and application process for diagnosing
user cognition is introduced. +is diagnosis method is used in three ways: firstly, as a diagnostic dimension for an adaptive
learning system, improving the ability of highly-adaptive learning systems to support learning activities, such as through vi-
sualization of the cognition states of students; secondly, for an attribution analysis of preconceptions to provide a basis for
adaptive learning organizations; and finally, for predicting the obstacles users may face in the learning process, in order to provide
a basis for adaptive learning pathways.

1. Introducing the Problem

Diagnosing user attributes and providing appropriate
feedback based on these results is fundamental to realizing
personalized learning support functions in data-driven
learning systems. Traditional cognitive diagnostic methods
utilize discrete representation methods, such as “mastered/
not mastered” to express a learner’s cognitive status in re-
lation to pieces of knowledge, and then use this data as a
foundation for estimating the user’s skill or ability level. +is
approach to diagnosis inevitably weakens diagnostic pre-
cision; the learning outcomes from a data-driven environ-
ment will decline correspondingly.

A few issues inhibit the effectiveness of the traditional
approach. One is that this type of measurement does not
accurately reflect the user’s cognitive patterns. +e learning
process cannot be reduced simply to “yes or no.” +is

discrete descriptive method ignores the actual cognitive
processes of the user as well as the problems the user needs to
resolve in the learning process. From the perspective of
cognitive development patterns, the process of user gaining
new knowledge is in fact a process of conceptual transfor-
mation. Reductive quantifiable diagnostic results do not
capture why a user has not yet grasped an aspect of
knowledge, meaning that the system cannot provide precise
adaptive feedback. Second, in terms of methodology, this
approach represents a “qualitative-quantitative-qualitative”
approach. As such, information loss during transmission is
inevitable, reducing the accuracy of diagnosis. Reduced
accuracy of the diagnosis system means that the quality of
feedback provided, including visualization of the user’s
knowledge and skills, will be reduced as the effectiveness of
adaptive support mechanisms built on diagnostic results is
reduced. +ird, in terms of practical pedagogy, conducting
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transformative instruction based on a single preconceptual
perspective leads to poor learning results. Since users have
their own naı̈ve theory framework [1–8] to explain everyday
life, naı̈ve concepts are not separated from one another in
their minds. If transformation is applied to only one con-
ceptual point in the framework, cognitive dissonance will
emerge between the conceptual point and the overall
framework. When users experience cognitive dissonance,
they tend to adjust the concept to be consistent with the
overall naı̈ve theory framework, rendering prior conceptual
transformation useless. Another possibility is that users will
classify concepts according to different application scenar-
ios, so that the same knowledge points can sometimes only
be used to correctly solve related problems. Effective ped-
agogy needs not only the conceptual transformation of
individual preconceptions, but also the conceptual trans-
formation of preconceptions related to the relevant näıve
theoretical framework, so as to attribute them from the
perspective of specific concepts.

Based on the three issues described above, the authors of
this paper analyze users’ true cognitive processes based on
preconception research, designing a cognitive diagnosis
method for data-driven learning environments. +e method
described enhances the precision of system diagnosis to meet
the needs of users in learning and teaching activities. +e
topic of “Force and Movement” from junior high school
physics is used as a topic to explain this diagnostic method.

2. Preconception Definition Differentiation
and Analysis

+e concept of “preconception” can be traced back to Piaget
(,e Child’s Conception of the World, 1929) and Ausubel
(Meaningful Learning ,eory, 1960s). +ese scholars sug-
gested that, prior to formal learning, users produce their own
concepts, perspectives, and ideas regarding occurrences in
life. +ese prior knowledge structures play an important role
in later learning. From the 1970s, research on the conceptual
transformation from preconception to scientific conception
started to emerge [9–13]. Based on four different perspec-
tives, researchers emphasized the following: this conceptual
transformation begins prior to formal learning; it is different
from scientific concepts; and it has its origins in everyday
life. Research was primarily conducted with children of ages
5–17. Details are shown in Table 1.

+is paper focuses on diagnosing the cognitive states of
users. +e authors believe that using the term “precon-
ception” to describe the characteristics of users is most
suitable. For the purposes of this paper, the term is char-
acterized as follows:

(1) Preconceptions Occur in Daily Life and Typically
Deviate from Scientific Concepts. For a user, engaging
in learning involves a process of transforming pre-
conceptions into scientific conceptions. In other
words, learning involves transforming daily experi-
ence into standard scientific knowledge and abstract
symbols.

(2) Differences between Eastern and Western Definitions
of “Preconception” May Lead to Deviations in Un-
derstanding. Regarding the English term “precon-
ception,” the root of the word “conception” has an
objective meaning, but is also associated with sub-
jective scholarly perspectives and ideas.

(3) ,e Difficulty of Transforming Preconceptions into
Scientific Conceptions Is Higher Due to the Cognitive
Patterns of Users. Previously, the author investigated
185 students from two schools in J province. +e
topics considered include thermodynamics, elec-
tricity, and force. It is found that prejudice consti-
tutes an obvious obstacle to learning in the process of
physics learning. +e author also finds that bias still
exists even after classroom teaching. For example,
question 3 in the survey requires students to com-
pare the brightness of two small bulbs in a closed
series circuit. Students show two classic biased views
in their answers. One bias is that students believe that
a current, similar to water flow, will lose strength
when reaching an obstacle, resulting in a brighter
bulb closer to the positive pole. Another view is that
the second bulb will collect the power supply and the
current from the first bulb, which means that the
second bulb will receive more current than the first
bulb, so it will be brighter. See Table 2.

(4) ,e “Pre” in Preconception Does Not Refer to the Time
Dimension, but Rather the User’s Current Conceptual
Processing and the State of the User prior to Learning
Scientific Concepts. Some preconceptions appear in
the learning process, such as when instructors ex-
plain “concepts in electrical currents” using water
currents as an analogy to aid student understanding.
In such a scenario, preconceptions will emerge when
students consider problems related to electrical
currents. At the same time, acceptance of cognitive
approaches similar to using “water currents analo-
gous to electrical currents” to learn new scientific
concepts is also a preconception.

Only by constructing a preconception system and
establishing the connections between preconceptions can
preconceptions be properly attributed and predicted, en-
abling personalized learning. Below, the authors will de-
scribe the methodology used and a case study for the
construction of a preconception system using the topic of
“Force and Movement.”

3. Process and Methodology for Constructing a
Preconception System

Constructing a system requires analyzing the components of
the system and then exploring the connections between
those components. +e specific preconception perspectives
of users are the components of preconception systems, while
the connections between those preconception perspectives
comprise the structure of preconception systems.
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3.1. Methods for Extracting Preconception System
Components. Preconceptions emerge from the experiences
and perceptual structures of users, representing their un-
derstanding, perspectives, and explanations regarding sci-
entific knowledge. Ultimately, preconceptions represent the
mapping of objective knowledge by subjective individuals.
Extracting the preconception perspectives of users requires
diagnosing how users understand scientific knowledge and
explain scientific phenomena when learning specific con-
tent. Common methodologies include interviews, the think-
aloud method, and two-stage diagnostic surveys. As this
study required the calculation and analysis of a large sample
set, a two-stage objective diagnostic survey was used.

+e two-stage diagnostic questionnaire is an effective
method for diagnosing the preconceptions of respondents.
Unlike regular questionnaires, two-stage questionnaires
include two parts in each question. +e first part asks re-
spondents to make a judgment on the question; the second
part asks them to explain the reasoning behind their
judgment. Using a two-stage diagnostic questionnaire en-
ables researchers to obtain the users’ perspectives on ex-
planations of the questions. Developing a two-stage
objective diagnostic questionnaire enables the diagnosis of
large numbers of users, while simplifying data compilation
and analysis [14–19].

3.2. Method for Examining Preconception System Structure.
Understanding scientific content is a concept-level reason
for the emergence of preconception viewpoints. Explaining
scientific phenomena involves the application of concepts in
understanding phenomena; in other words, it is the “de-
pendent” variable. As such, preconception systems are
necessarily hierarchical structures.

As a causal relationship exists between the compre-
hension layer of the concepts and cognitive phenomena, in
situations with sufficient sample sizes, the significant cor-
relations between preconception errors in the understanding
of scientific concepts and other preconceptions will be more
numerous than those among other preconceptions.

Accordingly, a hierarchical structure for preconceptions can
be constructed. Bayesian probability can be used to derive
correlations between various preconceptions and to map
internal relationships within the preconception system.

3.3. Process of Constructing a Preconception System.
Preconception systems are an important component of the
user cognition diagnosis method introduced in this paper.
Users’ preconception systems must be constructed based on
specific learning content based on the following stages: steps
and methods. +e construction process can be divided into
three stages: preconception perspective extraction; precon-
ception hierarchy division; and preconception correlation
calculation. +e process, stages, and methods for con-
structing a preconception system are described below using
the “force and movement” unit from junior high school as a
case study.

3.3.1. Preconception Perspective Extraction. Extracting the
preconception viewpoints of students on specific learning
content is the most fundamental and important stage for
constructing a preconception system. +e objective is to
extract users’ preconceptions of specific knowledge points,
in other words specific preconception viewpoints, using a
two-stage diagnostic questionnaire. +is stage consists of
four steps: analysis of knowledge points for the tested
content; design and distribution of a two-stage subjective
diagnostic questionnaire; analysis and summary of the two-
stage subjective diagnostic questionnaire; and analysis of
specific preconception viewpoints.

(1) Analyzing Knowledge Points for the Tested Content. Using
People’s Education Publishing curriculum, the authors se-
lected knowledge points from the “Force and Movement”
unit for analysis [18]. Concepts in “Force and Movement”
include movement [20], force, Newton’s First Law of Mo-
tion, gravity, and friction. Knowledge points were further
divided into specific content and coded as Movement–M,
Force–F, Newton’s First Law of Motion–N, Gravity–G,

Table 1: Four perspectives on defining preconception.

Terminology Perspective
Preconception; preunderstanding; precognitive structure Emphasis on origins prior to formal learning
Alternative; conceptions\frameworks; misconception Emphasis on differentiation from scientific concepts
Nature conceptions; naive conceptions Emphasis on origins in everyday life
Children’s; conceptions\ideas\knowledge Research focuses on subjects in childhood, ages 5–17

Table 2: Comparison of common incorrect preconceptions before and after learning.

Common incorrect preconceptions Eight grade (prelearning) Ninth grade (postlearning)

+e first bulb the current passes through
will be brighter

Number of respondents
selecting (individuals)

Percentage of
students in grade

(%)

Number of respondents
selecting (individuals)

Percentage of
students in grade

(%)
29 26.66 9 12.68

+e bulb receiving the current twice will be
brighter; the circuits and currents flow into
each other

Number of respondents
selecting

Percentage of
students in grade

Number of respondents
selecting

Percentage of
students in grade

12 10.62 1 1.41
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Friction–C. Specific knowledge points were arranged in
order, e.g., F1—definitions of the three elements of force and
F2—definitions of interactions among forces.

(2) Two-Stage Subjective Diagnostic Questionnaire

(1) Questionnaire Design.
Preconceived information about the subject content
was gathered through a review of relevant literature
and interviews with faculty and students. +en this
information was used to design subjective questions.
+en the questions are compared with the knowl-
edge points of the test to ensure that the questions
designed cover all the knowledge points of the test
content. At this stage, all questions in the ques-
tionnaire are subjective and open-ended.

(2) Questionnaire Testing.
+e questionnaire was then distributed for testing.
Teachers and students provided feedback for editing.
+e most common issues were that question
phrasing was unclear, that questions and answers
lacked tight logic, and that diagrams were
incomprehensible.

(3) Formal Survey Testing.
+e updated edition of the survey was distributed
and retrieved in person.

(3) Analysis and Summary of the Two-Stage Subjective
Diagnostic Survey

(1) Questionnaire Analysis.
Qualitative and quantitative analysis were conducted
for the retrieved surveys. +e main answers for each
question were summarized, and students were
interviewed to identify the reasoning behind their
answers. +e results of summary and analysis are
shown in Table 3 below, ensuring that all possible
responses are included.

(2) Questionnaire Summary.

(a) +e results of some questions were not com-
prehensive enough; additional questions need to
be added to those knowledge points to obtain
more detailed conclusions

(b) +e answers of respondents to these two ques-
tions will form the backbone of objective ques-
tionnaire answers in the next step

(c) New preconception viewpoints were obtained
through the summary, such as respondents be-
lieving that a taller object is subject to greater
gravity

(d) Design and distribution of the two-stage ob-
jective diagnostic questionnaire

(3) Questionnaire Design
+e analysis results of subjective questionnaires are
used as the basis for the answer choices of objective
questions. +e second part of each question contains
an open-ended option that allows students to pro-
vide new answers or explanations.

Questions in subjective questionnaires with poor
measurement results were redesigned or decom-
posed into new detailed questions.

(4) Questionnaire Distribution
Questionnaires were distributed and then retrieved
in person.

(4) Preconception Viewpoint Analysis. As shown in Table 4,
respondents’ answers represent their judgment of the
questions as well as their reasons for making those judg-
ments, i.e., preconception viewpoints in their minds. Each
answer combination was analyzed. A total of 41 specific
preconception viewpoints (L1-L41) from the “Force and
Movement” unit are summarized below.

Specific preconceptual views are associated with corre-
sponding knowledge points. For example, for the inter-
viewee who chose A for the two subquestions in question 1,
A indicates that the interviewee has A preconceived view
L12: inanimate objects cannot apply force. +is precon-
ceived view is the knowledge point related to Newton’s first
law of knowledge, indicating that interviewees have a wrong
understanding of F2’s fourth preconceived concrete content
“F2—the definition of the three elements of force.” Pre-
conceptions and how they relate to knowledge points are
shown in Figure 1.

3.3.2. Dividing the Preconception Hierarchy into Stages.
Dividing the preconception hierarchy into stages primarily
involves using sample data to establish connections between
the various preconception viewpoints and to build the
preconception system structure. +ere are different con-
nections between various knowledge content and precon-
ceptions, potentially leading to different structures. Defining
the structure of preconcept is the basis of designing pre-
concept attribution algorithm.

(1) Obtaining Connections between Preconception Viewpoints
through Sample Data. Regression analysis for the various
preconception viewpoints related to the “force and move-
ment” topic was conducted using SPSS software, yielding
significant correlations for preconception viewpoints. +e
table below lists significant correlations for all preconception
viewpoints, represented by constructing vectors. For ex-
ample, specific preconception viewpoint L1 is significantly
correlated with L2, L4, L12, and L33, establishing correlation
vector R1 (L1, L2, L4, L12, L33), as shown in Table 5. It can
be seen that significant correlation among some precon-
ception viewpoints is significantly higher than the average.

(2) Analyzing Reasons for Data Results and Establishing a
Preconception System Structure. A number of commonal-
ities and attributes can be observed from preconception
viewpoints with a greater number of significant correla-
tions amongst themselves. +ese preconception viewpoints
show that students waver in their understanding of sci-
entific concepts; these misunderstandings are the root
cause of preconceptions. +e other preconception
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viewpoints represent the preconceptions of users in
explaining specific physical phenomena. At the same time,
preconceptual views that can be analyzed can be divided
into two levels. +e top layer is the ontology layer, which

refers to the user’s preconceptions about the specific
content of scientific concepts, which may be because the
user has not yet learned the scientific concepts or has
difficulty remembering or understanding them.+e bottom

Table 3: Example subjective questionnaire analysis.

Question Summary and analysis

As shown in the figure below, if an additional book is placed on top of the
table and the books from the previous question, does the book at the top
exert pressure on the table top?

Summary of answers
A. Exerts pressure; B. Does not exert pressure; C. Unknown
A. Since there are two books on the table, the book on top exerts
pressure on the table through the book below it
B. Since every book exerts pressure, the additional book exerts
pressure on the table
C. Since the book on top has no contact with the table, it does
not exert pressure on the table
D. Since the book on top is not heavy enough, it does not exert
pressure on the table

Table 4: Answer options from objective questionnaire and corresponding specific preconception viewpoints.

Question Analysis Associated knowledge point

2

BC—correct answer
Aa—L12: lifeless objects cannot exert force F2(4)
AB—L8: incorrect definition of pressure F2(3)

AD—L10: incorrect understanding of force, lacking understanding of how to define size of force F2(1)
CD—L10; incorrect understanding of force, lacking understanding of how to define size of force F2(1)
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3 2

1

6 5

5
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4

4
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2

2

2
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1
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L37

L20
L17
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C

M
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Figure 1: Diagram depicting correspondence between preconceptions and knowledge points.

Table 5: List of significant correlations.

Specific preconception viewpoint Preconception viewpoints with significant correlation Correlation vector
L1 L2, L4, L12, L33 R1
L2 L1, L7 R2
L3 L9, L19, L22, L30, L32, L35, L38 R3
. . . . . .

Scientific Programming 5



layer is the cognition level, referring to users’ preconcep-
tions in understanding questions and understanding
phenomena, which can arise for many different reasons.
See Table 6 below for specifics.

It should be pointed out that preconceptions also exist in
mathematics, chemistry, and biology. Some preconceptions
therein also necessarily deal with concept ontology and
application of concept ontology. As these fields differ in their
knowledge content and attributes, however, they will exhibit
different correlations and hierarchical structures.

3.3.3. Calculation of Preconception Correlation.
Calculation of preconception correlation was conducted
using SPSS analysis of sample data to obtain the correlation
coefficients for preconception viewpoints with significant
correlation, thereby realizing the attribution and prediction
functions of this diagnosis method.

As can be seen from Table 5, there is a significant
correlation between some preconceptions. +erefore, sta-
tistical methods can be used to calculate correlation coef-
ficients of preconcepts with significant correlation using
Bayesian probability formulas.

+e formula for Bayesian probability is as follows:

P(AB) � P(B)∗P(A|B) � P(A)∗P(B|A). (1)

In this formula, P(AB) is the joint probability of event
AB; P(A) is the probability of event A; P(B) is the probability
of event B; P(A|B) represents conditional probability, in-
dicating the probability A under conditions of B; and P(B|A)
represents conditional probability, indicating the probability
of B under conditions of A.

It can be seen that, under conditions of sufficient
samples,

P′(LxiLxj) ≈ P(LxiLxj)

P′(Lxi) ≈ P(Lxi)

P′(Lxj) ≈ P(Lxj)

. (2)

+erein, P′ is the sampling probability {Lxi, Lxj ∈ S(o)∪
S(f ), 1≤ xi≤ 41, 1≤ xj≤ 41}.

When Lxi, Lxj ∈ Si, the two preconception viewpoints are
significantly correlated:

P(Lxi|Lxj) �
P′(LxiLxj)

P′(Lxj)
,

P(Lxj|Lxi) �
P′(LxiLxj)

P′(Lxi)
.

(3)

+erein, the correlation coefficient of Lxi and ′(LxiLxj)
can be observed. +e Bayesian probability function can be
used to predict other preconception viewpoints and to guide
the adjustment of pedagogical strategies.

In summary, by conducting statistical analysis and
calculation of preconception viewpoints, a preconception
system with significant correlations between preconcep-
tions, consisting of specific preconception viewpoints, can be

made and an ontology level and cognition level can be
constructed.

4. Method for Conducting Cognition
Diagnosis for Users Using
Preconception System

In a quantified learning system, the preconception system
can be used to describe the preconception states and cog-
nitive states of users, enabling attribution and prediction of
learning obstacles. +is information also provides a basis for
system feedback and improvement of pedagogical quality.
+e algorithms are described as follows.

4.1. Preconception Attribution Algorithms. Attributing cause
to preconceptions involves two dimensions: first, precon-
ception viewpoints generated by errors in understanding
scientific concept ontologies; second, preconception view-
points generated due to application of preconceptions,
rather than scientific concepts in explaining scientific
phenomena.

4.1.1. Concept Ontology Dimension. As shown in Table 7,
students responded to a two-stage objective diagnostic
survey. Each answer corresponded to a preconception
viewpoint Lxi. If Lxi ∈ S(o), then the preconception view-
point is rooted in the ontology level; in other words, the
student does not have an adequate understanding of the
scientific concept itself, which can be directly traced to the
knowledge point corresponding to Lxi. For example, in
diagnosing a student as having preconception viewpoint L6,
an instructor can use Figure 1 and Table 3 to figure out that
the student does not have a proper understanding of
“Knowledge point N2: when an object is subject to a nonzero
combined force, its state of movement changes.”

4.1.2. Conceptual Cognition Dimension. If Lxi ∈ S(f ), then
the preconception viewpoint is rooted in the cognition level.
In other words, the student’s preconception viewpoint is
generated in the cognitive process, influenced by one or
more preconceptions. +e naı̈ve theoretical framework in
the student’s mind is reflected in this field. Attribution can
be conducted by backtracking to derive the relevant pre-
conception viewpoints.

As shown in Table 5, Rxi is defined as a significant one-
dimensional correlation vector that exists between Lxi and other
preconceptions. +ere exists r[xi][0]� Lxi, r[xi] [1]� L(xi+ t1),
r[xi] [2]� L(xi+ t2). . .. . .r[xi][n]� L(xi+ tn), where 1≤ xi+ t1,
xi+ t2, xi+ tn≤ 41, t1, t2, tn≠ 0, indicating the various pre-
conceptions viewpoints significantly related to Lxi. n represents
the number of preconception viewpoints related to Lxi. When
the diagnostic result LXi∈ S(f), the näıve theoretical framework
generated by Lxi should be attributed.

(1) In determining Rxi, test for whether L(xi + tm) ∈
S(o), where 1≤ xi + tm≤ 41, 1≤ tm≤ n. If it exists,
L(xi + tm) is a preconception viewpoint in the naı̈ve
framework, Frame� { L(xi + tm)}.
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(2) If L(xi + tm) ∉ S(o), the various r in R(xi + tm) are
determined.

(3) As in (1), determine whether L[xi + tm][tm] ∈ S(o) in
R(xi + t1), R(xi + t2) . . .. . .R(xi + tn). If yes, L
[xi + tm][tm] is a preconception viewpoint in the
näıve framework. Frame� {L(xi + tm), L[xi + tm]
[tm]}. If no, then repeat Step (2).

(4) Based on iterations, there must be L[xi + tm][tm]
n ∈ S(o), as specific preconception viewpoints are
based on a misunderstanding of the knowledge
point. As a result, attribution procedures will ulti-
mately converge on one or more preconception
viewpoints at the ontology level. As such, Lxi is
attributed to the naı̈ve theoretical framework:

Frame � L(xi + tm), L[xi + tm][tm], . . . . . . ,{

L xi + tm][tm]n[ }.
(4)

Taking a real example, in diagnosing student Xiaoming
as holding the preconception viewpoint L41, L41 ∈ S(f), then
diagnosis can begin from R41.

(1) R41� (L41, L17, L39), L17 ∈ S(f ), L39 ∈ S(f)

(2) R17� (L17, L10, L27, L39, L41), R39� (L39, L17,
L27, L41), L10 ∈ S(o), L27 ∈ S(o), then Frame� {L10,
L27}

It can be seen that the student holds the preconception
viewpoint L41, as they hold the näıve cognition framework
Frame� {L10, L27}.

4.2. Learning Obstacle Prediction Algorithm. Once the user’s
current preconceptions are known, the user’s future learning
can be predicted.

It can be seen from the previously derived formulas that
when Lxi, Lxj ∈ Si, the two preconception viewpoints are
significantly related:

P(Lxi|Lxj) �
P′(LxiLXj)

P′(Lxj)
,

P(Lxj|Lxi) �
P′(LxiLxj)

P′(Lxi)
.

(5)

Sampling P′(LxiLxj), P′(Lxi), P′(Lxj) can be known.
When the diagnosed student holds preconception, the
probability of each specific preconception viewpoint sig-
nificantly related to Lxi can be obtained for Rxi:

P0(Lxj|Lxi) �
P′(LxiLxj)

P′(Lxi)
. (6)

+ese calculation results indicate that the probability
P0(Lxj|Lxi) of each related preconception viewpoint oc-
curring can be used to predict learning obstacles emerging in
the learning process. Performing ranking based on likeli-
hood enables instructors to select appropriate learning
paths.

4.3. Example of Personal Cognition Diagnosis Output Results.
In summary, by constructing a preconception system to
conduct preconception attribution and prediction, in-
dividuals can be diagnosed. +e following information
can be visualized: basic information, student ID, name,
learning path, codes for preconception viewpoints cur-
rently held by the student, the level of the preconception,
the reasons the student holds these preconception
viewpoints, latent preconceptions the student may hold,
the possibility those preconceptions exist, and the reasons
those latent preconceptions may exist. +e process of the
cognitive diagnosis method is illustrated in Figure 2, and
one example of method results is illustrated in Table 7.

Table 6: Two-level concept viewpoint.

Level Preconception viewpoint Example
Ontology layer
S(o) L1, L3, L6, L7, L10, L13, L19, L27, L28, L30, L33, L35, L36, L37 L33: When at rest, objects are not subject to

gravity
Cognition layer
S(f )

L2, L4, L5, L8, L9, L11, L12, L14, L15, L16, L17, L18, L20, L21, L22, L23,
L24, L25, L26, L29, L31, L32, L34, L38, L39, L40, L41

L34: Because objects naturally fall, objects are
only subject to gravity when they rise

Table 7: Visualization of student cognitive state.

Student_ID: 8559601
Student name: James May
Learning path: M (M1⟶M4)⟶ F (F1⟶ F5)⟶N
(N1)⟶G (G1⟶G2)

Specific preconcepts Level of preconcepts

Related
knowledge point
or cognitive
framework

L6

LXi ∈ S(o)

N2
L7 F1
L16 F4
. . . . . .

LX

LXi ∈ S(f)

{L(x+ tm), L
[x+ tm][tm], . . .,
L[x+ tm][tm]n}

Ly
{L(y+ tm), L

[y+ tm][tm], . . .,
L[y+ tm][tm]n}

. . . . . .

Latent preconception Related knowledge
point Probability (%)

Lxj C1 25
. . . . . .

. . . . . . . . .

LXz F3 70
. . . . . .
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5. Conclusions and Vision

By developing a preconception system for diagnosing users,
the user cognition diagnostic method developed in this study
produces outputs, including a description of the cognitive
states of users, and also describes and attributes current
preconception viewpoints, enabling the prediction of po-
tential preconceptions in the learning process.

5.1. Satisfying E-Learning Requirements for Actual Pedagogy
and Learning. +e persistence and invisibility of preconcep-
tions have consistently been a troubling issue in physics ed-
ucation. +e diagnostic method in this study was developed
directly based on pedagogical strategies, enabling visualization
of the user’s preconceptions and their origins, as well as po-
tential future learning difficulties. +e method, offered to both
instructors and teachers, facilitates the design of pedagogical
activities effective in driving conceptual transformation.

+e outputs of the diagnostic method developed in this
study do not only represent how well a student does or does

not understand a knowledge point, guessing at the level of
familiarity or confidence for that knowledge point. +e
diagnostic method in this study was developed based on the
design and application of students’ actual cognitive devel-
opment processes. By taking into consideration the actual
cognitive development of students during the learning
process, as well as specific difficulties faced in the learning
process, this method enables the visualization of users’
specific cognitive states, their difficulties, and the origins of
those difficulties.

5.2. Low Design Difficulty, Easy Development. +e design
thinking and process for the cognitive diagnosis method
introduced in this study were based on specific questions,
allowing for easy understanding by developers. +e design
approach herein represents a commonplace research
method that is also easy for instructors to learn and apply. At
the same time, the research carrier in this diagnosis method
is based on specific learning content, requiring less content
to be analyzed and reducing the required sample sizes and
workload. +e difficulty of development is decreased.
Correspondingly, satisfying the needs of users for more
learning activities requires higher development costs. +e
application of this diagnosis method requires the designers
of quantified learning systems to make wise, nimble choices
based on actual needs.

5.3. Increasing the Precision of Adaptive Learning System
Diagnosis. +e purpose of adaptive learning systems is to
meet the individualized learning needs of users in an
adaptive way, which includes the following: supporting
learning automation; diagnosing personal characteristics,
pushing learning resources and increasing the precision of
learning path selection; and supporting the personalization
of learning for different users.

5.3.1. Increasing Diagnosis and Feedback Precision through
Smart Design. By constructing a preconception system, the
diagnosis method introduced in this study can accurately and
realistically describe the current cognitive state of users, as well
as trace the origins of current learning obstacles and pre-
conceptions. +e system can also predict future learning ob-
stacles and visualize the results of automated diagnosis on the
cognitive states of users. At the same time, the diagnosis
method produces individualized diagnosis results based on the
answers of different users. Based on these diagnostic results and
in accordance with conceptual transformation theory, in-
structors can design learning activities and develop targeted
learning resources, offering feedback rules for the adaptability
of the adaptive learning system, guaranteeing the precision and
accuracy of learning support. As such, this diagnosis method
can provide information for developers to apply smart design
in increasing the performance of the adaptive learning system.

5.3.2. Diagnostic Precision Increases with Sample Sizes.
+is study draws on data mining and machine learning
concepts. Using statistical and probabilistic methods, one

Stage 1

Identify :

Diagnose :

Analyse :

Calculate :

Visualize :

student ID, name, and
other related information

preconception viewpoints
currently held by the
student

the level of the preconception,
the reasons the student holds
these preconception
viewpoints

latent preconceptions the
student may hold, the
possibility those
preconceptions exist, and the
reasons those latent
preconceptions may exist

Method results

Stage 2

Stage 3

Stage 4

Stage 5

Figure 2: +e process of the cognitive diagnosis method works in
adaptive learning system.
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can view the preconceptual system as a structured training
model. In the process of development and application, with
the increase of sample size and the enrichment of training,
the accuracy is also improved.+e authors intend to increase
sample sizes in future studies. +ere are two primary routes
to increasing sample sizes. One is to increase sample sizes
during the process of designing diagnosis methods, thus
increasing accuracy. +e second is to increase sample sizes
during pedagogical processes applying this diagnosis
method, increasing the precision of the correlation coeffi-
cients of preconception systems.

5.4. New Perspective on User Diagnosis. Currently, adaptive
learning systems primarily diagnose the cognitive levels and
capabilities of users. In other words, they focus on what the
user is capable of doing and how the user’s recent devel-
opment has progressed. +is study was based on a different
set of issues: what the user is not capable of and where
learning obstacles lie; which knowledge points have not been
grasped or where a user’s understanding is actually tenuous;
and which knowledge points the user fails to grasp due to
misunderstandings arising from preconceptions. +is ap-
proach represents a new paradigm for developing adaptive
learning systems. Its design, based on the diagnostic di-
mension of preconceptions, is an augmentation of existing
adaptive diagnosis.
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+e film space is the image of social life represented on the screen, which determines that the form of the film and television
picture is a plane model, and it can only use a two-dimensional plane space to express an objective scene with a three-dimensional
space. In order to improve the effects of special effects processing in movies, this paper applies computer imaging technology to
the processing of movie characteristics. When performing specific scene simulations, the specific structure of each computer
imaging particle system is derived on the basis of the general structure of the computer imaging particle system. In addition, this
paper combines the improved algorithm to carry out several case analyses, and the reliability of this method is verified through
simulation experiments, which promotes the application and promotion of computer imaging technology in movie special
effects processing.

1. Introduction

With the development of the economy and the advancement
of science and technology, computers have gradually be-
come small and compact from giants. Gradually, ordinary
people can also purchase computers, which were very high-
tech machines in the past. +e gradual popularization of
computers has quietly changed the development direction of
all walks of life. +e film special effects modeling industry
eager for new technologies quickly absorbed the fresh blood
of computer technology and began to develop in a new
direction, and film special effects came into being [1]. Before
being impacted by digital special effects, physical special
effects prevailed, and all the characters imagined by people
need to be realized by the technical means of physical
sculpture. However, after the prevalence of computer
technology, special effects technology gradually made special
effects modeling virtual, and special effects scenes and
characters completed the transition from realization to
virtualization. +is has a certain inevitability. Before com-
puter technology took shape, the physical special effects of
entities had been very strenuous in order to satisfy people’s

powerful imagination, and the physical special effects could
no longer satisfy people’s increasingly romantic and exag-
gerated imagination of movies. Moreover, excellent physical
effects studios such asWinston Studio seem to have achieved
the ultimate in physical effects, so it is difficult to have new
possibilities [2]. At this time, the emergence of computer
special effects is just right for the film special effects industry.

Movie is a kind of audiovisual art expressed through
pictures, and pictures are the basic elements of movies. +e
sense of space of the screen is particularly important in the
modeling of the film and television screen and the three-
dimensional space of the screen scene [3].

+e reason why film and television can become an art is
that it can use various methods and means to overcome its
own shortcomings and show itself more perfectly. People
have determined the direction of space according to the
direction of the sun, and the east, south, west, north,
southeast, northeast, southwest, and northwest are collec-
tively referred to as all directions. We call the depth of space.
In reality, the space we are in is a three-dimensional space.
Objects can be stationary in a fixed position in space, or they
can change their own position by moving in any direction in
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all directions of spatial location. +is kind of spatial position
movement will cause changes in the spatial distance when
moving away from the viewpoint or approaching the
viewpoint. +e spatial form refers to the length, width, and
height of the space occupied by an object when it is in a
three-dimensional space. When the specific values of these
three dimensions are determined, then the specific spatial
form of the object is also determined. In reality, people’s
perception of external objects is specific and tangible. In the
absence of specific and accurate three-dimensional values,
one can still determine its spatial form by perceiving the
three-dimensional proportions of external objects based on
existing experience.

+e form of an object in space can be divided into two-
and three-dimensional spatial forms. Two-dimensional
space is usually a flat surface, and the displayed objects have
only length and width. From this point of view, the film
screen is a two-dimensional spatial form, which belongs to
graphic art. +e real objective world is a three-dimensional
space. +e objects in this world represent the three-di-
mensional space form. +e biggest difference from the two-
dimensional plane form is that the three-dimensional space
form has spatial depth. +erefore, graphic arts such as
paintings and photographs are suitable for expressing things
in two-dimensional space, and objects with spatial depth
need to be expressed in a three-dimensional space. What
film art needs to do is to accommodate objects in three-
dimensional spatial form on a limited two-dimensional
space plane and to express the three-dimensional visual
characteristics of the object to be photographed on the two-
dimensional plane.

+is paper applies computer imaging technology to the
process of film characteristics processing and studies the
essence of film special effects processing, which provides a
theoretical reference for the further development of sub-
sequent film special effects processing technology.

2. Related Work

+ree-dimensional technology is a product of the combi-
nation of graphic calculus and art school rapid expression
[4]. It is more expressive andmore attractive than traditional
two-dimensional animation art. With the rapid develop-
ment of science and technology, the tastes of the audience
continue to improve. +is method is obviously more in line
with the aesthetic characteristics and advantages of modern
people [5]. +erefore, it has to be admitted that Disney’s 3D
animation films have more vitality and market appeal than
traditional 2D animations. +e development of animation
film special effects and the development of computers are
inseparable.+e traditional two-dimensional animation is to
first draw the characters in action on paper according to the
action scene cartoon animator and then copy them to the top
of the cartoon characters [6].

+e development of plane technology and the formation
of application software in the computer three-dimensional
effect, so far, have gone through several decades. With the
rapid development of computer hardware and computer-
intensive computer graphics technology, computer-

generated false scenes and special effects are no longer a
fantasy [7].+e subtle performance of animation technology
perfectly expresses the artistic beauty, art, and technology as
a solid foundation; technology and art are constantly sub-
limated. +e computer can generate a virtual world that is
enough to be fake [8]. +is depends on the modeling,
rendering, and animation technology related to computer
animation expertise and motion control synthesis tech-
nology [9]. Although many software has advanced to other
technical levels, higher requirements have been put forward
for the flexibility and controllability of the scene movement.
+e LED is more of an animation design-type technology; at
the same time, due to its simplicity and compatibility, there
is a widespread concern in the polygonal mesh model of the
computer animation system [10].

Literature [11] studied the real-time lighting rendering
of nonuniform participatingmedia and proposed a real-time
lighting rendering method for participating media in a
virtual indoor environment. In terms of the specific
implementation, by using 3D textures to organize non-
uniform participating media, real-time rendering is realized:
combining shadow mapping, volume shadowing, and light
stepping technologies; a method of object volume shad-
owing considering the role of participating media is de-
scribed hybrid drawing methods. Literature [12] studied the
rendering of scattering materials and proposed an efficient
algorithm based on Woodcock tracking.. First, the tradi-
tional light stepping (ray marching algorithm) was imple-
mented, and multiple comparison experiments were
performed to verify the implementation, including the
comparison of homogeneous participating media (homo-
geneous) and nonuniform participating media (heteroge-
neous), single scattering, and multiple subscattering. +en a
more efficient Woodcock tracking algorithm is imple-
mented, and the rendering efficiency and rendering effect of
the two algorithms are compared. Literature [13] proposed a
variant algorithm. It can use any selected cross-section. It is
not the main cross-section of the entire system to sample the
free flight distance. +is technique avoids the main short-
comings of traditional Woodcock sampling and shows the
theoretical derivation of heterogeneous media. Literature
[14] proposed a one-dimensional analysis and numerical
model. It is used for the basic optimization study of free
sampling parameters and demonstrates the application case
description using GPU-based Monte Carlo code for
radiotherapy.

In computer graphics, participatory media is usually
described as a collection of scattering microscopic particles
(although described as particles, fluid media is also appli-
cable to these theories. For the convenience of introduction,
the explanation of the theory will be continued later. Fol-
lowing the term “particles”), due to the small size of these
particles and the characteristics of random distribution, we
generally do not describe the interaction of individual
particles but consider the probabilistic behavior of the entire
collection of particles [15]. When a photon passes through a
medium composed of a group of microscopic particles, it
may not collide with any particles at all and continue to
travel freely (just like in a vacuum), or it may interact with
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some of the particles, thereby affecting the transmission of
light [16]. +e probability of interaction between photons
and particles depends on the extinction coefficient of the
medium, also known as the attenuation coefficient, which is
represented by a variable named sigIllaT. +e size of the
extinction coefficient depends on the density of the medium
and other physical characteristics. It is the result of the
interaction of two types of illumination: when a photon
interacts with a particle, the photon is either absorbed by the
particle or scattered to another direction [17].

3. Computer Molding Technology

At present, it is an era of digital information processing.
Under the condition of limited bandwidth resources, people
have higher and higher requirements for signal sampling
rate and processing speed. Information processing in the
traditional sense is to compress after a large amount of
sampling, thereby reducing the pressure of signal trans-
mission and storage. +is method often causes a large
amount of waste of sampling information.

We assume that the discrete signal in an n-dimensional
domain space is x ∈ Rn and an orthonormal basis in the
space is ψ ∈ Rm×n, and the signal x can be uniquely linearly
represented by the basis matrix ψ as follows [18]:

x � ψα, (1)

where α is the linear representation coefficient of the
signal x on the base matrix A. If there are many items that
are equal to or have values close to zero in the repre-
sentation coefficients obtained by using the above
transformation on the signal, then it can be said that the
signal has sparseness under the base matrix. In particular,
when the number of nonzero elements in the coefficient
vector α is k, the signal x is called a sparse signal repre-
senting k on the basis matrix ψ.

+e above x and α can be regarded as representations of
the same signal in different domains, and there may be cases
where the signal x is not compressible in the domain space α
but is compressible in the domain space ψ. +is charac-
teristic of the signal is used in many applications, such as
wavelet transform in image processing. +e value of each
pixel in the original image is almost nonzero in the spatial
domain, but it is very sparse in the wavelet domain repre-
sentation, and there are only a few nonzero coefficients. In
the image restoration process, only the limited nonzero
coefficients are needed to approximate the original image
well. However, in traditional signal processing, transform
coding only exists in the signal compression process, and a
large amount of sampling information is still needed in the
sampling stage, which causes a serious waste of sampling
information.

Compressed sensing theory proposes to compress the
sparse signal x in formula (1), that is, it uses a random
measurement matrix Φ ∈ Rm×n that is not correlated with
the base matrix ψ or has little correlation to sample x. In the
process of sampling, data compression is completed, and the
number of sampling ismc ≥ k log(n/k) (mc≪ n), thus greatly

reducing the waste of sampling information. +e sampling
result is expressed as follows [19]:

y � Φx, (2)

where y ∈ Rn is called the observed value, which is not the
signal itself but the projection value of the signal from high
to low dimensions. When the sparse representation of x is
incorporated into the above formula, we can get:

y � Φx � Φψα. (3)

Finally, the original signal x can be recovered approxi-
mately by reconstructing the observed value y. +e specific
method is in the known base matrix ψ, by solving the op-
timization problem [20]:

minimize
α{ }

‖􏽢α‖0

subject to ‖y −Φψ􏽢α‖2 ≤ ε.
(4)

We get a 􏽢α with the smallest number of nonzero values
and recover the original signal x ≈ 􏽢x � ψ􏽢α, where ε is the
threshold of the fitting error.

+e sparse characteristic of the signal itself or the sparse
representation in a certain transform domain is the basis for
the application of compressed sensing. For the definition of
signal sparsity, when the number of nonzero elements in the
coefficient vector of the signal in the base matrix is k, the
signal is called a k-sparse signal. When the coefficient vector
of the signal under the base matrix satisfies the equation [21]:

‖α‖p � 􏽘
i

αi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p⎛⎝ ⎞⎠

1/p

≤R. (5)

+e signal is sparse, and the range of p and R in the
formula is 0<p< 2 and R> 0. In general, the degree of sparse
representation of the signal under different base matrices ψ
is not the same. +erefore, in practical engineering appli-
cations, the most appropriate sparse representation base
needs to be selected. Usually, in signal processing, a large
number of transform bases are used in the frequency do-
main, such as Fourier transform bases, discrete cosine
transform bases, and wavelet transform bases. By using
them, the original signal can be projected into the corre-
sponding new space, and the processing that the signal
cannot achieve in the original domain, such as spectrum
analysis and frequency domain filtering, can be completed.
In addition, the commonly used basis matrices include
curvelet basis, Gabor basis, and so on.

+e representation of the measurement matrix is
Φ ∈ Rm×n, and m≪ n. +e effect of the above measurement
matrix can be expressed mathematically as follows:

y � Φx � Φψα ory � Φα � ΦψT
x. (6)

+at is, the signal or the sparse representation coefficient
vector of the signal is projected to obtain the measured value
ψ ∈ Rm. +e ultimate goal of compressed sensing is to re-
cover the signal x or its sparse representation coefficient
vector α through the measured value y. In fact, it is to solve
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equation (6). +is process is a mapping process from a low-
dimensional signal (m-dimensional) to a high-dimensional
signal (n-dimensional), which solves an underdetermined
system of equations. In theory, this underdetermined
problem has an infinite number of solutions, but the signal
processed by compressed sensing is sparse. +e signal x is a
k-sparse signal (k≪m), so formula (6) is solvable under this
premise.

For any signal x with a sparsity of k, if the equation is
satisfied:

1 − δk( 􏼁‖k‖
2
l2
≤ ‖ 􏽥Φξ‖

2
l2
≤ 1 + δk( 􏼁‖x‖

2
l2

, δk ∈ [0, 1], (7)

where Φ􏽥� Ωψ (or ΦψT) is the compressed sensing
matrix; then 􏽥Φ at this time satisfies the constraint equi-
distance condition. In practical applications, it is very dif-
ficult to select the measurement matrix through the principle
of formula (7), and solving it is a problem of combinatorial
complexity. When the measurement matrix Φ is not related
to the base matrix ψ, the compressed sensing matrix 􏽥Φ
satisfies the constraint equidistance condition with a high
probability. +e uncorrelation at this time means that the
measurement matrix and the base matrix cannot be sparsely
represented by each other. When the irrelevance is stronger,
the more the information of the signal x carried in the
measurement value y, the higher the success rate of signal
reconstruction.

+erefore, when designing the measurement matrix, it is
necessary to consider the constraint equidistance condition
or the principle of noncorrelation. At present, the commonly
used measurement matrices are random matrices, such as
randomGaussian matrix, random Bernoulli matrix, random
Toplitz matrix, and so on.

+e third key part of compressed sensing is the signal
reconstruction algorithm. A good reconstruction algorithm
will improve the efficiency and accuracy of signal
reconstruction.

+e signal reconstruction algorithm needs to solve the
problem of recovering the signal x from the measurement
result y described in equation (3) or (6). +e signal opti-
mization problem described by equation (4) can be
expressed as a Lagrangian equation. In the solution process,
the signal reconstruction error and the coefficient sparsity
level are weighed into consideration, expressed as follows:

minimize
α{ }

‖y −Φψ􏽢α‖2 + λ‖􏽢α‖0. (8)

Equations (4) and (8) are essentially underdetermined
equations. +e ℓ0-norm problem in the equation is a non-
deterministic polynomial hard (NP-hard) problem. Two
types of methods commonly used to solve such problems are
greedy methods and convex relaxation methods.

+e greedy method has low computational complexity
and fast execution speed in sparse signal reconstruction, but
its accuracy is relatively low. Contrary to the convex re-
laxation method, the accuracy of signal approximation is
greatly improved. +e core idea of this kind of method is to
replace the ℓ0-norm that causes NP-hardness in the original
problemwith the convex ℓ1-norm so as to transform the NP-

hard problem into a related convex problem. Studies have
proved that this kind of replacement is possible with a high
probability.

When the basis pursuit (BP) in the convex relaxation
method solves the convex problem, the ℓ0 norm in (4) is
replaced with the ℓ1 norm, and the measured value y is
constrained by the equation, expressed as follows:

minimize
α{ }

‖􏽢α‖0 subject toy � Φψ􏽢α. (9)

When the number of samples meets mc ≥ k log(n/k),
base tracking can get good results. +e basis tracking
denoising (BP denoising; BPDN), which is similar to basis
tracking, can well suppress the noise signal in the process of
solving. +e problem it deals with can be expressed as
follows:

minimize
α{ }

‖􏽢α‖0 subject to ‖y −Φψ􏽢α‖2 ≤ ε. (10)

Unlike equation (9), it uses an inequality to constrain the
measured value y. +ese two methods for solving convex
problems can be summarized as: minimizing the sparsity of
coefficient vectors while satisfying the approximation error.
In addition, methods for solving convex problems include
the lasso algorithm (Lasso), the interior point method, and
so on.

+e convex relaxation method can obtain the global
optimal approximation result, and the solution accuracy is
high, but the calculation time is longer than that of the
greedy method. +erefore, in practical applications, we can
choose a suitable signal reconstruction algorithm according
to specific requirements.

+e object displayed in the light-field three-dimensional
display can be regarded as composed of many three-di-
mensional points, and the light field can be expressed as a
five-dimensional plenoptic function: L � LO1

(xi, yi, zi, θ, ϕ).
+is chapter uses the two-plane parameterization method to
parameterize the light field in the analysis process of cal-
culating the light field collection. +e specific description is:
in the free space without occlusion, the intensity of light will
not attenuate during the propagation process. +e five-di-
mensional plenoptic function L can be reduced to four-
dimensional and mathematically described as the flow of
light energy along the light in the three-dimensional space. It
is produced by the diffuse reflection, specular reflection, and
ambient light from the surface of the object to the light
emitted by the light source. For visualization purposes, light
rays can be described as a line connecting them with the
intersection of two parallel planes separated by a unit dis-
tance, that is, the line connecting the first plane point pair
u � ui, vi􏼈 􏼉 and the second plane point pair s � si, ti􏼈 􏼉 shown
in Figure 1. +e light field at this time is the collection of all
rays in the scene, which can be expressed as I ui, vi, si, ti􏼈 􏼉,
which is a four-dimensional representation. In the rest of
this chapter, the light field is abbreviated as l(u, s).

In the two-plane parameterization method of the light
field, a plane can be placed at infinity, and the light at this
time can be parameterized as a point plus a direction. +is
kind of parameterization is very useful for constructing the
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light field because the light field at this time can be regarded
as a set of images within a certain angle of view. In addition,
the geometric operation efficiency of this parameterization
method is very high. +e specific performance is that the
process of light mapping to plane points and the process of
inverse mapping of image pixels to light are linear problems,
which can be realized by multiplying by a matrix.

We analyze in advance the phenomena that occur during
the propagation of the light field and the corresponding
changes in the light field after the phenomena occur. For the
two-plane parameterized light field l(u, s), its Fourier
transform is expressed as follows:

L � fu, fs( 􏼁 � 􏽚
∞

u�−∞
􏽚
∞

s�−∞
l(u, s)e

− 2iπfuu( )e
− 2iπfss( )duds.

(11)

When the light field propagates in free space, the in-
tensity of the light will not change, but its angular dimension
(direction dimension) and spatial dimension will change.
+erefore, the process of light field propagation is actually
the reparameterization of the light field. If it is assumed that
z is the distance traveled by the light field l(u, s), the light
field at this time can be expressed as follows:

l0(u, s) � l(u − zs, s). (12)

+e corresponding Fourier transform is as follows:

L0 fu, fs( 􏼁 � 􏽚
∞

u′�−∞
􏽚
∞

s�−∞
l0 u′, s( 􏼁e

− 2iπfu u′+2s( )( )e
− 2iπfss( )du′ds

� 􏽚
∞

u′�−∞
􏽚
∞

s�−∞
l0 u′, s( 􏼁e

− 2iπfuu′( )e
− 2iπ fs+zfu( )( )du′ds

L fu, fs + zfu( 􏼁,

(13)

where L0(fu, fs) and L(fu, fs) represent the Fourier
transform corresponding to l0(u, s) and l(u, s), respectively.
It can be clearly seen from L0(fu, fs) that the spectrum after
propagation has undergone shear along the fs dimension,
and the longer the propagation distance, the more obvious
the shear.

When the light is occluded, its intensity value is
equivalent to multiplying by an occlusion function and
becomes:

l0(u, s) � l(u, s)O(u, s). (14)

When it is completely occluded, the occlusion function
O(u, s) � 0; O(u, s) � 1 is the case of no occlusion. When
0<O(u, s)< l, it is occluded to varying degrees. +e position
where the light is blocked depends entirely on the spatial
dimension u. +e Fourier transform form of the occlusion
process is as follows:

L0 fu, fs( 􏼁 � L fu, fs( 􏼁∗O fu, fs( 􏼁. (15)

In general, the occluder will affect the spatial dimension
u and the angular dimension s of the light at the same time,
and the influence on the angular dimension is related to the
depth range of the occluder. In particular, when the occluder
is a plane occluder and is perpendicular to the light, its

occlusion function is a constant in the angular dimension s,
and the corresponding Fourier transform is a unit pulse.

4. Movie Special Effects Processing Based on
Computer Imaging Technology

When simulating a specific scene, we derive the specific
structure of each computer imaging particle system on the
basis of the general structure of the computer imaging
particle system. +e general structure of the computer
imaging particle system is shown in Figure 2. +e computer
imaging particle system is generally composed of computer
imaging particle management, computer imaging particle
storage, and computer imaging particle rendering.

In the computer imaging particle system, each computer
imaging particle must undergo three life courses: birth,
dynamic change, and extinction. +e algorithm framework
of the computer imaging particle system is shown in
Figure 3.

In order to simplify the calculation, the distribution area
can be replaced by a rectangular parallelepiped in front of
the viewpoint without affecting the realism of the graphics.
+e normal vector of a certain surface of the rectangular
parallelepiped passes through the viewpoint, and the initial
distribution area of the computer imaging particles is a

t

v

u

s

I

I (ui, vi, si, ti)

Figure 1: Two-plane parameterization of the four-dimensional
light field.
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surface parallel to the XOZ surface in the rectangular par-
allelepiped, and its normal is facing downwards. +e
schematic diagram of the distribution area is shown in
Figure 4.

When setting the spatial location properties of rain-
drops, the algorithm still takes the principle of not affecting
the real effects of raindrops, and the main goal is to max-
imize the number of particles in computer imaging.
Moreover, it also designs the spatial position distribution
area of the raindrop computer imaging particles in a deep
area within the viewing cone. However, because the raindrop
itself is greatly affected by gravity, the initial spatial position
of the raindrop can be distributed on a quarter of a sphere
with the viewpoint as the center of the sphere, including the
viewing cone, as shown in Figure 5.

+e fountains seen in real life consist of spraying hair
out of the body of water, and under certain water pressure,
a column of water is emitted upwards and then spreads
around to form fountains of different shapes. +e entire
fountain body can be regarded as multiple parabolic water
columns emitted from the surrounding by the central
nozzle, and each water column is composed of multiple
water columns, as shown in Figure 6. +e fountain model
is special. +e special feature is that the computer imaging
particles of water droplets in the fountain water are not
independent individuals, but the computer imaging
particles of water droplets have a certain adhesive force
between them, which makes the computer imaging

particles of water droplets stick together to form larger
water droplets.

+e implementation modules of the system are divided
into the following two categories in terms of function. +e
first is the basic function module, which is composed of two
modules, a memory management module and a mathe-
matical basic module, mainly to provide memory and data
operation support for the system. +e other is the system
core module, which consists of four modules: system control
module, scene management module, computer imaging
particle system management module, and graphics

Particle system Management
of particles

Rendering of particles

Storage of particles

Survival of
particles

Dynamic
dynamics of
the particles

Birth of particles

Death of particles

Global actions

Local actions

Action of gravity

Action of the wind

Other actions

Spread

Convection

Energy exchange

Figure 2: General structure of computer imaging particle system.

Frame
starts

Particles
are

generated
and

initialized

Particle
death

Update the
particles

state

Render
particles Frame ends

Remove
particles

N

Y

Figure 3: Algorithm framework of computer imaging particle system.

Y

Z

X

Area of snowflake
particles distribution

Point of sight

Figure 4: Schematic diagram of the computer imaging particle
distribution area of snowflake.
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rendering module. +e system architecture of the 3D
computer imaging particle special effects system is shown in
Figure 7.

On this basis, we need to clarify the processing flow of
the system. Figure 8 shows the brief processing flow of the
system.

In order to better simulate various irregular sceneries
with complex shapes and strengthen the management of
natural sceneries, object-oriented thinking is adopted, and
the concept of the hierarchical structure of computer

imaging particle systems is introduced. +e hierarchical
structure of the computer imaging particle system is shown
in Figure 9:

+e processing flow of the control submodule is shown
in Figure 10:

After constructing the system, the system is simulated
and studied; TV special effects processing is simulated; and
the computer imaging effects and film special effects pro-
cessing effects of the system in this paper are evaluated, and
the results are shown in Table 1 and Figure 11 are obtained.

X

Y

Z

Figure 6: Fountain model diagram.

X

Y

Z

R
Pi

α
θ

Figure 5: Schematic diagram of the computer imaging particle distribution area of raindrops.

Memory
management
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Mathematical
base moduleParticle system

management
module

Scene
management

module

System management
module

Graphic
rendering
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Core module Basic module

Figure 7: Macroscopic architecture diagram of 3D computer imaging particle special effects system.
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Figure 8: Process flow chart of computer imaging particle system.
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Figure 9: +e hierarchical structure of computer imaging particle system.
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Figure 10: +e execution flow chart of the control submodule.

Table 1: Evaluation of movie special effects processing effect based on computer imaging technology.

No. Imaging effect Special effects processing No. Imaging effect Special effects processing
1 94.14 89.25 18 92.21 88.19
2 92.52 90.12 19 91.96 88.28
3 92.45 92.24 20 95.61 87.34
4 93.16 89.99 21 95.29 84.26
5 92.46 84.91 22 95.22 89.47
6 94.43 89.30 23 91.11 85.78
7 95.75 88.45 24 93.10 86.96
8 94.18 90.84 25 95.09 85.82
9 94.83 92.19 26 94.96 86.86
10 92.03 91.79 27 93.40 91.15
11 94.23 85.58 28 95.77 92.96
12 91.25 88.28 29 91.71 86.70
13 95.94 88.41 30 94.54 92.83
14 95.03 85.08 31 93.39 90.28
15 92.38 85.13 32 93.44 91.84
16 92.19 91.22 33 93.85 86.98
17 95.90 87.43 34 91.20 88.88
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+rough the above experimental research, it can be seen
that the film special effects processing method based on
computer imaging technology proposed in this paper has
good practical effects, and the computer imaging effects and
film special effects processing effects are very good.

5. Conclusion

+e construction of the film and television picture is in the
same vein as the composition of the painting, so naturally, it
is necessary to pay attention to the sense of space in the
picture. +e sense of space of the movie screen is formed by
the combination of the composition of the screen, the
perspective relationship of objects, and the visual illusion of
people. Filmmakers must focus on the cross-composition of
two-dimensional screen planes and three-dimensional
projection elevations to develop the thinking of film space
through the selection of film specifications and picture
formats, the skills of framing and composition, and the
processing of in-depth scheduling so as to realize the space
design of the film screen up, down, left, and right. +e truth
of the picture depends on the understanding of the picture
space. +is paper applies computer imaging technology to
the process of film characteristics processing and studies the
essence of film special effects processing. +e experimental
results show that the movie special effects processing
method based on computer imaging technology proposed in
this paper has good practical effects, and the computer
imaging effects and movie special effects processing effects
are very good.
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In view of the complexity of the multimodal environment and the existing shallow network structure that cannot achieve high-
precision image and text retrieval, a cross-modal image and text retrieval method combining efficient feature extraction and
interactive learning convolutional autoencoder (CAE) is proposed. First, the residual network convolution kernel is improved by
incorporating two-dimensional principal component analysis (2DPCA) to extract image features and extracting text features
through long short-term memory (LSTM) and word vectors to efficiently extract graphic features. +en, based on interactive
learning CAE, cross-modal retrieval of images and text is realized. Among them, the image and text features are respectively input
to the two input terminals of the dual-modal CAE, and the image-text relationship model is obtained through the interactive
learning of the middle layer to realize the image-text retrieval. Finally, based on Flickr30K, MSCOCO, and Pascal VOC 2007
datasets, the proposed method is experimentally demonstrated.+e results show that the proposed method can complete accurate
image retrieval and text retrieval. Moreover, the mean average precision (MAP) has reached more than 0.3, the area of precision-
recall rate (PR) curves are better than other comparison methods, and they are applicable.

1. Introduction

With the advancement of digitalization, more and more
people use the Internet to obtain the information they need.
How to make users accurately and quickly search for the
information they need has become a hot issue [1]. In the era
of mobile Internet, each of us is receiving massive amounts
of information from the Internet, while at the same time
generating massive amounts of multimedia information,
that is, multimodal data [2]. +e original form of cross-
modal retrieval is similar to that of single-mode retrieval.
With the growth of multimodal data, it is more difficult for
users to retrieve the information they are interested in ef-
ficiently and accurately [3]. +ere are many retrieval
methods so far, most of which are based on a single mo-
dality, such as searching for articles by text, searching for
pictures by pictures, or multimodal search on the surface. In
fact, it is in the form of search keywords to query and request
the most matching content among many resources on the
Internet.

In order to meet people’s actual needs and provide better
retrieval services, scholars are committed to the research on
relevant methods and practice in the field of cross-modal
retrieval. +erefore, the cross-modal retrieval method has a
wide range of application scenarios and research signifi-
cance. How to mine the effective information in these
multimodal data is an important problem in the research
field of cross-modal retrieval.

Researchers found a semantic gap between the low-level
features of data and high-level semantics, and the data of
different modalities are heterogeneous [4, 5]. It can be seen
that the core of cross-modal retrieval research is to mine the
associated information between different modal data. How
to mine this associated information has become the key to
the research of cross-modal retrieval technology.

In recent years, with the rapid development of deep
learning technology, people have become more and more
capable of solvingmore complexmachine learning problems
and have made great progress in analyzing and processing
multimodal data [6]. Multimodal content analysis has broad
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application prospects in various fields such as smart cities,
smart homes, and smart transportation. Based on the
breakthrough progress in the application research of deep
learning in the monomodal field, it is applied to the theo-
retical research of cross-modal retrieval tasks, and technical
practice is provided at the same time [7].

+e current cross-modal retrieval system modelling
mainly solves two problems: one is how to complete the
unifiedmapping of different modal information features and
the second is how to ensure the retrieval rate on the basis of
improving the retrieval rate of retrieval models [8]. +ese
two problems are interdependent. Due to the diversity and
heterogeneity of different modal information, the feature
extraction method and unified representation form of each
modal become the key to solving the problem [9, 10]. In
addition, the corpus with three modalities and above is less
researched, and the corpus with two modalities is more
common. In particular, the corpus with the modal alignment
of images and text is more common.

2. Related Research

Because there is a huge heterogeneous gap in different modal
data, how to effectively measure the content similarity of
different modal data has become a major challenge [11].
Nowadays, many cross-modal retrieval methods have been
proposed [12].

2.1. Real-Valued Cross-Modal Retrieval Method.
Cross-modal retrieval methods based on real-valued rep-
resentation can generally be divided into two categories:
canonical correlation analysis (CCA) and deep learning [13].
CCA uses different modal data to form sample pairs, learns a
projection matrix, and projects different modal data to a
common latent subspace, and then in the subspace, mea-
sures the similarity between modal data [14]. Reference [15]
proposed a new multilabel kernel canonical correlation
analysis (ml-KCCA) method for cross-modal retrieval,
which uses the high-level semantic information reflected in
multilabel annotations to enhance the kernel CCA. Refer-
ence [16] proposed cross-media correlation learning with
deep canonical correlation analysis (CMC-DCCA). It can
better mine the complex correlation between cross-media
data and achieve better cross-media retrieval performance.
However, the performance of its feature extraction algo-
rithm highly depends on the size of the sample set, and it is
difficult to obtain training samples for noncooperative
targets in actual situations. How to efficiently set the pa-
rameter range still needs further exploration.

+e cross-modal retrieval method based on deep
learning makes full use of the powerful feature extraction
capabilities of deep learning models, learns the feature
representation of different modal data, and then establishes
semantic associations betweenmodalities at a high level [17].
Reference [18] proposed a two-stage deep learning method
for supervised cross-modal retrieval, extending the tradi-
tional norm-related analysis from 2 views to 3 views and
conducting supervised learning in two stages.+e evaluation

results on two publicly available datasets show that the
proposed method has a better performance. However, there
is still room for optimization for the detection accuracy of
complex retrieval environments. At present, the dimen-
sionality obtained by the representation learning model
when automatically extracting features is relatively high.
Particularly for the cross-modal retrieval model based on
deep learning, the sample feature dimension obtained in the
representation stage is usually not less than 4096, and the
final feature dimension is still too high [19]. Reference [20]
proposed an image retrieval method combining deep
Boltzmann machine (DBM) and CNN to extract high-order
semantic features of the image.

2.2. Cross-Modal Retrieval Method Based on Hash
Transformation. +e cross-modal retrieval method based on
real-valued representation has the problems of time-con-
suming calculation and large demand space when facing
large-scale data. +erefore, an information retrieval method
based on hash transformation appears. +is method is based
on the paired sample pairs of different modal data, learns the
corresponding hash transformation, maps the corresponding
modal data features to the Hamming binary space, and then
realizes faster cross-modal retrieval in this space [21]. +e
premise of hash transformation is that the hash codes of
similar samples are also similar. Reference [22] proposed a
method called DNDCMH.+is algorithm uses binary vectors
specifying the existence of specific facial attributes as input
queries to retrieve relevant facial images from the database.
Secondly, the dimension reduction methods such as principal
component analysis (PCA) can reduce the feature dimension
to a certain extent, but under the premise of maintaining the
necessary retrieval accuracy, the dimension that can be re-
duced is quite limited and lacks efficient and reasonable
retrieval mechanism that can adapt to large-scale image sets
[23]. Reference [24] proposed a new self-supervised deep
multimodal hashing (SSDMH) method. However, cross-
modal retrieval still only realizes the matching of image
content and subject words, ignoring a large amount of
content-based, subtle, and important image information [25].
Reference [26] proposed a deep hashing method that can
combine stacked convolutional autoencoders with hash
learning and hierarchically map the input image to a low-
dimensional space. Some additional relaxation constraints are
added to the objective function to optimize the hash algo-
rithm. Experimental results on ultra-high-dimensional image
datasets show that the proposed method has good stability in
cross-modal retrieval, but the detection timeliness needs to be
optimized. However, various models have their specific ad-
aptation targets, advantages, and limitations. How to combine
the advantages of models and various algorithms in practical
applications to construct a universal cross-modal retrieval
model is one of the urgent problems to be solved in the
current cross-modal retrieval research.

2.3. OtherCross-Modal RetrievalMethods. In addition to the
above classical methods, there are some other methods. For
example, Feng et al. [27] proposed an automatic encoder
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(Corr-AE) model, which is characterized by using two
autoencoder networks to encode image vectors and text
vectors with each other to obtain two correlation loss terms
for model training. Reference [28] proposed a retrieval
method based on multimodal semantic autoencoder. +is
method uses an encoder decoder to learn projection and
preserve feature and semantic information while ensuring
embedding. +e 2-way net model proposed in [29] also
applies the idea of autoencoder, which is optimized in more
detail than Corr-AE. Reference [30] proposed a graphic
matching method based on semantic concepts and order
(SCO), which is characterized by introducing a multilabel
classification mechanism when retrieving images. Specifi-
cally, SCO performs a multilabel classification operation for
each candidate image extracted by the target detection
network so that each candidate image can not only carry
entity category information but also add some attribute
labels.

According to the above analysis, (1) in CCA method, the
single-mode feature representation of different data is
extracted first, and then associated learning is carried out.
+is two-stage method cannot ensure that the extracted
single-mode feature is the effective representation required
by associated learning. (2) In the deep learning method,
most networks use shallow networks to model the associ-
ation learning part, ignoring the high-level semantic asso-
ciation between modes. (3) In the deep hashing method,
some information will be lost when it converts the modal
representation to hash coding.

+erefore, effective feature extraction and feature as-
sociation learning are key to improving the accuracy of
cross-modal retrieval. In order to make better association
learning between different modal data, a cross-modal image
and text retrieval method combining efficient feature ex-
traction and interactive learning convolutional autoencoder
(CAE) is proposed in this paper. +e innovations of the
proposed method are as follows:

(1) Image feature extraction: +e new convolution
kernel constructed by 2DPCA is integrated into the
image feature extraction based on residual network,
which avoids the complex operation of traditional
PCA and reduces the dimension of image spatial
features.

(2) Cross-modal CAE architecture: Based on the tra-
ditional multimodal CAE architecture, a feature
association module (i.e., joint public representation)
is integrated to associate the representations of each
mode to realize interactive learning, make the
learned intermediate representation of each mode
contain the association relationship between modes,
and improve the accuracy of cross-modal retrieval.

3. Method Framework

3.1. Overall Framework. In order to make full use of the
advantages of complementary information of multimodal
data, in the training stage, the proposed method takes image
data and text data as the input of the network at the same

time, carries out interactive learning of image and text
features through multimodal CAE model, and generates the
classification model of the retrieval system. In the test stage,
the image or text features are input into the classification
model for discrimination, and the retrieval results are ob-
tained. +e overall architecture of the proposed method is
shown in Figure 1.

Among them, the image data use the residual network as
the image feature extractor and introduce two-dimensional
principal component analysis (2DPCA) to construct a new
convolution kernel. +e text data use word2vec and long
short-term memory (LSTM) network as the text feature
extractor. +e network fusion layer is designed using cross-
modal convolution CAE based on interactive learning, and
the two modal data features are fused and sent to the next
fully connected layer. In order to learn the nonlinear
mapping from the image-text data feature space to the se-
mantic label space and prevent overfitting, the Batch Norm
layer and the ReLU layer are added to the fully connected
layer.+e output dimension of the final fully connected layer
is consistent with the data dimension of the real label. +e
proposed method takes full advantage of the complementary
information of different modal data for multimodal data-
image data and text data.

3.2. Improved ImageFeature Extraction ofConvolutionKernel

3.2.1. Convolution Neural Network Is Used to Extract Image
Features. For the extraction of image features, a very
mainstream residual network, which is more suitable for
image features, is selected. +e network has five convolution
stages, each of which has a corresponding pooling operation.
After inputting a piece of image data, it is processed in layers
of convolution, and the size of the output image feature map
is 7× 7× 2048, which can be processed according to the
needs of subsequent machine learning tasks.

Image modal data have high dimensionality and rich
content information. +e selection of a deep convolutional
neural network will extract effective visual monomodal
representation features. Using Wx to simplify the model
parameters of the entire embedded subnetwork, the feature
output hx of the image modal data after passing through this
network is

hx � fx X; Wx( 􏼁, (1)

where X is the input image modal data.

3.2.2. Constructing a New Convolution Kernel by Introducing
2DPCA. PCA is a linear analysis method to extract the main
features of data in high-dimensional space and transform it
into low-dimensional vector space. 2DPCA directly utilizes
the two-dimensional information of the image, avoiding the
complicated calculations brought about by PCA’s row and
column vector conversion while retaining the spatial
characteristics of the image. Assuming that there are M

images I � I1, I2, . . . , IM􏼈 􏼉 of size w × h × c, the average
image of the sample can be expressed as
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I �
1

M
􏽘

M

i�1
Ii. (2)

+e difference image between each sample and the av-
erage image is

Z(i) � Ii − I. (3)

+e required covariance matrix is

Cn×n �
1

M
􏽘

M

i�1
Ii − I( 􏼁

T
Ii − I( 􏼁. (4)

+e optimal projection subspace U � η1, η2, . . . , ηd􏼈 􏼉 can
be constructed using the orthogonal eigenvectors corre-
sponding to the first d eigenvalues of the covariance matrix.
Mapping the original image to the projection space can obtain
the feature image Ti � ZiU after dimensionality reduction.+e
flow of the 2DPCA algorithm is shown in Figure 2.

3.3. Text Feature Extraction. In the multimodal dataset used,
the text modal data are mainly in the form of long text, so a
reasonable representation that matches its characteristics is
used for text feature extraction.

Short sentences: the text representation of short
sentences is simpler than long sentences. It is represented
by word vector (word2vec); that is, words are converted
into vectors that can be accepted by machine learning
tasks.

Long sentences: +e representation of long sentences is
more complicated because the words of the sentence are
related to each other. +e first or several words will affect the
understanding of the following sentence, so the sentence’s
meaning should be grasped from the whole. In order to
retain the previous information in the text, the LSTM
network is used to first represent each word in the sentence
by a word vector Y � y1, y2, . . . , yc􏼈 􏼉, and c represents the
number of words in the sentence, so each sentence is rep-
resented as a 300-dimensional word vector sequence.
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Figure 1: Overall framework of the proposed method.
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4. Cross-Modal Convolutional Autoencoder

4.1. Classical Convolutional Autoencoder (CAE). An
autoencoder (AE) is an unsupervised learning algorithm that
makes the output close to the input by learning data rep-
resentation. AE extracts data features through an encoder
and then decodes the acquired features through a decoder to
realize the reconstruction of input data. CAE is based on
unsupervised AE, combining the convolution and pooling
operations of CNN to convolve the encoder and decoder to
achieve better feature extraction [31]. +e single-layer CAE
network model is shown in Figure 3. +e coding part is
composed of a convolutional layer and a maximum pooling
layer.

Given MC1 feature maps I � I1, I2, . . . , IC1􏼈 􏼉, after
convolution operation, a set of FC2 feature maps is obtained

gn(i, j) � a 􏽘
k

u�−k

􏽘

k

v�−k

F
(1)
n (u, v)∗ I(i − u, j − v) + b

(1)
n

⎛⎝ ⎞⎠,

(5)

where gn(i, j) is the activation value at pixel (i, j) in the
activation map of the n-th channel and a(·) is a nonlinear
activation function. +e size of the filter is FC2 � 2k + 1. F(1)

n

is the weight of the convolution filter in the encoding
process, and the number of channels of each filter is the same
as that of the input sample. b(1)

n is the offset of the encoder
convolutional layer to the activation map of the n-th
channel.

+e convolutional layer of the convolutional encoding
part outputs a feature map of size
(OC1 − FC2/SC2 + 1)2 × MC2. After the maximum pooling
operation, the final output of the encoding part is obtained.
Among them, OC1 � ((w − FC1 + SC1)/SC1FP1) is the output
feature map size of the convolution module C1.

+e decoding process is the process of reconstructing the
original image from the feature activation map. CAE is a
fully convolutional network, so the decoding process is
mainly realized through deconvolution operation. Consid-
ering that the size of the feature activation map obtained
after encoding is smaller than the original image, the size
information of the original image cannot be reconstructed
only through the transposed convolution of the decoding
process. +erefore, it is necessary to perform zero padding

operation on the input feature map to decode later; a
reconstructed image with the same size as the original image
can be reconstructed. +e convolution output of the
encoding part is used as the input of the decoder and then
convolved with the convolution filter F(2) to obtain the
reconstructed image:

􏽥I � f G∗F
(2)
n + b

(2)
n􏼐 􏼑, (6)

where G is the set of feature maps obtained by encoding and
b(2)

n is the offset of the activation map of the n-th channel
corresponding to the decoder deconvolution layer.

4.2. Cross-Modal CAE Based on Interactive Learning.
Different from the existing multimodal CAE models
[32, 33], while learning the representations of different
modes, respectively, this method generates some associa-
tion between the representations of each mode through a
feature association module (i.e., joint public representa-
tion) after the hidden layer, to realize interactive learning.
+erefore, the intermediate representation of each mode
contains the correlation between modes, which helps to
improve the accuracy of cross-modal retrieval. +e pro-
posed dual-mode interactive learning CAE architecture is
shown in Figure 4.

+e input text and image data are, respectively, passed
through the convolution layer and the pooling layer to
obtain the data representation. +en, through an interme-
diate interaction layer, the feature representation of text and
image data is interactively learned to obtain a new joint
public representation feature data. +e original input can be
obtained by deconvolution of the feature data [34–36].

In order to train the dual-mode interactive learning
CAE, it is necessary to construct the objective function in the
training stage. In classical CAE training, the objective
function is usually to minimize the reconstruction error.
However, in the dual-mode interactive learning CAE model,
the interactive learning between multimodal features is
integrated to improve the accuracy of model retrieval.
+erefore, the objective function needs to include the goal of
maximizing the correlation between the two modal features
in the hidden layer.

+e given input is zi � xi; yi􏼈 􏼉, where zi is the associated
representation of the input views xi and yi. Self-recon-
struction loss and cross-reconstruction loss are defined as
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Figure 3: CAE model.
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Figure 2: +e flow of the 2DPCA algorithm.
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L1 � 􏽘
N

i�0
L zi, g h zi( 􏼁( 􏼁( 􏼁,

L2 � 􏽘
N

i�0
L zi, g h xi( 􏼁( 􏼁( 􏼁,

L3 � 􏽘
N

i�0
L zi, g h yi( 􏼁( 􏼁( 􏼁,

L4 � 􏽘
K

k�0
􏽘

N

i�0
L h xi( 􏼁

k
, h yi( 􏼁

k
􏼐 􏼑,

L5 � 􏽘
N

i�0
L g h xi( 􏼁( 􏼁, g h yi( 􏼁( 􏼁( 􏼁,

(7)

where g, h are the nonlinearity generally regarded as ReLU,
g(h(xk

i )) and g(h(yk
i )) are the representations of the kth

intermediate hidden layer (K � 2), and L is the error
function. In the loss L2 and L3 (for cross reconstruction), the
0 vector is used instead of another view to calculate xi and yi.

Finally, in order to enhance the interaction between the
two modal features, the objective function of correlation loss
is expressed as follows:

L6 � λcorr(h(X), h(Y)),

L7 � 􏽘
K

k�0
λkcorr h(X)

k
, h(Y)

k
􏼐 􏼑,

(8)

where h(X) and h(Y) are the projections of the combined
model (the projections of the joint public representation in
Figure 4). X and Y are the representation of two modal
features. λk is the relative regularization hyperparameter
used for each kth intermediate encoding step (similarly using
λ in the decoding stage). In the encoding process, a con-
volution layer and two intermediate layers (K � 2) are used.
For decoding, the deconvolution layer and an intermediate
layer (K �1) are used for reconstruction. λ affects the
complexity of model training. When it is too small, the
model is easy to overfit. When the value is large, it is easy to
cause underfitting. Considering the search results on each
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Figure 4: Dual-mode interactive learning CAE architecture.
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dataset, λ1 � 0.004 and λ2 � 0.05 in item L7 and λ� 0.02 in
item L6 are uniformly set here.

+e correlation between the two views h(X) and h(Y) is

corr(h(X), h(Y)) �
􏽐

n
i�1 h xi( 􏼁 − h(X)􏼐 􏼑 h yi( 􏼁 − h(Y)􏼐 􏼑

�����������������������������������

􏽐
n
i�1 h xi( 􏼁 − h(X)􏼐 􏼑

2
􏽐

n
i�1 h yi( 􏼁 − h(Y)􏼐 􏼑

2
􏽱 ,

(9)

where h(X) and h(Y) are the mean vectors of the hidden
representations of the two views. h(xi) and h(yi) are hidden
layer representations of a single modal view.

Integrate all objective functions to build a total objective
function, which is expressed as follows:

L(θ) � 􏽘

5

i�1
Li − 􏽘

7

j�6
Lj, (10)

where θ is the model parameter. +e above formula mini-
mizes self-reconstruction and cross-reconstruction and
maximizes the association between views.

5. Experiment and Analysis

5.1. Experimental Dataset. In order to verify the perfor-
mance of the proposed method, the effectiveness of the
method is verified on three commonly used real cross-modal
graphic retrieval datasets: Flickr30K dataset, MSCOCO
dataset, and Pascal VOC 2007 dataset.

(1) Flickr30K: +e Flickr30K dataset contains 31,783
images, and the English description of the images is
158,915 sentences. +at is, each image corresponds to
5 sentences with different description sentences. +e
sentence descriptions of these images are obtained
through manual annotation. +e Flickr30K dataset is
divided into three parts: 1000 images and corre-
sponding descriptions as the verification dataset, 1000
images and corresponding descriptions as the test
dataset, and the remaining part as the training dataset.

(2) MSCOCO: +e MSCOCO dataset contains 123287
images, and each image also corresponds to 5 dif-
ferent description sentences. +is dataset is divided
into four parts, including 82783 images as the
training dataset, 5000 images as the verification
dataset, 5000 as the test dataset, and 30504 images as
the reserved dataset.

(3) Pascal VOC 2007: +e Pascal VOC 2007 dataset
contains 5011 image-annotation pairs for training
and 4952 image-annotation pairs for testing, all from
the Flickr website. Each sample pair is labeled as one
of 20 semantic categories. +is dataset is randomly
divided into three subsets: training set, test set, and
validation set, which contain 800, 100, and 100
samples, respectively.

+e experimental running environment is a PC con-
figured with Intel Core i7-7700 CPU and Nvidia GTX1070Ti
8G video memory GPU. +e deep learning framework used
is PyTorch, and the development language is Python.

5.2. Performance Index and Comparison Method. +e eval-
uation indexes commonly used in the cross-modal retrieval field
are selected to compare and analyse the proposed methods: the
mean average precision (MAP) and the precision-recall (PR)
curve. Among them, MAP can effectively evaluate the exper-
imental results through the positions of positive samples and
negative samples in the search results. AP represents the average
accuracy of each specific search, calculated as follows:

AP �
􏽐

n
k�1(P(k) × φ(k))

N
, (11)

where N represents the total number of search results that
belong to the same semantic category as the query. n is the
number of all results returned by the search. k is the position
index in the search result sequence. P(k) is the accuracy of
the first k search. φ(k) indicates whether the k th search
result and the query have the same semantic category (the
same value is 1, and the value is 0 if they are different).

+e value of MAP is the average of AP values corre-
sponding to multiple searches:

MAP �
􏽐

Q
q�1 AP(q)

Q
, (12)

where Q represents the total number of searches.
UseMAP@R to indicate that given a query, sort the top R

results with the highest similarity according to the similarity.
+e accuracy of these R results was averaged:

MAP@R �
􏽐

R
k�1 P(k) × φ(k)

N
. (13)

+e PR curve is the curve of the accuracy rate changing
with the recall rate, which is used as the performance
evaluation index in cross-modal retrieval.

In the experiment, the three selected datasets have two
modes: image and text. +is model is compared with the
reference model on two retrieval tasks, namely, retrieving
text with images and retrieving images with text. For ex-
ample, when retrieving images based on text, the proposed
method selects each text in the test set to retrieve all images
in the test set and finally obtains the retrieval result.

In order to verify the effectiveness of the proposed
method, it is compared with two classical methods: CCA and
deep hashing method. +e corresponding research is a
multilabel kernel canonical correlation analysis (ml-KCCA)
method proposed in [15] and a cross-modal hashing re-
trieval method (DNDCMH) proposed in [22]. In addition,
in order to highlight the effectiveness of the interactive
learning CAE model proposed in this paper, it is compared
with other methods based on the CAE model, such as the
text retrieval method based on multimodal semantic auto-
matic encoder (SCAE) proposed in [28].

5.3. Cross-Modal Retrieval Example

5.3.1. Image-Text Retrieval Analysis. +e image-text re-
trieval results obtained by the proposed method and [22]
retrieval method are shown in Table 1. It is the text retrieval
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result of the image on the Flickr30K test set. +e text in bold
is the correct recall text, and the text without bold is the
wrong recall text.

It can be seen from Table 1 that the proposed method has
better retrieval results in terms of recall index. Specifically, in
the text retrieval task, the proposed method uses image
search to find the correct text sorting more advanced. +ese
visually presented phenomena more intuitively illustrate the
effectiveness of the proposed method. In [22], DNDCMH is
used to achieve text retrieval. Due to the lack of image
feature extraction effect, the correct text is less.

5.3.2. Text-Image Retrieval Analysis. In order to compare
the performance of the proposed method and the com-
parison method [15, 22, 28], in text-image retrieval, the ‘car’
is used as the query text to retrieve the image on the Pascal
VOC 2007 dataset. +e top 5 images retrieved by various
methods are shown in Figure 5.

It can be seen from Figure 5 that compared to other
comparison methods, the text retrieval results of the pro-
posed method are more reasonable. Since the proposed
method uses word2vec and LSTM network for text feature
extraction, the extraction effect is better. +erefore, the
retrieval images obtained through the CAE network of in-
teractive learning are more accurate.

5.4. Performance Comparison. In order to demonstrate the
retrieval performance of the proposed method in the three
datasets, it is compared with the methods in [15, 28] and
[22]. +e MAP values of the first 50 results of the four
methods are shown in Table 2.

It can be seen from Table 2 that, in the two retrieval tasks
of retrieving images by text and retrieving text by images, the
proposed method has significantly improved MAP on these
three datasets compared with other comparison methods.
Since the Pascal VOC 2007 dataset has the largest magnitude,
the proposed method has the most significant improvement
on Pascal VOC 2007. On Flickr30K, MSCOCO, and Pascal
VOC 2007, three cross-modal graphic retrieval domain
datasets, the average MAP on the two retrieval tasks of the
proposed method are 0.359, 0.334, and 0.309, respectively.

Compared with [15], it increased by 58.85%, 44.59%, and
58.46%; compared with [28], by 14.14%, 9.57%, and 10.69%;
and compared with [22], by 16.56%, 12.46%, and 24.10%.

In addition, with different methods on the Flickr30K
dataset, the PR curves for two different retrieval tasks of
image retrieval and text retrieval are shown in Figure 6. +e
ordinate represents the precision, and the abscissa represents
the recall. Similarly, the PR curves of two different retrieval
tasks on MSCOCO and Pascal VOC 2007 datasets with
different methods are shown in Figures 7 and 8, respectively.

It can be seen from Figure 6 that whether it is image
retrieval text or text retrieval image, the area of the PR curve
of the proposed method is larger than other comparison
methods. Because it adopts the cross-modal retrieval method
of image and text interactive CAE and incorporates 2DCPA
into the feature extraction, the accuracy of retrieval is im-
proved. Reference [15] proposed a ml-KCCA method to
achieve cross-mode retrieval, but the retrieval performance
is low due to poor feature extraction. Reference [28] com-
bined low-level features and high-level semantic informa-
tion to learn feature representation. Although it solves the
problem of feature representation, due to the lack of feature
interaction, the retrieval accuracy for complex environments
still needs to be improved. Reference [22] used the
DNDCMH method to complete cross-modal retrieval.
However, this method has poor universality, so the retrieval
performance is inferior to the proposed method.

It can be seen from Figure 7 that the retrieval perfor-
mance of the proposed method is better than other com-
parison methods in the two retrieval tasks of image retrieval
text and text retrieval image. When the recall is 0.2, the
accuracy of each method reaches the maximum, and the
recall increases and decreases continuously. Since the
MSCOCO dataset has relatively few samples, the area
composed of PR curves of different methods has increased
compared to the Flickr30K dataset.

It can be seen from Figure 8 that, like the first two
datasets, the retrieval performance of the proposed method
on the Pascal VOC 2007 dataset is better than other com-
parison methods. +e proposed method uses the residual
network to extract image features and introduces 2DPCA to
construct a new convolution kernel. At the same time, using

Table 1: Comparison of text retrieval.

Retrieving
images Methods Text retrieval results (top 5)

Reference [22] (Flickr30K)

1. A man wearing a black sweater cook food in a pan while standing in a cluttered
kitchen.
2. A man cooking food on the stove.
3. A man is cooking on a stove in a kitchen, using wooden utensil.
4. A cook is posing for a camera while cooking.
5. Man with a white T-shirt and black rimmed glasses cooking a pot of food on the
stove.

+e proposed method
(Flickr30K)

1. A man preparing food in his kitchen.
2. A man wearing a black sweater cook food in a pan while standing in a cluttered
kitchen.
3. A man cooking food on the stove.
4. A man is cooking on a stove in a kitchen, using wooden utensil.
5. A man stirring a pot of liquid in this kitchen.
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Figure 5: An example of image retrieval with text “car.”

Table 2: MAP (R� 50) values of different methods on three datasets.

Datasets
MAP values

Methods Image query Text query Average

Flickr30K

Reference [15] 0.215 0.237 0.226
Reference [28] 0.304 0.312 0.328
Reference [22] 0.281 0.335 0.308

+e proposed method 0.338 0.379 0.359

MSCOCO

Reference [15] 0.198 0.264 0.231
Reference [28] 0.293 0.319 0.301
Reference [22] 0.275 0.318 0.297

+e proposed method 0.324 0.343 0.334

Pascal VOC 2007

Reference [15] 0.192 0.198 0.195
Reference [28] 0.279 0.295 0.262
Reference [22] 0.251 0.247 0.249

+e proposed method 0.306 0.311 0.309

The proposed method
Ref.[22]

Ref.[28]
Ref.[15]
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Figure 6: PR curves on Flickr30K datasets. (a) Retrieving text with images. (b) Retrieving images with text.
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word2vec and LSTM network for text feature extraction,
feature extraction is more efficient. It is better than [15] using
existing label information and [22] using specific images. In
addition, [28] used the semantic CAE method to learn
multimodal mapping and projected multimodal data into
low dimensional space to retain feature and semantic in-
formation and improve retrieval accuracy. However, the
proposed method uses the CAE model with interactive
learning, and the fusion effect of image and text feature
learning is better, so the retrieval performance is more ideal.

In summary, it can be seen from the PR curves on
different datasets that the proposed method shows the best

results under different recall. +is proves that the deep
interactive learning method constructed by it is effective.

6. Conclusion

Cross-modal retrieval technology meets people’s more di-
verse retrieval needs and solves the problems of heteroge-
neous gap and semantic gap between different modal data.
However, the retrieval accuracy still needs to be improved.
For this reason, a cross-modal image retrieval method
combining efficient feature extraction and interactive
learning CAE is proposed.+e residual network convolution
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Figure 8: PR curves on Pascal VOC 2007 datasets. (a) Retrieving text with images. (b) Retrieving images with text.
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Figure 7: PR curves on the MSCOCO datasets. (a) Retrieving text with images. (b) Retrieving images with text.
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kernel is improved by incorporating 2DPCA to extract
image features, and text features are extracted through
LSTM and word vectors to obtain image and text features.
After that, the two features are input into the cross-modal
CAE of interactive learning, and through the interactive
learning of the middle layer, the image-text retrieval is re-
alized. In addition, the proposed method is experimentally
demonstrated based on the Flickr30K,MSCOCO, and Pascal
VOC 2007 datasets. +e results show that the proposed
method can complete accurate image retrieval and text
retrieval. Moreover, the average MAP on the two retrieval
tasks is 0.359, 0.334, and 0.309, which are higher than other
comparison methods. +e same is true for the area formed
by the PR curve.

At present, the method proposed in this paper is only
suitable for cross-modal retrieval between text and image,
but there are many types of multimodal data on the network.
Next, more data of different media types such as audio and
video will be expanded to meet people’s broader retrieval
needs.
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With the improvement of urbanization and the continuous expansion of transportation scale, traffic problem has become an
important problem in our life. How to ensure traffic safety has become the key issue for the government to implement social
management. Nowadays, Internet of *ings (IOT) technology is widely used in the industrial technology field. It will have a great
impact on human production and life. Intelligent transportation system is a research field involving many high and new
technologies.*is paper proposes an intelligent transportation system based on Internet of*ings technology.*is paper presents
the optimal design structure of intelligent transportation system based on Internet of*ings technology.*e experimental results
show that the intelligent transportation system can effectively realize the information interaction between the vehicle and the
control center and understand the road conditions in advance. At the same time, the intelligent transportation system can improve
the driving speed of vehicles on the road, make effective use of resources, reduce economic losses during vehicle operation, and
reduce air pollution caused by gasoline emission.

1. Introduction

With the development of urbanization, more and more
vehicles have flooded into our life and work. In the process
of social and economic development, people will pay more
attention to traffic problems. At present, the number of
motor vehicles in our country is as high as more than 200
million, and the traffic flow and the number of vehicles have
a close relationship; how to avoid traffic congestion to ensure
smooth traffic has become a hot topic [1]. In order to better
control traffic problems, the emergence of intelligent system
can be said to have a great significance. Intelligent traffic
control system using Internet of *ings technology can
bring great benefits, such as reducing traffic pollution, easing
traffic congestion, and reducing energy consumption [2].

As a newly proposed emerging technology, the Internet
of *ings (IoT) has experienced rapid development from its
first appearance to the present. *e emergence of WSN and
RFID, two core technologies of the Internet of *ings, has
laid a foundation for realizing intelligent monitoring and

remote intelligent identification by using them. *rough the
above technologies, the Internet of *ings seamlessly con-
nects the Internet, devices, and people together.*rough the
Internet of *ings technology, we can effectively connect
small smart devices and even personal computers to a variety
of networks, so that anyone can enjoy high-quality infor-
mation services, no matter where and when [3, 4]. *rough
the intelligent expert system, people can timely and effec-
tively receive the status information of the goods they care
about and make timely decisions, so as to achieve the effect
of energy saving and emission reduction. It is becoming
more and more urgent to introduce high technology to
control traffic. *erefore, due to the emergence of the In-
ternet of *ings, intelligent identification and management
can be realized through relevant technologies, so as to solve
or alleviate the abovementioned social contradictions [5].

Intelligent transportation is another typical application
of IOT. Because of the high social value of realizing intel-
ligent transportation through Internet of *ings technology,
intelligent transportation can become one of the two typical
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applications of Internet of *ings. Because of this, the re-
search on the related technologies of intelligent trans-
portation is particularly important [6]. It can promote the
development of the whole social industrial chain, drive the
relevant social and economic progress, and make a signif-
icant contribution to the realization of a harmonious society.
Intelligent transportation is to apply many cutting-edge
technologies to traffic management, so as to realize real-
time, accurate and effective transportation management and
integrated control system [7]. As an important branch of the
Internet of *ings, intelligent transportation can generate
many related value-added services. *e Internet of Vehicles
is a new branch of the Internet of *ings defined by Chinese
people under such background. *e so-called Internet of
Vehicles refers to the application of the Internet of *ings in
intelligent transportation [8]. *e main roads on Beijing are
all clogged, so the government has issued the policy of
limiting car license plate purchase and driving.*is not only
restricts the development of national economy but also
seriously affects the normal life of ordinary people.

*is paper fully investigated the key technologies of
intelligent transportation in the Internet of *ings envi-
ronment, designed an intelligent system, and studied the two
core technologies of intelligent transportation in view of the
two core problems of transportation. It also summarizes the
intelligent transportation system under the Internet of
*ings environment proposed in the paper and makes a
summary for some of the problems and makes a plan and
outlook for the existing related problems, puts forward
improvement measures, and makes a work plan [9].

Internet of *ings (IOT) refers to the real-time collection
of any object or process that needs monitoring, connection,
and interaction through various information sensors, radio
frequency identification technology, global positioning sys-
tem, and other devices and technologies, so as to realize the
ubiquitous connection between things and people and realize
the intelligent perception of things and processes through
various possible network access identification and manage-
ment [10]. *e Internet of *ings is an information carrier
based on the Internet and traditional telecommunication
networks. It allows all ordinary physical objects that can be
independently addressed to form an interconnected network.
*e system also provides an adaptive cruise control system
based on distance detection. At the same time, the system will
give an audio and visual alarm if the distance detected by
neighboring vehicles is less than the safe distance.

*e main contributions of this paper can be described as
follows:

(1) We deeply study the intelligent transportation
technology, Internet of *ings technology, and the
main characteristics and application fields of these
technologies. We have studied the main ways of the
application of Internet of *ings technology in the
field of intelligent transportation.

(2) We introduce the Internet of *ings technology into
intelligent transportation filed, and we give the ex-
periments which can verify the good performance of
this method.

*e structure of the rest of this paper is described as
follows: Section 2 gives the overview for the Internet of
*ings. Section 3 gives the overview of intelligent trans-
portation systems. Section 4 describes intelligent trans-
portation system in the Internet of *ings environment.
Section 5 gives the conclusion.

2. Overview for the Internet of Things

*e Internet of *ings (IoT) is regarded as a major devel-
opment and change opportunity in the field of information,
and it will be widely used in many fields. Sensor network,
transmission network, and application network constitute
the Internet of *ings system. In the sensor network, we
arrange a large number of various sensors and related
wireless communication nodes around the monitoring
target regularly or irregularly [11]. *e environmental pa-
rameters of the monitored target or its surroundings can be
sensed through current, voltage, or digital sensors. In the
transmission network, the perceived data are transmitted to
the wireless communication device as the sink node through
the wireless communication device as the terminal in a single
hop or after multiple hops. Several sink nodes are combined
to aggregate all the perceived data to the gateway device
together [12, 13]. Data aggregated to a gateway device can be
transmitted to a cluster server over multiple types of net-
works such as Internet, GSM, and 3G. In the application
network, including many terminal devices, through the
Internet and other external networks can read the data and
status of the entire network, and according to the feedback
information further reverse control of the operation of the
entire network. *rough intelligent decision-making and
manual decision-making, information acquisition and re-
verse control can be carried out through terminals such as
computers and mobile phones. *e architecture diagram of
the Internet of *ings is shown in Figure 1.

Figure 2 shows a complex wireless sensor network,
typically consisting of a data awareness network, a data
transmission network, and a data processing and intelligent
decisionmanagement center. In the wireless sensor network,
the network topology is particularly important. So, we will
take a comprehensive look at its properties. In a commu-
nication network, the main parameters to measure its
performance are service packs and QoS for propagating
messages. QoS refers to message delay, arrival time, bit error
rate, packet loss rate, economic cost and transmission power,
etc. Several basic network topologies is described in Figure 3.
Generally speaking, the specific form of network topology is
always in accordance with QoS considerations, combined
with installation environment, economic considerations,
and application applications. A communication network is
composed of many nodes with computing power and bi-
directional communication ability of sending and receiving
data, as shown in Figure 3. A basic network topology has
various forms of expression, such as star, ring, bus, tree, fully
connected, and network [14]. A single network may consist
of a number of interrelated subnets of different topologies.
Networks can be further divided into local area networks
(LANs) and wide area networks (WANs).
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Radio frequency identification (RFID) is an integral
part of our life, and its emergence has increased produc-
tivity and brought convenience to our life [15, 16]. It re-
alizes digital information communication between a fixed
position and a moveable object or a moveable object
through short-range radio technology. *e tag usually
reads the stored data in its internal memory and changes
the encoding loaded on the tag antenna so that it can be
used to store the data. Figure 4 shows the main components
of the new electronic tag, including the storage and
memory function, display function, automatic reading
function, positioning function, and input and output
function of the new electronic tag.

*e reason why the Internet of *ings and the concept
of Smart Earth can be realized is that the world has already
stepped into the era of 3I, namely, instrumented, inter-
connected, and intelligent. We only need “a hundred steps
on the road, one step further” enables the IoT world to be
implemented anywhere, anytime and in any way [17].
Typical applications of the Internet of *ings are reflected
in the following aspects: urban management, such as in-
telligent transportation, intelligent energy conservation,
intelligent buildings, cultural relics protection, digital
museums, real-time monitoring of ancient trees, digital
libraries and digital archives, digital home, positioning and
navigation, modern logistics management, food safety
management, retail, digital medical, and anti-intrusion
system. From these typical applications of the Internet of
*ings, we can see that the intelligent transportation
system is an application demonstration that can be used as
a typical environment. At the same time, we can apply
multiple intelligent transportation systems to public fa-
cilities and then form a community to form an intelligent
community of information, thus paving the way for real-
izing the lofty goal of a smart city [18].

3. Overview of Intelligent
Transportation Systems

Under the control of the Internet of *ings, the intelligent
transportation system realizes the interaction between
people and information in the traffic system. *rough
various sensing technologies, the acquired object informa-
tion is analyzed and processed, and the final conclusions are
transmitted to the object, making it more convenient and
fast for the object to travel in traffic [19, 20]. *e intelligent
transportationmodel of the Internet of*ings includes three
layers: the perception layer, the transmission layer, and the
application layer. *e sensing layer includes tools such as
sensors and terminal devices [21]. FRID technology has been
applied to the perceptual layer and has been successfully
applied to the electronic nonstop toll collection system in
China. *e role of the transport layer is to transfer infor-
mation, and there are communication networks and gate-
ways. *e role of the application layer is the application
software at the receiver and publisher of the message. *e
structural model composed of three layers is called DCM
three layers. Overall framework of the IOT is shown in
Figure 5.

*e occurrence of traffic accidents and the number of
vehicles, the skills of the driver, has a great relationship,
especially on the highway, and driving inexperience is easy
to happen traffic accidents; traffic accidents once cannot be
solved in time, will cause a second accident, threatening the
lives and property of drivers and drivers [22]. Usually, video
image processing technology is used to detect traffic acci-
dents. Video technology can intuitively collect the vehicle
information of the accident. However, video technology may
be affected by weather conditions, and the monitoring may
lose its function in serious cases. In addition to video image
processing technology, acoustic technology can also be used

Star Ring Bus

Tree Fully Connected Mesh

Figure 3: Structure network topology. (a) Star. (b) Ring. (c) Bus. (d) Tree. (e) Fully connected. (f ) Mesh.
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to detect vehicle accidents. When a collision occurs, the
vehicle will emit impact noise, and its high frequency part
has obvious characteristics. *e frequency resolution of the
wavelet transform decreases with the increase of the fre-
quency in the time-frequency plane. Wavelet packet char-
acteristics can be used to reflect the system state of the
feature vector, using the method of pattern recognition to
identify and classify the features, can be in the shortest time
to seek help, reduce the occurrence of secondary accidents,
effective detection, and treatment of vehicle accidents [23].

Each vehicle in the IoT intelligent transportation system
is equipped with a FRID tag, which is designed to detect the
vehicle in various aspects. *e vehicle information collected
by FRID is relayed to a reader, which decodes the data and
relayed it to a data center. *e reader can then identify the
vehicle’s origin, brand and traffic conditions, calculate the
exact traffic flow, and develop management and control

measures. FRID sensing detection can save the workload of
vehicle inspection and improve the work efficiency. When
FRID is used in conjunction with other automatic control
systems, it can be used to organize vehicles that do not have
permission to enter a certain area or vehicles with violation
records to enter a certain road section. *e efficient man-
agement improves the quality of service while greatly re-
ducing labor costs [24].

Intelligent transportation systems can provide accu-
rate and fast information through the Internet, facili-
tating travel. In addition, it can also be used to inform
impending dangers and possible delays, while improving
efficiency and reducing waste of fuel. Intelligent trans-
portation systems can produce safer, more efficient, and
more environmental friendly vehicle movements. Be-
cause of the rapid development of intelligent trans-
portation, advanced intelligent transportation assistant
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Figure 4: Overall framework of the new electronic tag.
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(ADAS) and intelligent vehicle type detection system
have been promoted. Intelligent transportation assistant
refers to the integration, such as cars, trucks, bus ar-
rangement of sensors, and control systems, the aim is,
through the collection of sensor technology and algo-
rithm of vehicle network, to help the driver away or
warning of potential risks better help driver to provide
advice, effectively avoid the occurrence of traffic acci-
dents, at the same time can get road vehicle information.
It provides the basis for intelligent decision of traffic
system.

4. Intelligent Transportation System in the
Internet of Things Environment

Referring to the newly proposed Internet of Vehicles (IoV)
technology, in this chapter, we realized the vehicle type
identification based on the acoustic sound system by using
the embedded technology and the integration of KPCA and
SVM. *e uniqueness of this algorithm is that it uses KPCA
to identify vehicles. *e outcomes indicated that it can
accurately distinguish vehicle types.

In this chapter, based on the previous research, we put
forward an innovative feature extraction algorithm: kernel
complex discrimination algorithm, which can be widely used
in the intelligent transportation assistant by combining with
the embedded platform of low power consumption and high
efficiency and verify its effectiveness. In the next step, more
environmental factors (such as reflections, bad weather, and
differences in light intensity at different times) will be taken
into account to make the system more robust.

4.1. Brief Introduction of Intelligent Transportation System in
the Environment of Internet of %ings. Intelligent trans-
portation combines many advanced technologies in today’s
world. Among them, there are not only low-level data
awareness technology but also middleware data commu-
nication technology and network technology. *ere are not
only the upper level of big data processing technology but
also reverse automatic control technology and information
release technology. In the course of establishing and per-
fecting the information and accurate transportation and
management system, the integration of the abovementioned
technologies has laid a solid foundation for the emergence of
the system. It is the expansion of wireless sensor network in
the field of transportation and the perception and processing
ability of computer system to data. It can carry on the in-
formation monitoring and management and also can release
the real-time traffic information to the drivers and pas-
sengers in the car and can carry on the emergency warning.

Internet of Vehicles, as an important part of intelligent
transportation system, has been widely concerned by people
since its appearance. From the rise of the Internet of *ings
in the late 1990s to the subsequent concept of smart city and
smart Earth, these concepts are derived into the trans-
portation system and hence the emergence of smart
transportation and the Internet of Vehicles. *e Internet of
*ings is transformed and evolved from the sensor network.

*e rapid development of IoT-related industries, especially
the rapid integration in the field of transportation, promotes
the emerging direction of intelligent trans-
portation—Internet of Vehicles. A simple description of the
Internet of Vehicles is that different types of sensors, such as
temperature and humidity sensors, light sensors, or cameras,
are arranged on the “car,” or the abovementioned sensors
are deployed in the surrounding environment of the “car,” so
as to realize the information interaction between cars and
cars, and between cars and people. It is the expansion of
wireless sensor network in the field of transportation and the
perception and processing ability of computer system for the
century. *rough the Internet of Vehicles, it can effectively
realize the rapid dispatch of cars and people, and at the same
time, it can monitor and manage their information. In
addition, through a powerful integrated information service
system, real-time traffic information can be released to the
drivers and passengers in the car, and the emergency
warning can be carried out. In terms of policy, the Internet of
Vehicles and related projects have also received strong
support from governments around the world. A car will also
be connected to the Internet and its related industry in China
as a national major project research projects, car networking
as breakthrough point of the Internet of things, and improve
people’s livelihood of major science and technology appli-
cation, getting priority support in terms of economy; it
provides capital for the vigorous development of car net-
working support, believe in the following the development
of science and technology, will certainly come to the fore.

4.2. Two Key Technologies. *e two core problems of traffic
are traffic congestion and traffic safety. As the traffic system
becomes more and more complex, the traffic management
will develop to the precision, information, and intelligence.
Experience-based traffic management will no longer fit the
current needs, and there is an urgent need to introduce high
technology to control traffic. *e emergence of vehicle
network and Internet of *ings has laid a theoretical
foundation for it. *is paper studies the intelligent vehicle
statistics system and the intelligent traffic assistant system in
the intelligent transportation and provides solutions for the
two core problems mentioned above in the traffic.

*e occurrence of traffic accidents and the number of
vehicles and the skills of the driver has a great relationship,
especially on the highway; driving inexperience is easy to
happen traffic accidents; traffic accidents once cannot be solved
in time will cause a second accident, threatening the lives and
property of drivers and drivers. Usually, video image processing
technology is used to detect traffic accidents. Video technology
can intuitively collect the vehicle information of the accident.
However, video technology may be affected by weather con-
ditions, and the monitoring may lose its function in serious
cases. In addition to video image processing technology,
acoustic technology can also be used to detect vehicle accidents.
When a collision occurs, the vehicle will emit impact noise, and
its high frequency part has obvious characteristics. Wavelet
packet characteristics can be used to reflect the system state of
the feature vector, using the method of pattern recognition to
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identify and classify the features, and can be in the shortest time
to seek help and reduce the occurrence of secondary accidents,
effective detection, and treatment of vehicle accidents.

Each vehicle in the IoT intelligent transportation system
is equipped with a FRID tag, which is designed to detect the
vehicle in various aspects. *e vehicle information collected
by FRID is relayed to a reader, which decodes the data and
relayed it to a data center. *e reader can then identify the
vehicle’s origin, brand, and traffic conditions, calculate the
exact traffic flow, and develop management and control
measures. FRID sensing detection can save the workload of
vehicle inspection and improve the work efficiency. When
FRID is used in conjunction with other automatic control
systems, it can be used to organize vehicles that do not have
permission to enter a certain area or vehicles with violation
records to enter a certain road section. *e efficient man-
agement improves the quality of service while greatly re-
ducing labor costs.

In this paper, we design and develop a signal processing
system based on sound feature matching on an integrated
module. *e main hardware system includes an integrated
processor and a wireless transmission module. In terms of
software, we chose KPCA as the feature extraction method
and support vector machine as the classifier because of its
nonlinearity. *is system can detect a moving car and de-
termine its type. By building a test platform, we compare this
method (KPCA+ SVM) with other traditional methods and
find that this method is more accurate than other methods.
In this paper, we also designed an integrated signal pro-
cessing embedded system, as the system can use image
features to classify vehicles, better help drivers to provide
driving advice, and effectively avoid traffic accidents. We
choose the kernel identification method based on Fourier
transform (FKD) as the feature extraction algorithm; be-
cause of its high-precision nonlinear ability, we can realize
the image preprocessing by selecting the best frequency band
and then choose the nearest neighbor classifier (NNC) to
identify the image.*e system also uses embedded devices to
detect the distance between vehicles, effectively helping
vehicles avoid collisions.

4.3. Designing Systems. With the development of trans-
portation industry, the length of roads is increasing. We
can detect different information on different roads by
using the intelligent transportation system. Static in-
formation refers to the object information of vehicles or
detection points, while dynamic information refers to the
road traffic conditions, abnormal traffic events, and en-
vironmental information. Collecting dynamic informa-
tion is the basis of traffic control and management. *e
main information collected includes density, flow, vehicle
type, vehicle speed, and other traffic environment in-
formation. In the process of building an intelligent
transportation system, it is not only necessary to collect
traffic operation information in a timely manner but also
to transmit information in a timely manner. Intelligent
transportation should learn to use advanced technology
to transform and connect the wireless access network and

the core network to meet the requirements of power
consumption of the sensing layer. Now, we should pay
more attention to FRID, 4G networks, and sensor net-
works, and closely integrate wired networks and wireless
networks to address each other’s shortcomings and ef-
fectively improve the standardization and compatibility
of network transmission.

At present, the traffic management and dispatching
system in China can timely and accurately collect and
process information. IoT Intelligent transportation system is
a combination of multiple traffic management subsystem,
such as video monitoring system and traffic detection sys-
tem, as well as the good visual interface, which can realize the
control center and information to accept good interaction
between objects, effectively improve the efficiency of work,
and eventually reach good scheduling results. Intelligent
traffic management and scheduling system based on Web
GIS has a wide range of access, which canmanage and collect
data sources. Users in the system can access the database
through web browser at any time and realize remote data
sharing, which is conducive to drivers’ timely understanding
of traffic conditions. At the same time, the intelligent traffic
management and scheduling system based on web GIS also
makes full use of the network resources, the server side
distributes the basic work, the client side completes the
operation with small data volume, effectively balances the
computing load, and seamlessly integrates other information
services, which is conducive to the addition and upgrading
of the following sequence modules and functions.

One of the core problems to be solved is traffic con-
gestion, so the acquisition of vehicle information on the road
is particularly important. By using the data of vehicle type,
speed and basic information of vehicle and people in op-
eration, reasonable postregulation, and road information
analysis can be carried out, so as to solve or alleviate the
traffic congestion problem.*erefore, the statistics of vehicle
types has become a hot topic in the research of the Internet
of Vehicles. *ere are many ways to identify different types
of vehicles by identifying different types of signals, such as
vehicle detection and identification using magnetic fields,
images, and sounds. To sum up, we choose to transmit
acoustic signals through wireless sensor network for vehicle
identification. *e movement of vehicles on the ground
affects the environment in different ways. Suppose similar
vehicles under the same operating conditions produce the
same sound. In view of this, we can classify vehicles
according to their sound. *is has led to research on how
best to obtain the sound of each type of vehicle and extract
the best feature description. In this chapter, a novel sound
signal acquisition and feature extraction method based on
KPCA is proposed, and the method is compared with other
techniques. Support vector machine (SVM) is used as a
classifier to detect recognition rate.

Compared with the traditional sound perception
system, the embedded speech perception system has the
advantages of greater amplification, faster processing
speed, and higher recognition rate than the ordinary
sound perception system. With a perceived CC2430 voice
transmission system and a ARM11 processing system
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composed of voice identification system is compared, we
found that more than sound perception transmission
system, a sound perception transmission system con-
sisting of two sensors and a signal transmission com-
ponents) compared with a single voice transmission
system perception, collected a better and more full of
voice. It provides an accurate signal source for the
subsequent feature extraction system, thus obviously
improving the sound recognition rate. Multisensor sys-
tem can identify the sound perceived by each sensor.

Vehicle characteristics refer to the process of developing
a vehicle’s characteristics for use in classification. Usually,
the processing of this feature is done using a general-purpose
computer. Suppose there are M cars, all of which are target
classification systems, and let Vj, j� 1, . . ., K is the sound of
the JTH car. A collection of sound samples is called a
training group. *e training set classifier is then used to tag
each vehicle generated. *e Vj training sample refers to the
sound sample collected from the jth vehicle. *e training
samples are used as classifier training and will generate a
marker for each vehicle. *rough the nonlinear mapping,
the KPCA algorithm converts the sound signal from the data
space to the feature space, in the feature space, and then
using the principal component analysis, we can calculate the
best projection direction and get the nonlinear feature. PCA
is shown in Figure 6.

In the higher dimensional feature space, we do the
kernel PCA transformation of the sound signal, just as we
do the PCA transformation in the input space. So, it
becomes nonlinear when the input space is projected
onto the main eigenvector. More importantly, for KPCA,
it does not actually map into F space, but performs kernel
function K calculations in the input space. To sum up, we
carry out the KPCA transformation by introducing the
nonlinear transformation function, and each sound
sample vector Xk is projected from the input space onto
the higher dimensional feature space F. *en, from the
feature space F, combined with the existing PCA algo-
rithm, we can obtain the main features of the target.

4.4. Analysis of System Experiment Results. In our experi-
mental platform, we induced RRS from a number of ex-
periments. All experiments are carried out in a quiet area,
where there is no abnormal noise such as wind noise. Be-
cause we do not know if there is an effective algorithm for
mixed sound recognition, this case was not included in our
experiment. Because the different sound samples of training
vehicles will affect the recognition rate, we adjust the number
of training samples appropriately. Our sound database in-
cludes 40 samples from six different types of cars. First of all,
under the condition of using ML classifier, we conducted
relevant experiments on the influence of different training
samples on the recognition rate. *en, we change the
classifier type, using KNN classifier and SVM classifier to do
relevant experiments. *e number of training samples in-
creased from 4 to 12, with a step of 1. Figures 7–10 show the
recognition rate distribution diagrams of different feature
extraction methods and different classifier combinations. In
order to verify the performance, we give the comparison of
the methods of FFT, PSD, PCA, and FPCA.

Fourier transform was carried out on the collected car
images, and the related points’ location can be shown in
Figure 11.

*e image resolution (800 ∗ 640) is 30 frames per
second. As shown in Figure 11, the intranet system for crude
oil trade procurement is grouped into three major com-
ponents, namely, portal, business, and data layer. *e portal
layer is mainly responsible for accessing registered users to
the system. All administrators with authority may access the
enterprise internal network through any browser, and before
entering the intranet, the web server shall process the access
request, encapsulate the request, and send the request to the
server. *e main task of the business layer is to handle the
requests from the web server and support the whole business
layer by using the APP terminal. Function layer used to
realize the functions of the intranet system, including the
basic part of procurement management, the main part of
procurement management, and the interface function with
other systems.

A
R2 R2 F = R20

κ

ϕ

Figure 6: PCA.
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Figure 7: ML classifier.
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Figure 8: KNN classifier.
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Figure 9: SVM classifier.
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5. Conclusion

In this paper, a novel feature extraction algorithm, kernel
complex discrimination algorithm, is proposed, which can
be widely used in intelligent transportation assistant by
combining with embedded platform with low power con-
sumption and high efficiency. *e system also provides an
adaptive cruise control system based on distance detection.
At the same time, the system will give an audio and visual
alarm if the distance detected by neighboring vehicles is less
than the safe distance. According to the method proposed in
this paper, the amount and cost of calculation will be large.
So, in the future, we will conduct further research mainly in
the following aspects:

(1) *e intelligent energy saving system under the en-
vironment of the Internet of *ings proposed in this
paper is only running in a single test environment. If
it is promoted, how to realize big data processing and
distributed computing is a challenge and requires in-
depth study.

(2) *e test environment of the intelligent vehicle sta-
tistics system based on voice recognition and kernel
principal component analysis proposed in this paper
is in the absence of other noise interference, while the
real environment is far worse than this, so how to
eliminate interference is the focus of the following
research of this topic.

(3) *e test environment of intelligent traffic assistant
system based on verification authentication pro-
posed in this paper is completed on the basis of no
light interference. However, in the real operation,
there are often many light interferences, and how to
solve the light interference is the core of the fol-
lowing research of this topic.
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Public art planning and design in the context of smart cities need to keep pace with the times, but the integrity of the original scene
needs to be maintained in the process of public art design.*erefore, this paper combines the elements of the scene and integrates
the Internet of*ings smart city to conduct public art planning and design research. Moreover, based on the multimedia Internet
of *ings environment, this paper analyzes the effects of virtual reality technology in urban public art planning and design and
gives the overall optimization ideas for the organization and rendering of VR scene data. *en, this paper studies the organization
and rendering optimization methods of the terrain scene model and the scene model, respectively. *e experimental research
results show that the smart city public art planning and design system under the multimedia Internet of *ings environment
designed in this paper has a good smart city public art planning and design effect.

1. Introduction

In recent years, public art that has emerged from the West
has gradually spread and flourished globally, and various
forms of public art works are displayed in front of the world.
Public art design should actually be called public space art
design. It is actually a general term for environmental
landscape design, public sculpture art, mural art, ornament
decoration design, craft design, video media design, and so
on. Public art is also an emerging art category in my country.
In recent years, it has gradually prospered, many new artists
continue to emerge, and many outstanding public art works
are also presented in front of people [1].

*e content of public art is quite extensive. In a broad
sense, all visual and auditory art that has an artistic rela-
tionship with the public in time or space should belong to
the category of public art, such as drama, film, dance, and
performance art. However, due to the differences in the
cultural history and reality of various nationalities, different
countries, regions, and nationalities often have different
focuses when implementing public art design, so public art
does not have a clear theoretical concept [2].*e full name of

“Public Art” is “Public Space Art Design.” *e role of public
art in urban public space is not only a materialized structure
but also the catalyst of urban cultural spirit of events,
performances, plans, festivals, and occasional or derived
urban stories [3].

Public art design plays an important role in beautifying
the city. Its decorative function has never disappeared from
ancient times to the present. *e foundation of any art form
is inseparable from decoration. First, the decoration of the
layout: when painting, we pay attention to the coordination
and completeness of the picture to produce a reasonable
composition, make the picture produce different effects, and
give people different visual feelings. *e same is true for
public art. When conceiving and designing a public space,
the first thing to consider is a reasonable spatial layout, such
as a stable horizontal layout, a solemn vertical layout, an
elegant curved layout, a sharp triangular layout, a tensioned
radial layout, and a clear theme. *e central layout, the
progressive layout with a sense of rhythm, the free three-
point layout, and so on can make the public space decorative
and bring people a different visual experience. Secondly, the
decorativeness of the expression technique: whether it is a
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black-and-white painting or decorative painting, different
expressions are needed to display it to achieve its decora-
tiveness, and public art also needs it. Different colors bring
different psychological feelings to people. Public art ex-
presses the effect of decoration through the change of colors
or the attributes of materials.

Public art planning and design in the context of smart
cities need to keep pace with the times, but the integrity of
the original scene needs to be maintained in the process of
public art design. *erefore, this paper combines the ele-
ments of the scene and integrates the Internet of *ings
smart city to conduct public art planning and design
research.

2. Related Work

In the practice of urban public art, there are various
problems. In the implementation of urban construction, it
is necessary to face up to the many practical issues that
must be solved. For example, it is necessary to safeguard the
comprehensive interests of the local and even the country
in the political, economic, and cultural fields, and it is
necessary to respect the customs and customs that reflect
the geography, history, and reality. *e spatial order and
functions that are suitable for the established or planned
city need to follow the aesthetic laws, technical require-
ments, and evaluation standards of the art itself. It is
necessary to establish rules including decision-making and
public opinion exchanges, qualification identification and
authority norms of the creative subject, conventional
procedures, related laws and regulations, the whole set of
operating mechanisms within, and so on [4]. With the
development of society and the improvement of urban
economic strength, my country’s cities have taken on a new
look, and the quality of urban public has been greatly
improved. However, compared with developed countries,
there are still big gaps and many problems in urban public
art design in my country [5]. For example, some urban
public and landscape have improved, but the overall urban
public quality has declined. *ere have been many de-
structive constructions, resulting in new visual pollution.
Urban public art design emphasizes construction and
neglects protection, and many historical and cultural
heritages have been destroyed. Urban public construction
emphasizes surface, neglects substance, is eager for quick
success and instant benefits, and so on [6].

Literature [7] believes that public art is a concept with
strong sociology and culture, rather than a concept of pure
art. Although in recent years, critics and artists have raised
the issue of the publicity of art, public art in the strict sense
has not appeared in China. Literature [8] believes that public
art is not equal to urban sculpture and landscape art. *e
core of public art is the publicity of art. *e premise of
publicity is respect for the individual, and at the same time,
publicity means communication and communication, em-
phasizing the common social order and personal social
responsibility. Literature [9] proposes that, in a broad sense,
all artworks in public spaces can be called public art. As for
public art, it may be limited to works under percentage for

art programs. Document [10] mentioned that public art
refers to art located in public space, which can reflect the
characteristics of the base and express the surrounding
environment; it is given the task of conveying social and
cultural information and meaning, making it for the general
public understand; at the same time, it also stimulates the
vitality and vitality of the area or place and promotes the
production of activities. In other words, the activities of daily
life, the emotions of people, and the environment can all be
conveyed through the medium of public art. Document [11]
proposes that public art can be discussed in the following
four areas: (1) Placed in a public space, through the existence
of artworks, it emphasizes the importance of public welfare.
(2) *e artist will directly face an unspecified third party. (3)
*e process of consciousness formation (from top to bottom
or bottom to top). (4) Decision-making should include the
concept of “user participation.” *rough the above four
methods, the definition of public art is staggered. Literature
[12] mentions that public art has the following character-
istics: (1) Public art is an artistic creation that emphasizes
teamwork, and it must work with architects, landscape
architects, engineers, and so on. Collaborate with other
professionals. (2) Public art aims at serving the public and is
an artistic creation involving the public. (3) Public art has a
closer relationship with people. Everyone has the oppor-
tunity to appreciate and contact. It is almost a part of
people’s daily life. It is an art of living. (4) Public art often
needs to be created in accordance with the location of the
furnishings, sometimes even part of the overall environ-
ment, and has an indispensable characteristic. (5) *e
content and materials of public art are diversified, and there
are no set factors that limit the content of creation. (6) Public
art initially aims at beautifying the environment and fo-
cusing on visual aesthetics, which can be one of the tools of
government construction. (7) One of the characteristics of
public art is that it never stands for politicians. It is not the
essence of the past social elites. It is contemporary civilian
art.

3. Smart City Public Art Planning and
Design Technology

Height map is a storage method that uses the gray value to
represent terrain elevation information, and it has a wide
range of applications in virtual simulation modeling. Using
height maps to build terrain is a common method for VR
platforms, so choosing a height map to build terrain scenes
has higher efficiency.

*e following is the height map production process, as
shown in Figure 1[13].

(1) First of all, the DEM data is converted into coor-
dinates, which is converted from WGS84 coordi-
nates to rectangular coordinates to match the
coordinate format under the VR platform. *e fol-
lowing formula is used to convert the WGS84 lati-
tude and longitude coordinates of the northern
hemisphere China into rectangular coordinates. *e
specific conversion formula is as follows:
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X � (N + H)cos B cos L,

Y � (N + H)cos B sin L,

Z �
Na

2

b
2 + H􏼠 􏼡sin B.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Among them, X, Y, and Z are the converted rect-
angular coordinates, L, B, and H are the longitude,
latitude, and height in the WGS84 coordinate sys-
tem, N is the radius of the unitary circle, and a and b
are the semimajor axis and semiminor axis of the
reference ellipsoid respectively. *e calculation
formula is as follows:

N �
a

����������
1 − e

2sin2 B
􏽰 . (2)

Among them, e is the first eccentricity of the ref-
erence bin ball, and the calculation formula is

e
2

�
a
2

− b
2

a
2 . (3)

Using ArcGIS and other types of software can
generate data that satisfies the terrain modeling of
the VR platform.

(2) *e DEM data of the converted coordinate system is
used to make a grayscale image. *e grayscale value
of the grayscale image corresponds to the elevation of
the terrain. *e specific corresponding relationship
is shown in formula 4 [14]:

Hgrid �
Hmax − Hmin

φmax − φmin
φgrid. (4)

Among them, Hgrid is the actual elevation value of
the DEM grid, Hmax and Hmin represent the maxi-
mum and minimum actual elevation values of the
DEM grid, max and min represent the maximum
and minimum gray values in the grayscale image,
and grid represents the gray value of the DEM grid.
Using the above formula, the relationship between
the DEM data and the grayscale image can be
established, and the production of the grayscale
image can be realized.

(3) Finally, since the initial grayscale image format is tiff
and the format required by the VR platform is the
height map in RAW format, the format needs to be
converted. *is paper chooses to use the commercial
software Photoshop to convert the above two for-
mats, and no data is lost in the conversion process.

In the VR platform, the steps of using the height map to
construct the terrain include height map importing, setting
parameters, generating terrain, and texture mapping. *e
specific steps are shown in Figure 2. *e process is described
in detail.

First of all, the height map that has been made is im-
ported into the VR platform. At the same time, according to
the actual attributes of the terrain, related parameters are set
to avoid changing the actual size of the terrain, mainly
including depth, terrain size, width, and height. Among
them, the size of the terrain is set according to the length and
width of the actual terrain.*en, use the VR platform to read
the grid and its value of the height map to automatically
generate a terrain model. Finally, the texture mapping re-
lationship is established according to the height map index,
the terrain texture map is completed, and the urban public
art VR terrain scene is constructed.

3.1. Principle of Mask Test. Mask testing occurs in the stage
of GPU chip-by-chip operation. *is stage is the last step of
the rendering pipeline. Among them, one of the most im-
portant tasks is to determine the visibility of each element,
which involves a series of tests, including pixel ownership
test, crop test, alpha test, mask test, depth test, and so on.*e
complete process is shown in Figure 3. In this process, only
after the fragment data has passed all the tests, can the newly
generated fragments be mixed with the colors of the pixels
already in the buffer and finally written into the buffer for
rendering. *is fusion display method is to use template
testing to discard the fusion area fragments in order to
achieve the purpose of fusion display of urban building
openings and terrain. *e specific process of the template
test is described in detail in the following.

Template testing is a more complicated process, the
details of different graphics interfaces are different, and it is
usually used to limit the area of rendering. When the
template is tested, the GPU will first read the template value
of the fragment position in the template buffer. *en, it
compares the value with the read reference value, and the
developer can specify a comparison function, such as dis-
carding the fragment when it is less than the reference value.
If the fragment data does not pass the mask test, the frag-
ment will be discarded and will not enter the following depth
test. At the same time, the color value of the fragment and
the color already stored in the color buffer will not be
merged, thereby achieving the effect of limiting rendering.
*e process of mask testing is shown in Figure 4.

3.2. Calculation Method of Fusion Area

(1) *e curved wall section is shown in Figure 5, and its
outer contour is composed of a straight line and a

DEM data (WGS84
geographic

coordinates)

DEM data (Cartesian
coordinates)

Grey-scale map
(tiff form)

Altigraph
(RAW form)

Disk source
conversion

Conversion
algorithm

Computational method

Download

Format conversion

Photoshop

Figure 1: Height map production process.
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circular arc. *e points on the straight line P and
Pn+ z are easy to draw and will not be described in
detail here.
*e coordinate system XOY is established based on
the urban building center lines O and P; then, any
point P(X, Y) on the outer contour of the urban
building can be calculated by formula 5 [15].

Xi � X0 + d + Rcos αi,

Yi � Y0 + d + Rsin αi.
􏼨 (5)

(2) *e straight wall section is shown in Figure 6. Its
outer contour includes straight and curved sections.
*e points on the straight line
P0Pn+1, Pn+1Pn+2, Pn+2Pn are easy to calculate.

d is the distance between o and O, H is the distance
between point P and point Pn + z, R is the radius of the arc,
point P is any point on the arc, and αx is the coordinate
azimuth angle of the two points o1 and Pi. We establish the
coordinate system XOY based on the centerline of the city
buildings P and P; then, any point Pi(Xi, Yi) on the outer
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Figure 2: *e process of using height maps to build terrain.
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contour of the city building can be calculated by formula 6
[16].

Xi � X0 + d + Rcos αi,

Yi � Y0 + dsin αi + H − d.
􏼨 (6)

After obtaining the plane coordinates of any point on the
outer contour of the city building’s cross section, it is also
necessary to calculate the Z-axis coordinate value of the cross
section. According to the orthogonal relationship between
the cross section and the terrain slope, the Z value can be
calculated by projecting the cross section of the city building
in the orthogonal direction, as shown in Figure 7 [17].

We take the orthogonal direction of the urban building’s
cross section as the Z-axis direction and obtain the slope s of
the urban building’s slope according to the design data.
*en, the Z value of point P can be calculated according to
formula 7.

Zp � Yp · S. (7)

*e above can obtain the intersection area of the urban
building entrance and the terrain, that is, the fusion area, and
then realize the restriction on the terrain rendering of the
fusion area based on the template test principle and achieve
the integrated display of the urban building entrance.

*e urban building entrance fusion display is generally
divided into three aspects: fusion area calculation (the area
where the urban building opening and the terrain intersect),
template testing, and updated terrain rendering. *e specific
steps are shown in Figure 8.

First, before starting the fusion display, it is necessary to
judge whether it needs fusion according to the name and
location information of the model. If fusion is not required,
it ends the fusion display. If fusion is needed, it calculates the
topographic grid of the fusion area according to the cal-
culation method of the fusion area and the slope parameters
of the urban building opening. *en, establish a reference
value in the fusion area. When it is used in the template test,

the template value of the topographic fragment is compared
with the reference value of the fusion area to determine
whether the topographic fragment is in the fusion area. If it
is, it discards the terrain patch metadata. If it is not, it retains
the terrain fragment. Finally, the rendering of the terrain of
the fusion area is precisely limited to realize the dynamic
fusion display of the urban building opening.

*e viewing frustum refers to the range of the cone
visible to the camera in the scene. Based on the terrain
scheduling of the camera frustum, the range of the frustum
must be calculated in real time according to the camera
position, and the terrain bounding box under the node must
be determined. *en, it performs real-time detection of
whether the bounding box is within the camera’s field of
view to determine the terrain data that can be retrieved. *e
following describes the frustum calculation and bounding
box detection separately.

3.2.1. Frustum Calculation. Figure 9 shows a schematic
diagram of the camera frustum. *e viewing frustum is the
space visible to the camera, which is composed of top,
bottom, left, right, near-cut planes, and far-cut planes. *e
four sides (upper, left, lower, and right) forming the viewing
frustum correspond to the four boundaries of the screen,
respectively. In order to prevent the object from getting too
close to the camera, set the near-cut surface. At the same
time, in order to prevent objects from being too far away
from the camera to be visible, we set a far-cut plane, and only
objects within 6 planes can be rendered. *e calculation
method of the frustum section is described in detail in the
following [18].

*e first step is to obtain the camera’s opening angle in
the vertical direction, that is, the vertical opening angle
shown in Figure 9. *e second is to calculate the aspect ratio
(aspect in Figure 9). *e specific calculation formula is
shown in Figure 9. *en, the parameter fY is calculated,
which is used to represent the offset between the upper and
lower sides of the viewing frustum and the XZ plane. *e
calculation method is as public 8. In the same way, the f
parameter is calculated to indicate the offset between the left
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Y

Figure 7: Schematic diagram of the topographic intersection of the
city’s construction entrance.
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and right sides of the viewing cone and the YZ plane, as
shown in formula 9.

*e calculation formula for the offset of the XZ plane is
as follows:

fY � tan
fv

2
. (8)

*e calculation formula for the offset of the XY plane is
as follows:

fX � fY ∗Aspect. (9)

In the formula, fv represents the vertical opening angle,
and the unit is radians. Since the camera’s vertical angle fv
has an angle of fv/2 up and down centered on the XZ plane, it
must be divided by 2. Aspect is the ratio of width to height,
that is, the ratio of the amount of offset calculation in the
horizontal and vertical directions.

Finally, the three-dimensional coordinates of the 8
vertices of the viewing cone are calculated as shown in
formulas 11 and 12.

*e calculation formula of the side direction vector is as
follows [19]:
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Figure 8: *e steps of urban architectural integration display.

Scientific Programming 7



⟶
f0

� Matix∗

−fX

−fY

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

⟶
f1

� Matix∗

−fX

fY

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

⟶
f2

� Matix∗

fX

−fY

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

⟶
f3

� Matix∗

fX

fY

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

*e formula for calculating the vertices of the far-tangent
plane is as follows:

V1 � Pc + dfar ∗f0,

V2 � Pc + dfar ∗f1,

V3 � Pc + dfar ∗f2,

V4 � Pc + dfar ∗f3.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

*e calculation formula for the vertex of the near-cut
surface is as follows:

V5 � Pc + dnear ∗f0,

V6 � Pc + dnear ∗f1,

V7 � Pc + dnear ∗f2,

V8 � Pc + dnear ∗f3.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(12)

In the formula, Matix is thematrix for transforming local
coordinates to world coordinates, fX is the offset of the XY
plane, fY is the offset of the XZ plane, P is the three-di-
mensional coordinates of the camera, and

⟶
f0

,⟶
f1

,⟶
f2

,⟶
f3

is the direction vector of the four

sides. dfar is the distance from the camera to the far-tangent
plane, dnear is the distance from the camera to the near-
tangent plane, V1, V2, V3, V4 are the coordinates of the
lower-left vertex, upper-left vertex, lower-right vertex, and
upper-right vertex of the far-tangent plane, respectively, and
V5, V6, V7, V8 are the coordinates of the lower-left vertex,
upper-left vertex, lower-right vertex, and upper-right vertex
of the near-tangent plane, respectively.

3.2.2. Bounding Box Detection. *e function of bounding
box detection is to determine the terrain data to be rendered,
and it is a key issue to determine whether the terrain node is
inside the frustum.*e space plane equations of the six faces
of the viewing cone can be established according to the
calculated vertices of the viewing cone (such as formula 13),
and the point on the bounding box is determined by formula
14 on which side of the viewing cone. If it is①, the point is
on the plane. If it is②, the point is on one side of the plane. If
it is③, the point is on the other side of the plane. *rough
the comprehensive judgment of the six faces of the viewing
frustum, it can be concluded whether the point on the
bounding box is inside the viewing frustum [20].

aX + bY + cZ � 0, (13)

aX1 + bY1 + cZ1 � 0,

aX1 + bY1 + cZ1 < 0,

aX1 + bY1 + cZ1 > 0.

⎧⎪⎪⎨

⎪⎪⎩
(14)

By judging all the vertices on the bounding box, it can be
concluded whether the node is in the frustum, including the
following three situations:

(1) If all vertices are within the viewing cone, the
bounding box of the node to be judged must be
within the viewing cone.
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Figure 9: Schematic diagram of the frustum.
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(2) If some of the vertices are within the viewing cone,
the bounding box of the node to be judged intersects
with the viewing cone. *is situation is considered
visible.

(3) If all the vertices are not within the range of the
viewing cone, the bounding box of the node to be
judged may be outside the viewing cone, but there is
an exception; that is, the viewing cone is within the
node bounding box, which is distinguished by setting
a threshold at this time.

Figure 10 is a flowchart of octree bounding box detection
and terrain scheduling. In order to improve efficiency, first
determine whether it is the first determination. If it is, the
root node of the entire scene will start to find the left and
right largest nodes in the frustum and save them in the
terrain node library. If it is not the first judgment (when the
viewpoint is moving), first look up the largest node con-
tained in the viewing cone from the recorded terrain nodes,
and then search for other nodes on this basis and record this
node for updating the node database. At the same time, the
terrain data in the frustum saved in the node library is drawn
in real time.

Model scheduling based on VR ray collision detection
mainly includes three contents: VR ray creation, model
collision detection, and model scheduling, which will be
explained separately in the following:

(1) Creating a ray: it refers to the generation of a ray from
the camera to the viewing cone. *e end of the ray is
the farthest position that the viewpoint can see. By
using the function RayCast, a uniform-density ray is
created.*e ray is created with the center of the camera
as the origin and the viewing cone as the boundary.

(2) Model collision detection: the key to model collision
detection is to determine whether a model intersects
with each ray in the direction. Since the constituent
unit of the three-dimensional model is a triangle,
judging whether the model intersects the ray is
judging that the ray intersects the triangle. In this
paper, the method of solving the ray and the triangle
is used to determine whether the ray and the triangle
intersect. *e formula is as 3–8. *e left side of the
equation is the parametric equation of the ray, and
the right side of the equation is the parametric
equation of the triangle [21].

0 + DI � (1 − u − v)U0 + uU1 + vU2. (15)

Among them, 0 is the starting point of the ray, D is
the direction, and U0, U1, U2 are the three vertices of
the triangle. *e coefficients of l, u, and v can be
obtained by using Cramer’s law. Use the RaycastHit
class to save some information on the collision de-
tection model so that the model can be scheduled
based on this information.*e information is mainly
the distance between the ray origin and the collision

model and the three-dimensional coordinates of the
model position.

(3) Model scheduling: the main idea of model sched-
uling is to dynamically schedule the scene model to
the rendering pipeline for rendering according to the
results of VR ray collision detection, as shown in
Figure 11. According to the information obtained
from collision detection, it is judged whether the
model is inside the frustum.

*e solid red line in Figure 11 represents the VR ray.
Model scheduling based on collision detection results in-
cludes several situations. It is not in the viewing frustum, and
collision does not occur; the model does not perform
scheduling and drawing. It is occluded in the viewing
frustum, collision does not occur, and the model is not
scheduled and drawn. It is not occluded in the viewing
frustum, the collision occurs, and themodel is scheduled and
drawn.

4. Smart City Public Art Planning andDesign in
aMultimediaInternetofThingsEnvironment
Integrating Scene Elements

Smart city public art is the product of the combination of
design language such as the form, color, quality of the
product entity, and the way of setting it in the space. Its
connotation cannot be created out of thin air without the
facility entity and space. Moreover, it mainly refers to the
existence of values that can be perceived, read, and arouse
people’s emotional resonance on the spiritual level of the city
image, city spirit, and public emotion attached to the ma-
terial entity of the facility product. When new fashion trends
enter the daily life of the public in the form of styles and
concepts, the connotation of facilities usually presents new
forms and styles. *e facility reflects the emotional needs of
the contemporary public by integrating multiple cultural
elements and provides new vitality for the formation of new
art types and the extension and expansion of the connotation
and expansion of the fashion field. Figure 12 shows the
planning and design of smart city public art in a multimedia
Internet of *ings environment that integrates scene
elements.

In this study, 20 sets of image adjectives are evaluated on
public art modeling samples. After the process of factor
analysis, the 20 sets of image adjectives are reduced to two
sets of image adjectives. Moreover, this paper has renamed it
based on the meaning and characteristics of two factors,
namely, “innovative factors” and “affinity factors.” Next, we
will use these two new factors to construct the relationship
position of each sample in the image perception space co-
ordinates and discuss the relative relationship between each
sample based on the distance in space. It is hoped that we can
better understand the perception and meaning of images
presented by each modeling sample. *e image recognition
map of public art modeling is shown in Figure 13 [22].
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On the basis of the above model, the effect of this model
in public art planning and design is studied. First, the effect
of scene element fusion is evaluated, and the result shown in
Figure 14 is obtained.

*rough the above research, we can know that the smart
city public art planning and design system in the multimedia
Internet of *ings environment designed in this paper has a

good integration effect of scene elements. After that, the
effect of the smart city public art planning and design of the
system in this paper is evaluated, and the results shown in
Figure 15 are obtained.

*rough the above research, it can be known that the
smart city public art planning and design system under the
multimedia Internet of *ings environment that integrates
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scene elements designed in this paper has a good smart city
public art planning and design effect.

5. Conclusion

*e practicality of public art can be divided into two
categories: public landscape and indoor landscape, which
are distributed in every corner of the urban space. Large
and small sculptures, installations, and plant shapes are
scattered all over the streets and alleys, and signs and floor
coverings also cover the walls and floors of public places.
Bionics is a design method often used in public landscapes.
With the help of a certain biological feature, the designer
uses this feature to express in the design of public service

facilities in the public space on the basis of imitating the
shape so as to increase the sense of interest while being
practical. In addition, a simple relief or floor covering can
also be a group of visual guides. It uses labeling to guide the
vision, which not only beautifies the public space envi-
ronment but also fully reflects the practical function of
public art. Based on the integration of scene elements, this
paper combines the Internet of *ings smart city to con-
duct public art planning and design research. *e exper-
imental research results show that the smart city public art
planning and design system under the multimedia Internet
of *ings environment that integrates scene elements
proposed in this paper has a good effect on smart city public
art planning and design.
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In order to improve the damage feature extraction effect of prefabricated residential building components and improve the
structural stability of prefabricated residential components, this paper applies BIM technology to the structural feature analysis of
prefabricated residential components. Moreover, this paper adopts the simple superposition method and combines the first
strength theory of material mechanics to derive the formula for calculating the cracking torque of prefabricated residential
building components under compound torsion. In addition, based on the variable-angle space truss model, this paper uses a
simple superposition method to derive the calculation formula for the ultimate torque of composite torsion of fabricated
residential building components and applies it to the BIM fabricated residential model. Finally, this paper constructs an intelligent
BIM prefabricated residential building construction damage characteristic monitoring system. +rough experimental research, it
can be seen that the intelligent BIM prefabricated residential building construction damage feature monitoring system proposed
in this paper can monitor the damage characteristics of prefabricated residential building construction and can predict the
evolution of subsequent building features.

1. Introduction

Compared with low-rise buildings, high-rise buildings
change from mainly resisting vertical loads to simulta-
neously bearing vertical and horizontal loads. High-rise
buildings have more design requirements in terms of
strength, stiffness, and ductility. +is is because under the
action of horizontal load, if the high-rise building structure
has insufficient resistance to lateral deformation or low
lateral stiffness, it will cause excessive lateral deformation.
Under the combined action of vertical loads, additional
internal forces will be generated, which will cause cracks or
deformations in infill walls and building decoration, and
structural damage will occur in serious cases [1]. +erefore,
high-rise buildings must not only have sufficient strength
during the design, but also have reasonable stiffness to
ensure that the lateral deformation generated under the
horizontal load meets the requirements of the code. At the
same time, high-rise buildings must meet the requirements

of the seismic code for “small earthquakes are not bad,
moderate earthquakes can be repaired, and large earth-
quakes cannot fall.” +e conventional structure is a frame-
shear wall structure in terms of load-bearing system. +e
new structure is a box-type multitube structure, which is also
a frame-shear wall structure in terms of load-bearing system.
Frame-shear wall structure refers to adding an appropriate
amount of shear walls to the frame structure, and they work
together through the floor slab to meet the lateral re-
quirements of the building [2]. In the case of little impact on
the use function of the building, adding a proper amount of
shear walls to the frame can significantly improve the lateral
stiffness and bearing capacity of the structure. +erefore, the
structural system has the advantages of both the frame and
the shear wall structure and has strong applicability [3].

In this paper, BIM technology is applied to the damage
feature extraction of prefabricated residential building
construction. +is method can effectively improve the re-
liability and construction effect of residential buildings, can

Hindawi
Scientific Programming
Volume 2022, Article ID 5798625, 12 pages
https://doi.org/10.1155/2022/5798625

mailto:liangzhsh@stu.gxmu.edu.cn
https://orcid.org/0000-0002-3838-4391
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5798625


prevent and eliminate residential risk factors in time, and
can improve the safety of residential buildings.

2. Related Work

+e literature [4] used a three-dimensional laser scanner to
create a virtual 3D model of the Mevlana Museum of Konya
History in Turkey. Literature [5] proposed a reconstruction
method of historical building information model based on
3D laser scanning technology and digital pictures. In order
to maintain the integrity of historical buildings, literature [6]
proposed a method combining ground laser scanners and
red-hot exterior images to obtain the detection of the
protection status of historical buildings. Aiming at the in-
sufficiency of digital technology in prefabricated residential
buildings and the “secondary damage” caused by contact
measurement to buildings, the literature [7] proposed a
research idea of integrated internal and external three-di-
mensional modeling combining three-dimensional laser
scanning technology and modern measurement methods,
which provides high-precision data benchmarks for the
future development, protection, maintenance, restoration,
and reconstruction of cultural heritage of prefabricated
residential buildings. +e literature [8] applied three-di-
mensional laser scanning technology to complete three-
dimensional data collection of ancient buildings. Literature
[9] uses the massive point cloud data obtained by 3D laser
scanning as an example to study the detailed process of point
cloud data acquisition and processing in the 3D recon-
struction of prefabricated residential buildings.

Oblique photography modeling is to use aerial camera to
shoot images of buildings from different angles and then use
data processing software for three-dimensional modeling
and finally output the model [10]. Oblique photography
modeling is a new type of surveying and mapping method
with a wide range of applications, and the final result is also
very real. Literature [11] uses oblique photography and ITS
technology to perform 3D modeling of the city, showing the
ability of oblique photography technology to be able to
model large-scale three-dimensional modeling. Literature
[12] uses oblique photography technology to perform 3D
modeling of the ancient city of Rome, and the output results
truly reflect the magnificence of the ancient city of Rome on
the computer. Oblique photography technology started late
in our country, but there are many research results in this
area. Literature [13] uses oblique photography technology to
establish a three-dimensional model and evaluates the
progress. Literature [14] uses oblique photography tech-
nology to perform three-dimensional reconstruction of
prefabricated residential buildings. Although oblique pho-
tography technology can carry out large-scale 3D recon-
struction of buildings, its modeling cost is high and the
amount of data is huge. However, prefabricated residential
buildings have many components. Aerial photography
cannot capture all of the complete prefabricated residential
buildings and will be affected by the obstruction of objects
around the building. +e original appearance of the pre-
fabricated residential buildings cannot be completely pre-
served. It also takes a lot of manpower to modify the built

model, so the oblique photography technique cannot be
applied to the technical method of batch modeling of Hakka
prefabricated residential buildings.

Manual geometric modeling is to use SketchUp, 3DMax,
unity3D, CAD, and other modeling software to perform 3D
modeling of prefabricated residential buildings based on the
drawings and data of prefabricated residential buildings. It
has not formed a mature modeling system for 3D modeling
of prefabricated residential buildings. And frameworks,
among them, manual geometric modeling, 3D laser scan-
ning modeling, and other modeling technology methods, are
all three-dimensional modeling for a single prefabricated
residential building, and the digital data of the prefabricated
residential building can be used for virtual simulation and
digital media display. In [15], the oblique photography
technology has highmodeling cost and large amount of data.
+erefore, there is no technical means for prefabricated
residential buildings that can be used universally and can be
used for batch three-dimensional modeling. In order to solve
the problem of rapid 3D modeling of mass prefabricated
residential buildings, 3D modeling technology based on
CGA grammar rules has gradually become the current re-
search focus. Literature [16] uses the CityEngine platform to
design the CGA rules for the three-dimensional modeling of
Fujian Tulou and establishes a three-dimensional model of
prefabricated residential buildings. Literature [17] analyzes
the characteristics of prefabricated residential buildings and
conducts three-dimensional modeling of its roof and its
CGA Grammar optimization research. Literature [18] uses
CityEngine to study the 3D modeling method of Lanzhou
furnished residential buildings. Literature [19] uses Cit-
yEngine to model 3D prefabricated residential buildings,
which provides a scientific and reasonable basis for the
protection of the core old city landscape pattern. Literature
[20] uses CityEngine’s CGA rule modeling technology to
achieve the establishment of a three-dimensional model of
prefabricated residential buildings.

3. Research on the Damage Characteristics of
Residential Building Construction

In this paper, the force mechanism, failure characteristics,
stiffness, energy dissipation, ductility and torsion bearing
capacity calculation formulas of reinforced concrete mem-
bers under pure torsion, compression torsion, bending
torsion, and shear torsion are studied in depth.

3.1. Space Truss Model. After the component cracks, the
concrete cracks along a 45-degree angle with the longitu-
dinal axis and forms a spiral diagonal strut. Moreover, it
works in conjunction with longitudinal ribs and stirrups to
form a space truss that relies on the shear flow on the pipe
wall to resist torque. +e schematic diagram of the model is
shown in Figure 1. +e basic assumptions of the space truss
model are shown in Table 1.

+e force mechanism of this model is clear, and the
formula is simple and easy to calculate. However, at the same
time, it also has the following problems. (1) +e model
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ignores the torsion resistance of the concrete. After the
component is cracked, the steel bar and the concrete at the
edge of the crack still interact, which can limit the devel-
opment of the crack, so the calculation of the torsion bearing
capacity of the component is conservative. (2) +e model
does not consider that the strength ratio of stirrups and
longitudinal reinforcements will affect the torsion bearing
capacity of components. Moreover, it assumes that the
amounts of longitudinal reinforcement and stirrup are equal
and ignores the influence of redundant longitudinal rein-
forcement and stirrup on the torsional bearing capacity of
the member, which directly causes the increase in the
amount of reinforcement and increases the production cost.
(3) For reinforced concrete members with a higher rein-
forcement ratio, because the members cannot all reach yield,
a higher estimate of the torsion bearing capacity of the steel
bars makes the calculation structure unsafe.

3.2. *eoretical Model of Oblique Bending Failure. An obli-
que bending failure model is proposed on the basis of the
combined bending, shear, and torsion test. +e schematic
diagram is shown in Figure 2. +e model considers that the
failure of the component occurs at the space section created
by the spiral crack. With the change of cross-sectional shape,
torsion ratio, and reinforcement ratio, the position of the
compression zone of the failure surface will also change,
which can be on the bottom, top, or side of the cross section.
+e model believes that the torsion member forms a space-
deflection failure section through a compression surface and
three tension surfaces. +e oblique bending failure model
uses the internal and external moments of the neutral axis of
the failure surface to use the balance of the internal and
external moments to derive the calculation formula of the
ultimate torsion bearing capacity.

After idealizing the failure section, another calculation
model is proposed. It is considered that the failure section is
at a 45-degree angle to the beam axis and a 90-degree angle
to the wide face of the beam. +e failure surface does not
intersect the short-leg stirrups, and the impact of the short-
leg on the torsional bearing capacity is not considered. +e
conclusions drawn according to these assumptions are
consistent with the fact that the short-leg stirrup stress is
relatively small in the experiment. In addition, this model
also considers the pinning effect of concrete and longitudinal
reinforcement in the compression zone and the shearing
effect of concrete.

3.3. Variable-Angle Space Truss Model. In the space truss
model, the inclination angle θ of the concrete oblique strut is
a constant, while the variable-angle space truss model
considers the inclination θ of the concrete oblique strut to be
a variable, and the size of θ is determined by the relative
magnitude of the yield stress of the stirrup and the longi-
tudinal reinforcement. In the design process, we determine
the size of θ according to the most economic ratio of the
amount of stirrup and longitudinal reinforcement. +e
schematic diagram of the variable-angle space truss model is
shown in Figure 3. +e variable-angle space truss model also
has four basic assumptions, as shown in Table 2.

3.4. Baroclinic Field Calculation Model. Based on the space
truss model, the geometric deformation conditions and
static equilibrium conditions of the members are considered
at the same time, and this theory is applied to prestressed
concrete structures. +is model assumes that, after the
component cracks, the concrete no longer resists the pulling
force, and the torsion is completely resisted by the diagonal
struts. +e inclination angle of the reinforced concrete

Concrete pressure rod

Stirrup

Longitudinal steel bar

Figure 1: Space truss model.

Table 1: Basic assumptions of the space truss model.

Basic assumption
type Basic assumption content

Basic assumption 1 +e longitudinal bars and stirrups and the concrete diagonal struts are hinged at the nodes to form a space truss
structure

Basic assumption 2 It is only considered that the concrete diagonal compression rod bears the axial pressure, and the shear capacity is
ignored

Basic assumption 3 Longitudinal bars and stirrups only bear tensile force and do not consider the bolting effect of steel bars
Basic assumption 4 It ignores the torsion resistance of the concrete in the core area
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oblique beam can be determined by the coordinated con-
ditions of the torsion of the reinforced concrete member. At
the same time, it also took the concrete protective layer
withdrawal work as the starting point to reduce the area of
the concrete core area, adjust the position of the shear flow,
and adjust the space truss model’s defect that the torsion
bearing capacity is too high.

3.5. Coordinated Pressure Field Calculation Model. +e
“softened space truss model” believes that the development
direction of cracks is perpendicular to the direction of the
main tensile stress of the concrete, and there is no shear
stress in the section where the crack occurs. +e direction of
the main compressive stress of the concrete directly de-
termines the direction of the concrete diagonal compression
bar. +e model ignores the influence of shear stress at the
crack section on the torsional bearing capacity of the

member and only considers the contribution of the steel
frame to the torsional bearing capacity of the member.

Because the strain of the steel bar before cracking of the
reinforced concrete member is small, the influence of the
steel bar can be ignored when calculating the cracking torque
of the reinforced concrete member under pure torsion.

Under the action of torque, torsional shear stress τi will
be generated in the section of plain concrete member, and
the calculation formula of τi is shown as follows:

τi �
T

Wt

. (1)

In the formula, Wt is the torsional plastic resistance
moment of the section.

+e torque generated by the component before it cracks is
very small. Approximately analyze the stress distribution of the
plain concretemember’s section according to the elastic theory.
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Figure 2: Calculation model of oblique bending theory.

b'cor

h'
co
r

D1 D3

D4 D2D

Dcosθ

Dsinθ

q1

q1

q1

h

b

d

X

Y

D

S

θ1

θ2

Figure 3: Variable-angle space truss model.

Table 2: Basic assumptions of the variable-angle space truss model.

Basic assumption
type Basic assumption content

Basic assumption 1 +e oblique concrete rod formed by the spiral crack only bears pressure, and the inclination angle is θ

Basic assumption 2 +e stirrups are regarded as the web members of the space truss, and the longitudinal ribs are regarded as the chords
of the space truss, which only bear pressure

Basic assumption 3 It ignores the torsion effect of the concrete in the core area
Basic assumption 4 Under the action of torque, a constant shear flow is formed along the side wall of the box section
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When torque acts on a rectangular section, themaximum shear
stress will be generated at the midpoint of the long side of the
rectangular section, and a principal tensile stress equal to the
torsional shear stress will be generated in the direction at 45° to
the longitudinal axis of the section. When the main tensile
stress reaches the concrete tensile strength, the surface concrete
cracks, and the development direction of the cracks forms an
angle of 45° with the longitudinal axis. Using the elastic theory,
the formula for the cracking torque of concrete under pure
torsion is obtained:

T � αftbh
2
. (2)

In the formula, α is related to the ratio of long side b and
short side h of the section, which can be obtained by looking
up the table,ft is the tensile strength of concrete, and b and h
are the long side and the short side of the component section.

When calculating the cracking torque of concrete
members according to plastic theory, it is assumed that
concrete is an ideal plastic material. As the torque in-
creases, the cross section of the component begins to enter
the plastic state from part to the full plastic state. At this
time, the concrete stress on the cross section of the
component all reaches the tensile strength of the concrete,
and the cross section of the component is cracked. At this
time, the plastic torsion resistance moment Wt of the cross
section of the member can be obtained according to the
sand pile analogy method. +e sand pile analogy method is
shown in Figure 4.

V �
1
12
τtb

2
(3h − b),

τi � T � 2V

�
1
6
b
2
(3h − b).

(3)

+e formula for calculating the cracking torque of the
component is

Tσ � ftWt

� ft

1
6
b
2
(3h − b).

(4)

Concrete is an elastoplastic material between plastic and
elastic materials. For reinforced concrete members under
pure torsion, at the initial stage of torque, the stress dis-
tribution of the cross section can be approximated by elastic
theory analysis. However, the stress distribution of the cross
section gradually enters the elastoplastic stage as the torque
increases. If calculated completely according to the plastic
theory, the cracking torque of the component will be
overestimated. If calculated completely according to the
elastic theory, the cracking torque of the component will be
underestimated, especially as the strength of the concrete
increases, the brittleness of the concrete increases. In order
to facilitate the calculation, we use the ideal plastic theory to
approximate the cracking torque of reinforced concrete
members, but the tensile strength of concrete should be

appropriately reduced. When calculating the cracking tor-
que of reinforced concrete members under pure torsion,
China’s “Code for Design of Concrete Structures”
(GB50010-2010) stipulates that a reduction factor should be
multiplied on the basis of plasticity theory. +e calculation
formula is as follows:

Tσ � ctftWt. (5)

In the formula, ct is the reduction factor, which is 0.8 for
high-strength concrete and 0.7 for low-strength concrete.

We select a stress element at the middle edge of the
column for research and obtain the principal tensile stress of
the stress element according to the Moiré strength theory.
When the principal tensile stress reaches the tensile strength
of the concrete, it is considered that the concrete is cracked,
namely:

σ σ(N, M), τ(T, V){ } � ft. (6)

(1) +e normal stress on the stress element is

σ(N, M) � σN + σM. (7)

For the convenience of calculation, we assume that the
deformations of reinforced concrete and section steel are
coordinated. At the same time, considering the role of
longitudinal reinforcement, the axial pressure of the rein-
forced concrete part can be expressed as

30

bτt
2

τt

Figure 4: Schematic diagram of sand pile analogy method.
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N1 �
fcA + fyAs

fcA + fyAs + faAa

� α1N.

(8)

+e compressive stress generated by the shaft pressure is

σN �
N1

A
. (9)

For H-shaped steel, before the concrete cracks, the strain
of the steel flange is small. For simple calculation, all the
bending moment is borne by the reinforced concrete and
then the compressive stress generated by the bending mo-
ment is as follows:

σM �
M

W
. (10)

In the formula, A is the cross-sectional area of the
member, A� bh; W is the section flexural modulus of the
component, and rectangular section is W � bh2/6.

(2) +e shear stress on the stress element is

τ(T, V) � τT + τV. (11)

According to the shear stiffness, the shear force borne by
the concrete part and the section steel part is distributed, and
the shear force borne by the concrete part is

V1 �
τcbh

τcbh + τatwbw

V

� α2V.

(12)

+e shear stress generated by the shear force is

τV �
V1S

bI0
. (13)

In the formula, τc and τa are the shear strength of concrete
and section steel; tw and bw are the thickness and width of
section steel web; S is the static moment of cross section; and I0
is the moment of inertia of the cross section on the neutral axis.

It is the same as the steel-concrete component under
pure torsion; regardless of the influence of the steel on the
cracking torque, the torque is all borne by the concrete part.
+en, the shear stress generated by the torque is

τT �
Tcr

Wt

. (14)

According to the formula of Mohr’s strength theory,
under the action of compressive stress σ and shear stress t,
the main tensile stress is

σt �
σM − σN

2
+

��������������

σM − σN

2
􏼒 􏼓

2
+ τ2

􏽳

. (15)

If σt � ft, then

ft �
σM − σN

2
+

��������������

σM − σN

2
􏼒 􏼓

2
+ τ2

􏽳

. (16)

+rough sorting, we can get

Tcr � ftWt

�������������

1 +
α1N
ftA

−
M

ftW

􏽳

−
αV

ftbI0

⎛⎝ ⎞⎠. (17)

c is the influence coefficient considering the axial
pressure, bending moment, and shear force on the cracking
torque of steel reinforced concrete members under com-
bined torsion; then,

c �

�������������

1 +
α1N
ftA

−
M

ftW

􏽳

−
αV

ftbI0

Tcr � cftWt.

(18)

With the decrease of the torsion-bending ratio, the
failure mode of steel reinforced concrete members gradually
changes from torsion failure to bending failure. When the
first crack appears at the neutral axis of the shear super-
imposed surface, the influence of the bending moment on
the cracking torque of the component can be ignored. When
the first crack appears on the curved tensile surface, it is
necessary to consider the influence of bending moment,
shear force, and axial pressure on the cracking torque of the
component at the same time.

According to observations, the first crack in this test gen-
erally appears in the middle of the shear superimposed surface.
At this time, the bending deformation of the steel reinforced
concretemember is very small, and the crack is generally located
at the neutral axis, and the bending moment can be approxi-
mately regarded as zero. Taking into account that concrete is an
elastoplastic material and its softening properties at failure, it is
multiplied by the torque reduction coefficient K on the right
side of (19) to obtain the formula:

Tcr � KcftWt

� KftWt

�������������

1 +
α1N
ftA

−
M

ftW

􏽳

−
α2V

ftbI0

⎛⎝ ⎞⎠.

(19)

Under pure torsion, the external reinforced concrete bears
most of the torque. Because the external concrete restricts the
deformation of the internal steel, the calculation of the torsional
bearing capacity of the internal steel is more complicated. In the
actual engineering design, the relationship between the effective
wall thickness of the torsion member and the thickness of the
steel reinforced concrete protective layer should be considered
first. When the thickness of the steel reinforced concrete
protective layer is large, the effect of the internal steel can be
ignored, and only the torsion bearing capacity of the reinforced
concrete members can be calculated. +e empirical formula of
the ultimate torque obtained from the test of reinforced con-
crete members in China is

TRC � 0.35ftWt + 1.2
�
ξ

􏽰 AsvfyvAcor

s
. (20)

In the formula, ft is the concrete tensile strength; Wt is
the torsional plastic resistance of the section; ξ is the re-
inforcement strength ratio considering the influence of
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section steel, 0.6≤ ξ ≤1.7; fyv
′Asv is the design value of the

tensile strength of the torsion stirrup and the cross-sectional
area of the torsion stirrup; Acor is the area of the core area of
concrete components; and s is the stirrup spacing.

When the thickness of the protective layer of steel section
concrete is small, the ultimate torque of section steel-con-
crete members can be obtained by superimposing the re-
spective torques borne by section steel and concrete, and the
concrete part can be obtained from the above formula. +e
full plastic torque of H-shaped steel can still be divided into
two parts: warping torsion and free torsion. In this case, the

simple superposition method can be used for calculation; the
formula is as follows:

TSRC � TBC + Ta � TRC + Tu + Tw (21)

In the formula, TRC is the torque borne by a reinforced
concrete part; Tu is the free torsion torque of section steel;
and Tw is the warping torque of the section steel.

Substituting the full plastic free torsion torqueTu and the
full plastic warping torsion torque Tw into the formula, we
get

TSRC � 0.35ftWt + 1.2
�
ξ

􏽰 AsvfyvAcor

s
+

fy
�
3

√ bt
2 1 −

t

3b
􏼒 􏼓 + h0

t
2
w

2
+

t
2
w

6
􏼢 􏼣 +

2Mfph0

L
. (22)

When the member is in the limit state, the warping
torsion torque is generally 22–033 of the free torsion torque,
and the free torsion torque increase coefficient α of the

section steel is introduced, and then (23) is obtained on the
basis of (22):

TSRC � 0.35ftWt + 1.2
�
ξ

􏽰 AsvfyvAcor

s
+ α

fy
�
3

√ bt
2 1 −

t

3b
􏼒 􏼓 + h0

t
2
w

2
+

t
2
w

6
􏼢 􏼣. (23)

Based on the spatial variable-angle analysis framemodel,
the strength-related equations of reinforced concrete
members under bidirectional compression, bending, shear
and torsion are obtained:

T
2
1

T
2
0

+
V

2
x

v
2
0X

+
V

2
Y

v
2
0Y

+
Mx

M0x

+
My

M0y

−
N1

N0
� 1. (24)

+is experiment is the analysis of the unidirectional
compression, bending, shear, and torsion force of steel
reinforced concrete members. +e equation is simplified as

T
2
1

T
2
0

+
V

2
1

V
2
0

+
M1

M0
−

N1

N0
� 1. (25)

In the formula,

T0 � 2Acor

������������
fyAstl

ucor
·
Asvfyv

s

􏽳

,

V0 �
A

t2 + t4

���������������

2 ·
fyAstl

bcor
·
Asvfyv

s

􏽳

,

N0 �
Astlfy

βN

,

M0 �
3Astlfyb′

8
.

(26)

According to Figure 3, we take

t1 � t3 �
b

5
,

t2 � t4 �
h

5
.

(27)

+en,

βN � A

A

� 1 −
b − t1 − t3( 􏼁 h − t2 − t4( 􏼁

bh

� 0.64

V0 �

���������������
125bfyAstlfyvAsv

8

􏽳

,

N0 �
fyAstl

0.64
,

M0 � 0.3bfyAstl.

(28)

T1, V1, M1, and N1 are, respectively, the torque, shear
force, bending moment, and axial pressure of the reinforced
concrete part under the action of compression, bending,
shear, and torsion, which are distributed according to the
following formula.
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3.5.1. Torque Distribution. According to (23), referring to
formulas (20) and (21), the torsion bearing capacity of steel-
concrete members under pure torsion is superimposed
according to the torque borne by the reinforced concrete
part and the torque borne by the steel part:

T1 �
TRC

TRC + Ta

� α1T.

(29)

In the formula, α1 is the percentage of torque borne by
the reinforced concrete part.

3.5.2. Shear Force Distribution.

V1 �
τcbh

τcbh + τatwbw

V

� α2V.

(30)

In the formula, τc and τa are the shear strength of
concrete and section steel; tw and bw are the thickness and
width of the profiled steel web; α2 is the percentage of shear
force borne by the reinforced concrete part.

3.5.3. Bending Moment Distribution.

M1 �
fyAsh′

fyAsh′ + faAafh″
� α3M.

(31)

In the formula, h’ is the distance from the point of action of
tensile longitudinal bars to the point of action of compressed
longitudinal bars; h’ is the center distance of the steel flange;As is
the area of the longitudinal ribs on the bending and tensile side;
AAf is the area of a single steel flange; and αs is the percentage of
bending moment borne by the reinforced concrete part.

3.5.4. Axial Force Distribution.

N1 �
fcAc + fyAstl

fsAc + fyAstl + faAa

� α4N.

(32)

α is the percentage of axial pressure borne by the
reinforced concrete part.

Substituting (29), (30), (31), and (32) into (25), the
strength-related equations of H-shaped steel-concrete
members are obtained.

+e ultimate bearing capacity T of steel reinforced
concrete members under composite torsion is

α1T
T0

􏼠 􏼡

2

+
α2V
V0

􏼠 􏼡

2

+
α3M
M0

+
α4N
N0

� 1. (33)

Substituting (19) for the ultimate torque of reinforced
concrete members under pure torsion into (34), we get

Tu �
T0

α1

���������������������

1 −
α2V
V0

􏼠 􏼡

2

−
α3M
M0

+
α4N
N0

􏽶
􏽴

. (34)
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Figure 5: Roadmap of the R&D technology of the integrated management platform.
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4. Construction Damage Feature Extraction of
Prefabricated Residential Buildings
Based on BIM

+e development of an integrated management platform for
prefabricated building components based on cloud BIM-
CICS integrates technologies such as cloud BIM, Internet of
+ings, networks, and databases. Based on the design idea of
the integrated management platform, this paper is oriented
to the business points of prefabricated component man-
agement of prefabricated buildings and determines the R&D
technical route of the platform, as shown in Figure 5.

Based on the cloud BIM technology and the charac-
teristics of China’s prefabricated component management
and the goals of the platform, this paper determines the

prefabricated component integrated management platform
architecture of the prefabricated building based on cloud
BIM-CICS, as shown in Figure 6. +e platform realizes the
integrated management of industry chain information, al-
lows production information to “flow,” realizes effective
sharing of information in various links such as component
design, supply, installation, operation, and maintenance,
and improves project management efficiency.

Combined with the demand for extraction of damage
characteristics of prefabricated residential buildings, this
paper constructs an intelligent BIM prefabricated residential
building construction damage feature monitoring system as
shown in Figure 7.

After the above intelligent system is constructed, the
damage feature monitoring effect of the system in this paper
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Figure 6: Architecture diagram of integrated management platform for prefabricated components.
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Figure 7: Intelligent BIM prefabricated residential building construction damage feature monitoring system.

Table 3: +e monitoring effect of residential building damage feature of intelligent BIM prefabricated residential building construction
damage feature monitoring system.

No. Feature monitoring No. Feature monitoring No. Feature monitoring
1 86.7 20 78.3 39 87.7
2 75.3 21 86.4 40 75.7
3 79.5 22 88.7 41 80.8
4 78.4 23 76.4 42 84.5
5 89.2 24 77.2 43 82.7
6 93.9 25 81.7 44 75.0
7 89.2 26 74.7 45 90.5
8 87.9 27 80.6 46 76.9
9 86.9 28 81.1 47 87.1
10 91.3 29 74.1 48 82.8
11 86.9 30 75.6 49 78.4
12 78.1 31 90.5 50 78.8
13 84.1 32 76.8 51 86.6
14 90.0 33 83.8 52 81.9
15 88.7 34 91.8 53 83.6
16 75.6 35 81.0 54 85.7
17 76.2 36 89.9 55 93.8
18 91.6 37 92.6 56 79.7
19 78.2 38 74.9
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and the component feature prediction effect of the system in
this paper are evaluated by simulation tests, and the results
are shown in Tables 3 and 4.

From the above research, it can be seen that the intel-
ligent BIM prefabricated residential building construction
damage feature monitoring system proposed in this paper
can monitor the damage characteristics of the prefabricated
residential building construction and can predict the evo-
lution of subsequent building features.

5. Conclusion

With the rapid development of the residential building
industry, the structure and calculation theory of residential
building structures are constantly improving and perfecting.
In particular, the strength of steel has been greatly improved,
which has further promoted the development of structural
members in the direction of thin walls. In high-rise resi-
dential buildings, the lateral force resistance system trans-
mits the horizontal load (wind, earthquake, and so on) that
the house bears to the foundation. +e high-rise residential
building as a whole is regarded as a cantilever beam under
the action of vertical and horizontal forces. As the height of
the residential building increases, the vertical force at the
bottom of the structure increases linearly, and the bending
moment and lateral displacement of the bottom floor in-
crease in an exponential curve. +erefore, as the height
increases, the horizontal load will gradually become the
dominant factor in the structural design, and the selection
and composition of the lateral force-resistant structural
system have become the primary consideration and deci-
sion-making focus of the structural design of high-rise
residential buildings. In most cases, it is unified with the
vertical load transfer system. In this paper, BIM technology
is applied to the failure feature extraction of prefabricated
residential building construction. +is method can

effectively improve the reliability and construction effect of
residential buildings, can prevent and eliminate residential
risk factors in time, and can improve the safety of residential
buildings.
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With the evolution of the Internet and information technology, the era of big data is a new digital one. Accordingly, animation IP
has been more and more widely welcomed and concerned with the continuous development of the domestic and international
animation industry. Hence, animation video analysis will be a good landing application for computers. +is paper proposes an
algorithm based on clustering and cascaded SSD for object detection of animation characters in the big data environment. In the
training process, the improved classification Loss function based on Focal Loss and Truncated Gradient was used to enhance the
initial detection effect. In the detection phase, this algorithm designs a small target enhanced detection module cascaded with an
SSD network. In this way, the high-level features corresponding to the small target region can be extracted separately to detect
small targets, which can effectively enhance the detection effect of small targets. In order to further improve the effect of small
target detection, the regional candidate box is reconstructed by a k-means clustering algorithm to improve the detection accuracy
of the algorithm. Experimental results demonstrate that this method can effectively detect animation characters, and performance
indicators are better than other existing algorithms.

1. Introduction

In recent years, IP (intellectual property) has ushered in the
outbreak of various forms of industry, such as literature,
music, games, animation, and film and television industries.
In addition, the development of related industries with IP as
the core also promotes the cross-border integration of
different industries. All kinds of enterprises in the whole
industrial chain have started cross-industry and cross-in-
dustry new exploration in different forms. Various IP re-
sources are utilized to promote operation and development
[1]. Big data has strong functionality in the era of network
science and technology with highly developed information
sharing. However, the transformation of big data as new
thinking will be missed out if we only see the functionality of
big data. +erefore, animation circles can apply the function
and thinking of big data to promote the development of
animation IP [2].

Among all kinds of IP, animation IP has received more
and more attention with the continuous development of the
domestic and international animation industry, such as the

birth of “Nezha’s Devil boy” and “the big fish Begonia” in
China, and “the pirate king” and “spider man” in foreign
countries. In addition to creating high-quality works in this
field, such excellent animation IP often extends to a variety
of surrounding industries. Borrowing the mature IP of the
industry, it has made more profits in the pan entertainment
field and expanded its influence [3].+erefore, the intelligent
detection and recognition of animation characters and their
surroundings (such as Cosplay) can help cultivate users’
interest in animation characters, encourage users to con-
sume products around animation characters, and realize pan
entertainment of animation IP.

Object detection is one of the basic tasks of computer
vision, which is widely used in the fields of unmanned
driving, safety systems, and defect detection. Target detec-
tion technology is mainly divided into three research di-
rections. +e first target detection direction is the traditional
target detection method. In this method, feature descriptors
are constructed to extract features, and then classifiers are
used to classify features to achieve target detection [4].
Typical representatives are HOG, LBP, and Haar.
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+e second target detection direction is a two-step target
detection algorithm, which first recommends regions and
then classifies targets. Typical representatives are regions
with volatile neural network features (R-CNN) and fast
R-CNN. R-CNN framework and Fast R-CNN framework
were proposed by Girshick to improve the accuracy of target
detection [5, 6]. After that, Ren et al. proposed a Faster
R-CNN network, in which the candidate regions were
proposed by RPN (region proposal network). In the final
feature map, the objects in the original image are much
smaller and difficult to locate. +erefore, Faster R-CNN
cannot solve the problem of small object detection [7]. At the
same time, a complete convolutional network (FCN) has
been proposed and proved to be good at semantic seg-
mentation tasks. FCN combines convolution and pooling
networks to receive image and output feature maps. Feature
map uses deconvolution layer to obtain output image with
the same size as input image [8].

+e third target detection direction is end-to-end target
detection, which uses a deep learning network for one-step
detection. Its typical representatives are You Only Look
Once (YOLO), SSD, etc. Redmon has proposed the YOLO
algorithm, which is an end-to-end network architecture.+e
input of the network is image content, and the output is the
information of boundary box and related class probability.
Yolov3 [9], the third version of Yolo, connects the high-level
network with the low-level network to obtain more
meaningful semantic information from the fine-grained
information in the high-level function and early function
diagrams [10].

In the end-to-end single-stage target detection algo-
rithm, SSD (single shot multibox detector) uses a layered
detection method. SSD has good detection speed and ac-
curacy, being one of the best target detection algorithms in
industrial production. SSD algorithm takes into account the
detection speed of the YOLO algorithm and the detection
accuracy of the fast RCNN algorithm [11]. However, the
effect of small target detection is general [12] since SSD uses
Conv4_ 3 when a low-level feature is applied to small target
detection. Besides, the number of low-level feature convo-
lution layers is small, and there is the problem of insufficient
feature extraction. In response to this problem, researchers
have made many improvements to the SSD algorithm. For
example, DSSD adds context information to the algorithm.
+e improved algorithm uses the deconvolution operation
to a one-way fusion of high and low-level features, which
improves the overall target detection effect and also im-
proves the detection of small targets [13]. RSSD integrates
the characteristics of different layers through rainbow
concatenation. While increasing the feature map relation-
ship between different layers, it also increases the number of
feature maps in different layers, which improves the overall
target detection effect and also improves the detection of
small targets [14].

Although the above algorithm has achieved good de-
tection results, there are still some shortcomings. +e
original SSD algorithm is not good for small target detection,
which is mainly caused by three reasons. +e first reason is
that the training samples are unbalanced. +e second reason

is that the underlying feature representation ability is weak,
and it is difficult to accurately classify small targets.+e third
reason is that the feature of a small target area is very small,
which cannot be detected in a high-level feature detector.
However, DSSD and RSSD adapt feature fusion, resulting in
large network parameters and more calculation, which
makes the detection speed very slow. In order to solve the
problems in the above methods, this paper proposes a target
detection algorithm based on clustering and cascaded SSD.
+e advantages of the algorithm are as follows:

(1) To solve the problem of unbalanced training sam-
ples, the proposed method designed an improved
loss function based on Focal Loss and Truncated
gradient (TG). It makes the training more focused on
the samples with large loss values that are not easy to
classify. +e trained model can better detect the
target.

(2) Aiming at the problem that the underlying feature
representation ability is not enough and cannot be
classified accurately, a small target enhancement
detectionmodule is designed to cascade with the SSD
network. +e module detects small targets in high-
level features with sufficient position information
and representation ability.

(3) To solve the problem that the feature of a small target
area is too small to be detected in the high-level
feature detector, the upsampling method of the
bicubic interpolation algorithm is adopted. It sam-
ples the bottom feature of the small target area to the
size of the original bottom feature so that the small
target can be detected in the top feature detector.

(4) For real-time detection needs fast detection speed,
this paper uses phased detection to detect the target,
making the computation of the network not increase
much. And the real-time performance is good.

(5) In order to solve the problem of low accuracy when
selecting the default box, the k-means clustering al-
gorithm is used to reconstruct the regional candidate
box to improve the detection accuracy of the algorithm.

2. Related Work

2.1. Classic SSDAlgorithm. SSD algorithm, proposed byWei
Liu, is one stage class algorithm. +e algorithm is charac-
terized by fast detection speed and good detection accuracy,
which can meet the general industrial needs. It is one of the
most widely used detection algorithms. +e SSD algorithm
combines the regression ideas in the YOLO algorithm and
the Anchor mechanism in the Faster-RCNN algorithm. It
uses multiscale regions at various locations in the entire
image for regression, which not only maintains the fast
characteristics of the YOLO algorithm but also ensures that
the window prediction is as accurate as the Faster-RCNN
algorithm. +e core of the SSD algorithm is to use convo-
lution kernels on feature maps of different scales to predict
the category and coordinate offset of a series of Default
Bounding Boxes.
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+e network adopts a layered detection mode. A low
level detects a small target, and a high level detects a big
target. Finally, the redundant boundary boxes are removed
through NMS (nonmaximum suppression) to obtain the
final detection result. Since the semantic information of a
small target is not enough at the bottom level, and the lo-
cation information at the high level is not enough as well, the
SSD has a good effect on big target detection. However, the
detection effect of small targets is relatively poor, and there
are some deficiencies in the target detection task with more
small targets.

+e algorithm in this paper uses layered detection mode
for reference. +e detection is divided into two stages. In the
first stage, the trained model is used to extract the high-level
features of the image and detect the target, respectively, to
obtain the small target area with an unknown specific cat-
egory and the big target border with a known specific
category. In the second stage, the small target enhancement
detection module is cascaded with the SSD network. +e
high-level features corresponding to the small target area are
extracted separately to detect the small target. +is kind of
detection adopts the phased form, which can improve the
detection effect and has good real-time performance.

2.2. Focal Loss. Focal Loss is a new loss function for target
detection proposed by Kaiming and RB. +e loss function is
mainly used to deal with the imbalance of training samples.
By reducing the weight of easy-to-classify samples, Focal
Loss makes the model pay more attention to hard-to-classify
samples in training. In this way, the training effect is en-
hanced and the detection result is improved. Taking the
second classification as an example, the specific formula is as
follows:

FL(u) �
− (1 − u)

δlog(u), y � 1,

− u
δlog(1 − u), otherwise,

⎧⎨

⎩ (1)

where u is the prediction probability of the network to the
sample. δ is the added suppression parameter, which is
greater than 0 and is used to suppress the weight of easy-to-
classify samples. y is the actual category.

For example, when δ � 2, for normal samples, the
prediction result of 0.9 is definitely a simple sample. So
(1 − 0.9)δ will be very small, and then the loss function value
will become smaller. However, the sample with a prediction
probability of 0.3 has a relatively large loss. +e same is true
for negative samples. +e predicted result of 0.1 should be
much smaller than the predicted sample loss of 0.7.
+erefore, the training will focus on samples that are difficult
to classify.

+e SSD algorithm uses the cross entropy loss function
as the classification loss function. Hard negative mining is
adopted for the sample imbalance problem, ignoring the
influence of more negative samples with low loss value on
training. +e emphasis of network training depends on the
loss value gap between them. Compared with the cross
entropy loss function, the loss value of difficult samples in
Focal Loss is reduced, but the easy-to-classify samples are

reduced more. Based on this, the algorithm in this paper
integrates the Truncated Gradient idea on the basis of Focal
Loss, which makes the training more focused on hard-to-
classify samples and makes the training effect better.

3. Animation Characters’ Target Detection
Algorithm Based on Clustering and
Cascaded SSD

3.1. Anime Character Data Set Construction. +e training of
intelligent recognition model of animation characters re-
quires a large number of animation characters’ images and
labels of the characters in the images. Table 1 shows some
classic animation characters and objects.

Each animation character needs at least 500 pictures of
different angles and shapes for the training set. In addition,
no less than 30% of the samples in the training set should be
prepared as the test set. Pictures of animation characters
used as training samples should be jpg, jpeg, bmp, and png.
+e resolution of the picture is not less than 640∗ 480. +e
training data source flow is shown in Figure 1.

+e source data is mainly video and picture data, and the
sources are mainly divided into the following categories:

(1) Relevant video and picture data acquired in the
content management platform.

(2) Related video and picture data crawled and down-
loaded from the Internet.

(3) Operators upload relevant video and picture data.
(4) Data enhancement.

3.2. Target Detection Algorithm Based on Clustering and
Cascaded SSD. In this paper, the algorithm adopts an im-
proved classification loss function for the bottom detector
during training, which makes the training more inclined to
samples that are difficult to classify. In this way, a better
model for small target position detection can be obtained.
+e forecast is divided into two stages. In the first stage, the
features of each layer of the picture are extracted by the
trained model and the targets are detected separately. In this
stage, the small target border Pbs with unknown category
and the big target border Bb with known specific category
can be obtained. In the second stage, the small target en-
hancement detection module is designed to cascade with the
SSD network. In this stage, it is necessary to extract high-
level features of Pbs and then detect them. In this way, a
small target detection result Bs is obtained. +en non-
maximum suppression (NMS) is applied to Bb and Bs, and
the final detection result Bfr is obtained. Finally, the k-means
clustering algorithm is used to reconstruct the regional
candidate box to improve the detection accuracy of the
algorithm. +e algorithm is mainly divided into four parts,
which are small target position detection module, big target
detection module, small target enhancement detection
module, and k-means clustering algorithm reconstruction
region candidate box module.+e specific network structure
of is shown in Figure 2.
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Table 1: List of animation characters and objects.

Content name Character Content name Character Content name Character
Prince of Tennis Ryoma dragon horse Naruto Lillock Inuyasha Inuyasha
+e magic bucket quickly Criminal kid Naruto Yu Zhibo Sasuke Inuyasha Platycodon Grandiflorum
Detective Conan Maori Kogoro. Dragon ball Sun WuKong Inuyasha Kagome
Detective Conan Conan Edogawa Sea king Robin Inuyasha Sesshomaru
Detective Conan +e Maori orchid Sea king Nami Inuyasha Qibao

Content
management

platform

Crawler service

Source data 
acquisition

Inner pipe platform 
acquisition

Operation upload 
content service

Format conversion

Data preprocessing

Data renaming

Frame extraction 
service

Image data 
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Annotation tools

Data Annotations

Label storage

Dimension check

Training data

internet

Figure 1: Training data generation flow.
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3.2.1. Small Target Position Detection Module. At the initial
stage of the whole network, a small target position detection
module is set up. VGG16 is used as the basic feature ex-
traction network. +e image is convolved several times after
input to layer Conv4_3. +e features of this layer are de-
tected as the bottom feature map of the picture. At this time,
the detector used is 2 classification and position regression,
which only detects the position of the small target without
detecting the specific category of the small target. +e border
of the small target position is obtained without knowing the
specific category. +e main tasks of this module are as
follows:

(1) Improve the classification loss function Enhanced
Focal Loss to replace the original cross entropy loss
function and improve the network detection effect.

(2) Design a new small target detector to detect the small
target position to improve the network detection
effect and reduce the network computation.

In the training stage of the network, the imbalance
between easy-to-classify samples and hard-to-classify sam-
ples will have a great influence on the training results. Easy-
to-classify samples refer to the samples that are easy to be
detected by the network. Generally, they refer to the samples
with the prediction probability p> 0.6. +e network pre-
diction probability of the other sample is p≤ 0.6, which is
difficult to predict accurately. Network learning this kind of
fuzzy sample is more difficult, which is called a difficult
sample. If samples are not balanced, the difficult samples
have little influence on the weights generated in the network
learning process. With the network training, difficult sam-
ples may be taken as background and then ignored.

+e original SSD network adopts the cross entropy loss
function as the classification loss function. It uses hard
negative mining to select negative samples for the sample
imbalance problem.+e positive and negative sample ratio is
1 : 3. However, the negative samples are sorted according to
the loss value of samples, and the negative samples with
larger loss are selected as the negative samples for training.
But in this way, negative samples with less loss are ignored.
Although the loss of these negative samples is small, the
number and the combined loss are large. Based on the ideas
of Focal Loss and Truncated Gradient, this paper proposes
an improved classification loss function, Enhanced Focal
Loss, to replace the original cross entropy loss function. +e
advantage is that the influence of a large number of negative
samples with a small loss value on the training is considered,
and the network training is more obviously biased towards
samples that are difficult to classify. +e function is mainly
divided into the following four parts:

(1) Based on the original cross entropy loss function, it
describes the distance between the actual output u

(the prediction probability of the network to the
sample) and the expected output (the actual category
of the sample).+e smaller the value of cross entropy
is, the smaller the loss value is, and the more accurate
the network prediction is.

CE(u, y) � − log un( 􏼁,

un �
u, if y � 1,

1 − u, otherwise,
􏼨

(2)

where un is the overall cross entropy loss function. u

is the output probability. y is the actual category.
(2) +e equilibrium coefficient β is added to optimize the

imbalance of positive and negative samples.

CE un( 􏼁 � − βnlog un( 􏼁,

βn �
β, if y � 1,

1 − β, otherwise,
􏼨

(3)

where βn is the balance coefficient. β is a balance
parameter to be set by yourself, which is used to
control the weight of positive and negative samples.
y is the actual category of the sample. un is the
sample output probability.

(3) Focal Loss idea is incorporated and inhibition co-
efficient (1 − un)δ is added to make network training
slightly biased to hard-to-classify samples.

FL un( 􏼁 �
− β 1 − un( 􏼁

δlog un( 􏼁, y � 1,

− (1 − β) 1 − un( 􏼁
δlog un( 􏼁, otherwise,

⎧⎪⎨

⎪⎩

(4)

where (1 − un)δ is the suppression coefficient. δ is a
suppression parameter to be set by yourself to
suppress the weight of easy-to-classify samples. y is
the actual category of the sample. un is the sample
output probability.

(4) Incorporating Truncated Gradient and adding
truncation coefficient ε(un). In this way, the influ-
ence of a large number of negative samples with a
small loss value on the training is considered, which
makes the network training greatly biased towards
the samples that are difficult to classify.

ε un( 􏼁 �
1 − un( 􏼁

δ
, un > 0.6,

δ · 1 − un( 􏼁, otherwise.

⎧⎨

⎩ (5)

Formula (5) defines the truncation coefficient as un

calculating the loss value in sections for the cut-off point. δ is
a parameter that needs to be set by yourself to suppress the
weight of easy-to-classify samples. un is the prediction
probability of the network to the sample.

EFL un( 􏼁 �

− β · 1 − un( 􏼁
δ

· log un( 􏼁, y � 1, un > 0.6,

− β · δ · 1 − un( 􏼁 · log un( 􏼁, y � 1, ≤ 0.6,

− (1 − β) · 1 − un( 􏼁
δ

· log un( 􏼁, y≠ 1, un > 0.6,

− (1 − β) · δ · 1 − un( 􏼁 · log un( 􏼁, y≠ 1, un ≤ 0.6.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(6)
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Formula (6) is a global Enhanced Focal Loss function. β
is a balance parameter to be set by yourself, which is used to
control the weight of positive and negative samples.

+e network can better extract the underlying features of
the picture in the prediction stage after using the Enhanced
Focal Loss as the loss function. It is input to the detector for
detection after extracting the bottom feature map used to
detect the small target. +e original bottom feature detector
is to directly carry out 21 classifications and position re-
gression. Some areas containing targets can be detected in
this way in that the location information of the low-level
feature map is sufficient. However, due to insufficient se-
mantic information, it is difficult to achieve accurate clas-
sification, which will eventually be abandoned. It leads to
poor detection effects for small targets. Based on this, this
paper designs a small target detector to carry out 2 classi-
fications and position regression. +e small target detector
only detects the small target area but does not detect the
specific category of this small target. +us, a better detection
effect of a small target position is obtained. At the same time,
this method changes the classification from 21 to 2, which
reduces the network parameters and computation. +e
specific steps of the detector are as follows:

(1) +e original picture x is input into the detection
network, and the underlying feature map
FM1 � H4(H3(· · · H1(x)) for detecting small targets
is extracted, where x represents the original drawing.
H1(x) represents the features extracted after the first
convolution.

(2) 2-classification detection and position regression are
performed on the feature map FM1, and
pbs � (Detector1(FM1)) is obtained, where FM1
represents the bottom feature map for detecting
small targets, and Detector1 is a small target detector.

+ese borders pbs are subject to nonmaximum sup-
pression, which can suppress some overlapping or incorrect
borders. After that, we can get the small target position
frame Pbs � NMS(pbs) without knowing the specific cate-
gory, but with an accurate position, where pbs represents all
small target frames obtained by the small target detector.
NMS(pbs) means to perform nonmaximum suppression
operation on pbs.

3.2.2. Big Target Detection Module. Based on the idea of the
original SSD, big target detection will use multiple detectors
to detect on multiple high-level feature maps and get specific
types of l big target detection frames. +e location infor-
mation and semantic information of the big target on the
high-level feature map are sufficient, and the specific cate-
gory and location can be directly detected. +erefore, all
high-level detectors are 21-classification detection and po-
sition regression. +e specific detection steps of this module
are as follows.

(1) +e original image x is input into the detection
network, and the bottom feature image FM1 used to
detect small targets is extracted.

(2) +e feature map FM1 is convolved for three times,
and the first high-level feature map for detecting big
targets is obtained. FM2 � H7(H6(H5(FM1))),
where FM1 is the bottom feature map. H5(FM1) is
the fifth convolution of FM1.

(3) Similar to the operation in the second step, backward
convolution and pooling are continued to obtain the
following four feature graphs FM3, FM4, FM5, and
FM6 for detecting big targets.

(4) For these high-level feature maps, their corre-
sponding detectors are used to obtain multiple big
target frames bb � Detector2(FM2) + · · · + Detector6
(FM6), where Detectorn(FMn) indicates that the
detector corresponding to the feature map is used for
detection.

(5) +ese frames bb are subjected to nonmaximum
suppression processing, and some overlapping or
incorrect frames are suppressed so as to obtain a big
target frame Bb � NMS(bb) with a specific category
and accurate position. In which bb represents a
plurality of big target frames obtained by the big
target detector. NMS(bb) represents nonmaximum
suppression operation for bb.

bb � Detector2 FM2( 􏼁 + · · · + Detector6 FM6( 􏼁Bb

� NMS bb( 􏼁Bb � NMS bb( 􏼁.
(7)

3.2.3. Small Target Enhancement Detection Module.
When small targets are detected on the underlying feature
map, the underlying semantic information is not enough to
detect specific categories. When detecting on the high-level
feature map, the small target with a very small size does not
have enough position information among the features with
enough high-level semantic information, making it im-
possible to detect small targets. Based on this, a small target
enhancement detection module and SSD cascade are
designed to detect the specific category and accurate location
of the small target frame Bs.

+e module is divided into two parts. +e first part is to
transform small target detection into big target detection.
+e bottom feature of the small target location is sampled to
the size of FM1 of the bottom feature of the original image, so
the small target detection problem is transformed into a big
target detection problem. +e second part is to extract high-
level features and detect them and learn the advantages of
the original SSD network in detecting big targets. +e
subsequent stage of this module is to extract high-level
features from the upsampled feature map and then detect it.
At this time, the network layer similar to the original SSD
network is used to extract high-level features, and the last
high-level features are used for target detection. +e main
steps of this module are as follows:

(1) +e small target position frame Pbs obtained from
the small target position detection module is input.
Based on the principle of translation invariance of
CNN (Convolutional Neural Network), the bottom
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feature FMs of the position corresponding to pbs is
obtained from the bottom feature map FM1.

(2) +ese small target bottom features FMs are
upsampled by a bicubic interpolation algorithm, and
the small target bottom feature map BFMs with the
same size as the original bottom feature map FM1 is
obtained.

BFMs � FMs↑s, (8)

where ↑s represents the upsampling operator.
(3) +en, the low-level feature map BFMs of small

targets is convolved and pooled for many times, its
high-level feature UFMs is extracted. +e high-level
feature UFMs is classified by 21 and its position is
detected, so as to obtain a plurality of small target
frames bs.

UFMs � P H10 H9 · · · H5 UFMs( 􏼁( 􏼁( 􏼁( ,

bs � Detector6 UFMs( 􏼁,
(9)

where P(·) represents the average pooling operation.
H(·) represents the convolution operation.
Detector6 is the detector.

(4) Finally, these frames bs are suppressed by non-
maxima. Some overlapping or incorrect frames are
suppressed, so as to obtain the big target frames Bs

with specific categories and accurate positions.

Bs � NMS bs( 􏼁, (10)

where bs represents a plurality of small target frames de-
tected from the high-level features of small targets. NMS(bs)

represents nonmaximum suppression operation for bs.

3.2.4. Reconstruction of Regional Candidate Box Based on k-
Means Clustering. +e performance of a deep learning
target detection algorithm largely depends on the quality of
feature learning. Feature learning is driven by training data,
which in the SSD target detection task is the area candidate
box. When the intersection union ratio (IOU) of the region
candidate frame and the real frame is greater than the
threshold, it is marked as a positive sample. On the contrary,
it is marked as a negative sample. +e formula of candidate
box parameters is as follows:

Fz � Fmin +
Fmax − Fmin

w − 1
(z − 1), (11)

where the value range of z is [1, w]. w is the characteristic
layer number. Fmin and Fmax represents the minimum and
maximum characteristic layer scale, respectively, and the
corresponding default values are generally 0.2 and 0.9. +e
middle characteristic layer is evenly distributed in scale. As
shown in Figure 3, the region candidate algorithm based on
clustering can generate four candidate boxes, including two
squares (red dotted lines) and two rectangles (black dotted
lines).

In the past tests, most of them set the size and proportion
of candidate boxes according to experience. During the
training process, the network will adjust the candidate box. If
the appropriate size and proportion of candidate boxes can
be found in advance before training, better prediction results
will be obtained. In this paper, the k-means clustering al-
gorithm is used to predict the size and proportion of can-
didate frames. +e distance measurement formula used in
this paper is as follows:

d(box, center) � 1 − IOU(box, center),

d(box, center) � 1 − IOU xq, yq, wq, hq􏼐 􏼑, xp, yp, Wp, Hp􏼐 􏼑􏽨 􏽩,

(12)

where center is the clustering center. box is the callout box.
When calculating, the value of IOU can only be calculated if
the center point of each annotation box coincides with the
center point of the cluster center. (xq, yq) is the center point
of the callout box. (wq, hq) is the width and height of the
callout box. (Wp, Hp) is the width and height of the cluster
center. q ∈ 1, 2, . . . . . . N{ }, p ∈ 1, 2, . . . . . . K{ }. N is the
number of annotation boxes. K is the number of clusters.
According to the above formula, the annotation box is
assigned to the nearest cluster center. After all annotation
boxes are allocated, the cluster center points are recalculated
for each set.

Wi
′ �

1
Ni

􏽘
wi

,

Hi
′ �

1
Ni

􏽘 hi.

(13)

Find the average width and height of all annotation
boxes in the set, and then repeat the above steps until the
cluster center changes little. In the experiment,K� {1, 2, 3, 4,
5, 6, 7, 8, 9, 10} is set for the experiment, and the marked
boxes were clustered separately. +e experimental results
show that when K< 6, the average intersection ratio

Figure 3: Schematic diagram of candidate box.
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increases greatly. When K> 6, it tends to be flat basically.
Combined with the algorithm, K� 6 is selected. When k� 6,
the aspect ratio (AR) of candidate frames is [0.59, 0.89, 1.18,
1.84, 1.9, 2.84]. Reconstruct the candidate box with this AR.

Cascade SSD algorithm uses six feature maps to generate
candidate boxes with different sizes. If the size of the feature
graph is M∗N, the corresponding feature graph is divided
intoM∗N grids.+enH candidate boxes are generated with
the center point of each grid as the center. +e number of
candidate boxes generated by each feature graph is
M∗N∗H. In this algorithm, the AR of six feature maps is
set to {1, 2, 3}. +e number of H is {6, 6, 6, 6, 6, 6}. Table 2
shows the setting of the candidate box of the algorithm area.

When the algorithm is used for target detection in this
paper, the final detection result is related to the prediction of
the regional candidate box. However, the regression of the
prediction frame of the regional candidate has a great re-
lationship with the samples in a certain range around it.
+erefore, an appropriate threshold value should be selected
when reconstructing the region candidate box. Experiments
were carried out under different thresholds to select a
suitable threshold. +e experimental results show that the
optimal threshold is 0.45.

4. Experiment and Analysis

4.1. Experimental Environment and Data Set. +e operating
system of the experimental software environment is
Ubuntu14.04, using the TensorFlow deep learning frame-
work. +e training environment settings are shown in
Table 3.

+e animation character material pictures used for de-
tection can be obtained from the screenshots in the video
library, with abundant sources and a large amount of data.
80% of the training set and 20% of the test set are used to
divide the training set and testing set. +e animation
character material pictures are obtained by searching the
cosplay pictures of specific characters from the Internet. +e
amount of data is meager. +erefore, training and test sets
are divided into 85% training set and 15% test set during
training.

4.2. Evaluation Criteria. In this paper, mAP (mean average
precision) is adopted to evaluate the detection performance
of the algorithm. +e detection speed is used to evaluate the
detection speed of the algorithm, and its unit is fps. De-
tection speed refers to the number of pictures that can be
processed per second. Detection speed comparison needs to
be done on the same hardware. mAP refers to the accuracy of
all kinds of objects on all graphs, and its calculation formula
is as follows:

mAP �
􏽐 PrecisionAver

N
, (14)

where PrecisionAver � 􏽐PrecisionC/NImages represents the
average precision sum of all categories. N means all
categories.

4.3. Experimental Analysis. In order to verify the detection
effect of this algorithm, experiments will be carried out from
the following aspects. To verify that the loss function En-
hanced Focal Loss designed in this paper is more effective
than the cross entropy loss function and Focal Loss in this
algorithm, these three loss functions are applied to the
training of this algorithm, respectively. +e selection of
training samples, function composition, and comparison of
detection accuracy of the three functions are shown in
Table 4.

As shown in Table 4, the original cross entropy loss
function selects positive samples and negative samples with
large loss values as training samples. In this way, a large
number of negative samples with a small loss value are lost,
which is obviously unfavorable to network training. Finally,
the detection accuracy of this algorithm is 78.73%. Focal
Loss selects all the samples as training samples, including a
large number of negative samples with small loss values, and
added suppression coefficient to control the loss of hard-to-
classify samples and easy-to-classify samples. +is makes the
loss of easy-to-classify samples greatly reduced, and the loss
of difficult-to-classify samples slightly reduced. On the
whole, the weight of hard-to-classify samples increased
slightly, which made the network training biased towards
hard-to-classify samples. Finally, the detection accuracy of
Focal Loss in this algorithm is 78.8%. +e Enhanced Focal
Loss used in this paper is integrated with Truncated Gradient
thought, which makes the loss of easily classified samples
decrease. +e loss of hard-to-classify samples increases and
the overall weight of hard-to-classify samples increases
significantly, making network training more obviously bi-
ased towards hard-to-classify samples. Finally, the detection
accuracy of this algorithm is 78.94%.

Some existing SSD improved algorithms are trained and
predicted on relevant data sets, and the training and pre-
diction results are compared with the target detection al-
gorithm in this paper. +e comparison results are shown in
Table 5.

Analysis of Table 5 shows that compared with the im-
proved SSD algorithm, the detection accuracy of the im-
proved algorithm proposed in this paper is obviously
improved. +e real-time detection performance of the al-
gorithm is well maintained. Especially, the detection speed of
this algorithm is nearly three times faster than DSSD.

Some existing target detection algorithms are trained
and predicted on the experimental design data set. +e
training and prediction results are compared with the target
detection algorithm in this paper.+e comparison results are
shown in Figure 4.

As can be seen from Figure 4, the accuracy of this paper
in animation character detection is larger than other algo-
rithms. +e predicted mAP of the proposed algorithm is
79.7%, which is 15.7% higher than that of YOLO. +at’s a
2.1% increase over DSSD. It can be verified that in the object
detection of cartoon characters, the clustering and cascaded
SSD algorithm proposed in this paper not only has a faster
detection speed but also significantly improves the detection
quality.
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Table 4: Comparison of loss functions.

Loss function Positive
samples

Negative samples (big
loss)

Negative samples (small
loss)

Inhibition
coefficient

Truncated
gradient

mAP
(%)

Cross entropy ✓ ✓ 7 7 7 78.73
Focal loss ✓ ✓ ✓ ✓ 7 78.8
Enhanced focal
loss ✓ ✓ ✓ ✓ ✓ 78.94

Table 5: Comparison between MPa and detection speed of SSD-related improved algorithms.

Target detection algorithm Training MAP (%) Predication MAP (%) Detection speed (fps)
Method in [15] 76.1 74.8 54
Method in [16, 17] 74.7 73.9 58
DSSD 74.1 72.6 19
RSSD 76.3 75.1 58
FSSD 74.3 73.7 56
Our method 78.4 76.5 59
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Figure 4: Comparison of target detection algorithms MPa and detection speed.

Table 3: Configuration of training environment.

Serial number Package Model
1 CPU Intel(R) Xeon(R) CPU E5-2620 v3 2.4GHz 12 core
2 Internal storage 128GB
3 Hard disc 2∗ 200GB SSD+ 2∗1.2 TB SAS
4 Display card NVIDIA (R)GTX (R)1080TI
5 System kernel Ubuntu 18.04.5 LTS (GNU/Linux 4.15.0–135-generic x86_64)

Table 2: Setting of candidate box of algorithm area in this paper.

Characteristic diagram Conv4_3 Fc7 Conv6_2 Conv7_2 Conv8_2 Conv9_2
M∗N 38∗ 38 19∗19 10∗10 5∗ 5 3∗ 3 1∗ 1
Quantity 8664 2166 600 150 54 6
Total 8664 + 2166 + 600 + 150 + 54 + 6�11640
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5. Conclusion

Aiming at the problem of animation character detection, this
paper proposes a novel method based on clustering and
cascaded SSD. A new loss function is designed to solve the
problem of unbalanced training samples for small targets.
+e algorithm extracts the features of each layer of the image
through the trained model and detects the target, respec-
tively. In this way, the small target border of an unknown
specific category and the big target border of the known
specific category can be obtained. +en, a small target en-
hancement detectionmodule, which is cascaded with an SSD
network, is designed by the algorithm. Additionally, the
high-level features corresponding to the small target area can
be extracted separately to detect small targets. It can be seen
that this algorithm is superior to other existing algorithms
via the final experimental comparison. +e future work is to
improve the upsampling method and enhance the posi-
tioning ability of small targets.
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+e present work serves to improve the stable cooperation relationship among subjects of supply chain such as enterprises,
farmers, intermediary organizations, and retailers and enhance the governance and optimization of agricultural product supply
chain, thus strengthening the competitiveness of China’s agricultural industry. +e supply chain governance of agricultural
products is taken as the research object. Initially, the stabilities of two supply chain organization modes, “company and farmer”
and “company, intermediary organization and farmer,” are analyzed by static game analysis.+en, based on the above analysis and
the characteristics of blockchain institutional technology, a detailed analyzation is made on the mechanism of supply chain of
agricultural products governance based on blockchain technology. Finally, the functional framework of agricultural supply chain
governance is designed based on the basic framework of blockchain technology, and analyzation is made on the trust mechanism
and contract mechanism of agricultural supply chain governance based on blockchain technology. +e research results show that
problems such as information and cognitive constraints in agricultural supply chain governance cannot be completely solved only
through the evolution of blockchain organizational structure and the supply of governance mechanism, and speculative behavior
will still appear. Optimizing the governance of supply chain of agricultural products based on blockchain technology can realize
the transformation of its governance scenario. Meanwhile, the blockchain technologies such as deintermediation, demistrust, and
intelligent contract play an important role in the process of agricultural supply chain governance, which can make it change in
many aspects such as organization mode, application operation, and governance mechanism. +e rapid development of new
generation information technologies such as blockchain, the Internet of +ings, and computer technology makes it possible to
comprehensively digitize economic activities such as production and transaction in the supply chain of agricultural products. +e
present work combines the technical logic of blockchain digital governance with the institutional logic of agricultural product
supply chain governance and tries to solve the instability problems caused by imperfect organization, lack of trust, and incomplete
contract in agricultural product supply chain governance with the characteristics of blockchain such as deintermediation,
demistrust, and intelligent contract.

1. Introduction

Under the rapid development of free market economy, in
order to realize the modernization of China’s agricultural
field, society must keep up with the pace of reform and
opening up. With the constant industrialization of agri-
culture, the agricultural economic form has changed to some
extent. New forms of agricultural products supply chain
emerge such as strategic alliance and cooperative

production. Under the organizationmodes of “company and
farmer” and “company, intermediary organization and
farmer,” the supply chain of agricultural products is con-
stantly developing and growing [1, 2]. Establishing a stable
cooperative relationship among the participants in the ag-
ricultural supply chain and strengthening the governance of
the agricultural supply chain can effectively improve the
competitive advantage of China’s agriculture. In recent
years, a variety of agricultural products supply chain models,
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such as “farmers and companies,” “family farms and com-
panies,” and “farmers, supermarkets, and rural cooperatives”
have emerged constantly, and the participants are also
growing [3]. On the whole, through the governance and
optimization of supply chain of agricultural products, the
cooperative relationship in supply chain of agricultural
products has become relatively stable. Its organizational
structure has gradually changed from loose to tight. However,
there are still some problems to be solved in China’s agri-
cultural supply chain for a long time, such as the difficulty in
ensuring the quality of agricultural products, the high default
rate when farmers and companies cooperate, and the diffi-
culty in reaching long-term cooperative relations [4–6].

By consulting relevant references, results turn out that
many researchers attribute the change of the relationship of
supply chain of agricultural products to the change of system.
Based on the relevant theories under the new system, study
and discussion are made on the formation and evolution of
supply chain of agricultural products. On the governance of
agricultural supply chain, some relevant scholars have
compared the governance mechanism and transaction rela-
tionship in different agricultural products circulation chan-
nels through actual case analysis. +e research results show
that the long-term transaction relationship of “order indus-
try” has the highest performance level, which verifies that
trust relationship is beneficial to improving industry per-
formance [7]. In the follow-up development process, some
researchers also used case analysis and model empirical
method to analyze the causal relationship of the relationship
governance elements between vegetable growers and com-
panies. +e results show that there are the two following
causal chains during the transaction between vegetable
growers and companies. “Farmers’ perception of enterprise
behavior determines whether farmers trust the enterprise,
which in turn determines the cooperative relationship be-
tween farmers and companies.” “Farmers’ trust in companies
will affect the degree of cooperation between farmers and
companies, which in turn determines the certainty of farmers’
transactions” [8].

At present, there are many researches on the governance
optimization of supply chain of agricultural products
globally, but most of them are focused on how to alleviate the
effectiveness of opportunistic risks through the optimization
of governance models and mechanisms, while there are
relatively few researches on the governance optimization of
supply chain of agricultural products based on blockchain
embedding. +erefore, based on blockchain digital gover-
nance technology, optimization is made on the governance
of agricultural supply chain, and solutions are given for the
unstable problems caused by low trust between companies
and farmers and imperfect organization and management
system based on the characteristics of blockchain, such as
deintermediation, demistrust, and intelligent contract.

2. Literature Review

+e research on the organization and governance of agri-
cultural product supply chain mainly evolved from the re-
search on agricultural industrial organization. Li and Zhang

(2021) [9] concluded that vertical integration of agricultural
supply chains had a positive impact on the safety of agri-
cultural products through the analysis of economic models.
With the improvement of vertical integration of agricultural
products supply chain, wholesalers and suppliers have im-
proved the security of agricultural products, reduced the
circulation cost of agricultural products, and decreased the
sales price of agricultural products. To promote the close
integration of agricultural product supply chain, Zhou and
Metawea (2021) [10] proposed a computer simulation model
of agricultural product supply chain based on multiagent
system.+rough a series of simulation experiments, detailed
discussion was made on the evolution of the organizational
structure of agricultural supply chain under different gov-
ernment regulations and its impact on the quality and safety
of agricultural products. +e simulation results revealed that
the more long-term contracts between farmers and retailers,
the more conducive to the improvement of the quality and
safety of agricultural products, and the scholars put forward
corresponding countermeasures and suggestions. Qiu
(2017) [11] studied retailers’ pricing and ordering strategies
based on real-time value loss information of agricultural
products. Considering the influence of technology appli-
cation on the circulation of fresh agricultural products, the
scholars constructed the profit model of two stages of fresh
agricultural products supply chain and analyzed three key
parameters. +e results indicated that the upstream and
downstream parts of the supply chain had the consistent
investment interval of technology label cost; under certain
conditions, upstream suppliers bore the cost of technical
labels, and wholesale and retail prices were determined by
incremental delivery.

By comparing the relevant literature, it can be found
that, in terms of theoretical research, Chinese researchers
still focus on the theory of new institutional economics. +e
research on transaction governance and relationship gov-
ernance based on transaction cost economics has just
started. +e research on agricultural product supply chain
from the perspective of transaction cost economics in for-
eign countries has been relatively mature, which is also more
in-depth and detailed, and is gradually expanded to the
combination of various theories.

3. Methods

3.1. Blockchain Data Structure and Functional Framework of
the Blockchain System

3.1.1. Blockchain Data Structure. Figure 1 signifies the data
structure of the blockchain system.

Figure 1 illustrates that the blockchain is composed of a
block header and a block body, and the block header also
includes a timestamp, a random number, a target hash, and a
Merkle root. +e Merkle root is generated by the data
structure of Merkle tree and counted in the head of the
block, of which the value is unique.+e blocks are connected
in time sequence to form a blockchain. Each blockchain is
connected by the address information of the previous block
in the block header, and each transaction can be recorded in
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the block body by the Merkle tree structure key, finally
forming a data chain with comprehensive transaction rec-
ords [12, 13].

3.1.2. Overall Functional Architecture of the Blockchain
System. With the continuous development of digital tech-
nology, the data structure of blockchain is constantly being
updated. From the earliest distributed accounting system to
Ethereum to the current alliance chain, it can be found that
blockchain is constantly being merged with digital tech-
nology. Although there are some differences in specific
applications among different blockchains, their overall ar-
chitectures are basically the same [14]. Figure 2 shows the
overall functional framework of the system.

3.2. StabilityAnalysis of SupplyChain ofAgricultural Products
under Different Organizational Modes

3.2.1. Stability Game Analysis under the Organization Mode
of “Company and Farmer”. Under this mode, the company
signs long-term contracts with farmers. Based on the
“company and farmers” mode, it can not only solve the
supply problem of raw materials for agricultural products
but also increase the sales volume of farmers’ agricultural
products. However, there are some problems that need to be
solved urgently, such as the low trust between companies
and farmers, which leads to frequent defaults between both
parties. In this mode, the game relationship between the two
parties is very obvious, and the trust relationship between
the two parties will directly affect the development of the
company and farmers [15]. +is problem will be analyzed in
detail below. Before the concrete analysis, it is assumed that
when farmers and companies conduct transactions, both
parties of the transaction are rational transactions, the
purpose of which is to enable them to obtain greater benefits.
Before trading, the quantity of agricultural products traded
by both parties has been stated in the contract, which is set as
V, and the prices of agricultural products will fluctuate
accordingly different market conditions. +e prices of ag-
ricultural products in good and better market conditions are

set as Pg and Pb, respectively. +e price in the purchase of
agricultural products of farmers is set as Pf, the production
cost of farmers in the production of agricultural products is
expressed as C1, and the logistics cost of companies is
represented by C2. Farmers will hand over the quantity V of
agricultural products to companies for processing and sales,
and finally the money profits obtained by companies are
referred to by M, where Pg >Pf>Pb. +e probability of
default by both parties and the amount of compensation to
be paid after default are set as R and L, respectively [16]. As
the default of an enterprise in the transaction process will
have a certain impact on the reputation of the enterprise, the
loss brought by the subsequent development of the enter-
prise is set as D. When the market develops well, the benefits
of both parties of the transaction are as shown in Figure 3
[17].

As Figure 3 displays, when the overall development of
the market is good, companies will make greater profits by
choosing to abide by the contract, while farmers will make
their choices by comparing the benefits they have obtained
under the conditions of abiding by the contract and
breaching the contract. +e situation arises as

VPf − C1 >VPg − C1 − Lr. (1)

Namely,

Lr>V Pg − Pf􏼐 􏼑. (2)

In equations (1) and (2), V expresses the amount of
agricultural products; Pf represents the order price of ag-
ricultural products; C1 denotes the production cost of
farmers; Pg refers to the price of agricultural products when
there is more benefit in the market; L stands for the com-
pensatory payment for breaching of contract; r accords with
the rate that compensatory payment will be paid.

+en, the farmers’ profit from breach of contract is
greater than that from keeping the contract. Hence, farmers
will choose to default.

When the overall development of the market is poor, the
benefits of both parties to the transaction are as shown in
Figure 4.
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Figure 1: Blockchain data structure.
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As Figure 5 signifies, in the case of poor overall market
development, farmers will make greater profits by choosing
to keep the contract, while companies will make their choice
by comparing the benefits obtained by keeping the contract
and breaching the contract. +e situation arises as follows:

M − VPf − C2 <M − VPb − C2 + Lr. (3)

Namely,

V Pf − Pb􏼐 􏼑>D + Lr. (4)

In equations (3) and (4), M represents the gain of
processing and selling V agricultural products; C2 expresses
the logistic and production cost of enterprises; Pf refers to
the order price of agricultural products; Pb refers to the price
of agricultural products when there is less benefit in the
market; L stands for the compensatory payment for breach
of contract; r accords with the rate that compensatory
payment will be paid; D expresses the future discount losses,
which will be led by the reputational losses suffered by
enterprises, if they breach the contract.

+en, if the profit obtained by the enterprise’s breach of
contract is greater than the profit obtained by keeping the
contract, the enterprise will choose to default.

+e above analysis illustrates that the following aspects
will influence the cooperative relationship between com-
panies and farmers: first, the price fluctuation of agricultural
products, and second, the cost of default, such as the
probability of compensation and the amount of loss after
default. +e price fluctuation of agricultural products is
mainly affected by the external environment, namely,
market environment. From that perspective of default cost,
because the number of farmers is large but the scale of their
property is small, once the amount to be paid for breach of
contract exceeds the scope of farmers’ acceptance, farmers
will think passively before participating in the supply chain
organization, so the default amount should not be too large.
Additionally, the value of compensation probability r is
mainly affected by transaction costs such as negotiation
ability and litigation cost of both parties. However, because
the price of agricultural products is relatively low, the value
of agricultural products is often lower than the transaction
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Figure 3: Benefits of both parties to the transaction when the market develops well.
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execution cost, and both parties to the transaction will
consider this factor and give up default during the trans-
action, so the probability of compensation is very low.
Generally speaking, the stability of the organization mode of
“farmers and companies” is relatively poor.

Time Impression Company, also known as Shaanxi Time
Impression Electronic Commerce Co., Ltd., is engaged in
online sales of agricultural and sideline products, storage,
sales, and industrial information services of kiwifruit, as well
as special products and dry fruit and fresh fruit acquisition
and sales business. +e operation mode of the enterprise is
“company + farmer.” It mainly cooperates with farmers in
signing of planting acquisition contracts, where the enter-
prise puts forward a series of crop process requirements for
farmers. Farmers grow products according to requirements
of the enterprise, and the latter finally purchases products at
market prices in the acquisition. +e whole process from
orchard to market is divided into several stages, and the
scope of responsibility is delimited. Time Impression
Company began to implement cooperation with farmers
from 2010, mainly in the way of order acquisition during
2010-2011; in the way of order acquisition, technical
training, and demonstration guidance during 2011–2013;
and in the way of brand building, marketing, and integrated
service system during 2014–2016.

3.2.2. Stability Game Analysis under the Organizational
Mode of “Company, Intermediary Organization, and
Farmer”. +e members of intermediary organizations in

this mode are mostly local farmers, so the trust between
intermediary organizations and farmers is high. +erefore,
when analyzing this mode, the game relationship between
farmers and intermediary organizations is ignored inten-
tionally, and analyzation is made only on the game between
companies and intermediary organizations [18].

Before the analysis, the following assumptions are made:
in order to ensure that both parties can get the maximum
benefits, both parties are rational in the transaction process.
+e number of agricultural products traded is set as V, the
price of agricultural products is represented by Pf, and the
prices of agricultural products are referred to by Pg and Pb,
when the market environment is good or bad, respectively,
where Pg > Pf>Pb.+e cost of the intermediary organization
is C1, and the cost of the enterprise in the transportation
process is C2. Farmers hand over V quantity of agricultural
products to the enterprise for processing and sales, and
finally the money profit obtained by the enterprise is set as
M, and the probability of default and the amount of com-
pensation to be paid after default by both parties are set as R
and L, respectively. +e losses caused to the development of
companies or intermediary organizations are set as D and G.
Figure 5 indicates the benefits of both intermediary orga-
nizations and companies, when the overall market devel-
opment is good [19].

As Figure 5 presents, when the overall development of
the market is good, companies will make greater profits by
choosing to abide by the contract, while intermediary or-
ganizations will make their choices by comparing the
benefits obtained under the two situations of abiding by the
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Figure 5: Benefits of companies and intermediary organizations when the market develops well.
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contract and breaching the contract. +e situation arises as
equations (5) and (6) [20] show

VPf − C1 <VPg − C1 − Lr − G. (5)

Namely,

Lr + G<V Pg − Pf􏼐 􏼑. (6)

In equations (5) and (6), V refers to the amount of the
agricultural products; Pf indicates the price of agricultural
products in the contract; Pg represents the price of agri-
cultural products when there is more benefit in the market;
C1 denotes the cost of the agricultural products purchased by
intermediary organizations; L expresses the compensatory
payment for breach of contract; r accords with the rate that
compensatory payment will be paid; G stands for the future
discount losses, which will be led by the reputational losses
suffered by intermediary organizations with certain size. +e
profit obtained by the intermediary organization’s breach of
contract is greater than the profit obtained by keeping the
contract, so the enterprise will choose to default.

When the overall market development is poor, the
benefits of both intermediary organizations and companies
are presented in Figure 6.

+rough the above analysis, the results show that the three
following aspects will affect the cooperative relationship
between companies and intermediary organizations: first, the
price fluctuation range of agricultural products, second, the
probability of compensation, and third, the loss caused by
reputation damage after default to the future development of
companies and intermediary organizations. +e price fluc-
tuation of agricultural products is mainly affected by the
external environment. Compared with the organizationmode
of “company and farmer,” the number of orders has been
greatly increased due to the addition of intermediary orga-
nizations, and the order value has exceeded the cost required
by default litigation, so the probability of winning compen-
sation has been greatly improved.

3.3. Mechanism Analysis on Governance Optimization of
Agricultural Products Supply Chain Based on Blockchain
Technology. According to the analysis of “ company and
farmer” and “company, intermediary organization, and
farmer” in Section 2 and the understanding of new insti-
tutional economics, it can be found that the agricultural
products supply chain is constantly evolving in the way
illustrated in Figure 7.

Institutional factors such as asset specificity, uncertainty,
and transaction frequency play an important role in the or-
ganizational structure of agricultural products supply chain.

Figure 8 displays three important factors of governance
of agricultural products supply chain based on blockchain
data technology.

3.3.1. Blockchain Optimizes the Network Organization
Structure of Supply Chain of Agricultural Products.
Supply chain of agricultural products is a very complicated
business system, and its main components include

consumers, farmers, companies, supervision institutions,
and cooperatives. Business entities not only have certain
dynamics and randomness but also have certain constraints
[21, 22]. +erefore, certain requirements for the governance
structure of blockchain are also put forward, so that it can be
coupled with the governance structure of agricultural supply
chain. Figure 9 signifies the specific structure.

As a decentralized and distributed database technology
under collective maintenance, blockchain can save a lot of
intermediary costs in reality. +is peer-to-peer trading
method with equal rights and obligations for each node
eliminates the hierarchical relationship derived from the
traditional central governance structure to the surrounding
radiation. +erefore, the advantage of blockchain embed-
ding in traditional organizations is to guide the “dein-
termediation” of traditional intermediaries and transaction
settlement systems, improve transaction efficiency, and re-
duce transaction costs.

+e traditional agricultural supply chain is a distributed
network chain structure composed of enterprises, farmers,
distributors, regulators, consumers, and other participating
entities. Due to the characteristics of agriculture, the par-
ticipants of agricultural supply chain are distributed in space
and time dimension, and the traditional centralized trans-
action structure can easily add the cost of information
processing and the degree of information asymmetry,
resulting in higher transaction costs. +e distributed and
decentralized characteristics of blockchain are coupled with
the distributed network organization of agricultural product
supply chain. +e agricultural product supply chain em-
bedded in the blockchain can use the point-to-point in-
formation and value transmission network architecture
based on the blockchain P2P network to trade, thereby
changing the centralized governance of agricultural product
supply chain governance. Blockchain technology embedding
can transform the original “series” organizational gover-
nance structure of agricultural product supply chain into a
flat “parallel” organizational governance structure. +e
participants can realize the direct exchange of economic
factors in the agricultural product supply chain system based
on blockchain and form the technical support of “dein-
termediation” in the agricultural product supply chain or-
ganization, thus further reducing the transaction cost.

+e governance of agricultural product supply chain
includes complex contents, such as the docking of external
market transactions, the collaboration among organizational
members, and the hierarchical governance within members.
+e blockchain can be divided into public chain, alliance
chain, and private chain according to the degree of openness.
Public chain refers to the blockchain where anyone can join,
read data, participate in the consensus process, send
transactions, and obtain effective confirmation at any time;
alliance chain refers to the blockchain where consensus
process is controlled by preselected nodes, allowing only
designated node users to account for and modify blockchain
data, which can be regarded as a “partially decentralize”
blockchain; private chain refers to the blockchain that the
written permissions are controlled by an organization or
institution, whose data processing speed is far better than
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public chain and alliance chain. Considering the processing
speed and the privacy of book access, many enterprises
choose private chain technology at the level of corporate
governance. Agricultural products supply chain can flexibly
use cross-chain, public chain, alliance chain, private chain,

hierarchical cloud mechanism, and other technologies to
deal with the participants of agricultural products supply
chain dynamically and form a more matching blockchain
and the network chain coupling mapping of agricultural
products supply chain.
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progression

Individual transaction

Intermediary organization

Organizational integration

Market contract

Relational contract

Hypermarket contract

Individual trust
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Figure 7: Evolution of organizational governance of agricultural supply chain.
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Figure 8: Blockchain embeddedness affects three important factors of agricultural supply chain governance.
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3.3.2. Blockchain Improves the Contract Completeness of
Supply Chain of Agricultural Products. When constructing
the contract theory, the relevant scholars found that there
were some differences in the information about the quality
and sales volume of agricultural products owned by both
parties to the contract, and, in the whole process of trans-
actions between both parties, irrational transactions might
occur between both parties. +erefore, it is very difficult to
clarify all the rights and obligations that both parties need to
perform when conducting transactions through the clauses
in the contract, and this will increase transaction costs
[23, 24]. +erefore, incomplete contracts are ubiquitous in
the transaction process of both parties, and the main
transaction costs brought by incomplete contracts include
the three following points: First, because there are relatively
many trading subjects involved in the supply chain of ag-
ricultural products, the cost of signing contracts is relatively
high. Second, because there are few “objects” contents to be
standardized when the subject of agricultural products trade
enters into a contract, the cost to supervise the imple-
mentation of the contract is higher than the trading target of
agricultural products. +ird, natural disasters and market
risks will have a great impact on the production of agri-
cultural products, and both natural disasters and market
risks have unpredictability, resulting in higher information
and cognitive costs [25].

Incomplete contracts and transaction costs are the
sources of organizational and governance problems, while a
considerable number of scholars believe that, when solving
the problems caused by incomplete contracts, a new gen-
eration of technologies such as blockchain can be embedded.
Figure 10 explains the specific structure.

3.3.3. Blockchain Optimizes Organizational Trust of Supply
Chain of Agricultural Products. +e root cause of the breach
of contract between the two parties is not the incomplete
contract but the speculative behavior. Companies, farmers,
intermediary organizations, and other participants in the
supply chain of agricultural products may realize their own
goals by relying on other parties violating the rules in order
to realize their own interests in the transaction process, and
the stronger the asset specificity is in the supply chain of
agricultural products, themore likely the trading subject is to
be “locked up,” and the more likely it is to have speculative
behavior.

All the problems in the supply chain of agricultural
products, such as high uncertainty, speculative behavior, and
limited rationality of trading subjects, will lead to the
emergence of organizational and governance problems. An
effective way to overcome speculative behavior and enable
the trading subjects to cooperate for a long time is to im-
prove the trust of both parties. Interpersonal trust can solve
problems such as difficulty in quantifying transaction costs
and unclear property rights in supply chain of agricultural
products caused by incomplete contracts.

Blockchain based on digital technology can not only
make the transaction information transparent but also make
it automatically execute the contract contents through

intelligent contracts, to avoid the speculative behavior that
the transaction subjects improve their own interests by
deception in the transaction process. Figure 11 shows the
specific structure.

3.3.4. 4e Principle of the Agricultural Product Supply Chain
Governance. Agricultural product supply chain gover-
nance is a very interdisciplinary subject, which can be
divided into aspects of agricultural products, supply
chain, and governance. Different combinations, different
perspectives, and different focuses of the three aspects
influence each other, infuse with each other, and then
derive the ever-changing researches and results. From the
perspective of agricultural products, the different bio-
chemical characteristics of agricultural products, regional
agricultural production, farmers’ different preferences,
and cultural attributes of different aspects of the change
factors into the subject of agricultural supply chain
governance will form a new perspective of research.
+erefore, with the deepening of research, scholars’ re-
searches show gradually more specific trends, such as
focusing on the supply chain management of some ag-
ricultural products, comparative analysis of supply chain
management of different agricultural products, the impact
of agricultural production brought by regional charac-
teristics on the supply chain management of agricultural
products, and the impact of farmers’ various preferences
on the supply chain management of agricultural products,
and these studies show different research results through
different research methods and models. In the past few
decades, with the development of globalization, indus-
trialization, and technology, supply chain has experienced
multiple stages of development, including logistics
management stage, value-added stage, network chain
stage, and emerging supply chain business stage, and both
its external form and internal mechanism have undergone
great changes. From the perspectives of supply chain
logistics, capital flow, and information flow, the research
on agricultural product supply chain governance derives
many research topics such as agricultural product supply
chain finance, agricultural product quality and safety
governance, and information sharing under agricultural
product supply chain. From the perspective of gover-
nance, researches are more consistent with the develop-
ment logic of new institutional economics. With the
continuous enrichment of the content of new institutional
economics, the research contents, and achievements of
agricultural product supply chain organization, contract
regulation and relationship governance are also constantly
enriched.

4. Results and Discussion

4.1. Analysis of China’s Total Output Value and Total Import
and Export Volume of Agricultural Products. As a big agri-
cultural producer, China’s gross agricultural output value
has exceeded the trillion yuan mark at the end of last
century. With the steady growth of gross agricultural output
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value, China’s agricultural production and management
level are also steadily improving. Figure 12 presents the total
output value and growth rate of China’s agricultural
products in recent years.

As Figure 12 shows, China’s gross agricultural products
have been increasing since 2012, with the gross agricultural
products of China reaching 11.36 trillion yuan in 2018 and
12.4 trillion yuan in 2019, up 9.1% year-on-year. China, as an
important global producer and consumer of agricultural
products, has increased the proportion of agricultural
products trade in the world agricultural products trade year
by year. It is playing an increasingly important role in the
world’s agricultural trade. With the rapid growth, the
structure of China’s agricultural trade is constantly changing
as shown in Figure 13.

Figure 13 describes that the total of import and export of
agricultural products in China showed a declining trend
from 2014 to 2017. From 2017, the total of import and export
of agricultural products in China began to rise continuously.
In 2018, the total of import and export of agricultural
products was $228.43 billion, and, in 2019, it was $228.43
billion, an increase of 5.7% year-on-year.

4.2. Functional Framework of Supply Chain Governance of
Agricultural Products under the Blockchain Technology Path.
In the process of rapid development of digital technology,
blockchain technology has been continuously integrated
with digital technology to provide more effective solutions
for optimizing the organizational governance system. By
combining different digital technologies, different technical
characteristics can be brought to blockchain products.
However, each blockchain product can be divided into data
layer, network layer, consensus layer, contract layer, and
application layer on the technical path of systematic func-
tional architecture. On the basis of consulting relevant lit-
erature, the overall functional framework of agricultural
products supply chain is reconstructed in view of the existing
problems in the current supply chain of agricultural
products, which can be divided into five parts as shown in
Figure 14.

In order to intelligently identify and track and monitor
the processes and subjects in the supply chain of agricultural
products, the physical layer in Figure 14 is set up, which
includes various digital technologies such as intelligent re-
mote sensing and laser scanning. +rough the integration
with these technologies, the planting, processing, and lo-
gistics information in the supply chain of agricultural
products can be collected. For example, if the sensor is
installed on the agricultural seed machine, the position
information provided by GPS can be used to photograph the
growth of farmland crops, which can be input into the
computer system for further processing and storage of
relevant data.

+e data layer mainly includes many data technologies
such as asymmetric encryption, hash function, and Merkle
tree to store the data in the process of agricultural supply
chain governance. Asymmetric encryption can encrypt data
through a pair of public key and private key; the public key is
open to the whole network, while the private key can only be
used by individuals. +is method can not only protect
personal data privacy and ensure the information stored by
users safely but also clarify the boundaries between the two
parties in the supply chain. Hash function has the charac-
teristics of noninterference and being one-way. Based on
these characteristics, it can ensure that the data in the supply
chain of agricultural products will not be easily tampered
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Figure 11: Blockchain strengthening organizational trust in agricultural supply chain.
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and ensure the authenticity of the recorded data. Merkle tree
is an essential technology when building the block data
structure of blockchain. Its branch nodes can store the
calculated hash value, and the root value corresponds to the
last hash value in recursive calculation, which is recorded in
the block data structure together to ensure that the previous
data can be traced back. +erefore, this technology can be
used when constructing the data traceability system of
supply chain of agricultural products and building the re-
lational database based on the trading network.

+e consensus network layer includes cross-chain
technology for connecting different blockchains, consensus
algorithms such as DPoS and PoW, and P2P network
technology. +e network layer frames the data verification
structure, information dissemination mechanism, and net-
work formation mode among the trading subjects of supply
chain of agricultural products and reshapes the organization
mode of supply chain of agricultural products. Among them,
DPoS, PoW, and other blockchain consensus algorithms can
ensure that the number of general ledgers is consistent when
the bookkeeping rights of each node in the supply chain of
agricultural products organization are the same. +e dis-
tributed ledger formed based on this algorithm can improve
the trust between transaction subjects and make the orga-
nizations in the supply chain of agricultural products form
mutual trust. P2P network technology can ensure that the
trading statuses of each subject equal each other in supply

chain of agricultural products. In this case, the intervention
of third-party intermediary is not needed, and the point-to-
point trading structure among trading subjects is realized,
thus effectively reducing the transaction cost.

Intelligent contract layer includes Multisignature
Technology, Programmable Script Technology, and Turing
Complete Technology. It can transform contracts in supply
chain of agricultural products into computer protocols in
blockchain data structure through program codes. +is
protocol adopts self-verification method and automatically
performs tasks without intervention of intermediary. In
order to make the information exchange, asset management,
and value transfer between trading entities more efficient
and convenient, various data and assets can be flexibly
embedded in smart contracts. It can also be embedded with
intelligent prediction machines and various intelligent al-
gorithms involved in transactions to build an intelligent
system that can analyze the environment and make corre-
sponding decisions.

+e application layer contains various application cases
and scenarios in the supply chain of agricultural products,
which are applied to the specific production process based
on the functions of the above layers. For example, the or-
ganizational credit system of supply chain of agricultural
products is constructed, and the data of the participants’
demand and financial supply are analyzed. +rough the
above analysis, the intelligent functional framework of ag-
ricultural products supply chain based on blockchain can be
obtained as in Figure 15.

4.3. Mechanism Optimization of Supply Chain Governance of
Agricultural Products under Blockchain Technology Path.
All participants in the supply chain of agricultural products
can sign contracts before trading, so that the interests of both
parties can be effectively guaranteed.+e clearer the terms in
the contracts, the more stable the cooperative relationship
between both parties. At present, the commonly used formal
governance mechanism is shown in Figure 16.

In the governance mechanism of agricultural supply
chain, it includes not only formal governance mechanisms
such as contracts but also informal governance mechanisms
such as agreements and exchanges, as shown in Figure 17.

4.3.1. Blockchain Embedding Optimizes the Trust Mechanism
of Supply Chain of Agricultural Products. Because the supply
chain of agricultural products is greatly influenced by the
natural environment, the investment risk is high, the es-
tablishment of trust relationship between trading subjects
can avoid opportunistic behavior to a great extent, and the
improvement of trust between trading subjects can improve
the stability of the supply chain of agricultural products. By
encrypting and transparentizing the data and information,
the distrustful factors in the blockchain can be removed, and
the influence degree of the organization can be reduced by
“information without doubt.” Blockchain can encrypt data
information to ensure the authenticity and reliability of data
and reduce the influence of personal feelings on trust. In
order to effectively deal with the limited rationality among

Physical layer

Data layer 

Consensus network layer 

Intelligent layer 

Application layer 

Functional
architecture 

Figure 14: +e overall functional framework of supply chain
governance of agricultural products.
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the trading subjects, there are two main ways to realize
“information without doubt” based on the technology of
blockchain: first, construct the infrastructure of

“information without doubt” based on new information
technology; second, build the digital trust mechanism to
improve the enthusiasm of trading subjects such as com-
panies, farmers, and intermediary organizations.

Figure 18 signifies the “information without doubt”
technology constructed according to the above contents.

4.3.2. Blockchain Optimizes the Contract Mechanism of
Agricultural Supply Chain Governance. Contract mechanism
is similar to smart contract, which is realized by computer
programming. Based on reducing costs, its application scope is
broader, and the transparency of the implementation process
greatly reduces the probability of default by both parties. +e
smart contract based on blockchain technology can be divided
into broad sense and narrow sense. +e broad sense smart
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Figure 15: Functional framework of supply chain governance of agricultural products based on blockchain.
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contract does not consider the influence of intermediary or-
ganizations. It can consciously carry out relevant activities
according to the contents of the contract and play a supple-
mentary or even alternative role to the existing rules and
regulations.

In the supply chain of agricultural products based on
blockchain technology, transactions among companies,
intermediary organizations, farmers, and other trading
entities can be transformed into codes by computer algo-
rithms and then evolved into programs, forming computer
protocols and storing them. Economic activities such as
identity authentication and contract transactions can be
completed through intelligent contracts. Figure 20 shows the
specific functional architecture.

4.4. Case Analysis

4.4.1. Case Description. Based on the high-quality black land
of ”BEIDAHUANG Group,” “Shan Liang Taste” integrates a
new generation of information technologies such as Internet of
+ings, blockchain, and big data to serve the whole supply
chain and creates the first rice supply chain system in China
based on blockchain in the form of “consumers+ logistics
system+ trading platform+production base+ farmers.” “Shan
Liang Taste” implements the digitization of agricultural assets.
+e supply chain is split into 1639 business nodes, spanning 3
farms, 9 administration areas, and 33 workstations, signing 249
plots (a total of 24318.98 mu), and covering 1477 plots (a total
of 271223.03 mu), and single land has 17 conventional digital
attributes. “Shan Liang Taste” links the contracted agricultural
land to the network platform, forming the corresponding
programmable assets. Relying on the modernized, standard-
ized, and mechanized production management mode of the
“BEIDAHUANG Group,” various intelligent devices are em-
bedded in all aspects of the supply chain such as rice planting,
production, sales, and after-sales. Collection is made on a series
of data such as soil environment, fertilizer and water use,
seedling information, rice deep processing, storage and
transportation, and sales and distribution in the process of rice
planting. After process screening and algorithm screening, the
data are uploaded to the blockchain to ensure the objective
authenticity of the data.

Based on this, “Shan Liang Taste” realizes the compre-
hensive data mapping of the participants, production, and
circulation, agricultural assets, and trading system of the rice
supply chain in the blockchain network, breaks the data
island, and forms the consistent database of the rice supply
chain based on the blockchain. Specifically, “Shan Liang
Taste” uses blockchain to create a closed-loop autonomous
system and develops APP and digital equipment based on
blockchain in the production and logistics links of rice
supply chain for digital governance.

In the transaction of rice supply chain, on the one hand,
”Shan Liang Taste” makes the best of the financial and
technological characteristics of blockchain to organically
combine the circulation of digital assets of farm land with
bulk grain transactions. In the blockchain environment,
”Shan Liang Taste” forms a confirmed agricultural product
by anchoring with the land of “Shan Liang Farm,” thus
creating a brand grain futures trading scene based on
blockchain “Grain Exchange.” “Shan Liang Taste” anchors
the digital assets of agricultural land with the “Shan Liang
blockchain grain ticket,” a tradeable and mortgageable
digital planting order produced by the plot. Grain ticket is
the only certificate for grain physical delivery in “Grain
Exchange,” and farmland asset securitization is completed
by anchoring grain ticket and real grain.

On the other hand, “Shan Liang Taste” implements
e-commerce sales for consumers. Consumers can delimit a
part of the farm through cloud farms, order one season of
rice produced on the land, and generate orders online with
one button. Farmers can contract the production orders of
land anchored by “Shan Liang Blockchain Grain Ticket”
online through “Farmer Treasure,” thus forming blockchain
futures products of shared farms. After that, through the
closed-loop channel construction and traceability certifi-
cation process of “Shan Liang Taste,” the high-quality grain
with “geographical stamp, time stamp, and quality stamp” is
sent to consumers by express delivery. In June 2018, “Shan
Liang Taste” cooperated with Tencent and issued a “Shan
Liang Blockchain Order” corresponding to the land through
WeChat, which was sold online at the price of CNY 8,000 per
mu of land and 500 kg of high-quality rice to support online
crowdfunding consumption. Ten people could make group
reservations and the goods would be delivered by express
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Figure 18: Technical architecture of “information without doubt.” In addition, the application of blockchain technology can optimize the
trust generation and guarantee mechanism in supply chain of agricultural products, illustrated in Figure 19.
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delivery four months later. Figure 21 illustrates the ordering
flow of “Shan Liang Taste Sharing Farm.”

Whether it is the blockchain-based commodity trading
or consumer-oriented online orders, “Shan Liang Taste” uses
blockchain-based smart contracts. “Shan Liang Taste” dig-
itizes and programmes the order through script code. Once
the system triggers the threshold, the contract terms will be
automatically executed, and none of participants of the
contract unilaterally have right to cancel or prevent the
contract execution, which effectively solves the contract
credit problem faced by the original rice supply chain. “Shan
Liang Taste” releases the rights, responsibilities, and benefits
of all aspects of the agricultural supply chain transparently
and open in the form of blockchain-based smart contract
terms. Once an order happens in the sales end, intelligent
contracts will automatically allocate revenue to each supply
chain link. +e rice supply chain based on blockchain has
formed a systematic, digital, and intelligent benefit distri-
bution mechanism. +e originally fragmented supply chain
subjects have formed efficient coordination and positive
incentives through algorithms.

“Shan Liang Taste” relies on a new generation of in-
formation technology to create a variety of integrated ap-
plications for specific scenarios of rice supply chain at the
platform level, for example, relying on BEIDAHUANG
Group standardized production, integrated services, and
digital management to create “Shan Liang Stewards,” to
provide integrated services for supply chain participants,
unified breeding, agricultural procurement, production

planning, warehousing acquisitions, logistics, and distri-
bution services; developing “Shan Liang School” to spread
farming skills and knowledge and providing all-round skills
services such as fertilizer and pesticide use and pest control
technology for the new farmers who contracted rice pro-
duction tasks; cooperating with financial institutions to
create “Shan Liang New Finance” and forming a consistent
database based on blockchain with financial institutions.
Based on the big data analysis of the production, processing,
logistics, trading, and consumption of the rice supply chain,
financial services such as borrowing, asset securitization, and
insurance are carried out to solve the problems of opaque
financial information in the agricultural supply chain, re-
dundant intermediaries, and complex business processes
and provide effective protection for the financial needs of
farmers and SMEs in the rice supply chain. Figure 22
demonstrates the scheme of the “Shan Liang Taste” block-
chain network architecture.

4.4.2. Optimization of Agricultural Products Supply Chain
Governance from the Perspective of Blockchain Embedding.
Blockchain is the technology to solve the problem of rice
supply chain. Besides, the underlying technical logic of
decentralization, trust, intelligent contract, and consensus
sharing of blockchain is the core of guiding the project of
“Shan Liang Taste.” “Shan Liang Taste” uses blockchain as
the underlying functional architecture to integrate Internet
of +ings, big data, artificial intelligence, visualization, and

Digital node of rice supply chain Good food taste sharing farm Peasant household

Supply chain treasure Nongjianbao Farmer's treasure 

Plant

Blockchain
node

Machining

Blockchain
node

Logistics

Blockchain node

Storage Sale

Blockchain node Blockchain
node

Smart
contract 

Block mapping

Relational
database

Identification, data summary

Smart contractInternet of things
terminalRice supply chain information collection system

Blockchain network

Information of each link

Figure 22: Scheme of the “Shan Liang Taste” blockchain network architecture.
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other technologies into the framework to optimize the
governance of rice supply chain. According to the functional
framework design of agricultural product supply chain
governance based on blockchain, “Shan Liang Taste” also
adopts similar functional architecture on the technical path:
basic physical layer, data layer, consensus network layer,
intelligent contract layer, and application layer.

+e basic physical layer integrates technologies such as
the Internet of +ings, mobile Internet, big data, remote
control, and data processing. Each node in the rice supply
chain contains much data. +ese data are collected through
various technologies and terminals in the physical layer and
uploaded to the system with communication protocols. +e
whole process mapping of the rice supply chain is completed
in the physical layer. “Shan Liang Taste” relies on the same
cultivation of rice standard with BEIDAHUANGGroup and
uses the Internet of +ings, mobile Internet, and other
technologies to realize the whole process of data collection in
the preparation, production, and receiving links. +e data
layer integrates hash function, distributed database tech-
nology, timestamp, cloud database, Merkle tree, and other
technologies to receive data from the basic physical layer and
unify data format, which is stored in the “Shan Liang Taste”
system. +e consensus network layer adopts the common
consensus algorithms such as PoS and DPoS and the hybrid
consensus mechanism of joint consensus. +e intelligent
contract layer encapsulates the business logic and transac-
tion logic of the code-programmed “Shan Liang Taste”
system, which is a complete intelligent contract. +e ap-
plication layer encapsulates the application logic of specific
cases in the “Shan Liang Taste” rice supply chain based on
the functions of each layer. +e API interface provided by
the underlying blockchain can call the distributed data of
each layer and the resources for consumers, enterprises,
regulators, and trusted service providers to realize the
governance requirements of specific system applications,
such as user authentication, quality inspection and detec-
tion, product traceability, monitoring and early warning,
supply chain finance, and other specific application sce-
narios. Figure 23 signifies the system functional framework
based on blockchain governance for “Shan Liang Taste.”

5. Conclusion

Because the information owned by the trading subjects in
the agricultural supply chain is not completely consistent
and not necessarily completely rational in the trading
process, there is instability in the governance of the agri-
cultural supply chain, which will lead to speculative behavior
of the trading subjects. According to the new institutional
economics theory of blockchain technology and agricultural
supply chain governance, the governance of supply chain of
agricultural products is discussed through literature re-
search, executive analysis, and interdisciplinary research.
+e results are as follows: By analyzing the organizational
structure and stability of two organizational models,
“company and farmer” and “company, intermediary orga-
nization, and farmer,” a deep discussion is made on the
relationship, organizational structure, and manifestation of

trading subjects in the supply chain of agricultural products.
With the rapid development of the new generation of in-
formation technology, such as blockchain, Internet of
+ings, and computer technology, it is possible to com-
prehensively digitize economic activities such as production
and transaction in the supply chain of agricultural products.
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In order to obtain the complete equilibrium state of rural financial market and ensure the stable development of rural financial
consumer market, this paper introduces CGE model and analyzes the dynamic trust mechanism of individual consumers in rural
financial market. In this paper, the single variable evolutionary fuzzy clustering algorithm is used to analyze the orthogonal
eigenvector solutions of individual consumers; the big data of individual consumers under the mode of perceived trust is
automatically clustered, so as to obtain the fuzzy analogy function of individual consumers in the rural financial market; and
finally the prediction value of consumer trust is obtained.-e results show that trust, customer satisfaction, and service quality are
positively correlated. Under the same sample expectation constraints, the dynamic CGE model is more robust, and the individual
consumer trust mechanism of rural financial market in the study area has higher advantages.

1. Introduction

Since the late 1990s, in order to meet the challenges of do-
mestic and foreign banking industry, commercial banks,
especially the Agricultural Bank of China, have significantly
accelerated the pace of building modern commercial banks.
-e operation has obviously turned to the direction of
commercialization, a large number of township institutions
have beenmerged, and loans tend to be large customer groups
[1]. Not only make it appear fault in rural financial services,
but alsomake a large number of rural funds have turned to the
city, so that the supporting role of commercial finance on
rural economy is weakening. In fact, the rural financial field is
also a promising field. -e rural financial market should not
become a wasteland of commercial finance. Although China
has been an agricultural policy bank for more than ten years,
the current agricultural development bank has a single source
of funds and a heavy burden of nonperforming assets. Rural
financial consumption refers to the behavior that rural res-
idents purchase financial products provided by financial in-
stitutions in order to meet their own consumption needs and

enjoy financial services. -e construction and improvement
of rural financial consumption market are closely related to
the overall development pattern of China’s financial industry
[2]. Building a stable rural financial consumer market is of
great practical significance for expanding the domestic de-
mand and promoting the stable development of rural eco-
nomic and financial market. Based on the stable development
of the market, consumer trust plays an important role in the
rural financial consumption market. From the perspective of
relationship marketing, trust plays an important role in
strengthening relationships. Keeping trust with consumers is
the most effective way for enterprises to carry out relationship
marketing. In the case of uncertainty, high risk, and lack of
contract and guarantee, the establishment of consumer trust
has far-reaching significance for enterprises, which helps to
establish stable customer relationship and maintain market
share [3].

CGE model is essentially a micro model of multiple
sectors and multiple markets; it also contains a lot of macro-
economic content. CGE model can make feedback adjust-
ment and spontaneous decision by setting the optimal
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decision of decision-makers, so it has obvious advantages
over other research methods in analyzing the effect of policy
changes. Using CGE model to analyze the trust mechanism
of individual consumers in rural financial market dynami-
cally, we can classify and refine the production sector or
individual consumption factors, link the resources and
environment variables with relevant departments, and ob-
tain the production function or consumption function
without changing the basic assumptions and structure of the
model. -is paper analyzes the formation and evolution of
individual consumer trust mechanism in rural financial
market and puts forward some suggestions for its
development.

CGE is a model based on general equilibrium theory,
which can calculate the equilibrium solution, involving three
aspects of interpretation.

Computability means taking the real economic data as
the input and calculating the equilibrium solution.

Generality means multiple industries and multiple
subjects, such as government, family, industry, and trading
partners; general behavior equation, utility maximization,
and profit maximization.

Equilibrium means demand� supply. -rough price
changes, the product and factor markets can be cleared.

Because of the above characteristics of CGE, this method
can be easily applied to research on the trust mechanism of
individual consumers in rural financial. According to the
CGE method, we analyze the constraints of the rural fi-
nancial consumer market and then introduce the trust
mechanism of individual consumers in the financial market,
extending the CGE model. Besides, we analyze the rela-
tionship between rural customers’ perception of financial
service quality, customer satisfaction, and customer trust
and set the variables and conditions of the CGE extended
model to judge whether the rural financial consumer market
is in a stable development state. -is paper determines the
credit risk evaluation index, introduces the improved ana-
lytic hierarchy process, evaluates the credit risk of individual
consumers in rural financial market, determines the ad-
vantages of the trust mechanism of individual consumers in
rural financial market, and makes a dynamic analysis of the
trust mechanism of individual consumers in rural financial
market.

-e contributions of this paper can be described as
follows:

(1) In this paper, the single variable evolutionary fuzzy
clustering algorithm is used to analyze the orthog-
onal eigenvector solutions of individual consumers;
the big data of individual consumers under the mode
of perceived trust is automatically clustered, so as to
obtain the fuzzy analogy function of individual
consumers in the rural financial market; and finally
the prediction value of consumer trust is obtained.

(2) -is paper analyzes the constraints of the rural fi-
nancial consumer market, introduces the trust
mechanism of individual consumers in the financial
market, extends the CGE model, and analyzes the
relationship between rural customers’ perception of

financial service quality, customer satisfaction, and
customer trust.

(3) -is paper determines the credit risk evaluation
index, introduces the improved analytic hierarchy
process, evaluates the credit risk of individual con-
sumers in rural financial market, and determines the
advantages of the trust mechanism of individual
consumers in rural financial market.

-e remainder of this paper is organized as follows.
Section 2 introduces the perceived trust model of individual
consumers in rural financial market. Section 3 discusses the
dynamic CGE model of individual consumer trust mecha-
nism in rural financial market. Section 4 discusses experi-
ment and analysis. Section 5 presents the conclusions of the
study.

2. The Perceived Trust Model of Individual
Consumers in Rural Financial Market

-e steady improvement of the overall income level of rural
residents, the continuous increase of disposable financial
consumption income, and the continuous updating of
consumption concept set higher requirements for the di-
versification of rural financial consumption products and
financial services [4]. However, the products in the market
are uneven, which requires consumers to have perception
and trust in the rural financial market, so it is necessary to
improve the quality of products. In this paper, single variable
evolutionary fuzzy clustering algorithm is used to analyze
the orthogonal eigen vector solutions of individual con-
sumers. Assuming a single component of individual con-
sumers’ perceived trust εk, the individual consumer feature
x(tn+1) decomposition model is obtained:

VV
T

� IM,

􏽘 � diag σ1, σ2, . . . , σm( 􏼁 ∈ R
m×m

,

VV
T

� IM,

􏽘 � diag σ1, σ2, . . . , σm( 􏼁 ∈ R
m×m

,

(1)

where RTR represents the continuous statistical character-
istic quantity of the personal consumer information sam-
pling sequence Rm×m. Since there is a surplus probability in
the statistical process, the size of the distribution charac-
teristic value of the personal consumer is ranked:

σ1 > σ2 > σ3 > · · · > σs+1 > σm. (2)

Under the evolutionary game, the new characteristic
sequence of individual consumers in rural financial market
is as follows:

Xm+1(m) � Xk+1(m)

±

���������������������������������

dm(0)e
λ1+􏼐 􏼑

2
− 􏽘

m− 1

i�1
Xm+1(i) − Xk+1(i)􏼂 􏼃

2

􏽶
􏽴

.

(3)
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Under the condition of local stability analysis, the
quantitative prediction value of individual consumers is
obtained as follows:

x tn+1( 􏼁 � Xm+1(m). (4)

-e expected valueRTR and standard deviation εk in the
Gaussian self-similar process of individual consumer se-
quence are set asRTR � 0, D0 � 1,� 1, and k � 1, 2, . . . , n − 1,
respectively. After reconstructing the phase space of the
evolution data sequence of individual consumer, the fuzzy
clustering method is used to automatically cluster the big
data of individual consumer under the perceptual trust
mode, and a group of new time series that replace individual
consumer are mined, -e results are as follows:

Dk �
Dk− 1 − N

2
k− 1

D
k− 1

,

ϕkk �
Nk

Dk

,

ϕkj � ϕk− 1,j − ϕkk · ϕk− 1,k− j.

(5)

In the Gaussian distribution N(0,1) of individual con-
sumers, an initial value of x0 is generated. Based on the
initial value, the trust perception is iteratively calculated.
Suppose that the discrete characteristic component of in-
dividual consumers’ demand information in the perceived
trust mode is si � (xi, xi+τ , . . . , xi+(m− 1)τ)

T, and the above
formula is a short-term discrete information distribution set,
which is embedded in the embedded space of individual
consumers in the rural financial market. -e distribution
function of the state set of individual consumers in the rural
financial market under the mode of perceived trust is ob-
tained as follows:

dz(t)

dt
� F(z). (6)

In order to ensure that the effective probability density of
individual consumers in rural financial market is high, the
appropriate si � (xi, xi+τ , . . . , xi+(m− 1)τ)

T and
si � (xi, xi+τ , . . . , xi+(m− 1)τ)

T are selected according to the
above formula:

R1 � X1, X2, X3, . . . , Xd􏼈 􏼉
T
. (7)

-rough multiple comparison analysis, the correlation
function of individual consumers in rural financial market is
obtained as follows:

R1
T
R1 � X1, X2, . . . , Xm􏼈 􏼉 X1, X2, . . . , Xm􏼈 􏼉

T
. (8)

A pre-estimator is set to calculate the best decomposition
value VT

1 of individual consumers in rural financial market:

R1
T
R1 � V1 􏽘 V

T
1 . (9)

Assuming that xj is an xi nearest neighbor function, this
paper uses earnings management method to make fuzzy
prediction of individual consumers from L + 1 to 2L

dimensions. In this process, Xm in the phase space is taken as
the central point, and the fuzzy analogy of individual
consumers in the rural financial market under the mode of
perceived trust is as follows:

R
T
2 R2 � V2􏽘

2
V

T
2 ,

R2 � Xd+1, Xd+2, . . . Xd+m􏼈 􏼉
T
,

R
T
2 R2 � Xd+1, Xd+2, . . . Xd+m􏼈 􏼉 Xd+1, Xd+2, . . . Xd+m􏼈 􏼉

T
.

(10)

In the formula, the wide area characteristic component
of individual consumers in rural financial market is as
follows:

V � V1, V2, . . . , Vm􏼂 􏼃 ∈ R
m×m

. (11)

-rough univariate analysis of variance, according to the
evolution characteristics of predicted values Xm and Xk, the
predicted values of consumer trust are Xm+1 and Xk+1.

3. Dynamic CGEModel of Individual Consumer
Trust Mechanism in Rural Financial Market

3.1. Dynamic Analysis of Trust Mechanism of Individual
Consumers. -e traditional CGEmodel is based on the pure
economic system, so SAM accounting framework, as the
database of CGE model, only describes the pure economic
aspects of production, consumption, and other activities,
excluding the resource and environmental losses caused by
economic activities and corresponding protection activities
[5]. In fact, if we make proper use of resources and envi-
ronment in economic activities and take timely measures to
protect rural resources and control pollution, the interaction
between resources, economy, and environment will be in a
virtuous circle. -erefore, a completely balanced state is the
stable development of rural financial consumption market.
However, there are still many restrictive factors in the rural
financial consumption market, like the following:

(1) It is difficult for low coverage of rural financial
services and relatively single financial products to
meet the diversified needs of rural consumer groups
for financial services. First, the service coverage of
financial institutions is relatively narrow. Rural fi-
nancial service coverage refers to the level and degree
of financial services such as deposit, loan, settlement,
and financial management provided by financial
institutions for enterprises and farmers in rural
areas. It is the main quantitative index to evaluate the
status of rural financial services. Due to the fact that
quite a number of banking financial institutions have
realized the strategic transfer from villages and towns
to large- and medium-sized cities, the underdevel-
oped rural areas have become the areas with ex-
tremely weak financial strength. Second, there are
few kinds of suitable financial service products. -e
design of financial consumer products for rural
residents by rural financial institutions is far behind

Scientific Programming 3



the current needs. Relying on the villages and towns,
the financial services of financial institutions in the
vast rural areas still stay at the level of traditional
business such as deposit, means of production loan,
and general settlement, which makes the financial
supply and farmers’ demand unable to smoothly
connect, thus restricting the normal start of rural
financial consumer market. -ird, the appropriate
financial products are not yet mature. Financial
consumer products lack proper standards and
mislead financial consumers to buy financial prod-
ucts from time to time.

(2) -e low efficiency and fairness of rural financial
services cannot meet the diversified needs of rural
consumer groups. One is the restriction of loan ap-
proval authority [6]. A considerable number of rural
financial institutions lack sufficient approval authority
due to the collection of loan authority, which makes it
more difficult for rural financial consumers to raise
funds, thus missing the best opportunity for invest-
ment or production. -e second is the restriction of
financial resources allocation. Quite a number of
banking financial institutions lack sufficient attention
to all kinds of loans in rural areas for their own
economic interests and credit risk prevention [7, 8].
-e third is the restriction of payment and settlement
system. Due to the backward construction of rural
financial payment and settlement service system, the
low level of rural financial services, and the lack of
financial consumer products and financial publicity,
farmers have less knowledge and use of modern fi-
nancial knowledge and investment and financial
products, and it is difficult for the relatively weak rural
financial consumer groups to enjoy modern financial
services [9].

-erefore, in order to highlight the coverage of rural
financial services and the role of efficiency and
fairness of rural financial services in farmers’ pro-
duction activities, we introduce the trust mechanism
of individual consumers in the financial market and
expand the CGE model; that is, besides land, capital,
and labor, we introduce the virtual element of “in-
dividual consumer trust,” as shown in Figure 1.

In the multilayer nested structure shown in Figure 1, the
first level first synthesizes the intermediate input and initial
factor input (added value) of nonindividual consumer trust
into the total output of the department in the form of CES
function. In the second level, the intermediate input of
nonindividual consumer trust is decomposed into various
intermediate inputs according to Leontief structure; that is,
there is no substitutability between inputs, and the added
value of the same level is decomposed into labor force and
generalized capital (including capital, land, individual
consumer trust, and natural endowment) according to CES
structure. In the third level, labor force is further decom-
posed into agricultural labor force, industrial workers, and
technicians with CES structure, and generalized capital is

further decomposed into individual consumer trust and
capital land endowment with CES structure. In the fourth
level, the individual consumer trust is divided into the input
of various individual consumer trust products. -e model
assumes that there is a certain substitution possibility be-
tween different individual consumer trust inputs (such as the
substitution of coal, oil, and natural gas), so all kinds of
individual consumer trust inputs synthesize individual
consumer trust with CES structure. At the same time, capital
land endowment is decomposed into capital land and
natural endowment. As a necessary and irreplaceable input
factor, natural endowment enters the equation in a fixed
proportion and is combined with capital land in the form of
Leontief function. Finally, capital land is decomposed into
capital and land in CES structure (this study is from the
perspective of individual consumers and does not involve
the issue of energy output).

3.2. Variable Setting and Reduction Conditions of CGE Ex-
tendedModel. Customers with trust can bring profit growth.
With the successive establishment of rural banks and the
increasing number of rural financial outlets of banks and
credit enterprises, the competition in rural financial market
will be fiercer and fiercer [10–12].-erefore, how to improve
the quality of rural financial services, promote the trust of
rural customers, and retain customers is an important issue
for financial enterprises. -erefore, it is necessary to start
from the relationship between whether the customer has
trust, customer satisfaction, and service quality and establish
the relationship model of rural customers’ perception of
financial service quality, customer satisfaction, and customer
trust according to the existing theoretical research results
and relevant research experience, as shown in Figure 2.

-e income of rural residents mainly comes from the
factor income of labor and capital, as well as the transfer
payment of government, enterprises, and foreign countries.
After paying personal income tax, residents use disposable
income for saving and consumption, which is reflected in
commodity market equilibrium, factor market equilibrium,
government budget equilibrium, balance of international
payments, and balance of savings and investment, mainly
describing nominal and real GDP and social welfare. In the
dynamic module, capital accumulation, population, and
labor force changes are introduced to make the model
dynamic. From themacro point of view, in order tomake the
model achieve a stable and balanced growth path [13, 14],
this paper sets the growth rate of the main exogenous
variables to be consistent with the population growth rate

HK �
1 − dept( 􏼁 · K · Ka + ENTSAVt

􏽐tK
t+1

· W
zeta

· K
t

, (12)

where Kt+1 is the capital supply in t+1 period, dept is the
composite investment price Ka in t period, wkt is the capital
price in t period, zeta is the elastic parameter of investment
distribution, ENTSAVt is the household savings in t period,
and Kt is the labor supply in t period.

Because the approximate conditions of the model are
that the variable is stable and balanced, it is dynamic. If the
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model has only one solution, it can be judged that the rural
financial consumption market in the region is developing
steadily.

3.3. Credit Risk Assessment of Individual Consumers in Rural
FinancialMarket. -ere are two basic relationships in human
economic activities: the relationship between man and nature
and the relationship between man and man. -ere are both
cooperation and conflict between people. In order to effectively
resolve conflicts, promote cooperation, and improve the
welfare level of social members, human beings have invented
various systems to regulate their own economic behavior in the
long-term evolutionary game. In any transaction, if the buyer
does not trust the quality and quality of the products provided
by the seller, or the seller does not trust the buyer’s means of
payment, there is no way to conduct the transaction. In this
sense, without trust, there will be no transaction and nomarket
[15]. However, trust must be mutual. -erefore, after deter-
mining the degree of trust of individual consumers in the
market, it is necessary to determine the degree of trust of the
market subject, that is, the enterprise to individual consumers,
that is, to determine the credit risk of consumers.

-e enterprise is to determine the credit risk evaluation
index as the premise to evaluate the credit risk of customers.
Credit risk index can comprehensively evaluate the com-
prehensive level of customers and credit management.

Customer credit risk assessment indicators follow the
principles of comprehensiveness, scientificity, practicability,
and operability and the combination of quantitative and
qualitative. It mainly investigates customer credit status
from the aspects of trading environment, mortgage, ethics,
capital, and rural financial market capabilities -e specific
level is shown in Table 1.

In Table 1, regarding environment, the law of social and
economic development and the special changing market
transactions in a certain region affect the solvency of cus-
tomers, mainly selecting themacro environment andmedium
environment that affect enterprises. With respect to mort-
gage, customers use their assets as guarantee for repayment,
and the main indicators are mortgage and guarantee under
customer market transactions. As for morality, the possibility
of payment commitment to market transaction is evaluated
according to customer’s previous credit record. Because of the
special needs of enterprises, the index is directly selected by
obtaining the information resources of customer market
transactions. Concerning capital, the financial status of cus-
tomers is analyzed according to the financial statements of
enterprises, which is the basic guarantee for the repayment
ability of customers’ market transactions. In respect of ability,
the customer’s market transaction payment ability is judged
according to the customer’s business status and asset status.
-emain selected indicators are financial indicators reflecting
the profitability and solvency of enterprises.

Product

Input 1 Input n

Trust of non individual consumers

Laborforce Broad sense
captial

Added value

Individual consumer
trust

Agricultural
Laborforce

Rural
workers

Rural technical
personnel Capital

Individual
consumer 1

Individual
consumer n Land External

empowerment

Capital 1 Land

Figure 1: CGE extended structure.

Customer satisfaction of
rural finance 

Rural financial service
quality 

Customer trust in rural
finance 

Figure 2: -e relationship between rural customers’ perception of financial service quality, customer satisfaction, and customer trust.
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Taking the credit risk in Table 1 as the judgment index,
this paper introduces the improved AHP method (analytic
hierarchy process) to evaluate the credit risk of individual
consumers in rural financial market, that is, customers. -e
algorithm uses the concept of optimal transfer matrix to
improve AHP, so that it can naturally meet the consistency
requirements and directly calculate the weight value, that is,
the credit risk value. -e specific steps are as follows:

(a) Set up credit risk evaluation index system based on
market transaction. According to the customer
credit evaluation index system, set up the evaluation
index set; refer to Table 1.

(b) -e judgment matrix is established. After estab-
lishing the matrix according to the credit risk eval-
uation index system, the weight of each level index in
the customer credit risk evaluation index system is
determined by AHP. By comparing the two elements,
the importance of the elements in the hierarchy
relative to a certain factor in the upper level is clar-
ified, and the judgment matrix of comparing the two
factors is constructed. -e judgment matrix of two
factors for a certain criterion is calculated as follows:

B � bij􏼐 􏼑min,

bij �
bjk

bjk

, i, j, k � 1, 2 . . . , n,

(13)

Wherebijis the proportional scale of the importance of

factorsBiandBirelative to criterion U.

C. Based on the improved AHP method, calculate the
weight of each level evaluation index. After using the im-
proved AHP method to calculate the index weight, there is
no need to do consistency test. Firstly, the established
judgment matrix is transformed to obtain the quasi-optimal
matrix B∗ (as shown in Figure 3). -e square root method is
used to solve the eigenvector of the modified B∗. Multiply
the elements of the judgment moment by lines to get the
following formula:

Ni � 􏽙
n

j�1
bij, i � 1, 2, 3 . . . n. (14)

Open the n-th root of the product to calculate Pi � Ni
1/n.

Normalize the root vector P � [P1, P2, . . . , Pn]Q to get the
ranking weight vector P.

Credit risk assessment process of individual consumers
in rural financial market is shown in Figure 3.

p �
Pi

􏽐
n
j�1 Pj

. (15)

At this time, P means the credit risk value of individual
consumers in rural financial market. -e higher the risk
value is, the lower the trust degree of enterprises in indi-
vidual consumers is. -e abovementioned CGE expansion
model has many variables, and the trust mechanism of
individual consumers in the rural financial market is limited.
On the contrary, the trust mechanism of individual con-
sumers in the rural financial market is more superior.

Table 1: Credit risk assessment index system.

Target
layer Criterion layer Index layer

Credit
risks

Environment Enterprise development prospects, technical factors, social and cultural factors, economic factors,
industry nature, political factors, legal factors, and other factors.

Mortgage Customer mortgage.
Capital and
capacity Speed ratio, cash ratio, asset liability ratio, return on assets, net profit rate of sales, etc.

Character Public information, litigation for breach of contract, execution and scheduling, illegal transactions, on-
time repayment rate of loans, cumulative arrears ratio, average payment days, and arrears ratio.

cij = lgbij (i, j = 1,2,...n)

B*=10dij

Find B* characteristic
phasor

Start

End

dij =
1
n

n

k=1
(cjk-cjk)

Figure 3: Credit risk assessment process of individual consumers
in rural financial market.
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4. Experimental Analysis

4.1.Data Sources andBasic Information. -is study takes the
customers of rural commercial banks, credit cooperatives,
some rural banks, and other financial service institutions in a
province as the survey objects.-e descriptive statistical data
obtained show that the basic characteristics of the survey
objects, such as age, sex ratio, education level, and family
income, are consistent with the reality, with a normal dis-
tribution, and their Cronbach’s alpha coefficient is 53.53%.
-e rotation factor load of each index item exceeded 0.7, and
the scale had good validity (P≤ 0.001). -e Pearson corre-
lation coefficients of the three dimensions were lower than
0.5, and there was no serious collinearity between the de-
pendent variable and the independent variable.

Based on this, this paper uses SPSS17.0 software to test
the relationship between trust, customer satisfaction, and
service quality. -e test results are shown in Table 2.

Table 2 shows that from the F value of regression
equation, they all reached the extremely significant degree
(P< 0.001). In rural financial services, customer’s attitude
satisfaction is significantly positively affected by rural financial
service’s tangibility, responsiveness, certainty, and empathy;
result satisfaction is significantly positively affected by rural
financial service’s tangibility and responsiveness; process
satisfaction is significantly positively affected by rural financial
service’s tangibility, reliability, and responsiveness. Envi-
ronmental satisfaction is significantly positively affected by
the tangibility and certainty of rural financial services, while
capability satisfaction is significantly positively affected by the
tangibility, responsiveness, and certainty of rural financial
services, Empathy has a positive impact on attitude satis-
faction, which makes customers have trust.

Using the descriptive statistical analysis method in Table 1,
this papermakes a linear analysis of individual consumer trust in
rural financial market under the mode of perceived trust.

Using pi, one of the above samples belongs to the
possibility of available Ci, and si/s is used to estimate it.
Suppose that the set v with attribute A and v different values
can be equally divided into subsets A by attributeA, in which
Sj includes such part of the samples in S, and all of them have
the same value of aj onA.-en, when A is selected as the test
attribute, some subsets will correspond to the node branches
of set S. If sij is the specific number of samples of class Ci in
subset sj, then according to the expected value information
formula divided into subsets by A, there is

E(A) �
􏽐 s1j + · · · + smj􏼐 􏼑∗ I s1j + · · · + smj􏼐 􏼑

s
. (16)

-us, under different sample models from 2011 to 2020,
with the same sample expectation as the constraint, the
analysis results of individual consumer trust in rural fi-
nancial market are obtained, as shown in Table 3.

According to the analysis results of trust bias distribution
and descriptive comparison in Table 1, the above experi-
mental results are available, and the dynamic CGE model of
individual consumer trust mechanism in rural financial
market is more robust.

4.2. Discussion and Suggestions

(1) Most dimensions of rural financial service customer
satisfaction are positively correlated with customer
trust. Specifically, the degree of customer’s attitude
trust in rural financial services is mainly positively
affected by attitude satisfaction and result satisfac-
tion, and the degree of behavior trust is mainly
positively affected by environment satisfaction and
ability satisfaction.-is shows that the more satisfied
the rural customers are with the service attitude of
financial services, the more consistent the service
result is with the customer’s expectation, and the
stronger the customer’s preference for the service
provider is.-emore satisfied the customers are with
the service environment and serviceability of fi-
nancial institutions, the higher the degree of trust is,
and the more willing the customers are to choose the
products and services they want to build again. From
the perspective of the effect of rural financial service
quality on customer loyalty, rural customers’ attitude
trust is positively affected by the tangible benefits and
responsiveness of financial services, and their be-
havior trust is mainly affected by reliability and
certainty, while rural financial customers’ cognitive
trust is not significantly affected by service quality.

(2) -ere is a positive correlation between financial
service quality and customer trust. Specifically, the
impact of customer attitude loyalty is mainly cus-
tomers’ perception of financial service tangibility and
responsiveness, and the impact of behavior loyalty is
mainly customers’ perception of financial service
reliability. -is shows that the better the hardware
facilities of rural financial enterprises are, the higher
the service efficiency is, and the easier the customers
will have a good reputation for the financial service
providers.-emore stable the financial products and
reliable the services provided by rural financial en-
terprises are, the more customers tend to choose the
enterprise repeatedly and recommend it to others.

-e steady development of the rural financial consumer
market is inseparable from the service and support of the
rural finance, and also inseparable from the protection of
financial consumers’ rights and interests by government
functional departments. -e protection of financial con-
sumers’ rights and interests highlights the cultivation and
perfection of the rural financial consumer market, and the
development of the rural financial consumer market can
promote the prosperity and stability of the rural financial
industry, which have a positive impact on each other.

4.2.1. Market

(1) We will improve the rural financial service system
and expand the coverage of rural financial services.
Based on the existing organizational framework of
rural financial institutions, we should speed up the
construction of a modern rural financial service
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system with sound functions, reasonable layout,
orderly competition, and efficient services. First,
further improve the rural financial service system,
clear positioning, strengthen supervision, and en-
courage the development of various ownership fi-
nancial organizations. We should continue to
cultivate and develop new rural financial institutions
such as rural banks, enhance the ability of sustainable
support for agriculture, and constantly improve the
coverage of financial services in rural areas. Second,
accelerate the development of various forms of new
rural financial organizations and regional small- and
medium-sized banks mainly serving rural areas, and
vigorously develop microfinance and microfinance
services. At the same time, small rural financial
organizations are allowed to integrate funds from
formal financial institutions. -ird, we should fur-
ther improve the legal system of rural finance,
standardize the nongovernmental financial behavior,
absorb social capital and nongovernmental funds,
and meet the needs of rural economic development.

(2) Standardize rural financial consumer products to
meet the multilevel consumption needs of rural
areas. -ere are not only differences in urban and
rural financial consumption, but also different levels
of consumption. Urban financial services can pro-
vide housing, vehicles, and personal consumption
loans for urban residents, while rural finance is very
weak in this aspect. To standardize rural financial
consumer products, it is necessary to introduce a

third-party evaluation agency to evaluate the risk of
rural financial consumer products. When promoting
financial products, we should follow the principle of
risk matching, prohibit promoting or misleading
rural financial consumers to buy financial products
that are inconsistent with their risk tolerance, and
effectively protect the rights and interests of financial
consumers. In order to meet the diversified needs of
rural residents for financial consumer products, rural
financial institutions can combine the actual situa-
tion of local rural areas to launch simple and
practical financial consumer products.

(3) With the development of rural economy and the
acceleration of the process of urban-rural integra-
tion, the financial service needs of rural residents are
increasingly diversified and specialized. To improve
the rural financial consumption system and expand
the rural financial consumption market, we should
relax the market access conditions and encourage the
emergence and growth of various types of financial
consumption, especially the development of durable
consumer goods credit. Second, we should make full
use of the opportunity of “finance going to the
countryside,” actively carry out the propaganda of
financial consumption knowledge, enhance the fi-
nancial consumption awareness of rural residents,
update the traditional consumption concept, and
transform the potential consumption awareness into
the actual consumption behavior. -ird, we should
tap the market potential and broaden the field of
financial consumption services. Financial institu-
tions should establish the overall concept and de-
velopment concept and extend the field of financial
consumption services from the city to the vast rural
areas so that the vast number of rural residents can
enjoy equal financial consumption services with
urban residents. Fourth, we should improve the
management of financial consumption, introduce
financial support and guarantee mechanisms, and

Table 3: Analysis results of individual consumer trust in rural
financial market.

Year 2011–2015 2016–2018 2019–2020
2011–2015 1
2016–2018 0.0455 1
2019–2020 0.0452∗∗ 0.0523∗ 1
∗means significant at the level of 0.05.

Table 2: Test results of the relationship between trust, customer satisfaction, and service quality.

Variable -e results are
satisfactory

Process
satisfaction

Satisfied with the
environment

Ability
satisfaction

Satisfied with
attitude

Gender 0.048 0.123 − − 0.007 0.013 0.022
Age − 0.001 − 0.017 − 0.017 ∗∗∗∗ 0.045 0.017
Degree of education − 0.07 − 0.069 0.069 0.069 0.069
Income 0.046 0.046 0.046 0.046 0.046
-e tangibility of financial
services 0.289∗∗∗∗ − 0.335∗∗∗∗ − 0.135∗∗ − 0.250∗∗∗∗ − 0.205∗∗∗∗

Reliability of financial
services 0.179 0.07 0.217∗∗∗∗ − − 0.07 − − 0.07

Responsiveness of financial
services 0.117∗∗∗∗ 0.017 0.117∗∗∗ − 0.017 − 0.017

Certainty of financial services 0.169 ∗∗∗ − 0.069 0.069 0.059 0.049
Empathy of financial services 27.152∗∗∗∗ 16.045∗∗∗∗ 19.486∗∗∗ 14.546∗∗∗∗ 13.146∗∗∗∗

F 0.635 0.525 0.515 0.545 0.485
R 0.357 − − 0.257 − − 0.217 − − 0.227 − − 0.210
∗represents P< 0.05, ∗∗represents P< 0.01, ∗∗represents P< 0.005, and ∗∗represents P< 0.001.
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give financial assistance to specific types of financial
consumption.

5. Consumers

(1) We will improve the laws related to the protection of
financial consumers’ rights and interests. First, im-
prove the relevant laws, further clarify the rights and
obligations of financial consumers and financial
institutions, and introduce measures related to the
rights and interests of rural financial consumers.
Second, put consumers’ rights and interests into the
regulatory objectives, and establish the legal status of
financial regulators in the protection of financial
consumers’ rights and interests. -ird, to further
improve the information disclosure system, it is
necessary for financial institutions to comprehen-
sively, accurately, and timely disclose their product
and service information.

(2) Establish financial consumer protection institutions.
First, strengthen coordination of rights protection.
Set up special financial consumer protection insti-
tutions in the regulatory department and corre-
sponding organizations in the financial industry
association. -rough multilevel organizations, it
plays an active role in rural financial consumer
education, consumer risk warning, and handling
financial consumer complaints. Second, strengthen
the education of safeguarding rights. It is necessary
for regulatory authorities, industry associations, and
financial institutions to actively carry out various
forms of financial knowledge publicity and educa-
tion for rural financial consumers. While enriching
the financial knowledge of rural consumer groups,
we should further improve the legal awareness of
rural financial consumers.

(3) Improve the financial consumer complaints plat-
form. -e protection and maintenance of the rights
and interests of rural financial consumers need an
appropriate complaint and handling platform. First,
set up a special department for handling consumer
complaints. Establish a consumer complaint data-
base; classify, investigate, and mediate in consumer
complaints; and regularly analyze information to
identify potential problems, to provide a reference
for the formulation of relevant laws and regulations.
Second, establish consumer self-discipline organi-
zations in the banking industry to coordinate dis-
putes. -ird, improve the compensation and
punishment system. Give consumers the right to
recover from financial institutions after the event,
and improve the compensation to consumers and
the punishment to financial institutions.

6. Conclusion

-is paper introduces the CGE model, uses the fuzzy
clustering algorithm of univariate evolution, obtains the
fuzzy analogy function of individual consumers in the rural

financial market, and combines them with the improved
AHP method to analyze the relationship between rural
customers’ perception of financial service quality, customer
satisfaction, and customer trust, to determine the superiority
of the trust mechanism of individual consumers in the rural
financial market. -e dynamic analysis of the trust mech-
anism of individual consumers in the rural financial market
provides new ideas for the steady development of rural fi-
nancial consumer market.

7. Future Research Directions

(1) In this paper, the elements of the consumer trust-
building mechanism need to be refined and sup-
plemented. For example, when consumers purchase
products, the calculation of the benefits brought by
the products they choose and the risks brought by
the failure of choice should also belong to a new
mechanism. In this way, the study of consumer trust
mechanisms will be more perfect.

(2) -e consumer trust mechanism studied in this paper
is based on the research background of China’s home
appliance industry, but in fact many industries
similar to the home appliance industry have great
similarities.-e process and conclusion of this study,
to a certain extent, are also applicable to these in-
dustries. Based on the research method of this paper,
it is feasible to study the consumer trust mechanism
of other similar industries.
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In order to explore the impact of the Internet of 'ings technology on economic market fluctuations and the analysis effect of the
Internet of 'ings technology on economic market fluctuations, this paper uses the Internet of 'ings algorithm to improve the
economic fluctuation model. Moreover, this paper uses the Internet of 'ings algorithm to locate economic transactions and
performs data processing to optimize the intelligent network system to improve the operating effect of the economic system. In
addition, this paper improves the sensor node algorithm and proposes to use the weighted value of network node density to
balance the positioning problem caused by the unbalanced distribution of network nodes in the detection area. Finally, this paper
analyzes the market economy volatility model through the Internet of 'ings technology, combined with simulation experiments
to explore the application of the Internet of 'ings technology in the economic market volatility model. 'rough experimental
research, it can be known that economic market fluctuation models based on Internet of'ings technology can play an important
role in market economic analysis.

1. Introduction

In the face of the following development status: weak in-
vestment growth, lack of new consumption hotspots, poor
international markets, and the existence of hidden risks in
some areas, the extensive economic development model is
no longer applicable. 'erefore, the development of the
national economy urgently needs to seek new economic
growth points, and the transformation and upgrading of
industries brooks no delay.'e Internet of'ings industry is
just such a new economic growth point, which hides the
impetus to reform the future economic form [1]. At the
World Internet of 'ings Expo in November 2016, the
Deputy Minister of Industry and Information Technology
stated that China’s economy is currently undergoing in-
depth adjustments and reforms, and the manufacturing
industry is accelerating toward mid-to-high end, and the
Internet of 'ings will become a weapon to help Chinese
manufacturing turn around. At present, China’s
manufacturing industry has completed a huge change from
scratch and from a small path. It is currently becoming

bigger and stronger. 'is process requires the support of
various forces including material technology, information
technology, and artificial intelligence. 'e Internet of'ings
uses sensor technology to connect with objects to identify
products, optimize production processes, change ware-
housing and sales models, and improve management. 'is
new technology will open up a new growth point and boost
the improvement of the company’s core competitiveness. As
the Made in China 2025 strategy continues to advance and
the 5G era is getting closer, the Internet of'ings application
field will be wider and the economic value will be greater and
greater, which provides a powerful means for the trans-
formation and transformation of traditional enterprises.
'erefore, the development of the Internet of 'ings in-
dustry has become the main thrust of my country’s economy
to leapfrog the L-shaped growth stage [2].

Under the contemporary political, economic, and cul-
tural background, the development of the Internet of 'ings
industry has shown great vitality and competitive advantages
and has been valued by many countries and regions. As the
result of a new revolution in information technology, it
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further optimizes the production, distribution, exchange,
and consumption of information resources, breaks through
the time and space constraints of social production, and is a
transformation from an industrial economy to a digital
economy and an information economy. 'e Internet of
'ings technology penetrates into all aspects of the economy
and society, which is conducive to the adjustment of the
theoretical paradigm, existing mechanisms, policy trends,
and actual operations of the original industry and is con-
ducive to the emergence of new economic growth points and
the formation of new economic forms of growth points on
the basis of Internet of things [3].

'e Internet of 'ings industry is a high value-added
industry that is talent-intensive, knowledge-intensive, and
technology-intensive, and its own development is in line
with the advancement of the industrial structure. Vigorously
developing the Internet of 'ings industry can achieve a
higher level of industrial restructuring, optimization, and
upgrading. At the same time, the Internet of 'ings industry
occupies a higher position in the value chain with two core
elements of information and technology and extends the
industrial value chain through powerful radiation effects,
penetrating and integrating with traditional industries. As a
result, traditional industries have been given certain char-
acteristics of the Internet of 'ings industry, which will help
to improve the technical level, production efficiency, and
product added value of traditional industries, so that the
traditional industrial structure will continue to evolve to a
higher level of industrial structure, and the industrial
structure will be realized optimization and upgrade.

'e development of the Internet of 'ings technology
will cause mobile fluctuations in the economic market, so
this paper analyzes the fluctuations of the Internet of 'ings
technology on the economic market, and builds a corre-
sponding intelligent model to provide a theoretical reference
for subsequent economic forecasting and analysis.

2. Related Work

After combing through the research literature of the Internet
of 'ings industry, it is found that due to the fact that the
Internet of 'ings industry has not been standardized for a
long time and related statistical data are relatively lacking,
there has been no systematic research on the impact of the
development of the Internet of'ings industry on economic
growth. However, the research on related aspects of the
Internet industry has been relatively mature. Scholars have
analyzed the mechanism of the Internet industry on eco-
nomic growth from a theoretical and empirical perspective
and measured the influence of the Internet industry on
economic growth.'e literature [4] empirically analyzed the
pulling and supporting effects of the Internet industry on the
national economy. 'e literature [5] conducted the coin-
tegration test and the Granger causality test on the rela-
tionship between the information industry and economic
growth and established a corresponding error correction
model. Based on the unit root test and the cointegration test,
the literature [6] used panel data of per capita real GDP to
construct an individual time-point two-way fixed effect

model to conduct an empirical analysis of the relationship
between the development of the Internet industry and
economic growth. 'e literature [7] used the spatial weight
matrix of inter-regional trade correlation to systematically
measure the spillover effect of the Internet industry on the
production level, export level, and wage level of other re-
gions. 'e results show that the development of the Internet
industry has a positive effect on the growth of this region and
other regions.

Literature [8] discusses the development status and
development trend of the key technologies of the Internet of
'ings and, based on this, divides the Internet of 'ings
industry into 4 development stages. 'e first stage is the
initial application of radio frequency identification tech-
nology in the logistics, retail, and pharmaceutical fields; the
second stage is the connection of things; the third stage is
semi-intelligence; and the fourth stage is comprehensive
intelligence. Literature [9] conducts theoretical research on
the business model under the conditions of the Internet of
'ings, the Internet of 'ings industry and its operations,
and the impact of the Internet of 'ings on traditional
economics. Literature [10] believes that: “Internet of 'ings
Economics is a science that studies how to obtain greater
economic, ecological, and social benefits with a small in-
vestment.” Literature [11] takes the SCP paradigm in the
theory of industrial organization as the Internet of 'ings in
my country 'e analysis framework of the industry analyzes
the market structure of the Internet of 'ings industry from
four aspects: overall market characteristics, market con-
centration, entry and exit barriers, and product differenti-
ation. Literature [12] analyzes the competitiveness of the
Internet of 'ings industry from the perspectives of in-
dustrial policy, current situation, industrial chain, capital
operation, market share and development space, and in-
dustrial promotion model. Literature [13] makes a theo-
retical and empirical analysis of the driving factors affecting
the development of the Internet of 'ings industry with the
help of the “Diamond Model” based on panel data from
eight major cities. Literature [14] shows that the main
driving factors affecting the development of the Internet of
'ings industry are the Internet of 'ings Industry supply
and demand factors, government support factors, scale
factors, development potential factors, and related industry
factors.

3. Application Improvement of Internet of
Things Algorithm in Economic
Fluctuation Model

'is article uses the Internet of 'ings algorithm to improve
the economic fluctuation model. Internet of 'ings algo-
rithms can not only locate economic transactions but also
perform data processing, while optimizing intelligent net-
work systems.

In the economic fluctuation model, the random distri-
bution of network nodes will cause the distribution of network
nodes in the target area to not meet the expected effect, and the
distribution of nodes in the network will directly affect the
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positioning effect of DV-Hop in practical applications. 'e
number of neighbors of a node in the network can reflect the
local distribution of network nodes. From the local distribution
of the network, the distribution of the entire network can be
inferred. Furthermore, the distribution of neighbors of network
nodes is also one of the factors reflecting the positioning effect.
In general, the calculated value of the estimated distance be-
tween neighbor nodes can be reflected in two aspects: the total
number of neighbor nodes and the total number of all neighbor
nodes. 'e closer the nodes in the monitoring area are, the
greater the number of nodes in common with each other, and
the greater the ratio of the number of shared nodes to the
number of nodes within the single-hop range of each other. On
the contrary, the nodes within the single-hop range are more
reliable. 'e farther, the fewer the number of shared nodes
between each other, and the smaller the ratio of the number of
shared nodes to the number of nodes within the communi-
cation radius of the two nodes. Based on the above analysis of
the DV-Hop algorithm error, the DV-Hop algorithm will be
further improved based on the previous research results of the
researchers. 'e distribution of nodes in the target area in the
network is used to assist in improving the positioning effect.
'e concepts of weighted value of network node density and
distance correction factor are proposed. 'e weighted value of
network node density refers to the ratio of the number of
shared nodes between neighbor nodes in the network to the
total number of nodes.'e distance between neighbor nodes is
calculated according to the weighted value of the node density
of the node, and the distance between all nodes in the entire
network is estimated through an iterative cumulative calcu-
lation method. Finally, the specific network node is obtained
through an improved particle swarm algorithm.

In order to improve the positioning effect of the network
and the accuracy of network node positioning as much as
possible, this paper combines the existing improvement
methods of traditional DV-Hop and the proposed network
node density weighting value to improve the positioning
effect of DV-Hop.

Since most WSNs are deployed in dangerous places,
almost all large-scale WSNs use the method of randomly
deploying nodes to initialize the entire network, and they are
generally deployed by dedicated machines. 'e random
deployment mechanism of the network creates a series of
problems for the positioning of network nodes. In order to
solve the problem of poor positioning effect caused by
uneven distribution of network nodes, the network will
calculate the node credibility of each beacon node. 'e
credibility of anchor nodes is based on the actual number of
hops between anchor nodes, the actual distance between
anchor nodes, and the communication radius of the nodes to
calculate the credibility between anchor nodes, and then all
hop distances are weighted to obtain the final node credi-
bility. 'e improved beacon reliability schematic diagram is
shown in Figure 1.

'e hop distances of all nodes to be located in the
network are to be weighted based on the average hop dis-
tance of the beacon nodes. In order to reduce the error
impact of the hop distance of the beacon nodes in the
network on the network positioning, a further weighted

adjustment will be made to the average hop distance of the
anchor nodes in the network. As shown in Figure 2, the
actual number of hops from anchor node A to anchor nodes
B, C, and D is 2, 3, and 3, and the actual distance from
beacon node A to beacon nodes B, C, and D is a, b, and c.'e
formula for calculating the credibility of the beacon node A
is shown in the below formula:

R(A) �
(a/2 + b/3 + c/3)

R
. (1)

By analogy, the general expression of the credibility of
anchor node i in the network is given in the following
formula:

Re(i) �
􏽐

n
1 Dis(n)/R/HopAN

N
. (2)

All beacon nodes in the network can rely on their own
hardware advantages to achieve positioning. 'e distance
between the beacon nodes can be the actual distance to each
other according to the Euclidean formula. 'en, the average
hop distance HopDis of each anchor node in the network is
obtained according to the calculation formula; that is, the
actual distance is divided by each other’s minimum hops.
Finally, the modified average hop distance HopDis’ of the
anchor node is obtained according to the weighted value,
and the calculation formula is shown in the following
formula:

HopDis′ � HopDis × Re. (3)

In the classic DV-Hop, the node to be located takes the
saved last hop distance information packet as the average
hop distance, and the positioning error caused by this value
method is still relatively large. In order to improve this
situation, in the section, the average hop distance of the node
to be located does not use a single beacon node as the
reference node to calculate the hop distance of the node.
Instead, a weighted average of all average hop distances
within 3 hops of the node is used to determine the final hop
distance. In order to highlight the importance of beacon
nodes within the single-hop range of nodes, in the weight
ratio, beacon nodes that can communicate directly account
for 50% of the average hop distance during the calculation
process, and the remaining nodes also account for 50%. 'e
jump distance expression is given in the following formula:

HopDisA � 􏽘
n

1

HopDis(n)

2n
+ 􏽘

i

1

HopDis(i)

2i
, (4)

where HopDisA is the average hop distance of the node to be
located, HopDis(n) is the average hop distance of the
neighbor nodes of unknown node A, and n means the
number of anchor nodes within the single hop range of
unknown node A.

After optimizing the average hop distance using the
credibility weight obtained by the packet data, in order to
reduce the positioning error of the algorithm, the charac-
teristics of random deployment of network nodes are taken
into consideration.
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Node density represents the density of local nodes in the
entire network. In the network, the area with the greater the
density of nodes, the closer the broadcast path of the node is
to a straight line, the higher the accuracy of the algorithm’s
positioning. In terms of node density, the classic DV-Hop
also divides the node to be located and the nearest beacon
node into the same type of node density. 'eir default node
density is the same, and the hop distances derived from each
other are also the same. It is proposed to use the weighted
value of network node density De to balance the positioning
problem caused by the unbalanced distribution of network
nodes in the detection area. 'e weighted value of network
node density refers to the ratio of the number of nodes that
can be directly communicated in the network to the total
number of nodes that can be directly communicated in the
network Figure 2.

'e node density-weighted value De(A,B) expressions of
nodes A and B and the expressions of the distance correction
factor are shown in equations (5) and (6):

De(A, B) �
NA ∩NB( 􏼁

sum NA, NB( 􏼁
, (5)

De(A, B) �
(1 − De(A, B))

(1 + De(A, B))
, (6)

where NA and NB, respectively, represent the number of
nodes within the single hop range of nodes A and B,
NA ∩NB is the common neighbor node between nodes A
and B, and sum(NA, NB) represents the total number of
neighbor nodes of nodes A and B. Neighbor nodes in the
network can modify the estimated distance according to the
weighted value of node density, thereby avoiding the same
estimated distance between nodes in DV-Hop.

'e nodes in the network are powered by batteries, and
the limited energy of their own is taken into account. In the
process of positioning, nodes should avoid complex calcu-
lations. When the energy of the node is limited, this cal-
culation will greatly consume the energy carried by the node
itself, thereby reducing the life of the node. 'e failure of a
node will cause the topology of the network to change, and
the routing of nodes between networks will also change
accordingly. 'is change will lead to a change in the posi-
tioning effect, which is unacceptable for the entire network.
In order to further reduce the energy loss caused by the node
positioning, the linear calculation formula (7) with a smaller
calculation amount is adopted when the inertia weight of the
particle swarm algorithm is improved:

w � wmax − t × wmax − wmin( 􏼁 × Tmax + t( 􏼁. (7)

In the experiment, the inertia weight setting value is
wmax � 0.95, and wmin � 0.4 is the ideal setting. 'e rela-
tionship betweenw and t in the formula is shown in Figure 3.
'e inertia weight of the network is linearly positively re-
lated to the number of experimental simulations.'e update
speed of the particles during the entire optimization process
is the same, but the linear method can reduce the energy
consumption during the arithmetic operation of the nodes.

In the RDD positioning algorithm, the algorithm uses
the communication radius of the node to locate the node.
'e weighting factor is determined according to the node
density within one hop range of the node. 'e network first
calculates the density-weighted value of neighboring nodes
in the network, multiplies the communication radius by the
node density-weighted value to obtain the estimated dis-
tance between all neighboring nodes in the network, and
then calculates the number of hops between nodes in the
network according to the formula and the optimal path
estimated distance for 2 hops. Finally, it calculates the es-
timated distance of all nodes in the network according to the
iterative accumulation method. 'e specific steps are as
follows:

(1) Neighbor node model:
In order to further use the network node density to
improve the positioning accuracy of the algorithm,
this paper proposes an RDD distance model, as
shown in Figure 4.
When the nodes can communicate directly with each
other, the distance between nodes i and j is shown in
Formula (8) [15]:

Distance(i, j) � R ×
(1 − R DD(i, j))

(1 − R DD(i, j))
. (8)

a c

b
1

2
3

1
2

2

2
3

Beacon nodeS

Unkown nodes

Figure 1: Route diagram from beacon node to each beacon node.

BA

Figure 2: Distribution of neighbor nodes.
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Distance (i.j) is the distance between node i and j, R is
the communication radius of the node, and RDD(i.j)
is the density-weighting coefficient of nodes i and j.
'e value of RDD(i, j) is equal to the number of public
sensing units within the communication radius of i, j
divided by the total number of nodes within the
communication radius of i, j. 'e calculation formula
is as shown in the following formula:

RDD(i, j) �
Ni ∩Nj􏼐 􏼑

sum Ni, Nj􏼐 􏼑
. (9)

Ni,Nj are the number of nodes within one hop of node
i and j, Ni ∩Nj is the number of public nodes within
one hop of node i and j, and sum(Ni, Nj) is the total
number of nodes within one hop of node i and j [16].

(2) Two-hop distance model between nodes:
When the distance between nodes i and j is two hops,
this paper considers two distance calculation
methods. 'e calculation formulas of the two
methods are shown in formula (10). First, the in-
tersection of nodes within one hop of node i and j is

used to find the relay node set a, but the two methods
adopt different methods for the selection of relay
node α. 'e analysis results are as follows:

Distance(i, j) � R × RDD(i, a)

+ R × RDD(a, j).
(10)

According to Figure 5(a), the number of hops be-
tween i and j is 2. 'e dotted line is a path where the
distance between two hop nodes can communicate
with each other, the relay node is a, and the circle of
the dotted line is the range of the communication
radius of the relay node set α. 'e first method is to
select a. When there are multiple a in the shortest
route of the network, the relay node a with the largest
number of nodes (Ni ∩Na + Na ∩Nj) among the
three nodes i, j, and a is selected.
According to Figure 5(b), the number of hops be-
tween i and j is equal to 2, and the relay node is a.
When the second method is to select a, if there are
multiple routing methods to choose from the net-
work, the shortest route to i is selected.
After experimental simulation analysis, it is found
that the first method is more suitable for the algo-
rithm proposed in this paper, and the secondmethod
causes a greater positioning error. 'e possible
reason is that the separation of one hop and two hops
in the first method can reduce the accumulation of
errors caused by multiple hops between network
nodes. 'e second method has a greater impact on
the subsequent multihop iterations in this paper.

(3) Multihop distance model between nodes:
When the distance between nodes is multihop
(Hop(ij)> 2), as shown in Figure 6. When the
number of hops is equal to 3 hops, if it is assumed
that the number of hops between a and i is one hop,
and the distance between the relay node b and nodes
a and j is one hop, this paper uses one hop plus two
hops to find the three-hop distance. 'e calculation
formula is shown in formula (11) [17]:

Distanice(i, j) � Distance(i, b)

+ R × RDD(b, j).
(11)

RDD(b, j) is the density-weighted value from node i
to node b, and node b to node j. When there are
multiple relay nodes b, the minimum value of
Distance(i, b) + R × RDD(b, j) is selected as the
relay node. For the case where the number of hops
between nodes i and j is n (n> 2) hops, Hop(i, b)�

n− 1 is selected and bwith Hop(b, j)� 1 is used as the
transit unit. When the number of qualified transit
units in the network is greater than 1, the minimum
value of Distance(i, b) + Distance(b, j) is selected as
the distance between nodes i and j [18].
'e formula for the distance between each node is
shown as follows:

i j

Figure 4: Neighbor node model.
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Figure 3: 'e relationship between simulation times and inertia
weight.
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Distance(i, j) �

R × RDD(i, j), Hop(i, j) � 1,

R ×(RDD(i, a) + RDD(a, j)), Hop(i, j) � 2,

Distance(i, b) + R × RDD(b, j), Hop(i, j)≥ 3.

⎧⎪⎪⎨

⎪⎪⎩
(12)

(4) 'e anchor node is used to correct the estimated
distance:
A node density correction factor ϕrdd(i) is intro-
duced, and the calculation formula for ϕrdd(i) is
given below:

ϕrdd(i) �
􏽐i≠j,i,j∈N(D(i, :))

􏽐i≠j,i,j∈NDistance(i, :)
. (13)

In formula (10), i and j are beacon nodes, N is the set
of beacon nodes, and D(i, : ) and Distance(i, : ),
respectively, represent the Euclidean distance and
the estimated distance from i to each anchor node.
'e distance calculation formula is (14) [19]:

Distance(i, j) � Distance(i, j) × ϕrdd(i). (14)

'e third stage of DV-Hop algorithm and RND
algorithm adopts the trilateration estimationmethod

for positioning, which depends on the accuracy of
network ranging, while the least square method is
affected by hardware conditions when determining
the position of the node to be located. Intelligent
algorithms are used to optimize positioning to avoid
accumulation of errors and obtain satisfactory re-
sults. Compared with other intelligent algorithms,
the particle swarm optimization algorithm has the
advantages of low algorithm complexity, easy net-
work implementation, and good optimization ca-
pabilities. At the end of this paper, an improved PSO
is used to replace the trilateration estimation method
to correct the positioning of network nodes.

In the improved PSO used in this paper, if it is assumed
that the number of particles isN, the search space dimension
is equal to M, the position of the ith particle is xi �

(xi1, xi2, xi3, . . . . . . , xiN), the velocity is vi � (vi1,

vi2, vi3, . . . . . . , viN), the historical optimal position of particle

i j
b

(a)

i j
b

(b)

Figure 5: Two-hop routing selection method between nodes. (a) Two-hop routing mode a between nodes. (b) Two-hop routing mode b
between nodes.

i jb

Figure 6: Multihop distance model between nodes.
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i is pbxi � (pi1, pi2, pi3, . . . . . . , piN), and the global historical
optimal position is gbx � (pg1, pg2, pg3, . . . . . . , pgN). 'e

update formulas of the velocity vi d and position xid of the
particle i are Equations (15) and (16) [20]:

vi d(T + 1) � w × vi d(T) + c1 × r(N, 2) × pbx − xi d(T)( 􏼁 + c2 × r(N, 2) × gbx − xi d(T)( 􏼁, (15)

xi d(T + 1) � xi d(T) + vi d(T + 1). (16)

Among them, i represents the ith particle, w is the inertia
weight, and r(N.2) is a random number uniformly distrib-
uted in the interval [0, 1]. At the same time, c1, c2 are learning
factors, and T represents the number of iterations.

(1) Improved inertia weight:
'e proper inertia weight used by the algorithm can
not only prevent the algorithm from falling into
premature but also avoid falling into the local op-
timum. In order to obtain a better optimization
effect, this paper uses an exponential decreasing
function to improve the value of the inertia weight w,
and the improved formula is as follows:

w � wmax − 0.5 × wmax − wmin( 􏼁

× e

�����
T/Tmax

√
( 􏼁

.
(17)

Among them, T is the current iteration number,
Tmax is the maximum iteration number, and wmax
and wmin are the largest and smallest inertia
weights, respectively. When the inertia weight is
wmax � 0.95 and wmin � 0.4, an ideal positioning
range can be obtained. 'e relationship between w

and T is shown in Figure 7.
(2) 'e process of particle swarm optimization for po-

sitioning optimization:
'e process of particle swarm optimization to op-
timize the positioning of network nodes is as follows:

(1) 'e network provides the coordinates of the
beacon node, the distance from the node to be
located to the beacon node, the number of hops
from the node to be located to the beacon node,
the number of beacon nodes, and the total
number of nodes as the initialization parameters
of the particle swarm algorithm.

(2) 'e algorithm initializes the reference expres-
sions of the particle i’s velocity
xi � (xi1, xi2, xi3, . . . . . . , xiN), velocity
vi � (vi1, vi2, vi3, . . . . . . , viN), and the optimal
position pbxi of the particle itself (10). 'e
fitness F value of the population particles is
calculated, and gbxi is set to the optimal posi-
tion of the initial population, T � 0.

(3) T�T+ 1, according to formula (10), the ve-
locity and position of the particles are
updated.

(4) 'e fitness F value of the particle is compared to
update the optimal position of the particle.

(5) If the particle position meets the set conditions,
the optimal solution of the equation is output.
Otherwise, it is judged whether the algorithm has
completed the iterative process. If so, the algo-
rithm outputs the particle coordinates. Other-
wise, it returns to steps 3 to 5 and loops to find
the best point of the network.

'e RDD algorithm process is as follows:

(1) 'e network performs flood broadcasting.
(2) 'e network obtains the anchor node distance

matrix and the minimum node hop matrix based
on the information data of the flood broadcast in
the first stage.

(3) 'e node obtains the number of nodes and their
labels within the single-handed range according
to the broadcast data packet.

(4) 'e algorithm calculates the distance within the
single hop range of the node according to the
radius Rmultiplied by the density-weighted value.

(5) 'e algorithm finds the distance between nodes
with a 2-hop distance.

(6) 'e algorithm uses the iterative accumulation
method to multihop the distance between nodes.

(7) 'e algorithm calculates the distance between
the node to be located and the anchor node and
uses the improved PSO to obtain the coordinates
of the further optimized node.

'e RDD algorithm flowchart is shown in Figure 8.

4. Market EconomyFluctuationModelBasedon
Internet of Things Technology

At present, Internet of 'ings providers in the Internet of
'ings market distribute different data centers in different
areas in order to provide the best Internet of 'ings to meet
the needs of different groups of users. However, in order to
better meet the service needs of users, it is necessary to co-
ordinate the amount of service resources from different
service providers in the market to balance market supply and
demand. 'erefore, it is necessary to coordinate market
supply and demand. Figure 9 depicts a market transaction
mechanism for the Internet of'ings. In this mechanism, the
cloud broker coordinates the service requirements of all
parties and conducts reasonable allocation and balanced
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Figure 8: RDD algorithm flowchart.
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Table 1: Data processing effect of market economy fluctuation model based on Internet of 'ings.

Number Positioning effect Data processing Number Positioning effect Data processing
1 91.82 88.14 19 91.31 88.79
2 94.55 92.21 20 96.90 88.79
3 95.10 88.20 21 93.75 92.60
4 94.03 94.46 22 92.50 92.57
5 95.38 92.37 23 93.71 94.65
6 94.29 88.74 24 95.80 88.03
7 93.62 91.44 25 92.45 89.73
8 95.60 91.70 26 96.64 92.54
9 95.80 94.81 27 93.77 90.03
10 91.56 89.40 28 93.03 93.96
11 91.27 88.30 29 91.82 94.65
12 94.98 89.02 30 92.25 94.25
13 92.08 91.70 31 93.58 92.59
14 92.14 90.28 32 91.19 90.00
15 96.68 92.69 33 92.75 91.31
16 96.17 88.50 34 92.95 92.44
17 95.70 89.64 35 92.44 91.04
18 94.16 88.35 36 95.00 92.40

Cloud service virtual resource pool

Calculation
cloud

Storage
cloud

So�ware
cloud

User

User

Cloud service
provider

Cloud service
provider

Cloud Exchange

Cloud broker

Spot bidding

Run on demand

Customization

Figure 9: Market transaction system based on the Internet of 'ings.
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Figure 10: Statistical diagram of the data processing effect of the market economy fluctuation model based on Internet of 'ings.
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coordination of market demand services. Figure 9 describes
the distribution of a collaborative development type of In-
ternet of 'ings transaction system. It can bring considerable
economic benefits to market transaction participants.

'is article analyzes the market economy volatility
model through the Internet of 'ings technology, com-
bined with simulation experiments, and explores the
application of the Internet of 'ings technology in the
economic market volatility model. First, this paper ex-
plores the effect of market economy fluctuation model
based on Internet of 'ings technology through simula-
tion experiments, and the results are shown in Table 1 and
Figure 10.

From the above research, we can see that the method
proposed in this paper can realize accurate positioning of the
economic market transaction location, and can process
economic data at the same time. On this basis, this paper
judges the effect of the Internet of 'ings technology in the
analysis of market economic fluctuations and presents the
results by scoring, as shown in Table 2 and Figure 11.

From the above analysis, it can be seen that the market
economy fluctuation model based on Internet of 'ings
technology can play an important role in market economy
analysis.

5. Conclusion

'e Internet of 'ings has a long industrial chain and forms
a wider coverage. In the process of penetration and inte-
gration with different industries, it will expand the space for
economic development and stimulate economic growth.'e
manufacturing industry represented by the manufacturing
of chips, sensors, and terminal equipment in the upstream of
the IoT industry chain has formed a forward relationship
with the secondary industry, especially the manufacturing
industry. 'e downstream information transmission, soft-
ware industry, cloud computing technology application and
the financial industry, transportation industry and infor-
mation communication industry and other tertiary indus-
tries have formed a backward relationship. It can be said that
the application field of the Internet of 'ings extends almost
to all categories of existing national economic industries. For
example, industries such as smart transportation, environ-
mental monitoring, public safety, smart logistics, precision
agriculture, industrial safety monitoring, entertainment and
education, and medical and health care all involve the use of
IoT technology. Relying on the advantages of the Internet of
'ings industry, a new profit growth space has emerged in
all walks of life in the national economy, which has

Table 2: Market fluctuation analysis effect of market economy fluctuation model based on Internet of 'ings technology.

Number Evaluation results Number Evaluation results Number Evaluation results
1 90.95 13 82.34 25 82.58
2 81.48 14 80.64 26 82.73
3 89.45 15 81.28 27 89.63
4 85.68 16 91.10 28 90.61
5 90.36 17 85.53 29 85.05
6 86.93 18 81.04 30 89.08
7 90.76 19 81.10 31 83.79
8 89.86 20 82.33 32 83.68
9 83.06 21 89.09 33 84.39
10 86.33 22 88.69 34 89.64
11 83.06 23 91.38 35 90.92
12 84.84 24 88.74 36 86.42
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Figure 11: Statistical diagram of the model’s practical effect.
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Energy efficiency optimization of mobile edge computing e-commerce clients and reasonable management of server computing
resources are worth further study. ,e participant of the algorithm game model proposed in this paper is mobile e-commerce
customer management. ,e decision space is a two-dimensional space composed of unloading decision and power control, and
the benefit function is the energy efficiency function and delay function. ,e existence and uniqueness of the multidimensional
game model are proved theoretically. ,e simulation results show that the proposed multidimensional game based energy
efficiency optimization algorithm of mobile edge computing can reduce the energy consumption and delay of mobile terminals
and improve the energy efficiency of unloading calculation under the same task compared with the game scheme without
considering power consumption control when the number of e-commerce customermanagement is larger.,is paper deduces the
optimal load migration decision of mobile e-commerce customer management and the optimal pricing strategy of mobile edge
cloud service providers and proves that the optimal decision and optimal pricing constitute the Starkberg equilibrium. ,e
semidistributed and decentralized task transfer decision-making mechanisms are designed, respectively, and the management
decision-making behaviors of mobile e-commerce customers in the mobile edge cloud energy trading market are studied by
numerical analysis, as well as the time efficiency of the two mechanisms.

1. Introduction

Mobile edge is defined as the technology by the European
Telecommunications Standards Institute (ETSI), providing
service environments, within wireless access networks and in
the vicinity of mobile users [1]. ETSI on mobile edge
computing is considered to be an important emerging
technology and an important part of the next generation of
networks.

,e video stream from the monitoring device is pro-
cessed and analyzed on the MEC server, and the meaningful
data is extracted from the video stream. You can transfer
valuable data that are inherently cooperative in data, edge
computing, and data transfer in the prediction link. Data
processing can be performed on a wooden MEC server
rather than a centralized server to provide a good user
experience. ,e Internet of ,ings generates additional

messages over telecommunications networks, requiring
gateways to aggregate messages and ensure low latency and
security. We introduce a new architecture for collecting
[2, 3], classifying, and analyzing IoT data flows using MEC
servers that manage various protocols, message distribution,
and analytical processing. A vibrant ecosystem creates new
opportunities for mobile operators, applications, and con-
tent providers.

With the rapid development of e-commerce in today’s
society, customers also have a great impact on the devel-
opment of e-commerce enterprises. Firstly, in the e-com-
merce environment, customers can browse, understand, and
purchase products and services through the network;
through realization, such as customer purchasing power,
and customer loyalty; then through network communication
and other ways to timely contact customers; and through
care and other marketing means to obtain more customer
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support. ,e development of e-commerce enterprises needs
the support of an e-commerce customer relationship
management system, which provides a scientific basis for
enterprises to make scientific decisions and market devel-
opment strategies.

2. Related Work

In e-commerce customer relationship management systems,
data mining technology is integrated to realize the analysis of
existing customer data, establish an analysis model for
customers, analyze customers through the data model,
classify customers, and find more potential customers [4, 5].
,e e-commerce customer relationship management system
in the domestic market system is not perfect but also made
some achievements. Earlier construction of e-commerce
customer relationship management systems includes tele-
com and mobile companies, the banking industry, and
aviation. Customer relationship management not only in-
cludes the addition, deletion, and modification of customer
information but also includes the analysis of customer data,
understanding customers’ hobbies, timely finding which
customers are easy to lose, and vigorously digging potential
customer markets. Domestic theoretical research in these
aspects has achieved initial results, such as the use of the
genetic algorithm, artificial neural network, and other
classification acquisition methods for customer data analysis
and prediction. ,e system structure of domestic e-com-
merce customer relationship management system is rela-
tively simple, the function is relatively simple, and most of
the management systems are only to achieve the manage-
ment of customer basic information data. Compared with
foreign countries, the development and research of China’s
e-commerce customer relationship management system are
still relatively backward and single [6, 7]. All in all, abroad
and at home, now the common development of the world
economy is not a good customer relationship management
system support; it is not a successful future business, helps
the customer management and analysis, and enhances the
working efficiency of the enterprise; the Lord will help
improve the position and role of enterprise in the market.

Among them, the energy efficiency optimization of
mobile edge computing e-commerce customer relationship
management system includes a well-designed task unloading
scheme, communication channel allocation, and transmis-
sion power control. In literature [8], an effective MEC
system calculationmodel is proposed to combine computing
and communication cooperation to optimize system energy
efficiency. In literature [9], dynamic voltage scaling tech-
nology is used to jointly optimize the computing speed,
transmission power, and unloading ratio of mobile devices
to improve energy efficiency. In literature [10], transmission
power control and unloading decision of MEC systems
under single user conditions are studied. As an improve-
ment, the authors of literature [11] extended the conclusions
in literature to multiuser MEC systems, and combined with
resource allocation, they optimized the energy efficiency of
multiuser MEC systems through Lyapunov. In [12], an
integrated framework for computational unloading is

proposed, which takes into account unloading decisions, to
optimize energy efficiency. However, in literature [13],
intercustomer interference of e-commerce is not taken into
account when the unloading decision of mobile users is
determined. Studies show that effective power control can
effectively suppress intercustomer interference of e-com-
merce in a small e-commerce customer network [5, 14].
,erefore, some MEC algorithms based on transmission
power control are proposed. For example, the transmission
power control algorithms proposed in the literature [15, 16]
and the algorithms proposed in the literature [17] are ef-
fective in multiuser MEC systems, but they are centralized
and not always effective in distributed systems. As the
computing resources of the MEC server are limited, more
and more terminal devices will connect to the server in the
future when the number of mobile devices is increasing
exponentially. ,erefore, how to reasonably manage com-
puting resources has become a significant research direction.
Literature [18] proposed a branch and bound algorithm
(VF-BNB) based on variable fusion to optimize computing
resources. ,e model in literature [19] is a mobile edge
computing system with a large number of low-power mobile
terminals. ,erefore, reasonable allocation of computing
resources is the key to achieving system performance. ,e
problem of computing resource allocation in the upstream
MEC system under the minimum to maximum fairness
criterion is studied. Literature [20] uses the Lagrange
multiplier method with a predetermined resource allocation
strategy to solve the problem of computing resource allo-
cation. ,e above literature conducts quantitative analysis
from the perspective of limited computing resources and
then completes resource management through carefully
designed algorithms but ignores the mobility of terminal
devices. If the user continues to move, the original request
discharge calculation of the server may not be able to timely
send the result in the user’s next position. User mobility
prediction distribution and which server to use are studied
in the literature [21]. Literature [22] studies a kind of virtual
machine migration strategy based on the Markov decision
process; in the literature [23], congestion in the network
virtual machine migration strategy is studied.

However, the commonly used assumptions in the above
algorithms for energy efficiency optimization of e-commerce
CRM systems based on MEC mobile edge computing have
certain limitations: the computing resources of MEC servers
are limited, and unloading a large number of tasks will bring
considerable queuing delay. In the scenario of ultradense
networks (UDN), interference between e-commerce cus-
tomers can significantly affect data rates and lead to un-
expected transmission delays, which can lead to low energy
efficiency and long delays. ,erefore, interference and
queuing problems cannot be ignored in reality. Although
MEC has many benefits, the energy efficiency of its mobile
terminal cannot be ignored. Game theory is a powerful
distributed mechanism design tool. In order to maintain the
balance of the system and consider the interests of each user,
it is of great significance to use game theory as a tool to study
energy efficiency in the MEC system. In the MEC system,
virtual machine migration is usually adopted for user
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movement, but for some applications with high instantness
requirements and small task volume, the migration cost is
too large. Although mobility prediction is carried out, the
model is an ideal case of uniform motion. In general, the
user’s movement has acceleration, so there is room for
further study of this scheme.

3. Mobile Edge Computing for e-Commerce
Customer Management Energy Efficiency
Optimization Framework and Key
Technology Analysis

3.1. System Architecture. Enabling MEC applications to be
realized as pure software entities running on MEC hosts,
mobile edge platforms provide the base needed to run ap-
plications. MEC applications are run as virtual machine
VMS on top of a virtualized infrastructure that includes a
data platform that enforces traffic rules received by mobile
edge platforms and routes traffic between the application
forest network and the external network. In host level
management including mobile platform edge and virtuali-
zation infrastructure, the former is responsible for the
management of electronic commerce application of life cycle
and rule requirements, including e-commerce customer
management system business license, flow rule, and the
domain name system conflict resolution, which is respon-
sible for the allocation, management, and releasing the vi-
sualization of virtualization infrastructure (computing,
storage, and network resources). ,e architecture diagram is
shown in Figure 1.

As shown in Figure 2, the framework of the e-commerce
customer management system of edge computing is divided
into mobile edge computing level, mobile edge e-commerce
customer system host level, and network-level entity. ,e
host layer of the mobile edge e-commerce customer system
is the basic part of the framework, which consists of mobile
edge host and host management. Virtualization infra-
structure can provide ME with the application with com-
puting, storage, and network resources and can provide ME
with the application with persistent storage and access to
relevant information; it includes a data forwarding plane,
used to receive from ME platform data forwarding rules, as
well as between each application, service, and network flows.
,e ME platform receives traffic forwarding rules from the
ME platform manager, ME applications, or ME services and
sends instructions to the forwarding plane based on the
forwarding rules. In addition, the ME platform supports the
configuration of local domain name system (DNS) proxy
servers to redirect data traffic to corresponding applications
and services. ,e ME platform can also communicate with
other ME platforms through Mp3 reference points, which
can serve as the basis for interconnecting different ME
platforms in the collaboration mechanism of distributed
MEC systems.

Among them, intelligent service is based on the model-
driven unified service framework, which realizes the coor-
dination of development and deployment intelligence
through the development service framework and

deployment operation service framework, and can realize
the consistency of software development and deployment
operation automation. Intelligent business orchestration
defines end-to-end business flows through business support
capabilities to achieve business agility. Connected com-
puting achieves a minimalist architecture, shielding services
from the complexity of edge intelligent distributed archi-
tecture, realizing automation and visualization of operation,
information and communication technology infrastructure
deployment and operation, and supporting intelligent col-
laboration between edge computing resource services and
industry business needs. Intelligent Edge computing node
(ECN) is compatible with a variety of heterogeneous con-
nections, supports real-time processing and response, and
provides hardware and software integration security. ,e
three-tier model is mainly for scenarios where services are
deployed to one or more scattered regions, and the business
flow in each region is small, such as smart street lamps, smart
elevators, and smart environmental protection. After the
intelligent asset is processed locally, multiple types of service
data are aggregated to the intelligent gateway along the
north-south direction. ,e intelligent gateway processes
real-time service requirements locally and aggregates non-
real-time data and sends it to the cloud for processing.

3.2. Research on Key Technology of Energy Efficiency
Optimization. An important part of calculating unload is
deciding whether to unload, whether all or part of it applies,
what to unload, and how to unload. ,e uninstall decision
depends on the application model categorized according to
three criteria. In the task execution schedule, we need to
know how to select the task execution sequence to reduce the
task execution time, and so on. For optimization problems
with equality and inequality constraints, the general form is

min h(x), fi
x

(x)≤ 0, i � 1, . . . , n. (1)

In the optimization problem-solving algorithm, the KKT
condition is the necessary and sufficient condition for the
convex optimization problem to obtain the optimal solution,
and the KKT condition is

δh(x) + 􏽘
n

i�1
uifi(x) + 􏽘

j

vj � 0. (2)

,e in-memory data grid technology is adopted, and
improvements are made in storing lightweight and high-
performance access, forming a lightweight and high-per-
formance edge service catalog. On this basis, considering the
influence of the mobile edge computing environment and
the dynamic change of directory nodes, the synchronization
and consistency guarantee technology of the edge service
directory is studied. ,e core methods to solve this problem
include the following three aspects: (1) taking into account
the synchronization modes such as upstream and down-
stream synchronization and peer synchronization, the
problem of information service sharing can be solved by
flexibly selecting suitable directory synchronization mode,
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supporting dynamic discovery, flexible networking, and
service sharing among nodes, and realizing the dynamic
collaborative operation of service catalog; (2) we adopt the
updating mechanism of active monitoring to ensure that the
service information recorded in the decentralized edge
service catalog is consistent, real-time, and effective and

improve the availability of services built on the distributed
structure; (3) a new distributed consistency algorithm based
on state machine replication is proposed. By sorting and
executing the uncoupling consensus protocol and the op-
eration commands, the operation commands can be con-
currently submitted for all backups at any time without
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Figure 2: Energy efficiency optimization architecture of mobile edge computing for e-commerce customer management.
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determining the order of the operation commands and can
be executed in the same order on all backups. ,e structure
of the service catalog can be divided into three layers,
namely, catalog summary layer, catalog middle layer, and
service instance layer. ,e aggregation layer of the service
catalog and the directory area of the middle layer have a
central service catalog sharing model, which is mainly used
in the service catalog.,e directory services use the directory
equivalent middle layer region sharing service model. ,e
mobile edge computing service catalog model architecture is
shown in Figure 3.

,e existing microservice system mainly adopts a rule-
based routing policy to realize the routing function of the
service based on the service catalog information provided by
the service registry and the service status information re-
ported by the service agent. However, the mobile edge
computing environment is complex and changeable and has
significant dynamic characteristics. If a simple and rules-
based routing strategy is directly adopted, the system per-
formance cannot be optimized. ,erefore, how to select the
service invocation path intelligently according to the service
quality, service invocation history, dynamic use of system
resources, and other information in the current application
environment, as well as the historical service routing
strategy, is the key problem of edge service routing address.

4. EnergyEfficiencyOptimizationAlgorithmfor
e-Commerce Customer Management
Based on Mobile Edge Computing

In the two-dimensional space composed of decision-mak-
ing, interference between users can be reduced through the
reasonable design of transmitting power size, the upper limit
of MEC server computing resources can be set, queuing
delay of the mobile terminal is added, optimization target is
energy consumption and delay of the mobile terminal, and
game model is established.,e core idea is to select the most
suitable unloading decision and transmitting power for each
user under the current situation through the game, so as to
reduce interference so that more users can have the op-
portunity of unloading computing and improve the energy
efficiency of the mobile terminal. ,e purpose of using the
game algorithm is to select the most suitable decision so as to
optimize the energy consumption and delay function:

min
i

fi sin, −sin( 􏼁. (3)

,is algorithm is a multiuser system, which uses parallel
time slots, and each user calculates its own optimal response
decision in each time slot. During initialization, the user’s
decision is to uninstall the MEC server for calculation, and
the upload power is randomly selected. In each time slot, the
user collects energy efficiency information: other e-com-
merce customers need to uninstall the MEC server com-
puting the number of users, their choice of channel, and
according to the information transmission rate calculation,
each channel interference, and the total number of users, in
MEC server to determine whether the user needs to line up.
From these parameters, the optimal response, namely, the

unload decision (whether to unload) and the upload power
size, can be calculated. In the process of inference in
means—purpose with an online autonomous learning al-
gorithm to realize the optimal strategy of child intent, in-
tention to achieve group, and the agent need to consider its
own state—action value function updates for other agent
update value functions can be without a second thought,
thus greatly reducing the space complexity of the algorithm
and improving the learning speed. ,e algorithm flow is
shown in Figure 4.

Customer Relationship Management (CRM) system is a
business strategy of an enterprise. It divides and effectively
organizes enterprise resources according to customer con-
ditions and cultivates customer-centered operation behavior
and customer-centered business process, so as to improve
enterprise profitability, increase revenue, and improve
customer satisfaction. ,e development of e-commerce
requires enterprises to transform all internal and external
business processing mechanisms into “customer satisfac-
tion” service subjects and use new measures and technol-
ogies to reduce internal consumption and cost so that the
business processing capacity of enterprises constantly meets
the needs of Internet customers’ rapid operation. One of the
purposes of establishing a customer relationship manage-
ment system is to improve the quality of customer service,
depending on the customer service management module,
which can effectively achieve customer service and improve
customer trust in enterprises and products.

,e function module has a customer service console,
customer service event record, customer complaint man-
agement, and consultation library. ,e customer service
console provides quick inquiries for customer service per-
sonnel and provides assistance for customer service per-
sonnel. For example, customer service personnel can quickly
check the handling of complaints through this module,
timely contact customers to solve the unresolved complaints,
or carry out customer care and return visits for customers
classified as easy to lose, so as to reestablish the trust between
customers and enterprises. According to the optimal pricing
strategy of customer and demand, the mobile edge energy
efficiencymechanism is designed by semidistributedmethod
and decentralized method respectively. See Table 1.

5. Example Verification

,is part analyzes the behavior of mobile users with five user
scenarios. ,ese five users are named U1, U2, U3, U4, and
U5, respectively, and the number of CPU cycles for each user
task is set. ,e task is sorted in descending order of energy
efficiency. Figure 5 shows the trend of users’ load migration
decisions as energy efficiency pricing strategy changes.
When energy efficiency pricing is low, all users migrate their
load tasks to energy efficiency for processing. After that, as
energy efficiency pricing increases, users will gradually re-
duce the proportion of tasks migrating to energy efficiency.
When energy efficiency pricing reaches a certain level, the
lower bound of optimal energy efficiency pricing, user U5
will begin to reduce its load migration ratio. As energy
efficiency pricing increases further, other users will respond
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to the price and reduce the proportion of load transfer tasks.
When the price of energy efficiency reaches a high level, the
upper bound of optimal pricing strategy for energy effi-
ciency), no user migrates tasks to energy efficiency for
processing. Obviously, when energy efficiency pricing is
lower than or higher than the lower bound of its optimal
pricing strategy, energy efficiency cannot obtain optimal
utility benefits. At the same time, in the game of energy-
efficient computing resources among users, users with
higher energy efficiency, that is, high efficiency of task
transfer, have a stronger tendency of task transfer.

For all users, the computing power of load migration is
evenly distributed in the interval. For the decentralized al-
gorithm, its operating efficiency is related to the initial
pricing strategy set by the algorithm. When evaluating the
efficiency of the algorithm, the average number of iterations
under the two conditions is taken as the number of iterations
of the algorithm. ,e time efficiency of the two algorithms is
shown in Figure 6. ,e solid blue line represents the al-
gorithm time of this distributed algorithm, and the dotted
red line represents the number of iterations of the decen-
tralized algorithm. For the decentralized algorithm, the
number of iterations of the algorithm is independent of the
number of users participating in the game because the al-
gorithm is mainly searching the feasible region of the pricing

strategy. For the semidistributed algorithm, the relationship
between the algorithm complexity and the number of users
is superlinear, which also leads to the increase of the number
of users participating in the game; the algorithm strategy will
produce a certain amount of algorithmic calculation pres-
sure on the base station.

As shown in Figure 7, when the initial speed is
V� 60 km/h and a� 1.5m/s2, the success rate increases with
the increase in the number of MEC servers, because the
increase in the number of servers means that the number of
available servers is increasing. As the speed increases, the
user moves more distance, and the MEC server has a limited
range of connections; the success rate decreases as the
number of tasks increases. Moreover, with the expansion of
the mobile range, it can be seen that the success rate of
CRMAEKF is better than PA.

Figure 8 shows the comparison of total system energy
consumption and delay of the two algorithms, namely, the
sum of all users and the comprehensive consideration of
energy consumption and delay, so the unit is not considered.
,e higher the energy consumption and delay are, the lower
the energy efficiency is. As shown in Figure 8, as the number
of users increases, bothMQO andODPC show an increasing
trend, but MQO has lower energy consumption and delay

Table 1: Design of energy efficiency mechanism of moving edge by the decentralized method.

On each mobile user’s side
1: if Ei ≥ 0, then
2: user I sends the load migration information to the customer
3: waiting for price P

4: end if
5: each user calculates the optimal load migration policy based on the received customer demand P

6: each user loads some tasks to energy efficiency f and locally calculates the remaining tasks on the demand side
7: waiting for user information
8: arrange all user information in descending order of energy efficiency f
9: calculate P and broadcast it to all users
10: wait for the user load migration task to be executed
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than ODPC. As the number of e-commerce customers in-
creases, so does the number of users. As more and more
users choose to unload computing, the queuing delay and
interference increase significantly. Under the control of
unloading quantity, the energy consumption and delay of
MQO are lower than those of ODPC, which proves that the
optimization of energy consumption and delay of MQO is
superior to that of ODPC.

,is paper studies the energy efficiency optimization of
the mobile terminal using a game in a multiuser system and
proposes an energy efficiency optimization algorithm of

mobile edge computing based on multidimensional game.
,e decision of the game model is a two-dimensional space,
which consists of an unloading decision and power control.
MEC server computing resources are limited. If the MEC
server is overloaded, queuing delay will be introduced. ,e
existence and uniqueness of Nash equilibrium are proved by
theoretical deduction. According to this algorithm, the
energy consumption and delay of the mobile terminal can be
reduced, and the smaller the energy consumption is, the
higher the energy efficiency is. And because transmitting
power is considered jointly in the decision space, the number
of users in unloading calculation can be increased by
controlling transmitting power to reduce interference.

6. Conclusion

,is paper proposes an energy efficiency optimization al-
gorithm of mobile edge computing based on multidimen-
sional game. Aiming at the energy efficiency optimization
problem of the mobile terminal in the multiuser system, this
paper aims to improve the energy efficiency of the mobile
terminal, establish a communication model and calculation
model, set upper limit for MEC server computing resources,
and add queuing delay.,emultidimensional gamemodel is
constructed based on game theory, in which the game de-
cision is a two-dimensional space composed of an unloading
decision and power control. It is proved that the Nash
equilibrium of this multidimensional game model exists and
is unique through theoretical deduction, and the Nash
equilibrium solution is finally obtained. ,e simulation
experiment proves that the proposed energy efficiency op-
timization algorithm of mobile edge computing based on
multidimensional game can improve the energy efficiency of
mobile terminal compared with the one-dimensional game
scheme without power control and reduce interference by
controlling transmission power so that more users can
unload tasks to MEC server for computing processing. ,e
development of e-commerce and the management of cus-
tomer relationships should be rationally and effectively
combined. ,e development of e-commerce has promoted
the research of customer management and improved the
importance of customer relationships. ,e improvement of
customer relationships is helpful for e-commerce enterprises
to seize the high-end market, expand business development,
and make scientific development strategies. ,e two com-
plement each other.
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In order to improve the effect of new media advertising communication analysis, this paper combines the scalable neural network
to construct the new media advertising communication analysis model. Moreover, this paper analyzes in detail the basic theories
of fuzzy neural network and extension evaluation, the structure design and learning algorithm, and classification of fuzzy neural
network. In particular, this paper summarizes the optimization algorithms and methods of neural network structure. In addition,
this paper improves the algorithm to meet the needs of new media advertising data analysis and builds an intelligent system
framework. (e experimental verification shows that the new media advertising communication analysis model based on the
extension neural network proposed in this paper meets the new media advertising communication analysis effect.

1. Introduction

With the increasing innovation and popularization of In-
ternet applications, a large number of information and
people have gathered in the Internet time and space, and rich
digital network media and applications have become an
indispensable communication tool in public life. (e new
public attention points have formed a variety of new media,
which show the characteristics of strong interaction, precise
positioning, and topic segmentation [1]. From application
tools to social and cultural carriers, the Internet is in-
creasingly showing its media attributes. In particular, the
emergence of the Internet, mobile phones, and a large
number of new outdoor media has made the development of
the “newmedia” industry prosperous. At present, rich media
forms and rich media information surround the people’s
living space. For a time, the term “new media” has become a
popular vocabulary familiar to the public. From the per-
spective of natural science or social science, the birth of “new
media” is of great significance [2]. However, due to the
surging development of the “new media” industry, new
technological changes are coming. Due to the endless
emergence of newmedia and new applications, as well as the
impetuous mentality of media commercial applications, the

theoretical community’s understanding and research on
“new media” has shown a multipolarity [3].

(e process of digitization has brought about tremen-
dous changes in the communication pattern and the media
itself: not only have the information (computer) industry,
telecommunications industry, and mass media industry
presented a new trend of business intersection of triple play,
but also cross-domain enterprises have emerged, with
questions about mergers and acquisitions and integration.
Digital media has changed the characteristics of mass
communication in the past and enabled the characteristics of
“focus” and “niche” to be carried forward. For example,
digital media technology makes radio, television media, and
scarce channel resources called rich resources [4]. Digital
media has also changed the one-way media communication
in the past. (e status of the “audience” that can only
passively receive information has been greatly changed, and
the initiative of receiving information is increasingly shifted
to the audience [5]. Digital media has changed the tradi-
tional feature that audiences must be synchronized when
listening to and watching radio and television and has
achieved asynchrony; that is, audiences can listen and watch
at any time selected, and they can listen and watch repeatedly
if they are interested [6]. Whether newspapers and
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periodicals are printed in different places through satellite
transmission or distributed through the Internet, or digital
satellite broadcasting and satellite TV, they are all charac-
terized by covering intercontinental and even the world,
pursuing international influence and competing for share in
the international media market.

(is thesis combines the scalable neural network to
construct the new media advertising communication anal-
ysis model and conducts research on the new media ad-
vertising communication analysis.

2. Related Work

Some scholars combine changes in communication methods
with technological updates and call new media “interactive
digital composite media” [7]. Literature [8] provided a more
comprehensive and objective summary of new media ad-
vertising. It believes that “newmedia advertising refers to the
brand communication behavior and form that is reflected in
the multimedia video based on digital transmission, which
can realize instant interaction of information, and the ter-
minal appears as a network link and is conducive to the
communication of information between advertisers and
target audiences.” Literature [9] believed that new media
advertising extends in the direction of “immediate, mobile,
request, and concise.” It collects, produces, processes,
compresses, stores, and applies “advertising information”
into various forms of advertising expression. Literature [10]
believed that the forms of new media advertising mainly
include outdoor new media, mobile new media, and mobile
phone newmedia. Among them, outdoor newmedia include
outdoor video, outdoor touch, and outdoor projection, etc.,
while mobile new media is realized through mobile TV, car
TV, and subway TV. Literature [11] believed that homepage
advertising occupies an important position in new media
advertising.(e reason is that homepage advertisements can
not only spread the image and culture of the company, but
also convey information about the company’s products.
Moreover, many companies have e-commerce platforms, so
homepage advertisements play a direct role in the sales of
their products. Literature [12] divides online advertising into
portal advertising and interactive advertising. Literature [13]
classified online advertising as follows: banner advertising,
button advertising, e-mail advertising, wallpaper advertis-
ing, sponsored advertising, competition and promotion
advertising, interstitial advertising, interactive game ad-
vertising, commercial service advertising, full-screen ad-
vertising, banner advertising, picture-in-picture advertising,
streaming advertising, interstitial advertising, instant pop-
up advertising, mobile advertising, hover advertising, etc.

3. Extension Neural Network Model

3.1. %e Concept of Matter Element. People and things are
collectively called things.(ings have various characteristics,
and each characteristic can be characterized by a corre-
sponding value. (erefore, the name, characteristics, and
value of things are the basic elements to describe things,
called the three elements of matter-element. Matter element

is the basic element for formal description of matter. It is
represented by an ordered triplet consisting of the name of
the object, the feature (feature name for short), and the
corresponding value, that is, the matter element (thing,
feature name, and value).

(e concept of matter element correctly reflects the
relationship between the quality and quantity of things and
the dynamics of things and can more closely describe the
changing process of objective things. It studies things,
characteristics, and corresponding values as a whole and
provides a formal tool for solving contradictory problems by
combining qualitative and quantitative methods.

3.2. Definition of Matter Element. We set the thing N, and it
is about the value v of the feature c, and the basic element of
the thing can be described by the ordered triple R� (N, c, V),
referred to as the matter element. Since V can be determined
by N and c, the matter element can also be expressed as [14]

R � (N, c, V(N)). (1)

(e array with n features and corresponding n magni-
tudes is [15]

R � N

c1 v1

c2 v2

⋮ ⋮

cn vn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
�

R1

R2

⋮

Rn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2)

R is an n-dimensional matter element, denoted as R� (N,
ci, Vi), i� 1, 2, . . ., n. Each dimensional matter element Ri is
called a divided matter element.

Extension sets are just a new concept in response to
requirement. It could describe the mutual transformation
between right and wrong and the degree to which things
have certain properties.

U is the universe of discourse, u is any element inU, k is a
mapping from U to the real domain I, and T � (TU, Tk, Tu)

is a given transformation:

􏽥E(T) � u, y, y′( 􏼁|u ∈ TUU, y � k(u) ∈ Tk Tuu( 􏼁 ∈ I􏼈 􏼉, (3)

g is an extension set on the universe U, y� k (u) is the
correlation function of 􏽥E(T), and y′ � Tkk(Tuu) is the
extension function of 􏽥E(T). Among them, TU, Tk, Tu are the
transformation of the universe U, the correlation quasi-
function k, and the element u, respectively [16].

Extension sets are based on set theory and described by
correlation functions, which can be used as a tool to
quantitatively describe the quantitative and qualitative
changes of things. (e value range of the correlation
function is the entire real number axis. (e value of the
correlation function can describe not only the degree to
which different things have the same nature, but also the
degree to which things in mediation have certain properties,
and it can also describe the degree of difference between
different things with opposite properties. Algebraic ex-
pressions are used to express the correlation function of
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extension sets, which makes it possible to quantify the
process of solving incompatible problems.

In the extension set, the concept of correlation function
is established, and the concept of distance and place value is
also established which serves as the basis for expanding the
qualitative description to the quantitative description.

3.2.1. Definition of Distance. x is a point on the real axis,
X0 � (a, b) is an interval on the real field [17]:

ρ x, X0( 􏼁 � x −
a + b

2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
−

b − a

2
, (4)

is the distance between point x and interval X0. Among
them, (a, b) is either an open interval, a closed interval, or a
half-open and half-closed interval.

3.2.2. Definition of Location. In practical problems, in ad-
dition to the positional relationship between points and
intervals, the positional relationship between intervals and
intervals and a point and two intervals must also be
considered.

(en the bit value of point x with respect to the interval
set consisting of intervals X0 and X is specified as

D x, X0, X( 􏼁 �
ρ(x, X) − ρ x, X0( 􏼁, x ∉ X0,

−1, x ∈ X0.
􏼨 (5)

D(x, X0, X) is positional relationship between point x and
the interval set composed of X0 and X, referred to as position
value.

Describe the difference in the position of a point in the
interval according to the difference of the value of the
distance. (e concept of distance describes the positional
relationship between points and intervals, which makes
people develop from “the same within a class” to a quan-
titative description with a degree of difference within the
class.

On the basis of distance and position, the elementary
correlation function is established [18]:

K(x) �
ρ x, X0( 􏼁

D x, X0, X( 􏼁
, (6)

and is used to calculate the degree of correlation between
points and interval sets. Among them, X0 ⊂ X and there is
no public endpoint. (e value of correlation function is
(−∞, +∞), and the above is to express the correlation
function in the extension set, and the thing with “property
P” is extended from the qualitative description to the
quantitative description of “the degree of property P.”

For a certain evaluated object N, if there is an index SI
that measures the pros and cons and the range of the re-
quired value is X, the allowable value range of the value is X.
(e establishment of the correlation function K (n) repre-
sents the degree to which the object N meets the require-
ments, which is called the correlation degree of N with
respect to SI.

N is the correlation degree of SI on the measurement
index K (n); then [19]

k �

Ki Nj􏼐 􏼑

max
x∈X0

Ki(x)
, Ki Nj􏼐 􏼑> 0,

Ki Nj􏼐 􏼑

max
x∉X0

Ki(x)
, Ki Nj􏼐 􏼑< 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

is called the standard relevance of N to SI.
If a certain evaluated object is N, the measurement index

set is SI� {SI, SI, . . ., SI,}, the normative correlation degree of
N to SI is ki (i� 1, 2, . . ., n), the weight coefficient of SI is ai,
and 0≤ ai ≤ 1. ai represents the relative importance of SI.

(e extension evaluation method evaluates the research
object from the perspective of feasibility and optimization
and is a combination of qualitative and quantitative ones. It
uses the extension of matter elements for qualitative cal-
culations and uses extension set theory to perform quan-
titative calculations through correlation functions.
Extension evaluation takes matter-element theory and ex-
tension mathematics as the theoretical basis and realizes the
transformation of evaluation methods by establishing
matter-element models.

In this paper, this method is applied to the evaluation
and screening of schemes. (e purpose of the screening is to
remove the inferior and save the superior. (e screening
process is shown in Figure 1.

(e criteria for evaluating the pros and cons of an object
Nj(j � 1, 2, . . . , n) is SI1, SI2, . . . , SIn.

(ere are majorities, and the weight coefficients are used
to express the importance of each indicator. For the indi-
cators that must be met, they are represented by the indi-
cator input, and for other measurement indicators, values
between [0, 1] are assigned. (e weight coefficient is
recorded as [20]

α � α1, α2, . . . , αn( 􏼁. (8)

Since the selection of measurement indicators directly
affects the evaluation results, the selection of measurement
indicators must be cautious. Generally, indicators that meet
the evaluation purpose, are representative, are easy to
evaluate, and have relatively regular changes should be se-
lected as the measurement indicators.

(e selection of measurement conditions should pay
attention to the following points:

(1) Purpose. We first attend the purpose of the evalu-
ation and the evaluation object. (e measurement
conditions selected when evaluating different types
of programs are different.

(2) Comprehensiveness. Goodness evaluation method is
a comprehensive evaluation. In order to ensure this,
the selection of measurement conditions must be
representative. From the requirements of technol-
ogy, economy, society, resources, environment, and
development, select the most representative indi-
cators that play an important role in achieving the
goals of the plan.
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(3) Feasibility. (e selected measurement conditions
should be representative and usable for evaluation.
Moreover, the data for the measurement conditions
should be easy to obtain, and the data can be of high
quality, truthfulness, and reliability.

(4) Stability. (e selected measurement conditions
should change more regularly.

Regarding the determination of the measurement
condition SI, the following points should be paid attention
to:

(1) It should be based on the actual situation of social as
well as economic state and based on the spatial range
data and historical data related to the evaluated object.

(2) It is necessary to pay attention to the development of
social and economic state.

(3) (e determination of the value range should
have regulatory as well as management functions.
(e planned value of the national (regional,
department) social and economic management
can be considered as the boundary of the value
range.

Among them, we set αi0
� Λ; then [21]

􏽘

n

k�1
k≠ i0

αk � 1.
(9)

(e size of the weight coefficient has a pivotal effect on
the degree of goodness. Different weight coefficients cause a
change in the order of the evaluated objects. Moreover, the
analytic hierarchy process can be used to determine the
relative importance order between the measurement indi-
cators, thereby determining the weight coefficient.

After determining the weight coefficient of each mea-
surement indicator, we use the indicators that must be met
to filter and perform the following steps on the objects that
have met the condition.

(e measurement index set is SI � SI1, SI2, . . . , SIn􏼈 􏼉,
where SIi � (ci, Vi), i− 1,2, . . ., n, and the weight coefficient
is assigned as [22]

α � α1, α2, . . . , αn( 􏼁. (10)

According to the requirements of each measurement
index, the correlation function K1(x1), K2(x2), . . . , Kn(xn)

is established.

(1) If Vi is a finite interval X0i or an infinite interval, the
algorithm takes the correlation function Ki(xi).

Ki xi( 􏼁 �
ρ x, X0i( 􏼁

X0i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

, i � 1, 2, . . . , n. (11)

(2) If V uses X and Xi (XEX) to form an interval set
description without a common end point, and the
best point of this index is at point x0i, then the
algorithm takes the elementary correlation function
as

Ki xi( 􏼁 �
ρ xi, x0i, X0i( 􏼁

D xi, x0i, X0i( 􏼁
. (12)

(e correlation function of the object Nj with respect to
each measurement index SIi is abbreviated as Ki(xj); then
the correlation degree of each object N1, N2, . . . , Nm with
respect to SIi is [23]

Ki � Ki N1( 􏼁, Ki N2, . . . , Ki Nm( 􏼁( 􏼁( 􏼁, i � 1, 2, . . . , n,

k �

Ki Nj􏼐 􏼑

max
x∈X0

Ki(x)
, Ki Nj􏼐 􏼑> 0

Ki Nj􏼐 􏼑

max
x∉X0

Ki(x)
, Ki Nj􏼐 􏼑< 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

,

i � 1, 2, . . . , , j � 1, 2, . . . , m.

(13)

(e canonical correlation degree of each object
N1, N2, . . . , Nm with respect to SIi is

ki � ki1, ki2, . . . , kiM( 􏼁, i � 1, 2, . . . , n. (14)

(e canonical correlation degree of object Nj with re-
spect to each measurement index SI1, SI2, . . . , SIn is [24]

K Nj􏼐 􏼑 �

k1

k2

k3

⋮

kn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, j � 1, 2, . . . , m. (15)

According to the different requirements of actual
problems, the superiority of object N can be divided into
three situations:

Determine the
measures based on
the specific issues

Select the type of the
advantageous degree

First evaluation using
indicators that are
required to meet.

Determine the weight
coefficient of each

measure

Choose schemes with
high correlation degree

Calculate the Choose
schemes with high

superiority

Calculate the
normative correlation

degree

Establish the correlation
function and calculate the

correlation degree

Figure 1: Basic flow of goodness evaluation method.
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(1) If in actual problems, the comprehensive relevance
of all measurement indicators is required to be
greater than 0 before the object N is considered to
meet the requirements, then the goodness is defined
as

C Nj􏼐 􏼑 � 􏽘
m

i�1
αiki � α1, α2, . . . , αn( 􏼁

k1j

k2j

⋮
knj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, j � 1, 2, . . . , m.

(16)

(2) If in actual problems, as long as the comprehensive
correlation degree of a certain measurement index is
greater than 0, it is considered that the object N
meets the requirements, then the goodness is defined
as

C Nj􏼐 􏼑 � ∪
n

i�1
kij, j � 1, 2, . . . , m. (17)

(3) If in actual problems, the correlation degree of all
measurement indicators is required to be greater
than 0 before the object N is considered to meet the
requirements, then the degree of goodness is defined
as

C Nj􏼐 􏼑 � ∩
n

i�1
kij, j � 1, 2, . . . , m. (18)

According to actual problems, we first evaluate the
evaluation object with “indicators that must not be satisfied.”
For all objects that meet the requirements, we use one of the
above three kinds of goodness to calculate its goodness and
compare the goodness of N. If

C N0( 􏼁 � max
j� 1,2,...,m{ }

C Nj􏼐 􏼑􏽮 􏽯, (19)

then object N0 is better.
(e essence of the extensional neural network that can

analyze things qualitatively and evenly is derived from the
quantitative analysis ability of the correlation function.
However, extenics is single-threaded, and there is no mul-
tithreaded, parallel operation and computing power. Neural
networks can overcome this shortcoming of extenics.
(erefore, extenics and neural networks are combined to
learn from each other. On the one hand, visualization
technology is used to construct a new neural network
structure. On the other hand, the learning mechanism of the
network is combined with the extension matter element, and
the sample data is learned and trained on this basis to
achieve the purpose of improving the learning efficiency and
the correctness of the classification. (e extension neural
network is shown in Figure 2.

It belongs to a two-layer structure, including an input
layer and an output layer, with the connection weight of the
input neuron and the output neuron. Each node in the input
layer is a different feature of the multidimensional matter
element. (e number of neurons in the input layer depends
on the number of input parameter vectors. Each neuron in

the input layer and each neuron in the output layer are
bidirectionally connected with weights. (e basic unit of
connection is the minimum value of the feature vector field
and the maximum value of the feature vector.

4. New Media Advertising Communication
Analysis Model Based on Extension into
the Network

(e consumer decision-making process gives a good de-
scription of the correlation between consumers and brands.
(is process also describes in more detail the process of
consumers from having a purchase demand to generating a
purchase action to achieving mutual trust, and it also studies
how to influence consumer behavior in this process. (e
consumer decision-making process has also gone through
six stages, which are mainly divided into consideration,
evaluation, purchase, experience, mutual fans, and mutual
trust, as shown in Figure 3.

Based on the theory of consumer decision-making
process, the author also summarized the structure of the
communication mode under mobile advertising from the
perspective of consumer psychology based on the reality
under the background of the mobile Internet era (Figure 4).

(e advertising communication model established in
this paper is different from the general advertising com-
municationmodel. It combines complex network theory and
advertising communication theory to construct an adver-
tising communication model that can quantify the effect of
communication. (e channels of advertising communica-
tion in this paper are divided into two types: mass com-
munication and interpersonal communication. Moreover,
this paper proposes a two-layer network topology structure
of the advertising dissemination network, as shown in
Figure 5.

From a logical point of view, it is easier to understand
the two-layer structure of the advertising dissemination
network. As shown in Figure 5, the first-level interpersonal
communication network reflects the relationship between
user nodes. (ere are friend relationships between edge-
connected nodes, and both parties can transmit informa-
tion. (erefore, for user nodes, it is important for
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Figure 2: Extension neural network model structure.
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advertising. Information attitudes and behaviors are af-
fected by their friends’ nodes; the second-tier mass com-
munication network is a network composed of mass
communication media used in advertising, and the mass
communication network includes several specific media
networks, each of which is specific (e media network
refers to the network composed of user nodes owned by the
media and reflects the relationship between the user nodes
and the media.

(e establishment of advertising communication net-
work is the necessary foundation and prerequisite for the
follow-up simulation to proceed smoothly. Next, the

Nanjing area will be used as the target of advertising, and
the two-layer network model of advertising will be used to
construct an advertising communication network model.
First, build the first layer of interpersonal network. Since
the first-level network reflects the interpersonal relation-
ship between people, it is necessary to build an interper-
sonal network. From the well-known phenomenon of “six
degrees of separation,” each node in the interpersonal
network can also be connected indirectly through several
individual nodes in the network; that is, the interpersonal
network has obvious small world characteristics, so ran-
domization will be used in this article. (e method of
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Figure 4: Improved model of mobile advertising communication mode.

Loyalty Loop

ENJOYADVOCATE

BOND

EVALUATECONSIDER

Figure 3: Consumer decision-making process.
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adding edges constructs a NW small world network as the
interpersonal network in the advertising communication
network, that is, the first-layer network of advertising
communication.

Generally, the scale of the interpersonal communica-
tion network is set to 1000, and the node degree distri-
bution and clustering coefficient of the interpersonal
network constructed according to the NW network
construction method are shown in Figures 6 and 7,
respectively.

(e number of user nodes when advertisement propa-
gation reaches a steady state is represented by a table as
shown in Table 1.

It can be seen from Table 1 that when the propagation
process reaches a stable state, the number of nodes in the
final unknown state is the least, and television media is the
least, followed by newspapers, networks, radio stations, and
magazines. From the perspective of the final purchase status
alone, television media is the most, followed by newspapers,
Internet, radio, and magazines. In terms of the number of
neglected states alone, newspaper media is the largest, fol-
lowed by the Internet, TV, magazines, and radio. After
knowing the situation of their respective advertisements, the
comparative changes of their advertisements’ spread are
shown in Figure 8.

(rough the above analysis, the effect of the model
proposed in this paper is verified, multiple sets of adver-
tisements are obtained through the Internet, and the effect of
the model of this paper is verified. First, the analysis effect of
the model of this paper on the advertising data is verified,
and the results shown in Table 2 and Figure 9 below are
obtained.

From the above analysis, it is verified that the new
media advertising communication analysis model based
on extension network can play a certain role in advertising
data analysis. On this basis, this paper conducts the

Second layer:
Public media

First layer:
Public media

Media 1 Media 2  Media 3. . . . . . .

Figure 5: Structure diagram of advertising dissemination network.
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performance verification of the new media advertising
communication analysis, and the expert evaluation
method is used to verify the results shown in Table 3 and
Figure 10 below.

From the above experimental verification, it can be seen that
the new media advertising communication analysis model
based on the extension of the network proposed in this paper
meets the newmedia advertising communication analysis effect.

Table 2: (e analysis effect of the model on advertising data.

Number Advertising data analysis Number Advertising data analysis Number Advertising data analysis
1 79.75 11 84.99 21 92.31
2 88.38 12 79.95 22 86.31
3 85.78 13 85.75 23 84.67
4 84.66 14 90.10 24 80.06
5 87.40 15 87.34 25 83.38
6 81.86 16 85.14 26 80.30
7 87.74 17 88.44 27 90.80
8 90.40 18 79.99 28 89.61
9 81.94 19 87.51 29 81.35
10 92.27 20 87.73 30 91.95

Table 1: Proportion of nodes in various states when the propagation reaches a steady state.

Unknown state Known state Desired state Purchase state Ignore state
Magazine 0.770 0.000 0.000 0.160 0.070
Radio station 0.700 0.000 0.000 0.250 0.050
(e Internet 0.450 0.000 0.000 0.440 0.110
Newspaper 0.240 0.000 0.000 0.620 0.150
Television 0.140 0.000 0.000 0.750 0.110
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5. Conclusion

(emedia is the platform and support for advertising and
dissemination, and the relationship between advertising
and the media is close and inseparable. A certain un-
derstanding of media, especially emerging digital media
and communication knowledge, is a necessary founda-
tion for advertising activities. (e development of
communication technology has caused media competi-
tion to become fierce. Although mass communication
media occupies a large market share and competitiveness,
the lack of communication characteristics of traditional
media makes the communication effect unsatisfactory.
Network media has the new characteristics of media
communication, such as large amount of information,
diverse forms, being rapid and timely, global commu-
nication, easy copying, easy retrieval, freedom, and in-
teraction, which undoubtedly fill the deficiencies of
traditional media. On the other hand, with the in-
creasingly obvious trend of consumer market segmen-
tation and increasingly fierce competition in the
advertising market, these factors have provided a hotbed
for rapid development of online advertising as the main
pillar of the advertising industry. (is thesis combines
the scalable neural network to construct the new media
advertising communication analysis model and conducts
research on the new media advertising communication
analysis. (e experimental verification shows that the
new media advertising communication analysis model
based on the extension of the network proposed in this
paper meets the new media advertising communication
analysis effect.
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*e present work aims to solve the problems that the traditional educational administration management system has, such as low
efficiency in analyzing big data, and the analysis results have low value, which is based on manual rules definition in big data
analysis and processing. *e work proposes a student achievement prediction model FCM-CF based on Fuzzy C-means (FCM)
and Collaborative Filtering (CF). *e work also introduces it into the research of educational administration management to
construct an intelligent educational administration management system. At the beginning, the FCM-CF model is described in
detail. *en, the system requirements and specific design methods are described in detail. Eventually, with the students’ per-
formance prediction as an example, the performance of the system is tested by designed simulation experiments.*e result shows
that the students’ achievement in study is closely related to their daily study performance such as preparation before class,
classroom performance, attendance, extracurricular study, and homework completion. Generally, the examination scores of
students are significant to their daily performances. Under the same experimental conditions, the prediction error of the FCM-CF
model proposed here is less than 10.8% of that of other algorithms. *e model has better prediction performance and is more
suitable for the prediction of middle school students’ examination scores in educational administration management system. *e
innovation of intelligent educational administrationmanagement system is that, in addition to the basic informationmanagement
function, it also has two other functions: students’ performance prediction analysis and teacher evaluation prediction. It can
provide data support for improving teaching quality. *e research purpose is to provide important technical support for more
intelligent educational administration and reduce the loss of human resources in educational administration.

1. Introduction

In recent years, with the continuous development of com-
puter technology, people’s life has entered a highly
information-based era. Whether it is personal identity in-
formation, consumption information, or travel information,
while bringing great convenience to people, they have been
familiar by people. Of course, this convenience is also re-
flected in the education industry, especially in colleges. *e
use of information technology has been very mature. In daily
teaching, the application of computer-aided instruction
(CAI) breaks the rigid traditional teaching mode and makes
the lecture vivid and flexible [1]. In the aspect of campus
management, the application of information technology
makes the management of colleges become intelligent,
which greatly reduces the waste of related manpower. *e

educational administration management system in colleges
is the embodiment of this utilization. As the center of college
management, educational administration management
system manages a series of actions and plans of the college,
including the students’ status information, students’ online
course selection, teachers’ annual teaching plan, teaching
materials, ability test of each semester, statistical entry and
query of test results, andmanagement of teachers’ evaluation
of teaching [2].

Nasir et al. investigated the influencing factors of self-
regulated academic performance of students majoring in
management in the College of Teacher Training and Science
Education. *e results showed that students with higher
academic performance would have stronger self-regulation
ability [3]. Lv et al. designed the scheme of intelligent
building indoor environment measurement, and the control
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system based on cyber-physical systems (CPS) included four
basic modules: detection, control, execution, and commu-
nication. CPS and artificial intelligence (AI) were studied to
promote their application in the construction industry. It is
believed that the research on the combination of CPS and AI
in the construction industry can provide theoretical basis for
the development of intelligent building industry [4]. Xie
et al. claimed that deep learning (DL) had shown great
potential in disease prediction and drug response prediction,
summarized the DL prediction methods for different dis-
eases, pointed out a series of problems in current disease
prediction, and proved the high correlation between DL and
the future development of medical field [5]. Lv et al. built a
smart city constructingmodel with the support of Internet of
things, cloud computing, and Internet and stimulated the
vertical market system of smart city from an economic
perspective. *e results suggested that the system had good
stability. From the perspective of vertical market, self-
operated retailers have more advantages, which can provide
experimental reference for future smart city construction
and economic development [6].

With the expansion of scales of colleges and enrolment,
the number of students and teachers is increasing. *e large
quantity of personnel information data brings difficulties to
school management. However, most colleges and univer-
sities do not pay attention to the innovation of educational
administrationmanagement.*eir management systems are
still designed by technical personnel directly through the
definition of rules according to the actual situation and
needs of the school. *ese systems can provide information
query, adding and deleting functions, but cannot be used to
analyze data. *erefore, the school enrolment plan analysis,
teacher personnel management, teaching management, and
asset equipment management need to be carried out by
manual analysis and processing, and the efficiency is very
low. Based on this, the present work proposes a student
achievement prediction model-FCM-CF based on Fuzzy
C-means (FCM) and Collaborative Filtering (CF) and in-
troduces it into the research of educational administration
management to construct an intelligent educational ad-
ministration management system. Primarily, the FCM-CF
model is described in detail. *en, the system requirements
and specific design methods are illustrated. Ultimately,
taking the student performance prediction as an example,
the performance of the system is tested by designed simu-
lation experiments.*e powerful data mining ability of FCM
can also make colleges better deal with the real-time situ-
ation of education and make a certain contribution to the
development and optimization of educational administra-
tion in colleges. *e research purpose is to provide im-
portant technical support for more intelligent educational
administration and reduce the loss of human resources in
educational administration.

2. Model Construction and System Design

2.1. Students’ Scores Prediction Model Based on FCM-CF.
Clustering analysis is the process of using mathematical
methods to study and process the given objects, and

distinguishing and classifying them according to the
similarity between things. With the establishment of fuzzy
theory, people begin to use fuzzy methods to deal with
clustering problems, namely, the fuzzy clustering analysis.
Fuzzy clustering can be applied to deal with many objects
whose attribute distinction is not obvious in practice. It
uses membership function to express the similarity be-
tween samples. Since fuzzy clustering obtains the uncer-
tainty degrees of number of samples and each category, it
expresses the intermediary of the sample category; that is, it
establishes the description of the uncertainty of the sample
for the category, which can more objectively reflect the real
world. Generally, the fuzzy clustering method based on
objective function is used to cluster the targets [7].
Equation (1) represents the sample set X � x1, x2, . . . , xn􏼈 􏼉.

􏽘

c

j�1
μjk � 1. (1)

In equation (1), j � 1, 2, . . . , c, k � 1, 2, . . . , n. Parameter
c(2≤ c≤ n) is the number of categories of sample X

transferred. Parameter μjk ∈ [0, 1] means the membership
degree of sample k to the class j.

*e fuzzy partition matrix U is defined as

U �

μ11μ12 . . . μ1n

μ21μ22 . . . μ2n

⋮⋮μjk⋮

μc1μc2 . . . μcn

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

. (2)

In equation (2), μjk(1≤ j≤ c, 1≤ k≤ n) represents the
membership degree of sample xk to the class j. At present,
the most widely used FCA is Fuzzy C-means (FCM), which
mainly obtains the membership degree of each sample point
to all class centers by optimizing the objective function, to
determine the class of sample points to achieve the purpose
of automatic classification of sample data. Each sample is
given a membership function belonging to each cluster, and
the samples are classified by the membership value. Its
objective function Jf is

Jf � 􏽘
c

j�1
􏽘

nj

k�1
μb

jk x
(j)

k − mj

�����

�����
2
. (3)

In equation (3), b refers to a weighted index, b≻ 1, which
is used to describe the fuzzy degree of clustering results. *e
best empirical values are adopted, of which b � 2. Parameter
xk stands for sample k in the X, mj refers to the cluster
center, and μjk is a membership function.

To make Jf minimum, equations (1)–(3) are trans-
formed into equation (4) to solve the problem of constraint
optimization.

min􏽘

c

j�1
􏽘

nj

k�1
μb

jk x
(j)

k − mj

�����

�����
2
, s.t. 􏽘

c

j�1
μjk � 1.

⎧⎨

⎩ (4)

In equation (4), b represents a weighted index, xk stands
for the sample k in X, mj is the cluster center, and μjk refers
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to a membership function. *e Lagrange multiplier method
is used to solve the problem as

L � 􏽘
c

j�1
􏽘

n

k�1
μb

jk xk − mj

�����

�����
2

− 􏽘
c

k�1
λk 􏽘

c

j�1
μjk − 1⎡⎢⎢⎣ ⎤⎥⎥⎦. (5)

In equation (5), b refers to a weighted index, xk stands
for sample k in X, mj represents the cluster center, and μjk is
a membership function， L denotes the Lagrange multiplier
method， and λk refers to a multiplier of the function.*en,
the partial derivatives of L about mj, μjk, λk are set to zero as
follows:

μjk �
xk − mj

�����

�����
2/1−b

􏽐
c
l�1 xk − ml

����
����
2/1−b

. (6)

In equation (6), μjk represents a membership function, b

refers to a weighted index, xk stands for sample k in X, and
mj represents the cluster center.

mj �
􏽐

n
k�1 μ

b
jkxk

􏽐
n
k�1 μ

b
jk

. (7)

In equation (7), mj is the cluster center, b refers to a
weighted index, xk stands for sample k in X, and μjk rep-
resents a membership function. Figure 1 demonstrates the
concrete steps of FCM.

First, parameter c is set as the number of categories of
fuzzy clustering, b as a weighted index, I as the number of
iterative operations, and ε as the threshold to stop iteration.
Second, the clustering center is initialized. *ird, iterative
operation is carried out, the membership function is updated
by equation (6), and the clustering center is updated by
equation (7) until the result converges, so that the final result
of clustering center and fuzzy partition matrix can be ob-
tained [8].

Applying the fuzzy clustering technology to the edu-
cational management system, valuable information and its
inherent laws can be excavated from the large amount of
data in the educational management system. It helps im-
prove the efficiency of school enrolment and employment
management, teacher personnel management, educational
management, student growth guidance and management,
and asset and equipment management, to better understand
students, optimize teaching, strengthen management, and
improve relevant systems.

CF algorithm is a technology in information filtering and
information system. It is used to analyze the users’ interest,
find the similar user of the specified user in the user group
according to his or her interest, synthesize the evaluation of
these similar users on a certain information, and form a
system to predict the preference of the specified user for this
information.*e prediction of students’ performance can be
understood as the “recommendation” of students’ perfor-
mance, and the more similar the situation or factors between
students, the more closer the students’ examination scores.
Predicting a student’ s performance can use the historical
student data to find similar students to be predicted.

Students correspond to similar users in the collaborative
filtering data set. *ese similar students’ historical results
can be integrated to predict the performance of the desig-
nated students. *e present work combines FCM-CF to
propose a student achievement prediction model based on
FCM-CF. Figure 2 displays the structure of the model.

Initially, the fuzzy clustering technology is used to cluster
the historical students’ achievement data, and the mem-
bership matrix of each student in each cluster is obtained.
*en, the prediction of each cluster to predict students’
performance is calculated, according to the distribution of
each student belonging to each cluster and the collaborative
filtering method based on students. Eventually, the final
prediction results are obtained by weighting the distribution
of the target students belonging to each cluster. Specific
prediction algorithms are as follows:

*rough subordinate matrix- U and the situation of each
student belonging to each clustering center, the performance
of student-s′ in cluster-c can be calculated [9] as

per Cj􏼐 􏼑 �
􏽐

m−1
i�0 uijPin−1

􏽐
m−1
i�0 uij

. (8)

In equation (8), uij refers to the element in U, Pin−1
represents the performance of student s′ under the n − 1
influencing factors, m denotes the number of students, and
per(Cj) means performance of student-s′ in cluster- c.

Set the number of cluster 
categories C

Set weighting index b

Set iteration stop threshold ε

Cluster center initialization

Update the membership degree 
according to equation (6) 

Update the cluster center 
according to equation (7)

Algorithm convergence

Yes

No

End

Step 1

Step 2

Step 3

Start

Figure 1: *e concrete steps of FCM.
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Performance of s′ under the factor n can be obtained
according to which cluster the students is subordinate.

FCMCF s′, n( 􏼁 � 􏽘
c−1

j�0
umjper Cj􏼐 􏼑. (9)

In equation (9), umj refers to an element in U, and
FCMCF(s′, n) stands for performance of the target student-
s′ under the factor n.

2.2. Analysis of System Design. *e development of tech-
nologies and the continuous advancement of informatiza-
tion tremendously influence people’s life, including the
convenience brought by information technology and the
troubles brought by information leakage. To keep up with
the pace of the time, the requirements for modernization of
all walks of life are increasing day by day. Informatization
does not completely represent modernization. However, the
realization of modernization must be inseparable from the
development of informatization [10]. For modern college
education, information technology is an indispensable
method and a common used tool in the trend of educational
reform. With the application of computer and other in-
formation technologies, teaching and learning in higher
education have broken through the limitations of traditional
teaching mode and become more flexible and controllable.
With the advancement of educational informatization, in the
continuous development, colleges inevitably face the situ-
ation that massive educational information needs to be
processed. Although the information management systems
of colleges are constantly improved, the current educational
administration management system is still facing enormous
challenges [11]. Using FCM to manage the educational
information can provide data support for colleges to im-
prove teaching quality. Additionally, the powerful data

mining ability of FCM can also make colleges better handle
the real-time situation of education, thus providing theo-
retical basis for themanagement decision-making of colleges
[12].

*e original intention of the educational adminis-
tration management system is to manage the teaching
work in colleges, and its functions need to meet the daily
operation needs of colleges [13]. *e requirements of the
functions of education management system mainly
include:

(1) Construction and management of academic status
database, and input and editing of academic
information.

(2) Formulating overall education plan for the insti-
tute, releasing teaching syllabus for the institute,
and making teaching plan for teachers and
reviewing on teaching plan from academic
administration.

(3) Input, inquiry, editing, and statistic of the academic
materials.

(4) Releasing information of curriculum from academic
administration, inquiry, and selecting courses by
students, integrating the information of courses
selection, and reselecting courses.

(5) Arrangement of location and time of examination,
selection and determination of the invigilator, and
other inquiry of related information.

(6) Input and editing of the students’ scores by teachers,
statistical analysis on the students’ personal per-
formance by system automatically, and inquiry and
complaints from students.

(7) Accomplishing self-evaluating of teachers, evalua-
tion from students, colleagues, and leaders, and
statistic analysis of the evaluation information.

Historical data of 
students

FCM cluster analysis

Distribution of students 
belonging to each cluster

Calculate the prediction of 
students' performance in 

each cluster

Weighting

Membership matrix of 
students in each 

cluster

FC

Prediction results

Figure 2: Structure of FCM-CF model.
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*e design of the system is aimed at improving the
educational management level of colleges, which makes the
educational management work systematic, standardized,
and intelligent, and reducing the manpower consumption
required for information management in colleges. As a
conclusion, the design of educational administration man-
agement system has five basic principles [14] as displayed in
Figure 3.

(1) *e principle of management institutionalization:
*e design of educational administration manage-
ment system must be consistent with the educational
administration management system of colleges. And
the corresponding educational standards and sys-
tems should be taken as the benchmark to ensure the
practicability of the system.

(2) *e principle of openness and sharing of the system:
To share information and data and facilitate users to
operate across platforms, the design of the system
should be kept open.

(3) *e principle of simple and quick operation: Most of
the time, the management of educational adminis-
tration is relatively trivial.*erefore, the operation of
the system must be simple and quick to facilitate the
management of managers.

(4) *e principle of convenient updating and upgrading:
*e complexity and diversity of information data
require that the educational administration man-
agement system be convenient for updating,
upgrading, and facilitating the subsequent im-
provement of the system.

(5) *e principle of safety and reliability: As a tool of
educational management in colleges, the educational
management system must have a high degree of
safety and stability. On the premise of ensuring that
confidential information will not be leaked, the
system cannot easily collapse with the operation.

2.3. Design of Educational Administration Management
System

2.3.1. Design of Hardware of the System. *e educational
management system of college is composed of server, client,
and network equipment. *e system constructed here has
two servers, namely, database server and network server.*e
former provides users with data query and instruction
submission services, and the latter provides network con-
nection services [15].*e instructions submitted by users are
transmitted to the server through the network server,
switches, firewalls, and route routers. After the server
processes the instructions, the information is fed back to the
user client [16]. Figure 4 displays the specific hardware
architecture of the system.

2.3.2. Microsoft SQL Server 2008 Database. Microsoft SQL
Server is a comprehensive database platform released by
Microsoft, which has advantages such as great convenience

and flexibility, and is very practical and highly integrated
with other software [17]. Microsoft SQL Server 2008 is the
most powerful and comprehensive version of Microsoft SQL
Server, which has characteristics as following:

(1) Credibility: this characteristic makes application
software of enterprise safe, reliable and expandable
when carrying out important missions.

(2) High effectiveness: this characteristic reduces the
time and cost when enterprise conduct developing
and managing on infrastructure of data

(3) Intelligence: the development platform can provide
related data for users, as a comprehensive and
flexible platform [18]

Microsoft SQL Server 2008 has 4 kinds of core com-
ponents as following:

(1) Database engine: mainly used to storage, manage,
and control the access and other handling on the data

(2) Analysis service: providing supports for online an-
alytical processing and data mining based on existing
database

(3) Reporting service: presenting the generated classified
information based on existing data in the reports,
thus making users can access the reports and the data

(4) Integrating service: integrating data, processed re-
sults, and processing reports of the core component
to realize the integration of the data

Figure 5 demonstrates the architecture of Microsoft SQL
Server 2008.

2.3.3. Structure Design of the System. *e Client-Server (C/
S) mode takes the server as the center, which can make full
use of the hardware advantages of the server and the client,
allocate tasks reasonably, and reduce the communication
time of the system. *e client can access the server to obtain
the required network resources, and the information
uploaded by the client can be stored on the server. Figure 6
manifests the structure of C/S system.

Browser-Server mode (B/S) is an improvement of C/S,
which belongs to three-layer C/S structure. B/S structure
only needs a browser to fix the problem that the traditional
way must use special software to solve, which greatly saves
costs and simplifies the development, maintenance, and use
of the system. It is a new software system construction
technology. *is model unifies the client and concentrates
the core part of the system function realization on the server.
Data interaction can be achieved by installing a browser on
the client and a database on the web server [19]. Figure 7
signifies the structure of B/S system.

*e system or software using B/S structure can have the
server to complete the installation, modification, and
maintenance functions. *e biggest advantage of B/S
structure is that whenever and wherever users want a
computer that can connect to the Internet, they can achieve
the purpose of zero maintenance of the client without in-
stalling special software. Both structures have their own
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advantages and disadvantages [20], as shown in Figures 8
and 9.

In view of the advantages and disadvantages of B/S
structure and C/S structure, the present work mainly dis-
cusses the integration of the two architectures. At present,
there are two ways for C/S and B/S mixed model: one is

called “inquiry/modifying” model, and the other is called
“inside/outside” model.

In the B/S and C/S mixed software architecture of the
“Inquiry/modifying” model, regardless of the way users are
connected to the system via Internet or LAN, the C/S ar-
chitecture is used if maintenance and modification of data
operations are required. If only general query and browsing
operations are performed, the B/S architecture is used.

Management 
institutionalization

Openness and sharing

Simple and fast 
operation

Easy to update and 
upgrade

Safe and reliable

Follow the educational 
administration system

Information data sharing

Meet daily office requirements

Adapt to subsequent 
development

Ensure information security

Design principles

Figure 3: Design principles of educational administration management system.

Web server

Data server

RouterClient Computer 

Figure 4: Hardware architecture of educational management
system.

Database Engine Report Service Analysis Services

Integrated Services

Figure 5: Architecture of Microsoft SQL Server 2008.

Client
Web 
Server

Database
Server

Figure 6: Structure of C/S system.

Browser

Web 
Server

Database
Server

Figure 7: Structure of B/S system
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In the “inside/outside” model of B/S and C/S mixed
software architecture, the outside users of enterprise
access network server through Internet and then access
database server through network server.*e internal users
of the enterprise directly access the database server
through the LAN, and the software system adopts the C/S
architecture.

*e software architecture of the educational adminis-
tration management system constructed is combined with
Browser\Server (B\S) and Client\Server (C\S), and the

internal LAN is used to store, manage, and maintain the
educational administration information [21]. Different roles
correspond to different management paths. Students and
teachers need functions such as inquiring and entering
educational information, while the Academic Affairs Office
needs functions such as reviewing and maintaining edu-
cational information [22]. Figure 10 signifies the specific
software architecture.

Based on the functional requirements of the system
mentioned in the previous section, the seven main

Advantages of 
Architecture

B/S

C/S

Strong distribution and zero maintenance of client

It can be accessed by multiple users at the same time

Easy to maintain, upgrade and add new features

Simple development and strong sharing

Simple aspects of business expansion

Fast response

�e operation interface is beautiful and diverse

Higher security, suitable for highly confidential systems

Strong transaction processing ability

Figure 8: Comparison between advantages of B/S structure and C/S structure.

Disadvantages of 
Architecture

B/S

C/S

Low personalization

�e program code is not logically separated

Slow response and poor coupling

System transplantation is difficult

Low safety

Low resource utilization

Clients need to be configured one by one

�e cost of client development and maintenance is high 
and it is difficult to upgrade

Fixed user base and narrow application area

Poor compatibility and high system configuration 
requirements

Figure 9: Comparison between disadvantages of B/S structure and C/S structure.
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functions are designed for the educational administration
management system, which are student status informa-
tion, annual teaching plan, teaching materials, online
course selection for students, ability test for each semester,
statistical entry and query of test results, and evaluation
management for teachers [23]. Figure 11 illustrates the
specific operation flow.

Figure 12 demonstrates the main functions of the 7
modules of educational management system.

Academic status information management includes
three parts: information management, daily management,
and affairs management. *e management of the teaching
plan mainly refers to the fact that the academic admin-
istration formulates and publishes the overall teaching
plan of the academic year through the system, and the
teachers formulate and upload the teaching plan
according to the syllabus and teaching tasks. *e teaching
material management module is used for collecting of
teaching material demand information and the input of
teaching material purchase and distribution records;
students’ online course selection management mainly
provides the selection and confirmation functions of
compulsory courses and elective courses; semester test
management is mainly used for inquiry, affirming,
arranging, and releasing examination time, examination
room information, and invigilator information; the per-
formance management module provides the functions of
input, query, and complaints of test scores. Present work
applies the FCM-CF algorithm to this module, which can
realize the prediction of students’ future scores based on
students’ historical scores. Teachers’ evaluation and
management module is mainly used to input and edit
information related to teachers’ evaluation.

2.4. System Simulation Experiment Design

2.4.1. Selection of Dataset and Transition of Data. *e
present work mainly takes student achievement prediction as
an example to carry out the performance test research of
prediction model. Students’ academic performance is related
tomany factors. Extracurricular learning is as important as in-
class learning. Students’ personal interest in learning, learning
ability, and learning methods directly affect students’ ex-
amination scores. *e investigation of students’ extracur-
ricular learning provides a more comprehensive grasp of the
factors affecting students’ performance. *e present work
takes the survey results collected by the “C language pro-
gramming” course of Computer Science and Application
specialty and students’ examination scores of the course as an
example and selects the fields that have a greater impact on
academic performance, such as preclass preparation, class-
room performance, attendance rate, extracurricular learning,
and homework completion of students, to predict their ex-
amination scores of the course. Table 1 lists the specific data.

For the convenience of statistics, the preclass prepara-
tion, classroom performance, attendance, extracurricular
study, and homework completion in Table 1 are converted
into corresponding scores (0∼10). *e students’ exam scores
are divided by 10, for example, 60 points into 6.

A dataset contains all the students’ scores. *e dataset is
divided into training set and test set to verify the effect of
each prediction method.

2.4.2. Specific Design of Experiment Flow. According to the
educational management system constructed above,
FCM-CF model is used to predict students’ exam scores.

User 

Student 
status

Teaching
material

Teaching 
plan

Achievement 

C\S 
framework

B\S 
framework

Curriculum 

Microsoft SQL 
ServerDatabase 

Figure 10: Software architecture of educational administration system.
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To verify the validity of the model, K-Means clustering
(K-Means) is selected to replace the FCM-CF model to
form a comparison. *e historical performance data set of
students is used to predict the performance of students,
and the prediction results are compared and analyzed.
When the two algorithms are used for prediction, the
number of cluster (parameter c) needs to be determined
first. In this process, the data set is temporarily divided
into training set and test set in a ratio of 9 : 1. Simulta-
neously, it is necessary to determine the number K of the
nearest neighbor in KNN algorithm. In the experiment,
the K value is initially taken as 10% of the size of the
training set and increased at an interval of 5%.

In the FCM-CF prediction model, the whole training
set refers to the students whose exam scores are to be
predicted, and data of all students are divided into dif-
ferent clusters according to different probabilities of the
prediction results. Accordingly, different weights are used
to predict the students’ scores. Hence, the present work
explores the best proportion of training set to data set
when using FCM-CF prediction model. Figure 13 shows
the specific process.

2.4.3. Evaluation Indexes. *emean absolute error (MAE) is
used as the standard of prediction and evaluation [24]. *e
smaller the value of MAE, the higher the prediction accu-
racy. Equation (10) shows the calculation.

MAE �
􏽐

N
i�1 􏽢rui − rui

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

N
. (10)

In equation (10), 􏽢rui refers to prediction score of user- u

to project- i, namely, the prediction score of the target
students’ test scores by the prediction method. Parameter rui

stands for actual score of user-u to project -i, namely, the
actual test scores of the target students. N represents the
number of scores, which user-u makes on the project -i 3.

3. Results of Simulation Experiment

3.1. Display of Forecast Data. Figure 14 demonstrates the
transition results of students’ exam scores.

Figure 14 shows that the students’ final achievement is
closely related to their daily study performance. Whether to
prepare before class, listen carefully in class, attend every

Educational 
administration 

information

Query instruction

Information editing

End instruction

Information retrieval

Processing record

Sign out

Adopt 

Information display

Processing results

Permission 
verification

Fail

Figure 11: Operation flow of educational administration information management.
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class, carry out related study after class, complete homework,
etc. will directly affect the students’ final achievement. Under
normal circumstances, students’ scores corresponding to these
performances will be similar; that is, students who have pre-
pared well before class will perform very well in class, their
attendance rate will be relatively high, and their extracurricular
study time will be longer. Meanwhile, the completion of their
homework is also very good, and correspondingly, their exam
scores will be satisfactory. On the contrary, students who do
not preview before class will perform poorly in class, and their
attendance rate will be relatively low. *ey will not study after
class, the quality of their homework will be poor, and their final
exam results will be unsatisfactory.

3.2. Determination of the Indexes of KMCF Model and
FCM-CF Model

3.2.1. Determination of the Indexes of the Model.
Figure 15 reveals the variation trend of the predicted mean
absolute error (MAE) of the KMCF model as the number of
clusters c in the K-means clustering changes from 1 to 25,
and K takes 10% to 40% of the training set.

Figure 15 reveals that it is the optimal, when the number
of clusters is 10, and the K value is 20% of the training set.

When the number of clusters is 1, that is, when all students
are in the same cluster, the K-means clustering is not taken
to cluster students. As the number of clusters increases, and
the number of clusters is relatively small, more students in
the same cluster with the students whose scores are to be
predicted will be given higher authority, and students being
in the same cluster can be considered to have higher sim-
ilarity. However, when the number of clusters is too large,
even when each student is a cluster, clustering should not be
taken under this situation.

With the increase of the nearest neighbor size K, more
students similar to the students to be predicted are divided
into the nearest neighbor set, which will improve the ac-
curacy of prediction. However, the K value continues to
increase to be even equivalent to that of the entire training
set, and students who are very different from the students to
be predicted are also divided into the KN set, thus reducing
the accuracy of KMCF prediction method. When the FCM-
CF model is used for prediction, the number of clusters c in
the clustering is kept as 10 of the KMCF model.

3.2.2. Determination of Training Set Ratio of FCM-CFModel.
Figure 16 illustrates the variation trend of MAE along with
the change of training set ratio.

Functions required by the system

Student status 
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teaching
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Annual teaching 
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Change
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Score entry and 
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Semester 
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management

Teacher
evaluation 

management

Formulate 

Release 

Organization 

Input

Query 

make-up 
exam

Design

Evaluate 

Result 
FCM-CF analysis

of student
achievement

Figure 12: Main functions of each module in the educational management system.

Table 1: Students’ performance prediction results.

Student number Preview before class Classroom performance Attendance Out-of-class activities Operation Exam score
1 Basically not Very bad Poor Basically not Very bad 27
2 Complete preview Excellent Good Occasionally Excellent 90
3 Basic preview Commonly Good Occasionally Secondary 68
4 Good preview Good Excellent Often Good 81
5 Partial preview Commonly Commonly Very seldom Secondary 86
6 Basic preview Poor Excellent Often Poor 59
. . . . . . . . . . . . . . . . . . . . .
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Figure 16 indicates that when the FCM-CF is adopted to
carry out prediction, the prediction error of the model in-
creases with the increase of the proportion of the training set.
When the proportion of the training set is 90%, the error of
the model reaches the minimum. *is is because when the

size of the training set increases, more data of students’
performance will be involved in the prediction, avoiding
some accidental factors, so that the smaller the MAE value of
the test set, the better the prediction effect. *erefore, the
proportion of training set in data set is set to 90%.

Training sample m

Forecast target s’

Initialization U

Calculated centroid

Constant center of mass

Membership matrix 
U

Parameter c

Clusters c

Yes

No

Performance prediction of 
the target to be tested

Output prediction results

Model training

Figure 13: Clustering of students’ scores and flow of predictions.
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3.3. Comparative Analysis of Prediction Performance of
Models. To get a clearer comparison between KMCF and
FCM-CF models, comparisons are made on the MAE
results predicted by the two models under different
training set ratio. Figure 17 denotes the comparison
results.

Figure 17 implies that the prediction MAE of KMCF and
FCM-CF models declines with the growth of the proportion
of training set to data set, and the models have the lowest
prediction MAE when the proportion of training set is 90%.
*e average MAE predicted by KMCF model is 0.939. *e
average MAE of FCM-CF model is 0.838, lower than that of
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KMCF model 10.8%. *erefore, under the same conditions,
the prediction error of FCM-CF model is lower, which is
more suitable for the prediction of middle school students’
performance in educational management system.

4. Conclusion

With the progress of the times, colleges are inevitably faced
with the situation that massive educational information
needs to be processed in the continuous development, and
the educational administration of colleges is in urgent need
of being made further intelligent.*e present work proposes
a student achievement prediction model based on FCM-CF,
introduces it into the research of educational management,

and constructs an intelligent educational management
system. Initially, the FCM-CF model is described in detail.
Next, the system requirements and specific design methods
are expounded. Eventually, taking the student performance
prediction as an example, the performance of the system is
tested by designed simulation experiments. *e results show
that students’ exam scores are closely related to their daily
learning performance. Under the same experimental con-
ditions, the prediction error of FCM-CF model proposed
here is less than 10.8% of other algorithms, which has better
prediction performance and is more suitable for the pre-
diction of middle school students’ scores in educational
administration management system. *e innovation is to
introduce FCM-CF algorithm into the educational admin-
istration system model, giving it the function of data mining
and intelligent performance prediction. *ere are some
shortcomings, such as incomplete coverage of the factors
affecting students’ grades. Additionally, there is room for
optimization of the operation efficiency of the algorithm
provided. Subsequent research will solve the above prob-
lems.*e research purpose is to provide important technical
support for the educational management of colleges to be
more intelligent and reduce the waste of manpower.
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In order to improve the effectiveness of college student management and promote the integration of college student management
information, this paper applies intelligent sensor algorithms to student management. Moreover, this paper combines uncertainty
theory with multisensor data fusion technology to establish a complete set of multisensor data processing tools for student
information and provides a complete mathematical theoretical framework for the principles of student management information
fusion. In addition, in view of the problem of comparing a large number of mixed data of information sources, it is necessary to
transfer the information fragments obtained by each sensor to a common set so that the information fragments expressed in
different sets can be integrated. Finally, this paper constructs an intelligent student management model and conducts research in
combination with simulation experiments. *rough simulation research, it can be known that the method proposed in this paper
can effectively improve the effect of student management.

1. Introduction

Higher education is the highest level of China’s education
system, and it directly affects the level of China’s training of
high-level talents. In recent years, as the pace of reform in
various industries in our country has accelerated, the reform
of higher education has also been accelerating year by year,
the scale of enrollment has been increasing, and the number
of students has also increased steadily.*e level of high-level
talent training should not only be expressed in quantity, but
more importantly, in high standards of quality. *is inev-
itably puts forward higher requirements on management.
Many colleges and universities across the country have
researched and developed their own student information
management systems, but there is no very flexible and
practical student information management system software
on the market. *erefore, the student information man-
agement system based on intelligent sensor algorithms
studied in this paper has a certain market value.

Management Information System (MIS) is a system
composed of people, computers, and other peripheral
equipment. It can collect, transmit, store, process, maintain,

and use information. *e main task of the system is to use
computer and network communication technology to
maximize the information management of the enterprise.
Moreover, it obtains true and accurate data through the
investigation and analysis of the resource conditions of the
enterprise’s human, financial, material, equipment, and
technology, which are processed and compiled into various
informationmaterials to provide a decision-making basis for
managers [1].

*e design and development of any software system
must follow the general rules of software development in
order to ensure better software quality and obtain higher
development efficiency [2]. *e general process of typical
software system development can be divided into five stages:
system requirements analysis, design, programming, testing,
and maintenance. System requirement analysis is the first
stage of software system development, and it is also a very
important stage. *e result of requirement analysis is the
basis of the other four stages, and the analysis result directly
affects software system development [3]. *e main task of
the requirement analysis stage is to put forward the goal that
the system is going to achieve and the complete, clear, and
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specific requirements of the software system that need to be
constrained in terms of function, performance, and design
[4]. Requirements analysis includes two aspects: functional
requirements analysis and nonfunctional requirements
analysis. Functional requirements refer to the functions that
the software must complete and are business requirements.
*rough the functions provided by the software system,
users can complete established tasks. Nonfunctional re-
quirements are good expectations for system safety and
operating status, including development constraints of
software systems, response time, continuous working time,
error recovery time, and error prompts [5].

With the gradual transformation of China’s higher ed-
ucation from “elite education” to “mass education,” higher
education has developed rapidly. *e number of enrolled
students in colleges and universities has continued to in-
crease, and the scale of running schools has continued to
expand. *e number of students in the school has grown
from a few thousand at the beginning to tens of thousands of
people now. *e increase in the number of students has also
increased the management pressure of the school on various
management affairs. In addition, the expansion of the school
scale has made the limited educational resources of the
school even more scarce. Only by establishing an effective
management mechanism, uniformly deploying existing
educational resources, and increasing the utilization rate of
resources can the needs of school development be met. *e
student integrated information management system can
realize the information and scientific comprehensive man-
agement of all aspects of student management, which not
only improves the efficiency of school management but also
creates opportunities for the efficient scheduling of school
education resources and the improvement of management
quality.

Based on the abovementioned analysis, this paper
combines the intelligent sensor algorithm to construct the
student management information system, analyzes the in-
formation fusion process of the intelligent sensor algorithm
to propose an improved algorithm, and verifies the per-
formance of the system in this paper.

2. Related Work

In the era of the information society and the knowledge
economy, the construction of informatization and digital
campuses is a hot spot in the construction of universities at
home and abroad. *e concept of a digital campus was first
proposed by the Massachusetts Institute of Technology in
the 1970s. After years of hard work, a more mature digital
campus model has been constructed. Generally, foreign
universities have their own correspondingly stable technical
teams for information systems. *e users provide services
and technical support. As a branch of the educational ad-
ministration and teaching management system, the student
information management system is relatively mature in
terms of business and technical performance [6]. In addi-
tion, foreign universities have always paid attention to the
establishment of laws and regulations in the process of
buildingmanagement systems. Software designers have their

own copyrights. By assigning different permissions to dif-
ferent software applications, users can legally share infor-
mation to improve work efficiency and reduce software costs
[7]. Among them, the representative research result is the
SIF (schools interoperability framework) education infor-
mation technology standard. It was originally initiated and
formulated by some American companies and related ed-
ucational organizations. *e goal is to solve the current
resource sharing problem in American universities. Edu-
cational information technology standard solutions enable
different application programs of various university man-
agement to be operated by each other and achieve the
purpose of data resource sharing through this authorized
interactive operation [8].

Although the management level of student information
has gradually transitioned to computer software system
management and some colleges and universities have cor-
responding material inputs and have arranged special per-
sonnel for management, they lack supporting software
development, and software management is often a mere
formality. Other colleges and universities are committed to
independent research and development, and actively set up
special departments to be responsible for the development
and promotion of the school's internal management soft-
ware. Although the developed software has powerful
functions and can fully meet the needs of student infor-
mation management, due to the lack of communication and
coordination with various functional departments in the
school, the developed software cannot adapt to the specific
management of each functional department requirements,
resulting in software being abandoned by managers after a
period of use, and formalism, which to a large extent caused
a waste of resources [9]. *e theory of digital campus has
been deeply rooted in the hearts of the people. Colleges and
universities have begun to invest in the construction of
various hardware equipment and software systems
according to their actual needs, including the construction of
campus wired and wireless networks; various teaching,
scientific research, office management, and other application
system software development and introduction have formed
their own informatization construction systems [10].

Literature [11] uses Visual Basic 6.0 as the program
development language and the Access database as the re-
alization of a relational database. It has developed a set of
features for teaching and student management in colleges
and universities. *e functions include student employment
management, grade management, course management,
student status management, and a student information
management system for class management. Literature [12]
designed a set of postgraduate information management
systems, using Microsoft’s NET technology and XML-based
mature technology as the technical guarantee; SQL
Server000 as the system database; different users are assigned
different roles to improve management efficiency, and
standardize the purpose of graduate student information
management. Literature [13] adopts a multilayer application
software architecture and a development route based on
distributed object technology and component technology.
IBM or SUN’s UNIX platform-based server is the school’s
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central database server, and the database system adopts the
ORACLE8i of the American ORACLE company and real-
ized the teaching management information system of
Shanghai Jiaotong University. At present, the key structure
and some subsystems have been developed, and the inspiring
new look brought by the new architecture and technology to
the management information system is beginning to appear,
and it also provides new ideas for the design of the infor-
mation system. Literature [14] uses the MVC design pattern
to design and implement a student management system on
the J2EE platform and uses the popular open source
framework Struts for development. Literature [15] through
the research on the college student management system
based on the C/S and B/S mixed modes, realized college
student status management, student daily management,
student-related management, counselor management, office
management, student information query and statistics. It
expounds the advantages of the C/S and B/S hybrid de-
velopment models, and puts forward the idea of “estab-
lishing a university student management data center shared
by the whole school.”

*e analysis of the abovementioned data found that for
the university student management system, the successful
experience can only be used as a reference and reference. It is
not feasible to copy a certain advanced experience and
management system completely. It is necessary for each
university to develop a suitable one according to its actual
situation. *e management information system based on its
own management mode is also the purpose of the devel-
opment of this system.

3. Research on the Multisensor Data Fusion
Method of StudentManagement Information

*e essence of students’ daily information management is
actually the integrated navigation of multiple students. *e
essence of integrated navigation is multisensor data fusion,
which realizes accurate positioning of the carrier position
through the loose and tight coupling of MIMU/GPS, MEMS
inertial sensor, magnetometer, and GPS combination ways to
achieve accurate measurement of the carrier’s attitude. Com-
mon sensor data fusion methods are mainly based on filtering.

For the comparison of a large number of mixed data
sources, it is necessary to transfer the student management
information fragments obtained by each sensor to a common
set, so that the student management information fragments
expressed in different sets can be integrated. Before processing
student management information fragments, it is necessary to
use a function to project the provided knowledge fragments
into a different collection, and then it is necessary to connect
these collections and express their relationships.

Combine two sets of operations through the subdivision
and coarsening, adjustment, and imbalance of the recog-
nition frame, the student management information frag-
ment can be transferred between any two sets of credibility
Pl(·). *e following will focus on introducing a special
extended operation based on these two types of operations.
Similarly, this extension can also transfer the credibility of
any recognition framework to other recognition spaces.

Specific steps are as follows:

(1) *e algorithm determines an incompletely defined
likelihood function Ple(.) within the scope of the
recognition frame E.

(2) *e algorithm calculates Pls(./B⊆Ee), that is, the
incomplete likelihood function on cwhen subset B of
Ee is truly valid.

(3) *e algorithm calculates Er, Er ⊆Ee, which belongs
to a set of element Ee and is associated with any given
element of Es. Elements in Es that are incompatible
with Ee are eliminated through Pls(./B⊆Ee) � 0.
Conversely, elements in Ee that are incompatible
with Es are identified by Ee − Er.

(4) With the conclusion data of the first three steps, the
algorithm begins to build an extended operation,
which is divided into three steps. First, the algorithm
uses the formula [16]:

Plsr(A × B) � Pls ./B⊆Ee( 􏼁
Ple(B)

Ple Er( 􏼁
. (1)

To find the value of the likelihood function Plsr(A × B) of
Es × Er. *en, a specific algorithm is used to determine the
mass functionmsr(.) with the least specificity corresponding to
its likelihood value. Finally, the formula is used [17]:

ms(A) � 􏽘
B⊆Er

msr(A × B). (2)

To determine themass distribution functionms(.) on the
recognition frame Es.

*e essence of the algorithm with the smallest specific
mass function is to determine the mass function m (.) as-
sociated with the incompletely defined likelihood function Pl
(.) on the recognition space E. Because of the uncertainty of
this quality function, it is necessary to find the function with
the highest evidence strength. We define the specific
function Sp (m) as

sp(m) � 􏽘
B⊆Er

m(A)

|A|
. (3)

In order to limit student management information
outside the facts, it is necessary to find the smallest Sp (m).
*e algorithm update flowchart is shown in Figure 1 [18].

During the update process, it should be noted that the
initialization m (.) process must make m (E)� 1. After
processing a likelihood subset, m (E) needs to be set to an
uncertain partial quality. When choosing Bj ⊂ E, we need to
consider the order in order to reduce the cardinality. If the
cardinality of the two sets is equal, it will not be considered
first. When Δj > 0 is judged, it is necessary to examine the
main element [19] A ofm (.), which must satisfy formula (3).

Ai ∩Bj ≠∅,

Ai − Bj ≠∅,

Ai − Bj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
− 1

− Ai

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
− 1

� min .

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(4)
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Finally, it is worth noting that the solutions derived from
different problem conditions are not unique. *e process of
student information recognition is set as the recognition
frame Ec is as follows:

Ec � H1, H2, H3, H4, H5, H6􏼈 􏼉. (5)

Among them,

H1 � Stationary state􏼈 􏼉,

H2 � cceleration/deceleration{ },

H3 � Slowmoving state, straight walking􏼈 􏼉,

H4 � Slowmoving state, curvewalking􏼈 􏼉,

H5 � Fastmoving state, straight line􏼈 􏼉,

H6 � Fastmoving state, curve􏼈 􏼉.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

According to the abovementioned identification
framework, Hi (i� 1–6) is the situational variable. Now, it is
necessary to determine the attribute uj corresponding to
each scenario variable. *e attributes are the longitude,
latitude, altitude, roll angle, pitch angle, and yaw angle of the
carrier, a total of six variables, which are recorded as follows
[19]:

μj � λ,ϕ, h, roll, pitch, yaw􏼈 􏼉(j � 1 ∼ 6). (7)

*e collection is as follows:

λ � λ1, λ2, λ3, . . . , λn􏼈 􏼉,

φ � φ1,φ2,φ3, . . . ,φn􏼈 􏼉,

h � h1, h2, h3, . . . , hn􏼈 􏼉,

roll � roll1, roll2, roll3, . . . , rolln􏼈 􏼉,

pitch � pitch1, pitch2, pitch3, . . . , pitchn􏼈 􏼉,

yaw � yaw1, yaw2, yaw3, . . . , yawn􏼈 􏼉.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

In the set, n represents the n kinds of calculation
methods, which are selected according to the actual situa-
tion. Each attribute may have less than or equal to n kinds of

solution methods, and some attributes are still coupled for a
certain solutionmethod. For the convenience of building the
model, the dimension is uniformly set to n. It is worth noting
that taking the largest dimension does not violate the actual
situation, because each attribute is directly or indirectly
coupled.

In addition, we identify several important vectors [20]:

Ac � Cx, Cy, Cz􏽮 􏽯,

Ag � gx, gy, gz􏽮 􏽯,

Ao � Ox, Oy, Oz, OB􏽮 􏽯,

Ar � λ,φ, h, vx, vy, vz􏽮 􏽯.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(9)

Among them,Ac is the student management information
of the three-axis magnetometer; Ag is the student man-
agement information of the three-axis accelerometer; Ao is
the student management information of the three-axis gy-
roscope; and Ar is the student management information of
the GPS satellite receiver.

Start with the observation data. *e vector Ac, Ag, Ao, Ar

itself is not a set, so it is necessary to transform the four sets
of vectors into a set.*e abovementioned four sets of vectors
can be transformed to the set (8), that is, each single element
in the set is composed of four sets of vectors calculated by the
navigation algorithm.

*is section mainly analyzes the collection management.
*e research object is the collection (8). *e application of
the four sets of vectors of the collection (9) will be explained
in detail in the next section. We use the attribute λ as an
example.

Step 1. *e algorithm calculates the likelihood function of
each subset λi. *e specific calculation is shown as follows
[21]:

Pl λi( 􏼁 �
λi − [λ]

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽐λi − [λ]
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
(i � 1 ∼ n). (10)

Start

Select BJ ∈E

m (Ai) (Ai-Bj)

END

All Bj

m (E)=1

No

No

No

Yes

Yes

Yes

Δj = m (Ai)-Pl (Bj)
Ai∩Bj≠ϕ

Ai⊂E

Δj≥m (Ai)

Δj>0

(m (Ai)-Δj)→Ai

Figure 1: *e smallest specific m (.) algorithm.
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In the formula, [λ] is the standard value. Because this
value cannot be collected in real time, one or more sensors
with the highest reliability can be determined in advance
according to the way of scenario simulation, and the [λ]

calculated by using these reliable sensors is the standard
output.

*e second step is as follows: according to the reliability
analysis of each sensor variable, the algorithm removes the
unreliable sensor attributes; the mass function mij(.) of each
set is calculated according to the minimum specific mass
function method, and the reliability is eliminated.

*e third step is as follows: the algorithm updates the
student management information. When the student
management information λk at the previous moment is
transformed into the student management information λk+1
at the next moment, the student management information at
the two moments needs to be merged. Among them, simple
weighting is one way. After that, we solve the expansion
operation which is as follows:

(1) Ek is the collection of student management infor-
mation at the previous moment

(2) Ek+1 is the collection of student management in-
formation x.z at a later time

(3) Plk(.) is the Bayesian simple integration of the
likelihood function distribution at the previous
moment

(4) Plk+1(./B⊆Ek) is the distribution of the likelihood
function at a later time of Bayesian simple integra-
tion, which may have a value of 0 or 1

(5) According to the mass distribution function of the
specific set of attributes, the algorithm determines
the corresponding conversion model

*e reliability management of knowledge fragments is
an important foundation in the process of sensor data fu-
sion. For the problem of ensuring the stability (robustness)
of the output signal in the solution process of the integrated
navigation system, the reliability management of the student
management information is extremely important. *e
combination stage usually encourages the use of a simple
weighted combination of the management information of
each sensor student, but the shortcomings are also obvious.
It is very sensitive to the selected parameters, which often
leads to low robustness of the output signal and suscepti-
bility to external interference.

In the reliability function theory, if the source identifi-
cation frame is Ee, then the mass function on Ee is m (A),
where ∀A ⊂ Ee. If the reliability of the source is known q ∈
[0,1], the unreliable part can be eliminated to obtain

m
q
(A) � qm(A)∀A ⊂ Ee,

m
q

Ee( 􏼁 � 1 − q 1 − m Ee( 􏼁( 􏼁.

⎧⎨

⎩ (11)

*e function of reliability function rejection is to reduce
the performance of the uncertainty part of the sensor by a
factor (1− q). *at is, it reduces the mass distribution of all
elements and redistributes the mass on the recognition
frame. Moreover, the overall credibility is reduced by (1− q),

so the uncertainty of the overall Ee is increased. *is
elimination operation retains the original evaluation and
improves the evaluation between total uncertainties. In
addition, for the likelihood function, a similar method is
used here, as shown in the following formula:

Pl
q
(B) � 1 − q(1 − Pl(B)). (12)

Here is the application process of multisensor student
management information reliability management in the
overall system, as shown in Figure 2.

If the MTI data is ax, y, or o, and the IMU data is ae, ay,
or loz, the reliability expression is as follows:

qij �
E 􏽥ωx − ωx( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

E 􏽥ωx

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑

(i � 1 ∼ 6, j � 1 ∼ 16). (13)

Among them, i represents the student management
information sequence, and j represents the sensor sequence.
*e essence of this kind of reliability expression is the ex-
pression of the accuracy of the sensor under the manage-
ment information of different students when the sensor is
not damaged. *erefore, the expression defects are also
obvious:

(1) It can only bind offline, and it is difficult to guarantee
the accuracy of the binding. *e first point is that
when the reliability database is used for binding, the
accuracy of the expression itself cannot be measured
according to formula (13), that is, the reliability of the
algorithm needs to be verified.

(2) When it is applied, it must be searched by the in-
terpolation method, and the accuracy is further
degraded.

(3) *e most important point is that it is impossible to
determine the true operating status of the sensor,
which introduces hidden dangers to the update of
student management information in a real appli-
cation environment.

*ere is no doubt that how to optimally combine student
management information from different sensors is the core
content of data fusion, but this function is also the most
difficult part to achieve. *e influencing factors mainly
include the following: the difference of sensors, the diversity
of the identification framework that can express the available
student management information, the rigorous mathe-
matical modeling expression of the problem, and the han-
dling of conflicts between signal sources. Numerous
identification frameworks provide a large number of com-
bination rules. *erefore, how to select the optimal com-
bination has become the most difficult and most critical
problem.

Here, the D-S evidence theory is used for synthesis,
and this synthesis rule reflects the combined effect of
evidence. We give several trust functions based on dif-
ferent evidence on the same identification framework. If
several batches of evidence are incompletely conflicting,
you can use the D-S evidence theory to calculate a new
trust function.
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*is trust function can be used as the trust function
under the joint action of the several batches of evidence, and
the trust function is called the orthogonal sum of the original
trust functions.

m(A) �

􏽘
∩Ai�A

􏽙
1≤j≤n

mi Ai( 􏼁

(1 − K)
, A≠∅,

0A � ∅,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(14)

where

K � 􏽘
∩Ai�A

􏽙
1≤j≤n

mi Ai( 􏼁.
(15)

*e factor K is called the conflict coefficient, which
represents the inconsistency of data fusion, that is, a measure
of the degree of conflict between different quality functions.

We assume that the set Ek of student management in-
formation at the previous moment and the set Ek+1 of
student management information Ak+1 at the next moment
are two different independent signal sources and that the two
sets of signal sources can determine the reliability distri-
bution of the signal.

*e identification framework is as follows:
Ek � λ1k, λ2k, λ3k, . . . , λnk􏼈 􏼉, Ek+1 � λ1k+1, λ2k+1, λ3k+1, . . . ,􏼈

λnk+1};
*e mass function assignment is mk: mk

( λ1k􏼈 􏼉), mk( λ2k􏼈 􏼉), mk( λ3k􏼈 􏼉), . . . , mk( λ1k􏼈 􏼉), mk( λnk􏼈 􏼉), mk

( λ1k, λ2k􏼈 􏼉), mk( λ1k, λ3k􏼈 􏼉), mk( λ1k, λ4k􏼈 􏼉), . . . , mk( λ1k, λ4k􏼈

}), . . . , λ1k, λ2k, λ3k, . . . , λnk􏼈 􏼉 mk+1: mk( λ1k+1􏼈 􏼉), mk( λ2k+1􏼈

}), mk( λ3k+1􏼈 􏼉), . . . , mk( λ1k+1􏼈 􏼉), mk( λnk+1􏼈 􏼉), mk( λ1k+1,􏼈

λ2k+1})mk( λ1k+1, λ3k+1􏼈 􏼉), mk( λ1k+1,􏼈 λ4k+1}), . . . , mk( λ1k+1,􏼈

λ4k+1}), . . . , λ1k+1, λ2k+1,􏼈 λ3k+1, . . . , λnk+1}

According to Dempster combination rules (14) and (15),
the probability assignment of each attribute is calculated as
follows: m( λi􏼈 􏼉)

K � 􏽘
∩Ai�A

􏽙
1≤j≤n

mi Ai( 􏼁,

m(A) �

􏽘
∩Ai�A

􏽙
1≤j≤n

mi Ai( 􏼁

(1 − K)
, A≠∅,

0A � ∅.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(16)

Finally, the calculated m (A) is the basic probability
assignment (BPA) of attribute 3.

*e overall framework of the established model is shown
in Figure 3.

*e model summarizes the contents of the first three
sections, and the overall framework is divided into two ways.
*e first path is the real-time observation value sj, and the
possibility Ctj under the hypothetical H condition is cal-
culated from the real-time measurement value and
expressed as the mass function mv (.). mvg (.) is only related
to the recognition frame E� {H, − H}.

Because mvgy (.) is the quality function of Cij, the general
conventions are as follows:

Plvij Hi( 􏼁 � Cij. (17)

Equation (17) accurately describes the classic problem of
classification, that is, affirming that the measurement result
is similar to the learning of H. However, it has uncertainty
and may be similar to another hypothesis, and only con-
siders the smallest specific mass function on H, which is
called “model 1”:

mvij Hi( 􏼁 � 1 − Cij,

mvij Ei( 􏼁 � Cij.

⎧⎨

⎩ (18)

In particular, Cij is a symbol of meaning.When the value
is 0, it is believed that Hi cannot be authenticated, and when
the value is 1, it is sure that Hi is authenticated. At this point,
we need to add conditions:

Plvij Hi( 􏼁 � 1 − Cij. (19)

By combining formulas (17) and (18), inferences can be
made, which is called “model 2.”

mvij Hi( 􏼁Cij,

mvij Hi( 􏼁 � 1 − Cij.

⎧⎨

⎩ (20)

Model 1 has the smallest specificity. Model 2 is not used
under special circumstances. *e data modeling in the in-
tegrated navigation system will be discussed further. Here,
because of the uncertainty of sensor data, Model 1 is
preferred.

In addition, when the model 2 is selected, the Cij
measurement method is sj, and the learning data method is
p(μj/Hi), then Cij is transformed into the following:

Scenario
observation

data
m (.) on Ee

PIR (R)

PIR (¬R)

Reliability
assessment

(Scenario prior)

ER= the mR
(.) Modeling

on {Ri-R}

Excluding
operations mq (.) on Ee

Pl (./R∈ER)

Figure 2: Flowchart of comprehensive management of reliability.
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Cij � Rip
p μj/Hi􏼐 􏼑

1 + Rjp μj/Hi􏼐 􏼑􏼐 􏼑
,

Rj ∈ 0, max p μj/Hi􏼐 􏼑􏼐 􏼑􏼐 􏼑
− 1

􏼔 􏼕.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(21)

4. Application of an Intelligent Sensor
Algorithm in Student Management
Information Fusion

In the entire school, the overall plan for the daily man-
agement of all classes is as follows: student work managers
(including the school’s student office administrators and the
student department administrators of various departments),
head teachers, and teachers complete the maintenance of the
basic data required by the system in themanagement system,
including the addition, modification, and deletion of all basic
data. *e teacher business flowchart is shown in Figure 4.

According to the daily management of the school’s head
teacher’s work and business processes and the requirements
of all system functions, the data flow is analyzed, the specific
functional modules are divided, and the relationships and
connections between them are clarified.*e layer 1 data flow
diagram of the management information system is shown in
Figure 5.

It is further refined to form the data flow diagram of the
second layer, as shown in Figures 6 and 7.

Shown in Figure 8 is the basic data flow diagramof the class
teacher’s management of the class in the class teacher’s
management information system. Among them, the relevant

regulations of the school and the department are strictly
enforced to evaluate the students in the class, and the reward
and punishment information is recorded and provided to all
users for easy inquiries.

Users can learn more about the information of each
student during their schooling through the inquiry of
modules such as attendance management, teaching man-
agement, dormitory management, reward and punishment
management, and student information management. Among
them, attendance information, dormitory information, and
performance information can more accurately and concretely
show the pros and cons of each student. Moreover, it can
enable the head teacher and subject teachers to discover the
problems of each student in a relatively short period of time
and take immediate measures to control the spread of the
problems. At the same time, all queries are open to students so
that all students can grasp their true situation. With the help
of all teachers, they can control their words and deeds during
school so as to gradually cultivate personal self-discipline and
learn to abide by rules.*e information in the system can also
be notified to parents of students in time through the home-
school communication system, so that parents can keep track
of their children’s performance at school. *is is convenient
to enhance the understanding of students and is more
conducive to communication with the head teacher and the
school. In addition, with the information provided by the
system, teachers, students, and parents can communicate in a
timely manner, thereby avoiding unnecessary disputes in the
later period.

Selection
principle

Class
selection Teacher login

Verify whether it is
the head teacher

Verify that it is
your own class 

Query and maintain the
basic student information

Query and maintain student
attendance information

Query course information

Query about student
achievement information

Class management

Message management

Query student
information

Query course
information

Query the course
attendance

information

Leave a comment

Logout

N

N

Y

Figure 4: Teacher business flowchart.

Description of the
scenario variable Zij

Description of the
propertyμ z

Description of the
reliability of the Rij

Description of
hypothetical H1

Elimination (1-qij)

Combination
operation

mq (.)onEe

mij (.)

qijCij

Sj

μij (Zij) μrij (Zij)

Oij

Figure 3: Overall framework of the model.
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*e user table is used to store basic user information,
including user ID, user name, student ID or teacher ID,
student card number, teacher user password, and user type,
as shown in Table 1.

*e student basic information table is used to store the
basic personal information of students, mainly including
student name, student number, card number, gender, po-
litical outlook, telephone number, class, dormitory number,

Basic
information
management

1

Basic
information
management

2

Dormitory table:
Dormitory

information

Class table:
Class

information 

Student
table:

Student
information 

Teacher table:
Teacher

informations

Results table :
Course

materials

Course table:
Course

materials

Head teacher 

infr
Dormitory

omation
Class basic
information

Message
board 

 Authority
management

3

Message
board

management
4

User tablesSystem
manager 

Basic
informations

User
informations Authority informations

Students and
teachers

Authority informations

Comment
sheet

Comment
informations

Feedback
information Message

information

Feedback
information

Message
information

Feedback
information 

Message
information

Figure 5: Data flow diagram of the management information system.
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upload
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information

upload

1.3Teacher
information

upload

1.4Results
information

upload
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materials

Teacher
materials
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materials

Students
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Course
information

Teacher
information

Results
information

Students
table

Course
table

Teacher
table

Results
table

System manager

Figure 6: Data flow diagram of basic information management.
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bed number, reward and punishment information, ID
number, home address, and parent contact number, as
shown in Table 2.

On the basis of the above-built system, through multiple
sets of data, this paper uses the system proposed in this paper
to fusion processing student information and performs data
processing with the support of intelligent sensing algo-
rithms. *e results are shown in Figure 9.

As can be seen from the above figure, the smart sensor
algorithm proposed in this paper can effectively promote
the integration of student management information and
has an important supporting role in the processing of
college student management information. On this basis,
the effect of the student assistance management of this
system is evaluated, and the results are shown in
Figure 10.

2.2 Dormitory
addition and

deletion

2.1 Dormitory
rating upload

2.3 Dormitory
information
management

TeachersHead teacher Students

Dormitory
table Students table

Query
QueryDormitory

management

Dormitory
managementCheck the dormitory

Dormitory
rating Information

modification
Dormitory
information

Students
information

Figure 7: Data flow diagram of dormitory management.

Head teacher

1.1 Students
management

1.2 Reward
and

punishment
management

1.3 Class
information
management

Students
table Course table Teacher table

Query
conditions

Principle
implementation

Assessment of
students

Teacher query

Results queryCourse query
Students

information

Assessment
informatin

Reward and
punishment
information

Course,results
information

Class teacher
informations

Results table

Figure 8: Data flow diagram of class management.
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Field name Type of data Annotation
Stu_ID Int Student ID
Stu_Num Varchar Student ID
Card_Num Varchar Student card number
Class_ID Int Class number
Stu_Name Varchar Student name
Stu_Sex Varchar Student gender
Stu_Rem Varchar Student rewards and punishments information
Stu_Adr Varchar Student’s home address
Stu_HKLX Varchar Student account type
Stu_XSGZ Logic Whether the student enjoys the national bursary
Stu_XSDB Logic Whether the student enjoys the urban subsistence allowance
Stu_Zzmm Varchar Student political outlook
Stu_Sfc Varchar Student ID number
Stu_Csny Date Student’s date of birth
Stu_Tel Varchar Student phone
Stu_Fqtel Varchar Student father phone
Stu_Mqtel Varchar Student mother phone
SS_ID Int Dormitory number
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1
3
5
7
9

11
13
15
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19

Number
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fu
sio
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Information fusion

Figure 9: Information fusion processing results.

Table 1: User table.

Field name Type of data Annotation
User_ID Int User ID
User_Num Varchar Teacher employee number or student number
Card_num Varchar Student card number
User_Name Varchar Username
User_Pwd Varchar User password
User_Acc Int User rights
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Management effect

Figure 10: Student management effect.

10 Scientific Programming



RE
TR
AC
TE
D

It can be seen from the above figure that the method
proposed in this paper can effectively improve the effect of
student management and has an important role in pro-
moting student information management in colleges and
universities.

5. Conclusion

When colleges and universities conduct student manage-
ment under the traditional management mode and the
stand-alone mode of computer information systems, most of
the time of each stage of the work of the management
personnel is used to manually search for data and statistical
information from various tables. Even if a computer in-
formation system is used in management work, it is limited
to simple data processing, and there is no connection be-
tween different management tasks on the computer.
Moreover, the role of the computer only improves the ef-
ficiency of management staff in handling daily business. *e
data of management work is communicated in a static way,
and the data is completely relied on manual mutual veri-
fication and collaborative work, which causes the school’s
management links to be disconnected from each other and
affects the overall management order of the school. *is
paper combines the intelligent sensor algorithm to construct
the student management information system, analyzes the
information fusion process of the intelligent sensor algo-
rithm, proposes an improved algorithm, and verifies the
performance of the system in this paper.*rough simulation
research, we can see that the method proposed in this paper
can effectively improve the management effect of students.
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-e study aims to improve the economic income of pig breeding industry under environmental regulation and control the
environmental pollution caused by pig breeding. Long short-term memory (LSTM) neural network combined with environ-
mental regulation is proposed to forecast the price of live pigs, to reduce the cost of environmental pollution control and improve
the production efficiency of pig breeding. Primarily, analyses are made on the industrial structure and pollution of pigs in China,
and studies are carried out on the inevitability of large-scale and intensive pig breeding. -en, pig breeding and environmental
pollution are coordinated under the environmental regulation. From the perspective of green total factor productivity, calculation
is made on the profit of pig breeding and the cost of environmental pollution control. Next, the LSTM neural network is used to
predict the price of live pigs, thus effectively controlling the scale of pig breeding and making timely decisions that conform to
market rules. -e results show that with the increase of feed and land prices, the advantages of large-scale pig breeding gradually
become prominent, which leads to the small- and medium-sized scale farmers withdrawing from the market. Compared with
other similar models, the designedmodel can better simulate the future trend of hog price, of which the prediction accuracy is over
80%.When combined with environmental regulations, the prediction accuracy of the model for different data sets reaches 83%, so
the designed model can better predict the changing trend of the price of live pigs, thus improving the production efficiency of
large-scale pig farmers.

1. Introduction

Pig breeding industry is an important part of China’s rural
economic system. With the rapid increase of people’s de-
mand for pork in recent years, pig breeding industry has
developed rapidly [1]. China is the largest country in pork
consumption in the world. From 2010 to 2018, Chinese
consumed more than 50 million tons of pork every year.
-erefore, pork is the main source of meat for Chinese and
plays an important role in dietary structure of Chinese,
which shows that there is a huge market demand for pork in
the domestic market. However, since 2019, under the
combined influence of environmental protection policies,
large-scale breeding trend, and “swine fever,” the slaughter
rate of Chinese pigs has decreased, resulting in a severe
decline in pork production. However, the intensive and

large-scale pig breeding model also poses a challenge to the
carrying capacity of the natural environment, which be-
comes an important agricultural pollution source.-erefore,
in the process of agricultural economic development, the
government began to pay attention to the sustainable de-
velopment of pig breeding industry and formulated relevant
environmental regulation policy system to centrally control
the environmental pollution caused by large-scale pig
breeding in rural areas. Under environmental regulation, pig
breeding industry requires optimizing regional layout,
changing production mode, and promoting green sustain-
able development [2].

Nevertheless, the increasingly perfect breeding envi-
ronment regulation policy system cannot effectively curb the
environmental pollution of pig industry. With the in-
creasingly serious problems of resources and environment,
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the traditional extensive, high-pollution, and high-yield
economic development model cannot meet the standards of
social development. Green total factor productivity is an
important indicator to measure production efficiency. From
the aspect of the growth, the indicator includes green
technology progress and green technology efficiency [3].
Green total factor productivity is put forward based on
traditional total factor productivity, which refers to the ratio
of total output to total production factor input in a system.
-e improvement of green technology progress and green
technology efficiency will lead to the continuous improve-
ment of green total factor participation rate.-e harm to the
environment in the process of development should be
avoided to ensure the sustainable development of the pig
breeding industry. By analyzing the influencing factors in
green total factor productivity growth of pig breeding under
environmental regulation and analyzing the main influ-
encing factors, construction of a perfect environmental
protection policy system of pig breeding industry is finished;
it improves green total factor productivity and promotes the
sustainable development of pig breeding industry [4].

In view of the development of pig breeding industry
under environmental regulation, global experts and scholars
have done a lot of research. Biddle (2021) studied the regular
analysis of statistical samples to predict the supply of various
agricultural products and compared it with the actual sit-
uation, which proved the effectiveness of regular forecasting
in solving practical problems [5]. Xie et al. (2021) studied the
application of artificial intelligence technology in the
medical field, compared it with the prediction of diseases
and drug reactions through deep learning technology,
established a framework based on deep learning, and ana-
lyzed the prediction methods corresponding to different
diseases [6]. -e current related research suggests that the
development of pig breeding industry under the agricultural
environmental regulation has become an important eco-
nomic variable and academic research hotspot under the
new development concept. -ere are many research works
on green total factor productivity of pig industry breeding,
combined with the research of China’s macroeconomic
development and environmental regulation measurement
[7]. However, there is a lack of those on the relationship
between environmental regulation and green total factor
productivity of pig breeding. -erefore, analyses are made
on the production efficiency of pig industry under envi-
ronmental regulation by combining factors such as pig
breeding scale, pig price, and environmental control cost.
-e changing trend of pig price is predicted through neural
network model. Studies are released on the relationship
between green total factor productivity of pigs and envi-
ronmental regulation by using panel data combined with
environmental control cost, aimed at looking for the in-
flection point of the optimal agricultural environmental
regulation intensity under different pig breeding scales.
From these results, the most suitable pig breeding scale can
be obtained to realize the green and sustainable development
of pig breeding industry and further improve farmers’
income.

2. Environmental Regulation and Production
Efficiency of Pig Breeding Industry

2.1. Industrial Structure of Pig Scale Breeding and Environ-
mental Pollution under Environmental Regulation. With the
accelerated consumption of resources and the deteriorating
social environment, resource and environmental problems
have become an important factor affecting residents’ life
and social development in China. -erefore, more and
more scholars have introduced natural resources and en-
vironmental factors into the process of economic growth
and put forward the green economic growth theory [8].
Combined with the sustainable development theory, the
green economic growth theory is put forward. -e theory
believes that green economic growth is an economic de-
velopment model which ensures that natural resources can
continue to provide various resources and environmental
services for people’s happiness, reduces environmental
risks and scarcity of ecological resources, and then pro-
motes positive economic growth and development [9]. For
a long time, China’s pig breeding industry has been
dominated by the scattered breeding, with a low degree of
scale breeding. However, in recent years, affected by the
increase of opportunity cost and environmental protection
supervision, retail investors began to withdraw from the pig
breeding industry, and the scale of domestic pig breeding is
further improving [10]. Moreover, in order to regulate
China’s pork production, many policy documents have
been issued to promote the development of pig industry;
promote the pig breeding industry from the perspectives of
land, subsidies, and environmental protection; stabilize the
supply of pork production, further promote the transfor-
mation, upgrading, and development of pig industry; and
promote the optimized development of pig breeding in-
dustry to a strategic development position [11]. Figure 1
indicates the structure of pig breeding industry chain.

-e essence of green economic growth theory is to re-
alize the coordinated development of resources, environ-
ment, and economy with the least resource consumption
and the least environmental cost. -erefore, the application
of green economic growth to pig breeding industry em-
phasizes adjusting the speed of pig breeding economic
growth and ensuring the quality of economic growth, to
realize the coordinated development between economy,
resources, and environment of pig breeding industry and
maximize the comprehensive social welfare. -e Market
Failure Model holds that some obstacles in the real market
make it difficult to allocate resources only by the price
mechanism to achieve the Pareto Optimum, and there is a
certain loss of efficiency [12]. -erefore, the method of
resource allocation in the market is completely generated by
the structure of market competition, and also under the
influence of external obstacles such as monopoly, infor-
mation asymmetry, and public goods, the price mechanism
will be limited. Merely through the market resource allo-
cation, the resource allocation efficiency cannot achieve the
Pareto Optimum, which is manifested as the failure of
market mechanism.
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Environmental pollution is the most important em-
bodiment of economic externality. When the business entity
produces pollution discharge to the environment in the
process of production and business activities, but it does not
compensate timely for environmental pollution, it will
produce environmentally external economy. From the
perspective of private interests, to maximize profits, it is
necessary for the business entities to minimize the pro-
duction cost while ensuring their established income.
-erefore, there will be business entities that will transfer the
cost of environmental pollution to the society, so that the
society will jointly bear the cost of environmental pollution
control brought by the entities. Environmental regulation is
the environmental binding of the regulation subject to the
regulation object. Environmental regulation is generally
accepted as the direct intervention of the government in the
organization or individual environment that operates
business, through the formulation of prohibitions and en-
vironmental standards. -e main feature is that the gov-
ernment implements environmental norms by forcible
means to achieve the protection of the environment. In the
research process, by comparing the cost-benefit, environ-
mental pollution and green total factor productivity of the
pig breeding industry at different times, regions, and pro-
duction scales, there can be more understanding of the
actual situation of pig breeding to provide a practical basis
for the subsequent optimization of production mode, re-
ducing environmental pollution and promoting the trans-
formation of pig breeding industry. -e impact of
environmental regulation on the green total factor pro-
ductivity of pig breeding industry is analyzed [13].

After a long period of development, China’s pig breeding
industry has become an intensive means of production input
industry that relies on factors such as capital and labor.
Although the overall economic aggregate of the pig breeding
industry is increasing, the profits of the industry are gen-
erally low and are constrained by resources, environment,

and environmental regulations, so the pig breeding industry
needs dynamic and green transformation from the original
extensive economic growth model to the intensive economic
growth model. A new green economic growth industry
should be guided by green total factor productivity [14]. As a
coordination mechanism combining environment, re-
sources, and economic development, environmental regu-
lation plays an important guiding role in the direction of
green economy development. -e environmental regulation
can inhibit the pollution of pig breeding industry to a certain
extent, but it will also affect the economic growth efficiency
of pig breeding industry as well [15].

2.2. Calculation of Pig Breeding Profit and Environmental
PollutionControlCost. However, from the perspective of the
overall development model, environmental regulation can
realize the green economic growth of pig breeding industry,
promote the emission reduction of pig breeding industry,
and improve the efficiency of pig breeding industry. By
analogy with the impact of industrial environmental regu-
lation on industrial pollution emission, industrial envi-
ronmental regulation can not only reduce industrial
pollution emission, but also promote the efficiency of eco-
nomic growth [16]. Compared with the pollution caused by
industrial production, due to the small-scale and periodic
operation, the environmental pollution produced by the pig
breeding industry presents the problems of dispersion,
concealment, and difficult monitoring, which increases the
difficulty of controlling the environmental pollution of the
pig breeding industry [17]. In the macroeconomic system,
the total output includes expected output such as economic
output value and unexpected output such as environmental
pollution cost. When constructing the theoretical model of
productivity, it is necessary to consider the traditional means
of production such as capital, labor, and land, in addition to
the resource and environmental factors, especially the

Feed Processing
Full Price Feeds

Premixes
Concentrates

Upstream

Refrigerated 
Transport Meat Pig Rearing

Meat Pig Fattening
Breeding Pigs

Disease Prevention

Midstream

Slaughter Of Meat 
Pigs

Designated Slaughter
Centralized Quarantine

Self-slaughter And 
Self-eating

Downstream

Retailers/
Distributors

Meat Product 
Packaging

Consumers

Resellers

Figure 1: Pig breeding industry chain.

Scientific Programming 3



environmental pollution factors [18]. By referring to the
definition of green total factor productivity, the green total
factor productivity of pig breeding is defined, which rep-
resents the expected output, such as economic output value
in the process of pig breeding, and the proportion of un-
desired output such as environmental pollution in the input
of production factors such as capital, labor, and land.
Further, what can be obtained is the ratio between increase
of the expected output such as economic output value and
the decrease of unexpected outputs such as environmental
pollution, in a specific direction under the given input [19].

Compared with the traditional calculation of total factor
productivity, resource and environmental factors are fo-
cused by green total factor productivity based on input and
output, so it is necessary to introduce environmental pol-
lution evaluation indexes such as chemical oxygen demand
(COD), total nitrogen (TN), and total phosphorus (TP).

Nonparametric estimation methods, such as data inclusion
analysis (DEA), are often used to calculate green total factor
productivity. -e advantage of the single method lies in its
handy calculation and unnecessity of environmental pol-
lution values to be considered. In addition, it does not
depend on the specific form of the production function and
does not need an assumed specific form of the production
function beforehand, so it can be applied to measurement
directly by using the linear programming method [20].
Combined with previous studies, the Fixed-Window-
Malmquist–Luenberger (FWML) index is used to measure
the green total factor productivity (GTFPCH) of pig
breeding industry. Green total factor productivity is divided
into two parts: green technology efficiency (GEFFCH) and
green technology progress (GTECHCH). Equations (1) and
(2) provide the specific calculation.

GTFPCHfixed
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w x
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, y

t
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In (1) and (2), D
→t+1

w stands for the production reference
set based on directional distance function in t+1 period

under a fixed window, D
→t

w refers to the production reference
set based on directional distance function in t period under a
fixed window, x means input elements, y represents the
expected output element, and b is set to be the unexpected
output element. -e non-angle SBM function is selected as
the directional distance function [21].

With panel data, the impact of environmental regulation
on the total factors of green productivity, green technology
efficiency, and green technology progress of pig breeding is
investigated. -e panel bidirectional fixed effect model and
tool variable method are used to understand the influence
and mechanism of green total factor productivity under
environmental regulation. -e Moran index and the spatial

effect brought by spatial Doberman model are used [22, 23].
Combined with the influencing factors of environmental
regulation on pig breeding, (4) shows the established em-
pirical model (in (4), i stands for provinces, t refers to time,
GTFPCH is the abbreviation of the green total factor pro-
ductivity of pig breeding, GEFFCH represents the green
technical efficiency of pig breeding, GTECHCH means the
green technology progress of the pig breeding industry, ERI
stands for the environmental regulation intensity, NATRES
is the resource endowment status, ECODEV is the economic
development level, INDFOU refers to industrial basic status,
MARECO stands for the market economy condition,
TRAINF stands for the transportation infrastructure, μarea
stands for the regional effect, μyear denotes the time effect,
and ε stands for the random disturbance term [24]):

GTFPCHi,t � α0 + α1ERIi,t + β1 􏽘NATRESi,t + β2 􏽘ECODEVi,t

+ β3 􏽘 INDFOUi,t + β4 􏽘MARECOi,t + β5 􏽘TRAINFi,t + μarea + μyear + εi,t.
(4)

To help better understand the influence mechanism of
green total factor productivity of pig breeding under
environmental regulation, the green total factor

productivity is decomposed into green technical efficiency
and green technical progress as shown in the following
equations:
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GEFFCHi,t � α0 + α1ERIi,t + β1 􏽘NATRESi,t + β2 􏽘ECODEVi,t

+ β3 􏽘 INDFOUi,t + β4 􏽘MARECOi,t + β5 􏽘TRAINFi,t + μarea + μyear + εi,t,
(5)

GTECHCHi,t � α0 + α1ERIi,t + β1 􏽘NATRESi,t + β2 􏽘ECODEVi,t

+ β3 􏽘 INDFOUi,t + β4 􏽘MARECOi,t + β5 􏽘TRAINFi,t + μarea + μyear + εi,t.
(6)

2.3. Relationship between Pig Price and Breeding Scale.
-e fluctuation of pig price is due to many reasons, which
has an impact on pig production and consumption. In
China, the pork price is mainly regulated by a dual-track
system, which combines the guidance price with the market-
regulated price. With the steady improvement of social and
economic level, people’s income level is constantly im-
proving. People’s consumption level and quality of life are
constantly improving, which leads to a further increase in
the demand for pork, which makes the price of pork con-
stantly increasing. However, with the increasing supply of
beef, mutton, fish, and poultry and the increasing pork
demand, the price of pork exceeds the per capita con-
sumption level of people; the pork supply is excessive [25].
Figure 2 shows the periodic fluctuation law of pork price.

-emajority of small- and medium-sized retail investors
in the early pig breeding industry easily lose money in the pig
market when the pig price is high and the column is low,
resulting in the production capacity of pigs being consistent
with the change trend of pig prices. -e long-term average
price of pork pigs depends on the price of live hogs and is
affected by the relationship between market supply and
demand in the short term.When breeders expect the price of
pork to rise, they will increase the number of sows and
stocks, resulting in oversupply in the market; when they
expect pork prices to fall, they will reduce the number of
sows and stocks, resulting in the market supply of pork short
of the demand. -e pork price will also be alternated in the
fluctuation caused by the two methods, resulting in the
continuous fluctuation of pork price. Moreover, China is
further banning the retail pig breeding, to ensure the steady
prices of pork. However, the intensive and large-scale pig
breeding also leads to the gradual formation of a monopoly
trend among slaughtering enterprises and intervenes in the
purchase price of pigs and the wholesale price of pork.
Table 1 shows the classification criteria of pig breeding scale.

-e most intuitive economic benefits brought by pig
breeding are reflected in the pork price. -e fluctuation of
the price of pig is as regular as other commodities. -e
periodic price fluctuation is mainly affected by the rela-
tionship between market supply and demand, and the two
factors also affect each other. Since 2006, the fluctuation
cycle of China’s pig price is generally 3∼4 years, and the pork
price shows a trend where it is low in the middle of the curve
and high in the two ends of the curve in one year. Specif-
ically, the pork price is high from January to February in
every year. It decreases from March and reaches the lowest
point fromMay to July. -en, it begins to recover slowly and
reach the peak of a new round before the Spring Festival.
However, with the development of social economy, some

changes have taken place in the price law of pig market.
Judging by the fluctuation of pig price, the overall supply
trend of the market, the reluctance of farmers to sell, the
scale of pig breeding, and the pig transportation have im-
pacted and restricted the import and terminal demand of
pigs [26]. Figure 3 illustrates the influencing factors in pig
prices.

2.4. Prediction Model of Pig Price and Yield Based on LSTM.
Artificial neural network simulates the ability of human
brain to process information from the perspective of in-
formation processing. -us, what is established is a network
model composed of different connection modes. -e neural
network contains many neuron nodes, which are inter-
connected to form an operation model, and each neuron
node represents a specific output function. -e connection
between two nodes represents the weight of the connection
signal [27]. -e internal connection mode of neural network
determines the output result of the network, which can be
divided into forward network and feedback network
according to the characteristics of network topology.
Figure 4(a) shows the structure of the forward neural net-
work, and Figure 4(b) reveals the structure of the feedback
neural network. Artificial neural network is characterized by
strong self-learning ability, associative storage ability, and
ability to find the optimal solution.

-e recurrent neural network (RNN) includes input
units, output units, and hidden units. After data being put
into the neural network and processed, the data of hidden
layer and output layer are obtained. -e hidden layer plays
an important role in RNN. Figure 5(a) indicates the structure
of RNN, and Figure 5(b) illustrates the network expansion.
Every neuron structure will be used over and over again [28].
Parameter xt represents the input at time t, ot refers to the
output at time t, and st means the memory at time t. Pa-
rameter st can be calculated according to the output of the
input layer and the state of the hidden layer as shown in the
following equation:

sI � f U − xT + W − sr−1( 􏼁. (7)

Parameter f represents a nonlinear activation function.
When calculating the hidden layer state of the word s0, s-1
does not exist in fact, which needs to be used. -e result is
impossible to predict directly with single matrix, so it is
necessary to introduce a weight matrix V. When pre-
diction begins, ot stands for the output at time t, and the
equation is

or � softmax V · sr( 􏼁. (8)
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Table 1: Classification standard of pig breeding scale.

Farrow-to-finish Piglet feeding Breeding piglets

Retail investors Scale base: sows <10, commercial pigs
<160/year

Scale base: sows� 0, commercial pigs
<160/year

Scale based sows <10, piglets
<160/year

Small-scale
industries

Scale base: sows <100, commercial pigs
<1600/year

Scale base: sows� 0, commercial pigs
<1600/year

Scale base: sows <100, piglets
<1600/year

Medium-scale
industries

Scale base: sows <1000, commercial pigs
<10000/year

Scale base: sows� 0, commercial pigs
<10000/year

Scale base: sows <1000, piglets
<10000/year

Large-scale
industries

Scale base: sows >3000, commercial pigs
>50000/year

Scale base: sows� 0, commercial pigs
>50000/year

Scale base: sows <3000, piglets
<50000/year
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Figure 5 shows that each memory unit in the network
shares a set of parameters (u, v, w), which greatly reduces the
amount of calculation of the neural network. However, the
neurons are independent of each other; ideal results cannot
be obtained when dealing with timing problems. Further-
more, in the process of network training, there is also the
problem of gradient disappearance or explosion, which
cannot solve the problem of long-term dependence. How-
ever, the long short-term memory (LSTM) network solves
these problems well. Compared with the cyclic neural
network, it has the function of long-term memory [29].
-erefore, it is suitable for processing and predicting the
events with relatively long interval and delay in time series.
Figure 6 shows the deformed structure of LSTM network.
Based on the structure of ordinary cyclic neural network, it
adds memory units to each neural unit of hidden layer, to
make the memory information on time series controllable.
Each time data is transmitted between each unit of hidden

layer, it passes through several controllable gates (forgetting
gate, input gate, candidate gate, output gate), which can
control the memory degree of previous information and
current information.

-e memory block in the LSTM network structure in-
cludes three parts: forgetting gate, input gate and output gate,
and amemory unit.-e first step of the LSTMneural network
is to decide, through the forgetting gate and the sigmoid
function, and to control which information can pass through
the memory unit [30]. According to the output ht−1 at the
previous moment and the current input xt, a value of ft from 0
to 1 is generated to decide whether to let the information Ct−1
learned at the previous moment pass or partially pass:

ft � σ Wf ht−1, xt􏼂 􏼃 + bf􏼐 􏼑. (9)

-e second step is to generate the updated information,
including two values generated by the input layer and the
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tanh, which will be used as candidate values of the hidden
layer and added to the memory unit. -e equation is

it � σ Wi ht−1, xt􏼂 􏼃 + bi( 􏼁, (10)

􏽥Ct � tanh Wc ht−1, xt􏼂 􏼃 + bc( 􏼁. (11)

After the information generated by the previous memory
unit is multiplied with ft, it is added to multiply the candidate
value to generate a new candidate value. -e combination of
the two can make the unnecessary information forgotten.
Equation (12) illustrates the process of adding new
information:

Ct � ft · Ct−1 + it · 􏽥Ct. (12)

-e last step is to determine the output of the model. An
initial output is obtained through the sigmoid layer, and
then the value of Ct is scaled to [−1, 1] by using tanh and
then multiplied by the output obtained by sigmoid one by
one.-us, the final output of the model is obtained as shown
in the following equations:

ot � σ Wo ht−1, xt􏼂 􏼃 + bo( 􏼁, (13)

ht � ot · tanh Ct( 􏼁. (14)

2.5. Experimental Methods and Data Sets. -e data are se-
lected from the panel data of pig breeding industry in cities
of 6 provinces: Heilongjiang, Hebei, Shaanxi, Hunan,
Zhejiang, and Guangdong, from 2005 to 2019. Under the
consideration of the changes of pig price caused by the
differences of provinces in different regions, the model of
different provinces is trained to predict the prices of
“Shunfeng Pork.” In the research process, due to the lack of
research data in some provinces, the Difference Method is

used to supplement the missing data on the basis of the
established research, to improve the research efficiency and
comparability of data. -e web crawler is used to obtain the
transaction price of the Chinese pig market, the quotation of
employees, and the pig price of the trading website and save
them as an Excel file. To ensure the accuracy of the obtained
data, the pig prices of the Statistical Yearbook published by
the National Bureau of Statistics is used as the standard price
of pigs. In the study, the data of pigs from 2005 to 2015 are
selected as the training set and the data from 2016 to 2019 are
selected as the test set. -e input and parameter selection of
the model have a great impact on the results obtained by the
model. -erefore, the pig prices of the collected data from
the above sources are used as the input of the model, to
obtain the real relationship between the collected data and
pork price. Figure 7 illustrates the calculation process.

In the process of evaluating the models, the following
evaluation criteria are adopted, including four evaluation
indexes: Mean Absolute Error (MAE), Mean Absolute
Percent Error (MAPE), Mean Square Error (MSE), Root
Mean Square Error (RMSE), and Trend Accuracy (TAR).

(1) MAE:

MAE �
1
N

􏽘

N

t�1
􏽢yt − yt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (15)

(2) MAPE:
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Figure 6: LSTM memory network: (a) LSTM neural network; (b) expansion of LSTM neural network.

8 Scientific Programming



(4) RMSE:

RMSE �

�������������

1
N

􏽘

N

t�1
􏽢yt − yt( 􏼁

2

􏽶
􏽴

. (18)

In (15)–(18), yt represents the true value, 􏽢yt stands for the
predicted value, and N refers to the total number of values.

3. Model Test and Prediction Results of
Pig Breeding

3.1.Changes inPigBreedingCosts. -e cost of pig breeding is
analyzed from two aspects of different scales and different
structures combined with relevant pig breeding data, to give
a better understanding of the change of the cost and benefit
of pig breeding, Figure 8(a) shows the change trend of the
cost of different scales of pig breeding. Figure 8(b) shows the
change trend of structural cost of pig breeding industry.

Figure 8(a) reveals that with the increase of pig breeding
scale, the cost of pig breeding gradually decreases. From 2005
to 2011, the cost of small-scale pig breeding is less than the
total cost of total scale breeding; from 2009 to 2019, the total
cost of small-scale pig breeding is greater than that of me-
dium-scale pig breeding; from 2005 to 2007, the cost of small-
scale pig breeding is less than that of large-scale pig breeding;
from 2009 to 2019, the total cost of small-scale breeding is
higher than that of large-scale breeding. -erefore, there are
advantages in the feeding cost of small-scale pig breeding
from 2005 to 2010, but with the increase of feed and land
prices, the cost advantage of small-scale pig breeding dis-
appears. -erefore, in this process, the advantages of large-
scale and intensive pig breeding have been gradually reflected.
Figure 8(b) illustrates that the various costs and expenses of
pig breeding industry are increasing, which also leads to the
increase of feeding costs borne by small-scale pig breeders, the
decrease of their income, and the acceleration of small-scale
breeders withdrawing from the market. -e cost of piglets
shows volatile changes, whichmay be due to the fluctuation of
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the number of piglets caused by the impact of pig breeding
prices in the previous year, which in turn affects the cost of
piglets in the next year. Figure 8(a) demonstrates that the
price of pigs also fluctuated in 2008, which may be due to the
influence of the price of piglets in 2008, and the change of the
price of pigs in the next few years is similar to the fluctuation
form of the price of piglets. Due to the influence of other
factors, the total breeding cost shows an upward trend.

3.2.Model PredictionResults. -e prices of live pigs during a
total of 31 days in August of 2018 in Shaanxi Province are
randomly chosen to test the predicting accuracy of the
model designed here. -e orange line in Figure 9 indicates
the actual price curve of the market price of live pigs.
Comparison is made between the results of BP neural
network (BPNN), support vector regression algorithm
(SVR), and convolutional neural networks (CNN), and
Figure 9 displays the results.

Figure 9 shows that the real price of pigs in August has
experienced rising, falling, and rising again. However,
generally speaking, the pork price shows an upward trend.
Compared with the experimental results of several predic-
tion algorithms, the overall trend of BP neural network is
relatively stable. Results of SVR algorithm and CNN show an
upward trend of pork price, while the results of the LSTM
algorithm are relatively stable.-e reason may be that LSTM
algorithm can retain the correlation information in the
historical data of pig price, while other algorithms can only
retain the short-term information in the iterative process,
which affects the prediction results of the model. -e model
based on LSTM neural network can predict the pork price
well.

To verify the effectiveness of the designed algorithm,
LSTM algorithm, CNN algorithm, and BP algorithm are

tested with three different pig price data sets: state price,
market price, and website price. Figure 10 shows the results.

Figure 10 reveals that the prediction accuracy of the
designed LSTM algorithm on different data sets is over
80.1%, higher than that of BP algorithm and CNN algorithm.
-erefore, after processing based on the LSTM model, the
algorithm can effectively predict the change of the future hog
price.

3.3. Performance of Model Prediction under Environmental
Regulation. In Section 2.3, study is made on the total factor
productivity of pig breeding under environmental
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regulation. Combined with the existing research results,
analysis is made on the prediction effect of the model under
environmental regulation. In addition, comparison is made
between the experimental results of BPNN, SVR, and CNN
algorithms. Figure 11 displays the experimental results.

Figure 11 reveals that the prediction performance of
LSTM model is the best in four of the five indexes and that
the average absolute error is around 0.1. Comparing the
difference between the predicted price and the real price, we
find that the absolute error of BPNNmodel is the maximum.
Compared with LSTM neural network, other models have
larger deviation in prediction results. Moreover, the LSTM
model has a prediction accuracy of 0.83 for the price trend of
live pigs, which has the final stable trend prediction result.

4. Conclusion

-is study is focussed on the production efficiency of pig
breeding industry under environmental regulation. What is
predicted with LSTM neural network is the pig price. -e
research process, firstly, analyzes the development of pig
breeding industry and the environmental pollution caused
by it and, then, introduces green total factor productivity to
analyze the profit of pig breeding and the cost of envi-
ronmental pollution under environmental regulation. -e
experimental results show that with the increase of breeding
cost, small-scale pig breeding is gradually eliminated, and
intensive and large-scale pig breeding is the development
trend in the future, which makes the control of environ-
mental pollution caused by pig breeding harder. -e
designed model can accurately predict the price of pigs;
namely, the designed model can well solve the problem of
pig breeding production efficiency under environmental
regulation.

However, there are still some deficiencies. -ere are
many aspects of the impacts of environmental regulation on
pig breeding. Only the influencing factors of environmental
pollution control were considered, while the change of pig
price is also affected by many influencing factors. -e study
is only carried out on several important influencing factors.
-erefore, various influencing factors will be comprehen-
sively considered in follow-up research to better solve these
deficiencies and use better algorithm to predict factors such
as pork cost and profit.
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Recognizing facial expressions accurately and effectively is of great significance to medical and other fields. Aiming at problem of
low accuracy of face recognition in traditional methods, an improved facial expression recognition method is proposed. )e
proposed method conducts continuous confrontation training between the discriminator structure and the generator structure of
the generative adversarial networks (GANs) to ensure enhanced extraction of image features of detected data set. )en, the high-
accuracy recognition of facial expressions is realized. To reduce the amount of calculation, GAN generator is improved based on
idea of residual network.)e image is first reduced in dimension and then processed to ensure the high accuracy of the recognition
method and improve real-time performance. Experimental part of the thesis uses JAFEE dataset, CK+ dataset, and FER2013
dataset for simulation verification.)e proposed recognition method shows obvious advantages in data sets of different sizes. )e
average recognition accuracy rates are 96.6%, 95.6%, and 72.8%, respectively. It proves that the method proposed has a
generalization ability.

1. Introduction

Recognizing facial expressions can provide a more
comprehensive understanding of people’s inner world [1].
It has many applications in medicine, transportation,
culture, and education [2–5]. )erefore, the recognition
and analysis of facial expressions have important research
significance and value.

At present, certain researchers have carried out research
on image expression recognition, the purpose of which is to
accurately classify and recognize seven basic emotional
expressions in facial images [6, 7] including anger, disgust,
fear, happy, sad, surprise, and neutrality.

Traditional facial expression feature extraction uses
mathematical methods to calculate and process facial ex-
pression images. Mainly, it can be divided into two situations
for processing static images and dynamic images. Statistical
methods, Gabor wavelet, and local binary method belong to
the feature extraction of static images [8, 9]. Geometric
method, optical flow method, and model method belong to
the feature extraction of dynamic images [10–12]. However,
there are diversity and complexity in image acquisition.
Traditional facial expression recognition methods face the

problem of nonlinear uncertainty of sample data. )e fea-
tures selected in facial expression feature extraction have no
good representation ability [13] and need to be extracted
manually according to people’s experience. )ese problems
will have a great impact on the recognition accuracy of the
model, resulting in the poor generalization ability.

It should be noted that for facial expression recognition
research, its essence is to optimize and analyze massive data
[14, 15]. Benefiting from the development of artificial in-
telligence and big data technology, the deep network model
can effectively extract effective image features from massive
multidimensional image data through continuous iterative
learning of multilayer network. And based on its strong
learning ability, compared with the traditional facial ex-
pression recognition method, it can classify the facial ex-
pression more accurately and quickly [16–19]. Reference
[20] analyzed the facial expression information of time series
based on the part-based hierarchical bidirectional recurrent
neural network and extracts facial temporal features in
dataset. It can comprehensively analyze facial expressions.
Reference [21] proposed a method based on fusion of deep
belief network (DBN) and local features. )is method ex-
tracts eyebrows, eyes, and mouth with rich expression
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information as local expression images. It also combines the
Log-Gabor feature with texture information and the second-
order histogram with the gradient direction feature of shape
information to realize facial expression recognition. Refer-
ence [22] combined spatio-temporal features and used deep
residual networks to extract feature. Reference [23] used
three channels to extract feature of expression images, re-
spectively.)en, extracted features are connected and sent to
the next layer for processing.

Considering the previous work, the network designed in
this paper mainly has the following innovations:

(1) )rough continuous confrontation training of
generator and discriminator in GAN, the deep ex-
traction of the features of processed expression
dataset is realized thereby improving performance of
corresponding facial expression classification and
recognition.

(2) )e performance and speed of network are im-
proved. )e idea of adding residual network to the
generator network improves the operation efficiency
while ensuring accuracy.
In addition, the second section introduces related
theoretical methods.)e third section introduces the
improved network and explains the structure of the
discriminator and generator in the network. )e
fourth section introduces the experimental results
and analysis based on different datasets. )e fifth
section is the conclusion.

2. Related Methods and Theories

2.1. General Steps. Face recognition technology includes
four steps. )ey are face detection, face alignment, face
representation, and face matching, as shown in Figure 1.
Face detection module is used to detect position of face in
input image. )e face alignment module automatically lo-
cates key points around the face according to the input such
as eyebrows, eyes, corner points of mouth, nose tip, and
contour points. Face characterization is to locate a face
picture from the above two steps, extract from it, or convert
it into a feature vector. In the face matching part, the
extracted feature vector will be used to compare with these in
database. Based on the similarity between the two, it is
possible to determine whether they belong to the same
person in the database.

)e image needs to be preprocessed to improve accuracy
of judgment [24]. )e advantages of traditional face key
point detection algorithms are clear architecture and easy to
understand. However, the operation efficiency is not high,
and it is not suitable for processing a large number of images.

For face characterization processing and analysis, the
data feature vector often contains information such as the
position of eyebrows, nose, and eyes and even additional
information such as contour and shape. )e more classic
methods include HOG method, Haar wavelet method, and
eigenface method. However, traditional methods are used to
extract the front of a human face, but the effect is not good
enough for the side [25].

Face matching generally compares the extracted face
feature vector with these in database. If the distance of
feature vector is close, identity information is output. If there
is no match for all faces in database, output cannot be
recognized.

2.2. Convolutional Neural Network (CNN). CNN is good at
processing images [26]. Traditional face recognition
methods show poor results when facing complex scenes.
CNN-based deep learning methods can automatically ex-
tract features based on a large amount of image data and
perform well in complex scenes.

)e CNNmodel is essentially a deep feedforward model,
which updates parameters through backpropagation. To
obtain better results, it generally needs to design the cores of
convolutional layer and pooling layer. And they will be
continuously combined to obtain better image
characteristics.

2.3. Generative Adversarial Network. Due to its multilayer
network structure, the convolutional neural network also
has too many problems in its network parameter settings,
which makes the CNN face recognition training process very
fragile [27]. For face recognition research and analysis,
subtle changes in the CNN structure or a little adjustment of
parameters will lead to deviations in the recognition results.

As a deep learning model that is widely used in current
image analysis, GAN can solve the problem of instability in
the training process through adversarial learning methods.

A typical GAN consists of two part, namely, generator G
and discriminator D. During training, these two subnet-
works play a game, as shown in Figure 2.

First, the generated image and real image are input into
discriminator at the same time, and the discriminator is
trained. As the training process progresses, the pictures
generated by the generator become more and more realistic,
and the classification ability of the discriminator is gradually
improved. Finally, the training process reaches a state of
convergence. )e discriminator cannot identify the true and
false of the input image, and the image generated is also the
same as the real image; that is, the Nash equilibrium state is
reached. )e training process of the entire game can be
described in the following value function V(D, G):

Input data set Face detection

Face representation Face alignment

Face matching Output identification 
results

Figure 1: )e step of face recognition.
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minGminDV(D, G) � Ex ∼ P da ta(x)
[log D[x]]

+ EZ∼Pz(z)
[log(1 − D(G(z)))],

(1)

where Ex ∼ P da ta(x)
and EZ∼Pz(z)

are the expected functions; x is
the real image; z is the image of input generator. G converts
the variable z into the probability G(z) that the image
generated by the converter is a real image. )e variable z is
basically a sample from the distribution pz. )e ideal dis-
tribution pz should converge to the data distribution pda ta.
Practice has proved that in the generator, maximizing the
logarithm log(D(G(z))) is better than minimizing the
logarithm log(1 − D(G(z))).

Since the GAN network has two models, the loss of
discriminator is as follows:

minDV(D, G) � Ex ∼ P da ta(x)
[log D(x)]􏼈 􏼉

+ Ex∼PG(x)
log 1 − D[G(z)]{ }􏼈 􏼉.

(2)

When training loss function of generator, default dis-
criminator has the best ability. )e Ex ∼ P da ta(x)

[log D(x)]􏼈 􏼉

part is a constant, so the loss of generator is as follows:

minGV(D, G) � Ex∼PG(z)
log1 − D[G(z)]􏼈 􏼉. (3)

3. Method

3.1. Discriminator Network. For the discriminator network
in the GAN, this paper uses the VGG-16 network
as backbone network structure [28], and the network
structure is shown in Figure 3. Using xi, yi􏼈 􏼉

N

i�1 or
xi, G(xi)􏼈 􏼉

N

i�1(xi ∈ X, yi ∈ Y) as input, x ∈ R512×512×3 and
y ∈ R512×512×1. When the input is xi, yi􏼈 􏼉, correct output of
discriminator is 1 and the correct output of input xi, G(xi)􏼈 􏼉

discriminator is 0. Leaky-ReLU is used as a nonlinear

activation function in each convolutional layer in the
discriminator.

First, two convolution and pooling operations are per-
formed on the image, and each operation includes two
convolutions and one maximum pooling. )en, three
convolution and pooling operations are performed, and each
operation includes three convolution operations and a
maximum pooling operation. Finally, there are three fully
connected layers and one Softmax layer. Similar to tradi-
tional generative confrontation network, the discriminator
mainly judges the authenticity of input discriminator image.
Input image has same size and dimension as the generated
image, and both are 3× 48× 48. )e adversarial loss Ea dv is
defined as follows:

Ea dv θf, θh, θd􏼐 􏼑 � 􏽘
i�1,2,...,N

1 − Ld Gd xi; θd( 􏼁( 􏼁( 􏼁

+ 􏽘
i�1,2,...,N

Ld Gd Gh Gf xi; θf􏼐 􏼑; θh􏼐 􏼑; θd􏼐 􏼑􏼐 􏼑,

(4)

where xi is the real image, Gf is the feature extractor, θf is
the parameter of feature extractor, Gh is a feature synthe-
sizer, θh is the parameter of feature synthesizer, Gd is the
discriminator, θd is the parameter of discriminator, and Ld is
the loss calculation function of discriminator.)en, the total
loss function Etotal is as follows:

Etotal θf, θh, θc, θd􏼐 􏼑 � Ec θf, θc􏼐 􏼑 + Eadv θf, θh, θd􏼐 􏼑. (5)

3.2.GeneratorNetwork. )e generator network in GAN uses
x ∈ Rw×h×cas the input image, where w � n � 512, c � 3, )e
network structure is shown in Figure 4. Some previous
segmentation methods use encoder-decoder [29]. )is
structure first down-samples and then gradually up-samples.

512 256
128

64

32

512
256 128 64 32

4

64 128 256 512

stride=2
lrelu BN

stride=2
lrelu BN

stride=2
lrelu BN

stride=2
lrelu BN

dense

Figure 3: Discriminator network structure.

Real data x

Random 
variable z

Generation 
model G

Discriminant 
model D

True / 
False

x

G (z)

Figure 2: Schematic diagram of generative adversarial networks.
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)is paper uses a U-shaped structure for the generator.
)e feature extractor is used to extract the feature of input
image. Image input resolution is 3 × 48 × 48, and the
backbone network uses ResNet-18 [30]. Unlike the tra-
ditional generative confrontation network, the generator
input is not random noise but a facial expression image.
First, the feature extractor performs a 3 × 3 convolution
operation on the input image xi(i � 1, 2, . . . , n) with a step
size of 1. )en, there are batch normalization and ReLU.
Second, convolution operation of 4 modules is performed,
respectively. )en, the average pooling operation is
performed after convolution, and window size is 2 × 2.
Dropout is used after the average pooling operation.

Finally, the extracted features are input to two fully
connected layers and one Softmax layer. )e 512-di-
mensional feature vector is classified into 7 types of facial
expressions, and the facial expression recognition results
are obtained. )e classification loss Ec of classifier is
defined as

Ec θf, θc􏼐 􏼑 � 􏽘
i�1,2,...,N

Lc Gc Gf xi; θf􏼐 􏼑; θc􏼐 􏼑, yi􏼐 􏼑, (6)

where xi is the original input image, θf is the parameter of
feature extractor, Gf is the feature extractor, θcis the pa-
rameter of classifier, Gc is the classifier, yi is the real label,
and Lc is the classification loss.

inputs

outputs

1×1 Conv

lrelu+BN

lrelu+BN

3×3 Conv

W×H×C

W×H×C

W×H×C/4

W×H×C

W×H×C

W×H×C/4

(a)

inputs

1×1 Conv

outputs

3×3 Conv

lrelu+BN

lrelu+BN

W×H×C

W×H×C

W×H×C

W×H×C/4

(b)

Figure 5: Different variant of convolutional.
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Max Pooling 3×3
Conv 7×7
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Figure 4: Generator network structure.
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At the same time, this paper adds a residual module to
generator, and it is shown in Figure 5(a).)e structure of the
forward propagation convolution unit is shown in
Figure 5(b).

)rough the confrontation training between the gen-
erator and the discriminator, the feature extractor’s ability to
extract features and the discriminator’s recognition ability
are improved. )e feature synthesizer is a symmetrical
structure to the feature extractor and is mainly composed of
a convolutional layer and an upsampling layer. After con-
tinuous convolution and upsampling operations, the gen-
erated output image is restored to the original size.

4. Experimental Results and Analysis

)e experiment uses TensorFlow framework to implement
network model training on simulation dataset. To ensure
quality of the experiment, Python is used as the program-
ming language. And NVIDIA CUDA 9.0 is used for GPU
accelerated computing. )e specific system development
environment of the face recognition simulation experiment
is shown in Table 1.

4.1.ParameterSetting. When the face recognition network is
trained, the optimization method uses SGD, momentum
parameter is set to 0.9, and weight decay rate is 10−4.
Learning rate is a reduction strategy of multiplying the initial
lr� 3×10−3 by (1-current_iter/max_iter)power where
power� 0.9, current_iter is the current number of iterations,
and max_iter is the maximum number of iterations in
training process. For the discriminant network, the Adam
optimization method is used, betas∈(0.9, 0.99), and the
initial lr� 1× 10−4.)e learning rate reduction strategy is the
same as the method of training the segmentation network.
Taking into account the GPU memory limitation, the image
size in the experiment is set to 348× 348 pixels.

4.2. Evaluation Index. To measure performance of identi-
fication our method, an objective and fair evaluation index
should be used. Accuracy (AC), precision (P), and recall (R)
are commonly used indicators in big data image classifi-
cation research, which can be used to analyze performance
of face recognition results. )e calculation formulas are
shown in formulas (7)–(9).

P represents how many of the samples that the model
predicts to be positive are true categories. R is expressed as
how many of the model’s predicted categories are positive
examples in the samples where the true category is positive.

AC �
TP + TN

TP + FN + TN + FP
, (7)

Precision �
TP

TP + FP
, (8)

Recall �
TP

TP + FN
. (9)

For classification problems, the combination of the
model prediction result and the true category of the sample
can be divided into true positive (TP), true negative (TN),
false positive (FP), and false negative (FN).

)e precision and recall rate can be represented by a
confusion matrix, as shown in Table 2.

At the same time, the loss value function c is used to
evaluate the model and to measure the quality of the training
performance of the GANmodel. )e appropriate number of
iterations is determined in the process of training dis-
crimination. In this paper, cross-entropy loss is used to
express probability of predicting which type of input sample
belongs to, and its expression is as follows:

c � −
1
n

􏽘[y ln a +(1 − y)ln(1 − a)], (10)

where y is the true classification value, a is the predicted
value, and c represents the loss value.

4.3. Training Process. We analyze recognition and classifi-
cation performance of the GAN model for face collection
data and explore the convergence of collection data training

Table 2: Confusion matrix.

Real situation Forecast result
Positive Negative

Positive TP FN
Negative FP TN

In
de

x 
va

lu
e
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Number of iteration rounds

Recognition accuracy
Loss value function

Figure 6: Convergence of the proposed method under multiple
iterations.

Table 1: System development environment.

Hardware environment Software environment

CPU: AMD 7 4800H 2.9GHz Operating system: Windows
10

Graphics card: NVIDIA CUDA
9.0

Development tool:
TensorFlow

Memory card: 16G Development language:
Python
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process. Figure 6 shows the convergence performance of the
training process for the expression dataset.

In the 10th iteration, recognition accuracy of training set
samples has reached 95%. At the end of 15 iterations, the
accuracy is approximately close to 100%. At the same time,
through the numerical analysis of the loss function of each
iteration, it can be known that the training set has been
quickly and effectively attenuated before the 10th iteration.
At the 18th iteration, the loss function value is close to 0. In
summary, the improved expression recognition method of
GAN has good convergence performance.

4.4. Simulation Analysis of General Experimental Dataset.
)e experimental simulation analysis is carried out using the
methods proposed in references [21–23] and this paper. To
verify generalization performance of the proposed recog-
nition method on data sets of different sizes, the small,
medium, and large experimental simulation data sets are
selected as JAFEE dataset, CK+dataset, and FER2013
dataset in turn.

)e JAFFE dataset was created by the Michael Lyons
team. )e image data collected in this dataset contain the
expressions of 10 Japanese female participants, with a total of
213 facial images. )e JAFEE dataset contains 7 types of
basic expressions: anger, happy, sad, surprise, fear, disgust,
and neutral.

)e CK+dataset comes from the Patrick Lucey team’s
expansion in the Cohn–Kanade dataset. )e CK+dataset
collected 123 facial expression images of different people, a
total of 593 expression sequences and 951 image samples.
)e image pixel size is 3× 48× 48.

)e FER 2013 dataset comes from the Kaggle competition
and consists of 35886 facial expression pictures.)ere are 28708
test sets, 3589 public verification sets, and 3589 private verifi-
cation sets. Each image is composed of 48× 48 grayscale images.

4.4.1. JAFFE Dataset Experiment. )is paper chooses JAFFE
dataset as a small dataset to simulate and verify performance
of the proposed GAN facial expression recognition method.
Table 3 shows the stability results based on JAFFE dataset
under different methods.

It can be seen from Table 3 that in terms of facial ex-
pression recognition for JAFFE dataset, accuracy of our
method is 96.6%. It is 0.9%, 2.1%, and 2.3% higher than
references [21–23]. )e proposed method has no obvious
advantage over the comparative method in terms of sim-
ulation runtime.)erefore, we believe that when performing
expression recognition on small data sets, the method
proposed in this article can be selected for efficient
discrimination.

4.4.2. CK+Dataset Experiment. )e CK+dataset is used as
a medium-sized data set for facial expression recognition in
this article, and different methods are also used for com-
parative analysis with our method. )e face recognition
performance of the CK+dataset under different methods is
shown in Table 4.

It can be seen from Table 4 that our method has the
accuracy of 95.6% for CK+ dataset, which is 5.3% higher
than that in reference [23].)e PCNN used in reference [23]
has more network layers. )ere is the problem of the dis-
appearance of the network gradient during training, which
causes a large gap in the recognition accuracy compared with
our method. )e simulation time of the identification
method in this paper is 84.23 s, which is 5.3 s shorter than
that in reference [21]. Compared with reference [23], the
simulation time is relatively close, but reference [23] does
not have an advantage in recognition accuracy. )erefore, it
is proved that GAN has good accuracy and real-time per-
formance for facial expression recognition of medium-sized
volume data sets.

4.4.3. FER2013 Dataset Experiment. Table 5 shows the
simulation analysis results of large datasets using different
facial expression recognition and classification methods.

FromTable 5, the accuracy of expression classification and
recognition of all methods for the FER2013 dataset is both
below 75%.)is is because there are a certain number of error
labels in the FER2013 dataset. All of this results in a lower
accuracy of the recognition method. However, our method
has the highest accuracy of 72.8%. )e running time of our
method is 134.23 s, which is shortened by more than 10 s

Table 3: Identification performance based on JAFFE dataset.

Average recognition accuracy (%) Running time (s)
)e proposed method 96.6 54.23
Reference [21] 95.7 54.53
Reference [22] 93.5 55.32
Reference [23] 94.3 56.32

Table 4: Identification performance based on CK+dataset.

Average recognition accuracy (%) Running time (s)
)e proposed method 95.6 84.23
Reference [21] 91.7 89.53
Reference [22] 90.5 88.32
Reference [23] 90.3 84.32
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compared with references [21–23]. )erefore, the improved
expression recognition method of GAN proposed in this
paper can also be used for large-scale data set analysis.

To further illustrate recognition performance, a confu-
sion matrix is used to display and illustrate the recognition
results obtained by our method, as shown in Figure 7. )e
accuracy of the method for the recognition of anger, disgust,
fear, happiness, sadness, surprise, and neutral expressions is
65%, 62%, 57%, 88%, 58%, 85%, and 67%, respectively.

Figure 7 shows that the method performs well in
identifying “happy” and “surprised,” with accuracy rates
reaching 88% and 85%, respectively. In addition, it can be
noticed that the ability to recognize “fear” facial expressions
of generating confrontation network is low, with an accuracy
rate of 57%. )is is because the labeling in the FER 2013
dataset is not good.

In summary, compared with other methods, our method
has higher accuracy and operating efficiency for different
volume data sets. It shows that our method has excellent
generalization ability.

5. Conclusion

)is paper proposes a facial expression recognition method
based on GAN. )is method is based on continuous con-
frontation training between generator structure and dis-
criminator structure in GAN, which realizes the accurate
extraction of data set features and ensures the accurate
recognition of facial expressions. By improving the

generator structure in GAN network, the residual network is
combined with image processing technology. )us, the
amount of calculation for identifying the network model is
reduced. Finally, based on general datasets of different sizes,
our method is validated for the efficient performance of
facial expression recognition. It is proved that our method
has obvious advantages in recognition accuracy and pro-
cessing speed.

In the future, we also plan to add an attention mecha-
nism to the network to further improve accuracy and prune
the network to improve efficiency and strive to achieve
industrialization.
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Aiming at the problems of traditional method of exercise recommendation precision, recall rate, long recommendation time, and
poor recommendation comprehensiveness, this study proposes a personalized exercise recommendation method for English
learning based on data mining. Firstly, a personalized recommendation model is designed, based on the model to preprocess the
data in the Web access log, and cleaning the noise data to avoid its impact on the accuracy of the recommendation results is
focused; secondly, the DINA model to diagnose the degree of mastery of students’ knowledge points is used and the students’
browsing patterns through fuzzy similar relationships are clustered; and finally, according to the clustering results, the similarity
between students and the similarity between exercises are measured, and the collaborative filtering recommendation of per-
sonalized exercises for English learning is realized.+e experimental results show that the exercise recommendation precision and
recall rate of this method are higher, the recommendation time is shorter, and the recommendation results are comprehensive.

1. Introduction

Educational data mining is an important research direction
of personalized teaching assistance. In recent years, network
video teaching, especially the rise of online classroom at
home and abroad, has rapidly accumulated a large number
of pure electronic educational data, which provide rich
materials for educational data mining research [1]. Exercise
training is an important part of education, and its per-
sonalized recommendation is of great significance.
According to the personalized situation of different students,
targeted exercise recommendation can effectively improve
the teaching quality [2]. However, personalized exercise
recommendation still faces great challenges. First of all, how
to accurately obtain students’ knowledge mastery and
knowledge points that have not been mastered according to
students’ history learning behavior, so as to accurately model
students, still has a huge room for improvement [3]. Sec-
ondly, how to make a reasonable electronic modeling of the
knowledge points that students need to master, and make a
reasonable personalized exercise recommendation

according to the students’ cognitive level model, so that
students can more quickly and accurately check deficiencies
and fill gaps, which is also one of the key concerns of re-
searchers [4].

In view of the above problems, relevant scholars have
conducted in-depth research and achieved some results.
Among them, reference [5] proposed a personalized test
question recommendation method based on deep self-en-
coder and secondary collaborative filtering; firstly, consid-
ering the students’ cognition of knowledge points, the
secondary collaborative filtering test question recommen-
dation based on knowledge points is carried out, and then,
the project response theory and depth self-encoder are
applied to predict the students’ scores and comprehensive
scores related to recommended knowledge points in the
recommended test questions. Finally, the prediction results
are jointly judged and the difficulty of the final personalized
recommended test questions is controlled, generating a final
list of recommended questions. +rough comparative ex-
periments, this method can realize the personalized rec-
ommendation of test questions. Reference [6] proposes a
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literature personalized recommendation model based on
three dimensions, which identifies users’ points of interest
through the collaboration of three dimensions: expert weight
dimension, user dimension, and context perception dimen-
sion. +e recommendation model uses the analytic hierarchy
process and entropy weight method to quantify expert
opinions and uses the potential Dirichlet distribution and KL
divergence to calculate quantitative user similarity. +rough
the user’s social annotation behavior, search behavior, and
browsing behavior, the user’s emotional tendency is obtained,
and the time factor is introduced to quantify the user’s
emotion. Finally, the “maximum frequency value” is intro-
duced to determine the recommendation index of each di-
mension, and the literature comprehensive recommendation
index is obtained by weighted calculation. Taking the uni-
versity library as the experimental platform, the method is
verified. +e experimental results show that the method has
good recommendation performance. Reference [7] proposes
a personalized exercise recommendation method combining
in-depth knowledge tracking model and collaborative fil-
tering method.+is method first models students’ knowledge
with in-depth knowledge tracking model, then combines
collaborative filtering method to calculate students’ correct
probability of exercises, and recommends exercises within a
certain difficulty range to students according to this proba-
bility. +is method refers to the personal knowledge level and
the nearest neighbor information of students in similar sit-
uations at the same time, has better model accuracy, and can
recommend suitable content according to the difficulty range.
Finally, the effectiveness of this method is verified by
experiments.

Although the above traditional methods realize the
recommendation function, they still have some room for
improvement in precision, recall, recommendation time,
and comprehensiveness. +erefore, this study proposes a
personalized exercise recommendation method for English
learning based on data mining. +e main research contents
of this method are as follows:

(1) A personalized recommendation model is designed
to preprocess the data;

(2) Cleaning the data to reduce the influence of noise
data on the recommendation result is focused;

(3) +e Dina model is used to diagnose students’
mastery of knowledge points, and the fuzzy simi-
larity relationship is used to cluster students’
browsing patterns;

(4) +e similarity measurement is carried out, and the
collaborative filtering recommendation of person-
alized exercises in English learning is realized
according to the measurement results; and

(5) +rough comparative experimental verification, the
advantages of this method are obtained and its ap-
plication value is verified.

Our contribution is threefold:

(1) Aiming at the problems of traditional method of
exercise recommendation precision, recall rate, long

recommendation time, and poor recommendation
comprehensiveness, this study proposes a person-
alized exercise recommendation method for English
learning based on data mining.

(2) We design a personalized recommendation model,
based on themodel to preprocess the data in theWeb
access log, and focus on cleaning the noise data to
avoid its impact on the accuracy of the recom-
mendation results.

(3) +e experimental results show that the exercise
recommendation precision and recall rate of this
method are higher, the recommendation time is
shorter, and the recommendation results are
comprehensive.

+e remainder of this study is organized as follows: Section
2 introduces the personalized recommendation model design;
Section 3 discusses the recommendation method of person-
alized exercises for English learning based on data mining;
Section 4 discusses simulation experiment and analysis; and
Section 5 presents the conclusions of the study.

2. Personalized Recommendation
Model Design

+e current network teaching platform system structure
generally consists of three parts, namely education resource
library, learning platform, and users. +e educational re-
source library is a media server that stores various types of
educational resources; users are students; the learning plat-
form is a Web server that displays teaching resources to users
through the Web, and users can freely choose learning re-
sources. +e personalized network teaching platform im-
proves the learning platform in the original teaching platform
and introduces a personalized service module here, so that the
network teaching platform can recommend exercise re-
sources for students in a targeted manner according to their
personality characteristics. +e schematic diagram of the
personalized recommendation model is shown in Figure 1.

+e function of the personalized recommendation model
is to track changes in students’ interest in the network
teaching system, use the knowledge obtained from data
mining to dynamically recommend teaching resources to
students from teaching resources, and provide customized
teaching resources for users according to the resource interest
characteristics described by users. +e model includes 6 main
modules, and they are preprocessing module, association rule
mining module, personalized customization module, user
feature extraction module, personalized computing module,
and personalized extractionmodule.+ere are also 4 resource
libraries in the model [8], namely Web access transaction
library, teaching resource library, frequent item set library,
and user feature library. +e following is a detailed analysis of
the various modules of the recommended model.

2.1. Preprocessing Module. +e main function of the pre-
processing module is to clean and filter the server-side access
logs, with the purpose of obtaining transaction data that
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meet the requirements of association rule mining. +e
preprocessing work is mainly divided into four parts: data
cleaning, user authentication, session authentication, and
sequence identification.

(l) Data cleaning: the spam in the server’s original log is
filtered out, such as invalid access records embedded
in HTML files. +ese access records are meaningless
entries for mining. What is really needed in the
recommendation is to contain teaching content
HTML access record [9];

(2) User authentication: the task of user authentication
is to obtain a collection of all paths accessed by the
same client;

(3) Session authentication: the access sets of the iden-
tified users are distinguished, and the different ses-
sions of the proposed user are found out; and

(4) Sequence identification: the purpose of sequence
identification is to find the user’s meaningful access
subsequences. +e result of session authentication is
a collection of user access sequences, and sequence
identification is to find a number of meaningful
subsequences in this collection. +e multiple rela-
tively independent access subsequences for the user
in a session are formed.

2.2. Association Rule Mining Module. +e function of the
association rule mining module is to find out all the Web
access rules based on the Web access transaction database.
+e work done by this module has nothing to do with the
business domain. +e method used is the classic Apriori
algorithm.+e output of this module is Web access frequent
item sets, and these frequent item sets are knowledge
reflecting the learning trajectory of students [10].

2.3. Personalized Customization Module. +e personalized
customization module provides students with customized
page content based on the user’s selected teaching

resource classification, course options, discussion topics,
and other interest characteristics. For example, the user
will select the content of three courses in the online
teaching platform and fill in other field interest options, so
that every time a student logs in, the system can provide
the student with the teaching content of these three
courses and exercise data in other fields. When new
teaching resources in these fields are generated, the system
will promptly renew.

2.4. User Feature Extraction Module. +e purpose of user
feature extraction is to extract access interest information
from each session of the user. +e user interest feature is
described through the student submodel, which defines the
user’s basic information and interest feature information.
After each user logs in, the system starts to record the user’s
access tracks and filter out nonteaching contents (such as
navigation and reference pages) from these access tracks
and stops this recording until the end of the user’s access
session. +e result of this module is the students’ access
interest characteristics. +ese characteristics describe the
sequence sets of teaching resources accessed by the students
in the last session. +ese access sequence sets are written
into the user feature library at the end of the students’
current session.

2.5. Personalized Computing Module. +e personalized
computing module inputs the visit sequence of the user’s
most recent session into the recommendation algorithm,
finds out the strong rules for Web visits by matching the
corresponding frequent item sets, and stores the conse-
quence of this rule in the user feature database as the rec-
ommended set. It recommends users the next time they log
in. In this way, at the beginning of each new conversation,
the students will get the system-tailored recommended
content, and the function of recommending relevant content
to the students is completed through the personalized
recommendation algorithm.

Resource library Learning
platform

Personalized
recommendati

on module

User log Web access
transaction

Association
rule mining

Knowledge
base

User

Figure 1: Schematic diagram of personalized recommendation model.
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2.6. Personalized Extraction Module. +e personalized ex-
traction module extracts personalized content from the user
feature library every time a user logs in. +ese personalized
contents are obtained by the personalized computing
module using the interest features of the user when they log
in last time.

3. Recommendation Method of Personalized
Exercises for English Learning Based on
Data Mining

3.1. Data Preprocessing. +e main data source of data
mining is the original records of a large number of user visits
stored in theWeb access log, but it is meaningless to conduct
frequent pattern mining directly from these data, because
there are a lot of noise data in the Web access log. +e
existence of noisy data will interfere with the accuracy of
data mining.+erefore, before using data mining algorithms
to mine Web access logs, it must be preprocessed to obtain
user access sequence information that meets the require-
ments of data mining.

Web log preprocessing is roughly divided into five steps:
data cleaning, user authentication, session authentication,
path integration, and sequence identification. Since most
customer information is shielded under the proxy server, it
is necessary to distinguish different customer records under
the same proxy server. Each user may have several visits, and
it is necessary to distinguish different sessions of the same
user. Customers may go back, forward, and refresh the page
while browsing. +e user access sequence obtained from the
log file needs to be path integrated to get a complete user
access path. +e session generated by the user during one
visit contains not only one sequence, but also may have
several relatively independent visit sequences. +erefore,
sequence identification is required. +e process of data
preprocessing is shown in Figure 2.

In data preprocessing, a large amount of data need to be
processed. In this process, more interference data will be
generated. +erefore, data cleaning is a very important part
of it. Data cleaning refers to the removal of redundant
records in the Web access log. Each webpage on the Web
server is specified through a separate link.When a user sends
an access request for a page, the graphics, scripts, images,
and other resources contained in the page will be auto-
matically downloaded and written into the access log, and
these contents are noise data for data mining. +e data
cleaning process is shown in Figure 3.

3.2. Diagnosis of Students’ Knowledge of Mastery. To obtain
the student’s learning status (student personality status), on
the basis of data preprocessing and data cleaning, the DINA
model [11] is used to diagnose the degree of mastery of
students’ knowledge points.

Assume each student P as a knowledge point mastery
degree vector K � k1, k2, . . . , kn􏼈 􏼉, where each dimension
corresponds to a knowledge point, kn � 1 represents that
student P has knowledge point n, and kn � 0 represents that
student P has not mastered knowledge point n′.

Given student P’s knowledge point master vector K, for
student P unanswered test question Ai, the potential answer
of student P to test question Ai can be obtained according to
the following formula:

fik � 􏽙
n

i�1
ξu

i × Ai, (1)

where ξu
i represents the student’s test score matrix; fik � 0

represents that student P cannot answer test question Ai

correctly; and fik � 1 represents that student P can answer
test question Ai correctly.

In addition, the DINA model also introduces test
question parameters (error rate) and guessing rate to model
students’ answering conditions in the real state. Specifically,
student P’s response to test question Ai is expressed by the
following formula:

P Ai( 􏼁 � Ek 1 − Mli × Mlj􏼐 􏼑, (2)

where Ek represents all the knowledge points examined in
the test question set; Mli represents the student’s record of
doing the questions; and Mlj represents the relationship
between the test questions and the knowledge points.

Because the relationship between knowledge points is
considered to be “connected” in the DINAmodel, the error rate
Dz is defined as the probability that a student who hasmastered
all the skills required for the test question will still be unable to
answer the test question Ai correctly; the guess rate Dc is
defined as the probability that a student who has not mastered
all the skills required to answer the question Ai correctly.

+e DINA model uses the EM algorithm [12] to max-
imize the edge likelihood of formula (2), thereby obtaining
the parameter estimates of Dz and Dc. +e knowledge point
mastery vector K of student P can be determined by
maximizing the posterior probability of the student’s test
score, so as to obtain the student’s dichotomous knowledge
point mastery vector. +e formula for calculating the pos-
terior probability of student test score is as follows:

􏽢K � 􏽘
n

i,j�1
αi − αj􏼐 􏼑 φ xi( 􏼁,φ xj􏼐 􏼑􏼐 􏼑,

� 􏽘

n

i,j�1
αi − αj􏼐 􏼑

2

� argmaxK P | K, Dz, Dc( 􏼁,

(3)

where αi represents the potential feature vector of students;
αj represents the potential feature vector of test questions;
φ(xi) represents the potential factors of students; and φ(xj)

represents the potential factors of test questions.
After obtaining the mastery of students’ knowledge

points, students’ browsing patterns can be clustered and used
for exercise recommendation in combination with the
mastery of students’ knowledge points and the examination of
knowledge points of the test questions to be recommended.

3.3. Clustering Algorithm of Student Browsing Patterns Based
on Fuzzy Similarity Relations. In the online learning mode,
the process of student learning is the process of activities in
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the distance education website. Each activity of the student is
a click operation on a page object on the learning website, and
these click operations are completely recorded in the log file
middle. +rough data mining of the log files left by students
visiting the learning website, we can find the hidden patterns,
reveal students’ preference for access paths, find the trends
and laws of students’ access paths, and help understand
students’ learning behavior, so as to improve the structure of
the site and provide personalized services for students.

According to the actual situation, in relation to a cri-
terion or a certain method, a number in the interval [0, 1] is
assigned to each element in the universe of G, which is called

the similarity coefficient, and its size indicates that the two
elements are each other, degree of closeness or similarity
[13].

Let Sij denote the similarity coefficient between elements
ui and uj, where

ui � ui1, . . . , uiN, . . . , uiM􏼈 􏼉,

uj � uj1, . . . , ujN, . . . , ujM􏽮 􏽯,
(4)

where N � 1, 2, . . .; M � 1, 2, . . ..
Sij � 0 means that ui and uj are completely different and

have no similarities; Sij � 1 means that ui and uj are exactly
the same.

+e methods to determine Sij include data accumulation
method, correlation coefficient method, and distance
method. After calibration, for a set Y with a capacity of r,
n × n numbers representing the degree of similarity between
elements can be obtained, and the set obtains a matrix V as
follows:

V �

v11 v12 v1n

v21 v22 v2n

vn1 vn2 vnr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

Corresponding to V � (Sij), let V � (μSij), where

Sij �
1, Sij ≥ μ,

0, other.
􏼨 􏼩. (6)

+en, Vμ is called the cutoff matrix of μ−. Obviously, it is
a Boolean matrix. +e element in the V matrix is a sym-
metrical binary variable, which describes the similarity
between objects.

Since V defined in this way is an equivalent relationship
on set Y, then V can uniquely determine a division of set Y,
and it can also classify set Y according to its μ− section
relationship. Different section relationships can get a dif-
ferent classification.

Clustering can divide the pattern set into several classes,
but there may not be a clear boundary between classes,
which means that there is overlap between classes. A model
may belong to multiple classes with different membership
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Figure 2: Data preprocessing flow chart.
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degrees. In addition, the log file on the web server contains
the access sequence of specific students accessing the web
page, which is not a real value vector, and the length of
different sequences is different, so it is transformed into a
real value vector of equal length by using themethod of fuzzy
mathematics. Forms are easy to compare the degree of
similarity between patterns, so as to cluster student be-
havioral affairs.

Student behavior affairs are a data collection of multiple
student browsing behaviors. Assuming there areM students,
there is transaction set H, which contains m different stu-
dent affairs, and its representation is as follows:

H � h1, h2, . . . , hm􏼈 􏼉, (7)

where hi represents the sequence of the ith student.
Assume δ is a complete collection of pages clicked by

different students, and its representation is as follows:

δ � δ1, δ2, . . . , δn􏼈 􏼉. (8)

Each hi ∈ H is a non-empty subset of δ.
To better measure the similarity between any two objects,

each student’s behavioral affair is first converted into the
form of a real-valued vector with equal length.

For any student behavior transaction h ∈ H, it can be
expressed as a real-valued vector, and its form can be
expressed as follows:

hx � f1, f2, . . . , fr􏼈 􏼉. (9)

Of which

fr �
1, fr ∈ h,

0, other.
􏼨 (10)

In this way, each student transaction is represented as a
vector with equal length, and each element in the vector is 1
or 0, so as to realize student behavior transaction clustering.

3.4. SimilarityMeasure. Based on the clustering results of the
student browsing mode, the exercises to be recommended are
referred to by matrix J. +e rows in the matrix represent the
students, and the columns represent the recommended ex-
ercises. +e matrix scoring value in a certain range of values
reflects the differences in the recommended exercises by the
students.+e degree of preference, if there is only 1 or 0 in the
matrix data, means that the user has only two choices: like or
dislike. +e following matrix is used to describe students’
interest and preference for exercises:

JP �

j1,1 j1,2 . . . j1,p

j2,1 j2,2 . . . j2,p

⋮ ⋮ . . . ⋮

jp,1 jp,2 . . . jp,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (11)

For the exercise data unknown to students, if want to
accurately predict students’ interests and preferences, cosine
similarity is used to measure the similarity between
neighborhood exercises [14].

+e exercise data as the word frequency vector and the
student’s score as N′ vector are set. +e angle cosine be-
tween the two word frequency vectors is used to describe the
degree of similarity between the exercises. +e angle cosine
between the two exercise vectors can reflect the difference
between the exercises, and degree of similarity. If the
student does not give a score for the problem data, the score
value is 0.

Given that two students are P1 and P2, and their scores
on the exercises are ϖ1 and ϖ2, the cosine similarity
sim(P1, P2) between the exercises is calculated as follows:

sim P1, P2( 􏼁 �
P1 × P2

P1
����

����
2 ∗ P2

����
����
2, (12)

where ‖P1‖
2 and ‖P2‖

2 represent the scores of students P1
and P2 on the exercises.

Considering that there are certain differences in stu-
dents’ scoring standards, the cosine similarity calculation
method is optimized, and the average score of the exercises is
removed to reduce the degree of scoring difference.

Based on the corresponding problem sets P1 and P2
scored by students Iu and Iv, and the intersection Ic of the
exercises scored by the two students, the following formula
for calculating the improved cosine similarity sim(Iu, Iv) is
constructed:

sim Iu, Iv( 􏼁 � 􏽘
n

u,v�1
Ru − Rv( 􏼁 × Ru − Rv( 􏼁, (13)

where Ru and Rv represent the number of exercises in the
problem sets Iu and Iv, respectively; Ru and Rv represent the
average scores of students P1 and P2, respectively.

To obtain the similarity more accurately with respect to
the problem Ic that was scored by the two students, the
following similarity expression can be used:

sim Ic( 􏼁 �

�����������

􏽘

n

c�1
Rc − Rc( 􏼁

2

􏽶
􏽴

, (14)

where Rc and Rc both represent the student’s score for
problem Ic.

3.5. Collaborative Filtering Recommendation of Personalized
Exercises for English Learning. According to the measured
student similarity and the simultaneous exercise similarity
relationship, combined with the similarity relationship be-
tween the fuzzy attribute characteristics of the exercises, the
comprehensive similarity between the exercises is solved by
weighted fusion. +e calculation formula is shown in the
following equation:

sim Id( 􏼁 � ω1sim Iu, Iv( 􏼁 + ω2sim Ic( 􏼁, (15)

where ω1 represents the cooperative similarity value of
exercises under the scoring matrix; ω2 represents the sim-
ilarity value of exercises based on fuzzy attribute charac-
teristics. ω1 + ω2 � 1, according to the sparsity of scoring
data, and ω1 and ω2 can be clarified.
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Assuming that set Su is the neighborhood set of exercise
Iu, and Sv is the neighborhood set of exercise Iv, through the
similarity between the exercises and the sets Su and Sv,
combined with the score results of the neighborhood user
set, the estimated score Φu,v of exercises Iu and Ivis solved,
and the calculation formula is as follows:

Φu,v � Ru + Rv( 􏼁 ×
􏽐

N
u,v�1 com sim Iu, Iv( 􏼁

􏽐
N
u,v�1 com sim Iu, Iv( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2, (16)

where the comprehensive similarity between the two exer-
cises is com sim(Iu, Iv), based on the average scores Ru and
Rv of exercises Iu and Iv, to complete the collaborative
filtering recommendation of personalized exercises for
English learning [15].

4. Simulation Experiment

A simulation experiment is designed to verify the effective-
ness of the personalized exercise recommendationmethod for
English learning based on data mining. Taking the person-
alized test question recommendation method based on deep
self-encoder and secondary collaborative filtering and the
literature personalized recommendation model based on the
three-tier dimension as the comparative method, this study
makes a comparative analysis with the method in this study
and draws the corresponding conclusions.

4.1. Data Set Description. To verify the feasibility and ac-
curacy of the recommendation method of personalized
English learning exercises based on data mining, this article
uses an exercise data set, which is a university “C language
programming” course exercises and the course examination
answer records in the past 5 years.

Exercise data set is composed of the following data: (1) the
exercise database of C language programming course, which
marks knowledge points according to expert knowledge,
contains 1653 exercises including multiple-choice questions,
blank filling questions, judgment questions, program questions,
and programming questions, involving 237 knowledge points,
and each question is marked by 1∼6 knowledge points; (2) the
examination answer records of the course in recent 5 years
contain 1069 answer data. In this study, the answer data are
normalized and preprocessed, the answer scores of objective
questions and subjective questions are mapped to [0, 1], also
known as score ratio, and 1069 answer records are randomly
divided into 3 copies. 10 experiments are carried out by means
of cross-validation, and the average value is taken as the ex-
perimental result. +e exercise data set is described in Table 1.

+e experiment uses Windows 7 64 bit operating system,
the CPU is Intel® Core™ i7-4700MQ, the memory size is
16GB, the hard disk size is 2 TB, and the experiment lan-
guage is MATLAB R2012a version.

4.2. Analysis of Experimental Results

4.2.1. Precision and Recall/%. In recommendation research,
precision and recall are two commonly used evaluation in-
dicators, which are different from common e-commerce

recommendation methods. Exercise recommendation focuses
on digging out students’ knowledge of knowledge points. +e
table is the evaluation index to compare different methods.

precision �
θa

θa + θb

,

recall �
θa

θa + θc

,

(17)

where θa represents the number of correct recommenda-
tions; θb represents the number of actual recommendations;
and θc represents the number of incorrect
recommendations.

Exercises to target students are recommended, and the
recommended precision and recall rates to obtain com-
parative experimental results are used. +e experimental
results are shown in Table 2.

It can be seen from the results in Table 2 that in terms of
exercise recommendation precision and recall, this method
is superior to the personalized test recommendation method
based on deep self-encoder and secondary collaborative
filtering and the literature personalized recommendation
model based on the three-tier dimension. +e highest
precision and recall rates reach 98.1% and 90.2%, respec-
tively. +is method uses the Dina model to diagnose the
mastery degree of students’ knowledge points and has an in-
depth understanding of students’ learning situation. It can
not only reflect students’ learning situation, but also improve
the quality of exercise recommendation. It verifies that this
method has high pertinence of knowledge points and the
accuracy of exercise recommendation.

4.2.2. Recommended Time/S. Next, a comparative experi-
ment is conducted on the recommended time of individ-
ualized exercises for English learning under the three
methods. 1400 pieces of data information are randomly
selected from the exercise data set, and the recommended
time is used as the evaluation standard. +e comparison
result is shown in Figure 4.

It can be seen from Figure 4 that the exercise recom-
mendation time of the method in this study is significantly
lower than that of the personalized test question recommen-
dation method based on deep self-encoder and secondary
collaborative filtering and the literature personalized recom-
mendationmodel based on the three-tier dimension. Although
the recommendation time of the three methods shows a
gradual increasing trend with the increase in data information,
however, the increasing trend of this method is significantly
lower than that of traditional methods. +e maximum rec-
ommended time of this method is only 6.5 s, while the
maximum recommended time of the two traditional methods
is 12.0 s and 15.0 s, respectively. It can be seen that this method
speeds up the recommendation speed of exercises.

4.2.3. Recommended Comprehensiveness. To further test the
application value of the recommendation method, the
comprehensiveness of exercise recommendation as the
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evaluation index is taken, and different methods are com-
pared. +e results are shown in Figure 5. Among them, the
comprehensiveness of recommendation is expressed by
numerical value, specifically 0.1–1.0. +e larger the value is,
the more comprehensive the recommendation result is.

By analyzing the data in Figure 5, it can be seen that
when the data information is 100, the recommended
comprehensive coefficient of the method in this study is 0.9,
and the recommended comprehensive coefficients of the
personalized test question recommendation method based
on deep self-encoder and secondary collaborative filtering
and the literature personalized recommendation model
based on the three-tier dimension are 0.72 and 0.75, re-
spectively; when the data information is 2000 pieces, the
recommendation overall coefficient of this method is 0.7, the
recommendation overall coefficients of personalized test
question recommendation method based on deep self-en-
coder and secondary collaborative filtering and literature
personalized recommendationmodel based on the three-tier

dimension are 0.38 and 0.5, respectively. +e comparison
shows that the recommendation of this method is more
comprehensive, which shows that this method can recom-
mend more comprehensive exercise resources for students
and help students practice better.

5. Conclusion

To solve the problems of low precision, recall, long rec-
ommendation time, and poor comprehensiveness of exercise
recommendation in traditional methods, this study proposes
a personalized exercise recommendation method for English
learning based on data mining. +e main innovations of this
method are as follows:

(1) Design a personalized recommendation model,
preprocess the data in the Web access log, clean the

Table 1: Details of exercise data set.

Data set number Number of students/person Number of questions/piece Number of exercises submitted/time
1 3528 204 254698
2 2706 1127 321486
3 1983 580 367190

Table 2: Comparison of precision and recall.

Data set
Method of this article

Personalized test question
recommendation method
based on deep self-encoder
and secondary collaborative

filtering

Literature personalized
recommendation model

based on three dimensions

Precision Recall Precision Recall Precision Recall
1 97.5 89.7 90.2 79.5 85.2 75.2
2 98.1 86.3 89.6 78.1 84.1 76.4
3 97.6 90.2 87.4 78.0 86.3 77.0

Method of this article
Recommendation method based on deep autoencoder
and secondary collaborative filtering
Recommendation model based on three-tier dimensions
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Figure 4: Comparison of recommended time for exercises.

Method of this article
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and secondary collaborative filtering
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data to avoid the impact of noise data on the rec-
ommendation results, and improve the accuracy of
the recommendation results;

(2) iagnose the degree of mastery of students’ knowledge
points by the Dina model, and cluster the browsing
patterns of students by fuzzy similarity relationship;
and

(3) Measure the similarity, including the similarity be-
tween students and exercises, and finally, realize the
collaborative filtering recommendation of person-
alized exercises in English learning.

+e experimental results show that the highest accuracy
and recall rates of exercise recommendation in this method
are 98.1% and 90.2%, respectively, and the highest recom-
mendation time is only 6.5 s, and the comprehensiveness
coefficient of exercise recommendation is high, indicating
that the recommendation effect of this method is good. In
the future work, we can further optimize the information
storage mode, query mode, and resource management, to
conduct accurate query in the case of complex data.
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In recent years, the process of industrial modernization has intensified, traditional industrial control has been improved and
rapidly developed, industrial automation and intelligent unmanned production lines have become a new development trend, and
the Internet of*ings has become the basic direction of industrial development. In order to improve the effect of safe transmission
and industrial IoT traffic detection, this study uses a neural network to improve the industrial IoT traffic detection algorithm. In
order to improve the visualization effect of monitoring, this study uses computer vision technology to construct a traffic detection
system of secure transmission industrial Internet of*ings and builds an intelligent detection model. Finally, this study combines
experimental research to verify the performance of the system. From the statistical point of view, it can be seen that the system’s
security detection and traffic detection effects are very good.

1. Introduction

In an industrial production environment, IoT sensor devices
are often used to capture data to monitor and adjust the
production operation process. *e data generated by these
devices are collected and organized in different ways and used
for various purposes [1].*e transmission speed of IoTsensors
is very fast, and the application of a large number of sensor
devices will definitely lead to a substantial increase in the
output of industrial data. *e Internet of *ings and big data
are closely linked, and the data generated by sensors can also
be processed by the big data platform [2]. Industrial Internet of
*ings and big data are different from internet big data. In
addition to the general characteristics of big data, they also
have strong relevance and timing. *erefore, traditional In-
ternet big data processing methods are not fully applicable,
and new solutions need to be designed specifically to properly
analyze IoT data and extract more important information
from IoT monitoring equipment. *e proposal of “Industry
4.0” [3] has promoted the rapid development of global in-
dustries toward intelligence. In order to comply with the
intelligent development of the new generation of industries,
the number of IoT devices used in industrial production

environments is also increasing.Moreover, the amount of data
collected by sensors is exponentially increasing [4], so it is
necessary to find more effective processing methods for these
large-scale industrial data.

Usually, data analysis needs to move a subset of data to a
data warehouse, and the speed of data analysis in Hadoop is
very slow. However, with the development of SQL query
engines, big data technology can already be used in business
analysis scenarios. By building a data model in Hadoop or
other databases, the original data are turned into meaningful
indicators, and the large-scale historical data accumulated
and stored for a long time are used in the big data processing
system for information mining. *e main purpose of
adopting a distributed query strategy and using a memory-
based computing method is to quickly query information in
massive data, give timely feedback to users, and improve
query efficiency.

Based on the above analysis, this study combines
computer vision to conduct research on safe transmission
and industrial Internet of*ings traffic detectionmethods to
further improve industrial production safety and enhance
the application effect of the Internet of *ings in the
industry.
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2. Related Work

Led by the transformation and upgradation of the
manufacturing industry, a new round of industrial revolu-
tion has started around the world [5]. *e application of
industrial big data will greatly promote and optimize in-
dustrial production efficiency and management. In order to
provide better services to users, industrial production should
save and mine these data. For industrial information with
high data volume and updated speed characteristics, data
acquisition and analysis will face certain difficulties. In the
processing of industrial IoT big data, various application
frameworks have been mentioned in many documents. *e
literature [6] proposed an industrial big data ingestion and
analysis platform (IBDP), which integrates HDFS, Spark,
Hive, HBase, Flume, Sqoop, OpenStack, etc., and is suitable
for industrial data ingestion and analysis. *e literature [7]
proposed and developed a smart city system based on the
Internet of *ings using Hadoop ecosystem use and big data
analysis technology and combined with Spark over Hadoop
to achieve the efficiency of big data processing.*e literature
[8] proposed the use of the Hadoop software environment,
including data collection, data storage, data normalization
and analysis, and data visualization components to realize
the parallel processing of large heterogeneous data for IoT
network security monitoring.*e value of industrial big data
has been globally recognized.*erefore, how to combine big
data processing technology to store, manage, and analyze
industrial big data is a topic of widespread concern for
domestic and foreign researchers. In the development of big
data in the industrial Internet of *ings, China still has
shortcomings in terms of format specification, platform
technology integration, informatization strategy, and secu-
rity. In order to better promote the development of in-
dustrial big data, it is necessary to realize the unification of
data standardization, big data collection, multisource data
processing, and information mining analysis and realize the
visualization of data in the industrial production process and
increase the usability of industrial data. *ere are many
unknown possibilities for the integration between the In-
dustrial Internet of*ings and big data technologies, and the
corresponding platform framework and technical support
are not unique. *rough more scientific and in-depth re-
search, and constantly changing needs, the industrial IoT big
data operating platform will also be continuously improved
due to technological progress [9].

As products have higher and higher requirements for
production equipment and processes, making production
equipment and production lines more and more complex,
remote intelligent control and supervisory analysis become
more and more important [10]. *e Internet of *ings
remote data transmission system can automatically upload
equipment operating data to the Internet, finally, collect,
process, and store in the database in the Internet data service
center, then transform and disassemble the data informa-
tion, and finally use intuitive graphs and line graphs, Pie
charts, and tables, etc., so that engineering supervisors can
quickly obtain data transmission information and accurately
control the production and operation of machinery and

equipment. Engineering monitoring personnel can view the
status of production equipment through the remote data
transmission system of the Internet of *ings. In addition,
the system can set functions such as abnormal prompts, fault
alarms, and preliminary cause investigation [11]. *e
modern industrial Internet of *ings remote data trans-
mission system is mainly composed of a remote monitoring
center, a mobile device data transmission terminal, a wireless
transmission module, and an intelligent collection terminal.
Each module is connected through the Internet, mobile
communication base stations, GPRS networks, local wireless
transmission equipment, and sensors and connected and
communicated with smart collection terminals [12].

However, in dealing with the problems of multivariate
and big data in the industry, many data quality problems are
often encountered, which will greatly affect the effect of
analysis and processing. Traditional machine learning
methods are often at a loss for this. In comparison, the
application of ensemble learning in this area highlights a
huge advantage. Gradient boosting decision tree [13]
(GBDT) is a decision tree algorithm based on iterative
construction in integrated learning. It has an excellent
performance in the practice of processing industrial data.
Literature [14] studies the gradient boosting decision tree
algorithm, using a large amount of collected power load data
for model training, generating a new decision tree above the
negative direction of the loss function gradient, and opti-
mizing the prediction accuracy of short-period negative
power load. XGBoost (Extreme Gradient Boosting) is based
on the optimization of the GBDTalgorithm [15]. It canmake
full use of the CPU’s multithreading to perform parallel
calculations and, at the same time, optimize and improve the
algorithm to a certain extent, which improves the accuracy
of the model. XGBoost combines many single decision tree
models with low classification accuracy to form a tree model
with relatively high classification accuracy. Each time a
single weak learner is trained, the weight of the last residual
is first increased, then the learning of the current learner is
performed, then the previous residual is adjusted by adding a
new weak learner, finally, the weight of multiple learners is
calculated, and the final result is predicted. Literature [16]
uses the XGBoost algorithm to improve the accuracy of
rolling bearing fault diagnosis; literature [17] applies the
algorithm to the quality inspection stage of the
manufacturing industry to achieve the purpose of accurately
predicting product quality.

3. Traffic Detection of Secure Transmission
Industrial Internet of Things

In the case of unsupervised and undesired output, the self-
organizing competitive network is a neural network based
on unsupervised learning. It is mainly through observing,
analyzing, and comparing the characteristics of objective
things, prompting the inner law by itself, and classifying
according to the similarity of this characteristic. *is kind of
network is similar to the learning mode of the biological
neural network in the human brain, which both accurately
discover the type of sample through the extraction of
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features and adjust the network parameters through the
corresponding learning algorithm.

Competitive networks are generally divided into the
input layer and the competition layer. Its network structure
is shown as in Figure 1.

We assume that the input layer and the competition layer
of the network each have I and C neurons, the link weight
between the two layers of nodes is
ωij(i � 1, 2, 3, . . . , I ; j � 1, 2, 3, . . . , C), and the arithmetic
sum of the ownership values is 1, that is, 􏽐

N
i�1 ωij � 118.

*e input samples of the competitive network are all
binary vectors (O or 1). Only one neuron in each input
sample wins and assigns its corresponding label. Different
competing layer neurons represent different classifications.
*e calculation method of the competitive layer neuron j is
as follows:

Sj � 􏽘
N

i�1
ωijxi. (1)

When a neuron in the competition layer has the largest
weight value, the neuron wins. According to the corre-
sponding strategy, the input of the winning neuron is 1, and
the rest are 0. As shown in the formula,

ak �
1, Sk > Sj, ∀j, k≠ j,

0, else.
􏼨 (2)

*e neuron that wins the competition will be trained and
learned according to the input vector. For all the input layer
neuron i, there is the following formula:

ωij � ωij + a
xi

m
− ωij􏼒 􏼓. (3)

In the formula, a is the learning rate, which generally
satisfies 0< a<< l, and m is the total number of neurons
whose output is 1 in the input layer and satisfies m � 􏽐

N
i�1 xi.

*is formula shows that if xi is active, its corresponding i-th
weight will increase; otherwise, it will decrease [19].

*e self-organizing feature map model SOM (self-or-
ganizing feature map) makes nearby neurons compete with
each other to solve the problem of external information
forming concepts in the self-organization of the human
brain. For a system, it is to solve the corresponding ex-
pression of internal self-organization when a system accepts
external roles. *is is expressed as the adjustment of the
weight coefficient in the artificial neural network.

*e SOM network can be multidimensional. For the
convenience of description, a two-dimensional planar
competition layer array is taken as an example. *e n
neurons in the input layer are fully connected with the axb
neurons in the competition layer. Additionally, axb neurons
in the competition layer are also directly or indirectly
connected, and neurons in adjacent areas inhibit each other.
Its network structure is shown in Figure 2.

*e data that enter the SOM network through the input
layer will be selectively given the corresponding response by
the network through the corresponding strategy.*e specific
steps are as follows.

3.1. Network Initialization. *e weight is randomly assigned
to the initial value of the weight, which is usually small. SJ is a
group of J-neighboring neurons, that is, the number of
adjacent neurons continues to decrease.

3.2. Calculating the Euclidean Distance between the Weight
Vector of the Mapping Layer and the Input Vector. In the
competition layer, the algorithm calculates the Euclidean
distance between the weight vector of each neuron and the
input vector. *e distance between the j neuron and the
input vector is as follows:

dj � X − Wj

�����

����� �

����������������

􏽘

m

i�1
xi(t) − ωij(t)􏼐 􏼑

2

􏽶
􏽴

. (4)

*e algorithm takes the neuron with the smallest dis-
tance obtained as the winning neuron and records it as j∗.
For any competitive layer neuron j, there is a specific k that
satisfies dk � min(dj).

3.3. Learning of Weights. According to the input vector, the
algorithm trains the weights of j∗ and its neighboring
neurons as follows:

Competition
layer

Input layer

Figure 1: Self-organizing competition network topology diagram.

Input layer

Output
layer

Figure 2: SOM neural network topology diagram.
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Δωij � ωij(t + 1) − ωij(t)

� η(t) xi(t) − ωij􏼐 􏼑.
(5)

Among them, the value of η is 0< η< 1. As time in-
creases, its value gradually approaches 0.

3.4. Calculating Output Ok

ok � f min
j

X − Wj

�����

�����􏼠 􏼡. (6)

Among them, f(∗) is a linear function.

3.5. If the Expected Setting Is Not Reached, the Algorithm
Returns to Step (2). *e data collected by the model in this
study are stored in a sliding queue-based buffer set by the
cluster head node, as shown in Figure 3. In the entire in-
teractive cycle, feature sampling is performed on the in-
teractive data stream, and the length of the sliding queue n is
determined by the two factors discussed above. Once the
queue length is exceeded, the element at the head of the
queue is taken out of the queue. Figure 3 details this process.

*e algorithm evaluates the collected feature values,
including repetition rate evaluation, time regularity evalu-
ation, and abnormal data change ratio evaluation.

3.5.1. Evaluation of Data Repetition Rate. In general, normal
nodes will not continuously send data with a higher repe-
tition rate. *e higher the data repetition rate (rep), the
smaller the evaluation will be with the increase in rep, and
the rate of change should rise.*at is, when the rep is getting
closer and closer to the critical value of 0, its evaluation is
getting lower and lower. *is changing trend can be
expressed by an exponential function with a base greater
than 1, as shown in the following formula [20]:

R1 �
2 − βrep, rep< θ,

0, rep> θ.
􏼨 (7)

Among them, 2 − βrep > 0, and the critical value 0 is
determined by the specific network.

3.5.2. Time Regularity Evaluation. *e regularity of time is
evaluated here. ti represents the i-th time interval and
normalizes each time interval. *is study considers the
dispersion of time intervals. *e greater the dispersion, the
less regularity, and the lower the possibility of it being a
malicious node. *e smaller the dispersion, the stronger the
regularity of the time interval, and it may be a malicious
node. *e formula is as follows:

R2 �
􏽐

n− 1
i�1 ti − μ( 􏼁

n − 1
. (8)

When n� 1, there is only one interval, which means
there is no regularity; then, R2 �1.

3.5.3. Evaluation of Abnormal Data Parameter Change Ratio.
Without loss of generality, the abnormal data parameter
here can be a variety of parameters, including the number of
streams corresponding to the substream, the number of
packets, the number of bytes, and other parameters.
According to different application scenarios or network
conditions, it can set one or more parameters to participate
in the evaluation. We assume that the parameter at this time
uses the number of bytes sent. If a DoS attack is sent during
node interaction, a relatively large change will inevitably
occur in the amount of data. DoS attacks must continue to
attack to achieve results. However, the current DoS attack
methods are endless. In order to conceal the attack behavior,
it will mix the attack data stream with the normal data
stream, which is difficult to be found.*e data change rate X
is its ratio to the previous data change. It is calculated as
follows:

X �
|m − m|

mvar
. (9)

We assume that m is the feature parameter of the new
queue node. *ere are k historical records in front of it, m is
the expectation of the previous k historical data, and mvar
represents the average value of the previous k data changes.
It is calculated as follows [21]:

mvar � 􏽘
k

i�1

mi − m
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

k
. (10)

*e algorithm determines the interval of the parameter
under normal conditions according to specific application
scenarios and normal interaction data and sets the critical
value σ. *e algorithm calculates the number of n data
parameters that does not exceed σ and uses its proportion as
an evaluation of the change ratio of abnormal data
parameters.

R3 � 1 −
x

n
. (11)

On the basis of obtaining the above evaluation indica-
tors, the algorithm performs weighted aggregation on them.
*e algorithm uses weighting coefficientsW1,W2,W3, and
W1 +W2 +W3�1. At this point, the node behavior eval-
uation is as follows:

R � W1R1 + W2R2 + W3R3. (12)

When the core layer information management center of
the Internet of *ings network receives the service request
sent by the user, it sends the request data to the subordinate
management node, and the subordinate agent node has
individual requirements for the type of service.

To select and authorize the sensor layer nodes, for the
trust management module studied in this study, the basis of
authorization is the evaluation of trust. It includes two types
of trust factor-historical statistical trust value and recom-
mended trust value. *e algorithm calculates the static trust
degree of this interaction through the weighted synthesis of
two types of trust factors and decides whether to authorize or
not according to the security policy by comparing with the
threshold.
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Step l. *e algorithm reads the historical trust sequence Hall
locally stored in the cluster head. We assume that Qb is the
trust history record of the target node B. *at is,
Hb � q1, q2, q3, . . . , qdn􏼈 􏼉, and n is the number of historical
interactions. Among them, any element qi (i> n) contains
information such as flag, time, comprehensive trust, be-
havior evaluation value, and the address of the interactive
node.

Step 2. *e algorithm checks whether the flag of q is 0. If it is
0, it means that the trust management center has not
processed the abnormal node and directly discards the node.
If it is not 0, the algorithm continues.

Step 3. *e algorithm performs attenuation synthesis for
each record. *e degree of attenuation is represented by the
time function θ(t) � Qt + e− Nt(t− ti). Among them,Qt andNt
are both parameters greater than 0, and they are mainly
determined according to the requirements of specific ap-
plications. t is the current time, and ti is the time when hi
occurred.

In summary, the historical comprehensive trust of node
A to node B is

T
his

(A⟶ B) � 􏽘
n

i�1

θ ti( 􏼁

􏽐
n
j�1 θ tj􏼐 􏼑

λhisti +(1 − λ)Ri􏼂 􏼃, n> 0, 0< λ< 1.

(13)

In the formula, histi represents the historical interaction
satisfaction stored at the i-th time, and Ri represents the
behavior evaluation value of the i-th interaction.

When there is locally no interactive record, this means
that, for unfamiliar nodes, the trusting subject cannot
determine whether their behavior is normal or abnormal.
To a certain extent, this is similar to the habits of human
society.

According to the clusters of the interactive nodes of both
parties, it can be divided into intracluster recommendation
and intercluster recommendation:

(1) *e recommended trust in the cluster is as follows:
the subject node and the target node belong to the
same cluster, but the subject node A recorded in the
cluster head did not interact with the target node B
many times or even had no interaction. At this time,
the cluster head node selects nodes with a higher
reputation value to form the sequence
Hrec � h1, h2, h3, . . . , hrn􏼈 􏼉, and Hrec meets the con-
dition and has multiple interaction records with the
target node B.*e algorithm takes the trust record in
the H sequence as the recommended trust data as
Trec(A⟶ B).

(2) *e recommended trust between clusters is as fol-
lows: the subject node and the target node are in
different clusters. Nodes in different clusters need to
pass through the cluster head node to interact.
*erefore, compared with the recommendation trust
relationship within the cluster, the recommendation
trust relationship between clusters is transformed
into an indirect relationship, that is, the mutual
evaluation between the cluster heads of the two
clusters.

*e key to recommendation trust calculation is to obtain
the trust degree of the main node for the recommendation
data. *e calculation steps of recommended trust are as
follows:

Step 4. *e cluster head node selects the recommended
node from the cluster, and the recommended node C sat-
isfies the following conditions: it has interacted with the
main node A, has a high degree of trust, and also has an
interaction record with the target node B.

Step 5. *e algorithm first judges whether the target node B
and the subject node A are in the same cluster. If it gets a
positive response, the algorithm skips this step and con-
tinues to step 3. If it is a different cluster node, the algorithm
adds the trust value between clusters as the data for the
recommended trust calculation. *e trust transfer method

No.1 No.2 No.m

Time Time . . . . . .

. . . . . .

. . . . . .

. . . . . .

. . . . . .

. . . . . .

Time

Package
repetition rate

Package
repetition rate

Package
repetition rate

�e amount
of data sent

�e amount
of data sent

�e amount
of data sent

Source IP Source IP Source IP

Purpose IP Purpose IP Purpose IP

Enter the queue Out of the queue

Time growth direction

Slide queue for collecting the feature values

Figure 3: Sliding queue.
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between clusters takes the cluster head node of the cluster
where themain node is located as the newmain node and the
cluster head of the cluster where the target node is located as
the recommended node. *en, we substitute the corre-
sponding data into the recommendation trust calculation
formula, namely, formula (2) in step 3.

Step 6. *e algorithm selects the recommended node set
Hrec � h1, h2, h3, . . . , hrn􏼈 􏼉 according to the record, and the
recommended trust degree sequence
Hrt � m1, m2, m3, . . . , mrn􏼈 􏼉 for the target node B. rn is the
number of recommended nodes, mi is the recommendation
trust degree of the corresponding recommended node to the
target node, and 0< i< rn. Taking the recommended node C
in the cluster as an example, the calculation formula of mi

corresponding to the recommended node C is as follows:

mi � T
his
i (A⟶ C) × T

his
i (C⟶ B), 0< i< rn. (14)

Step 7. *e algorithm weights and aggregates the recom-
mended trust value provided by each recommended node to
obtain the recommended trust value. Considering that
malicious nodes deliberately uplift or downgrade the target
node to form cooperative deception, the model in this study
uses the dispersion of the expected and actual value of the
recommended trust degree as the weight to reduce the in-
fluence of outliers on the trust evaluation. *e reason is that
it is almost impossible that most of the recommended nodes
are malicious nodes. *e formula is as follows:

T
his

(A⟶ B) � 􏽘

rn

i�1
ω1 × mi, 1< i< rn. (15)

Among them, ωi is the dispersion degree between the
recommendation trust degrees provided by the i-th rec-
ommendation node and the overall recommendation trust
degree expectation, and it is used as the weight coefficient in
formula (3). It can reduce the weight of outlier data in
recommendation trust to a certain extent, thereby reducing
the impact of malicious recommendation.

ωi �
1 − Er(m) − mi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽐
rn
i�1 1 − |Er(m) − mi|( 􏼁

, 0< i≤ rn, (16)

where Er(mi) is the mathematical expectation of overall
recommendation trust.

Er(m) �
m1 + m2 + · · · + mrn

rn
. (17)

*e historical statistical trust value This and the rec-
ommended trust value Trec obtained by the above calculation
and their weighted combination can get the authorized trust
value Tout. By comparing it with the preset threshold, we
arrive at a decision and grant corresponding permissions
based on specific network security policies. For nodes with
hierarchical authorization, higher-level nodes can be
allowed to access and use more resources, and lower-level
nodes cannot be accessed beyond authority.

T
out

� αT
his

+(1 − α)T
rec

. (18)

Among them, z represents the historical statistical trust
weight, which is obtained by the following formula:

ξ �
1/Dh(hist)( 􏼁

1/Dh(hist)( 􏼁 + 1/Dr(m)( 􏼁
�

Dr(m)

Dh(hist) + Dr(m)
.

(19)

D(x) is the variance function, which is used to represent
the dispersion of the data. For the weight α, the general trust
model is often determined by means of expert experience
and simulation experiment results. Moreover, the result of
doing so often lacks science, flexibility, and adaptability.

4. Computer Vision-Based Traffic Detection
Method of Secure Transmission Industrial
Internet of Things

*e Internet of *ings system comprehensively uses di-
versified data sensors, radio frequency identification tech-
nology, laser scanning equipment, and other tools to collect
information on monitored objects, uses the network as a
connection to realize data sharing and analysis, and intel-
ligently manages things. *is study uses computer vision
technology to construct a traffic detection system for the
secure transmission of the industrial Internet of *ings. *e
overall layout is shown in Figure 4.

*e data service backend, more formally called “mid-
dleware,” is located between sensing devices and applica-
tions. It is the center of providing services for devices and
users and is also the core part of our entire IoT remote
monitoring system. Its characteristics are shown in Figure 5.

In order to ensure the reliability of transmission, this
system adopts TCP-based socket data transmission tech-
nology. By analyzing the performance of the transmission
framework, a two-tier socket framework is designed, and
JSON is used as the message transmission format. Finally,
this system uses RSA encryption and integrity verification to
achieve reliability and security during data transmission. A
detailed explanation of the socket communication process is
shown in Figure 6.

It uses a two-layer frame design, as shown in Figure 7.
*e first layer is N receiving threads to receive client data.
*e second layer corresponds to N worker threads (pro-
cessing threads), which process the data received in the
receiving threads.

*is study adopts a sliding window serial method of
abnormal traffic detection with mixed dimensions of
time and space. *at is, this study first uses the sliding
window method based on the time dimension to extract
the features of the dataset. After forming several window
instances and marking them, this study uses machine
learning algorithms for preliminary screening and
classification. *e purpose of preliminary screening is
mainly to locate and find windows with malicious traffic
and screen out benign windows. In the second step, this
study uses a sliding window method based on spatial
dimensions to perform a second accurate detection of the
traffic of the malicious window classified for the first
time. Moreover, this study re-extracts the features and
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marks the flow of this type of window and uses the neural
network detection algorithm for fine screening. Figure 8
shows the specific architecture.

Figure 9 shows the overall architecture of the program.
*e detection scheme is mainly divided into a flow acquisition
module, a sliding window abnormal flow detection module
based on the time dimension, and a sliding window abnormal
flow detection module based on the space dimension.

After constructing the above model, the performance of
the model is verified. Under the condition of ensuring that it

is not interfered with by other external factors, this study
constructs a simulation system of the industrial Internet of
*ings, performs security detection and flow detection on
the system, and uses multiple sets of data to detect and
calculate the test results, as shown in Table 1.

It can be seen from the above research that the effects of
security detection and traffic detection are very good, so the
traffic detection method of computer vision-based secure
transmission industrial Internet of *ings proposed in this
study is very effective.
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5. Conclusions

Currently, the application of big data processing and analysis
technology is mostly focused on the Internet field, but there
is a lack of rational use of massive industrial data in in-
dustrial production scenarios. *erefore, it is necessary to
use the existing big data technology to design a better data
processing platform suitable for industrial IoT big data. In
order to improve the analysis efficiency of industrial Internet
of *ings data, it is necessary to implement a low-latency
query system based on a Hadoop data warehouse, which can
handle a large number of concurrent query requests and a
single query can return results faster, thereby improving the
efficiency of data processing and analysis. *is study
combines computer vision to conduct research on safe
transmission and industrial Internet of *ings traffic de-
tection methods to further improve industrial production
safety. Moreover, this study constructs an intelligent model
to verify the performance of the system combined with
experimental research. From the data statistics point of view,
the model’s security detection and flow detection effects are
very good, so the computer vision-based security trans-
mission industrial Internet of *ings flow detection method
proposed in this study is very effective.
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&e traditional preaching way of imparting knowledge can only stifle children’s imagination, creativity, and learning initiative a little
bit, which is harmful to children’s healthy and happy growth.&is paper combines big data technology to evaluate the effect of game
teachingmethod in preschool education, analyzes the teaching effect of game teachingmethod in preschool education, and combines
big data technology to find problematic teaching points. Based on the collaborative filtering algorithm of preschool children, this
paper estimates the current preschool children’s score for the game by referring to the scores of neighbor preschool children on the
predicted game and constructs an intelligent model. Finally, this paper combines experimental research to verify the model proposed
in this paper. From the experimental research, it can be seen that the method proposed in this paper has a certain effect.

1. Introduction

&e continuous development of information technology and
network terminal technology has given mobile phones and
other life tools great entertainment. &e time required for
games and the cost of money have been continuously reduced,
and digital games have gradually entered various households.
Whether it is young and middle-aged parents or the elderly
taking care of children, they cannot avoid preschool children
from coming into contact with games.&emagic of this kind of
game can make a crying child stop immediately, can make the
child sit quietly in the corner and wait, and can be a variety of
rewards for parents. However, this “game-style trick” can only
bring more problems such as more eyesight and distracted
attention, and seriously, it also causes communication barriers
for preschoolers. While the digital age brings convenience to
people’s lives, there are also risks that cannot be underestimated
[1]. As practitioners of preschool education, when seeing
children with lively, smart, and witty nature being increasingly
eroded by digital games, they deeply feel the crisis in preschool
education and child development. It is the nature of children to
like to play games, and games are also the best way for children
to learn. Games cannot be discarded in the growth of preschool
children. Based on such concerns, they began to think about

how to construct a digital game curriculum suitable for the
development of preschool children and implement it in real
preschool education activities. Compared with traditional
outdoor games for children, the design and implementation of
digital games are easier to add elements that are conducive to
the development of children’s cognitive development and
mathematical logic. It can be said that making good use of
digital games is of great benefit to the development of preschool
children [2]. Here, how to take the essence of digital games and
remove the dross of digital games is extremely important [3].

&is paper combines big data technology to evaluate the
effect of game teaching method in preschool education and
analyzes the teaching effect of game teaching method in
preschool education. Moreover, this paper combines big
data technology to discover problematic teaching points
and, on this basis, further enhance the teaching effect of
preschool education.

2. Related Work

Information multimedia technology is developing at a speed
beyond people’s imagination. &e entire society is in a
critical period of transition from an industrialized society to
an informationized society. Informationization has become
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a common trend in the world’s economic and social de-
velopment. At present, many developed countries have paid
attention to the cultivation of the information quality of the
next generation, and all countries in the world are accel-
erating the informatization process of basic education [4].
Educational informatization has a comprehensive impact on
preschool education. It has changed the educational goals,
educational structure, educational content, educational
methods, and even teaching evaluation [5].

&e United Kingdom no longer stacks computers but
moves them into the class to make it a gaming area.
Computer education is called information technology ed-
ucation in British kindergartens. Almost every kindergarten
class is equipped with a computer and learning software that
matches the model [6]. Computers can not only teach
children English, mathematics, and science but also teach
them to sing, draw, play chess, and walk through mazes. &e
more entertaining software can greatly arouse children’s
interest in learning computer and through the intervention
of multimedia, such as sound, image, text, animation, and so
on,, make children feel the endless joy of learning. &e
educational software associated with the teaching of various
subjects can play a role in assisting education. &rough the
method of entertaining and teaching, children can learn
easily and happily and increase their intelligence [7]. &e
method of computer education mainly adopts the game
method, that is to say, computer education starts from the
game. &e game activity stimulates the children’s learning
interest and thirst for knowledge, and the children never get
tired of it. Japanese families can receive a set of video tapes,
books, and magazines every month to encourage parents to
help their children play cartoon characters, text, and digital
games, and open a hotline [8]. In the United States, com-
puters are now popularized in all kindergartens. Under the
guidance of full-time computer teachers, three- or four-year-
old children “touch the future” in front of the keyboard and
mouse. In addition to playing computer games, the com-
munity also provides gamification and information tech-
nology–teaching activities [9]. In Canada, kindergartens
have opened “virtual schools” for teaching activities. Aus-
tralia has a computer game group, New Zealand has a
computer game center, and France and Sweden have also
incorporated computers and networks into their preschool
education plans. It should be said that the computer entering
kindergarten is another development trend of today’s kin-
dergarten curriculum[10].

Literature [11] elaborated on the influence of multimedia
computer-assisted teaching MCAI in children’s teaching and
mentioned the combination of multimedia computer-assisted
teaching and the use of game courseware to carry out
mathematics education. Practice has proved that children
learn best in a game environment, and what they learn can be
quickly applied to more abstract and formal situations. &e
action thinking in the game can solve their more disciplinary
problems in the future. &e formation of abilities, such as
mind image and recording, lays a solid foundation.&erefore,
it is feasible to carry out research on gamification theme
teaching in kindergartens, and it has significant effects. &e
main research content of the literature [12] is how to build a

kindergarten modern education environment, strengthen
teacher information technology training, pay attention to
teaching research and practice under the information tech-
nology environment, and establish a comprehensive evalu-
ation system for kindergarten information technology
education. &e process evaluation, stage evaluation, and
comprehensive evaluation here have given me a lot of en-
lightenment and provided a reference for the monthly stage
evaluation standard selection and formulation. Literature [13]
studies the informatization of environmental education and
integrates the element of information technology into envi-
ronmental education, making environmental education with
the characteristics of informatization. &e two are interactive
and two-way integration. &is integration is not a simple
application of courseware for demonstration auxiliary
teaching, but the integration of modern information tech-
nology methods and courses, and it is no longer just a
demonstration of media or tools. More abstract environ-
mental knowledge and problems are more visualized, pro-
mote children’s environmental protection emotions, and
trigger the use of information technology to present a ho-
lographic learning environment for environmental education,
so that children can be in the information world and deeply
feel the application of information technology [14].

3. Game Teaching Method in Preschool
Education Based on Big Data
Recommendation Algorithm

&e recommendation algorithm is one of the cores of the
recommendation system because it is directly related to the
accuracy of the recommendation system and the satisfaction
of preschoolers. A tag is a kind of keywords used to describe
information without hierarchical structure. It can be used to
describe the semantics of the game and the interests of
preschoolers, and to connect the two. As shown in Figure 1,
there are three main ways to source tags in the recom-
mendation system. (1) Preschoolers use labels to describe
their personal interests. (2) &e administrator uses tags to
describe the game features when creating the game. (3)
Preschool children use several tags to describe the game.
Figure 1 also shows the relationship between preschoolers,
tags, and games. When the tags used by the preschool
children match the tags added by the game, to a certain
extent, the preschool children and the game have a set of
potential consumption relationships. &e tags used by
preschoolers here include tags for preschoolers to describe
personal interests and tags for preschoolers to describe
games.

&erefore, the process of tag-based recommendation
algorithm is as follows:

(1) &e algorithm calculates the common labels of each
preschooler, and the number of times the pre-
schoolers have used these labels.

(2) &e algorithm calculates the number of times each
game has been hit by each tag. &e more times a
game is described by a tag, the more relevant the
game is to that tag.
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(3) When recommending for a preschooler, the algo-
rithm associates the preschoolers’ common labels
with the most relevant games described by these
labels and recommends them to the preschoolers
according to the correlation, as shown in formula (1)
[15]:

P(u, i) � 􏽘
t∈T(u)

nu.tnt.i. (1)

Among them, P(u, i) represents the degree of interest of
the preschooler u in the game i and T(u) is the set of tags
used by the preschooler u. nu.t is the number of times the
preschooler u has used the label t, and nt.i is the number of
times the label t is used to describe the game i.

In practical applications, certain tags will be used many
times by preschoolers, and tags of certain popular games will
also be used repeatedly by preschoolers when evaluating the
game. &e algorithm described in formula (1) will be overly
inclined to popular tags and popular games for preschool
children in terms of results. &e main problem is that the al-
gorithm cannot distinguish which labels are popular labels and
which labels are personalized labels for preschoolers. &erefore,
we borrow the idea of TF-IDF5. Considering how many dif-
ferent preschoolers use each tag and how many different

preschoolers describe each game with tags, we use these two to
punish popular tags and popular games. &e improved algo-
rithm (TFIDF Tag Based) is shown in formula (2) [16]:

P(u, i) � 􏽘
t∈T(u)

nu.t

log 1 + n
(n)
t􏼐 􏼑

nt.i

log 1 + n
(u)
i􏼐 􏼑

. (2)

Among them, n
(n)
t indicates how many different pre-

schoolers have used the label t, and n
(u)
i indicates how many

different preschoolers have used the label to describe the
game i.

In response to this problem, the solution used in this
paper is to extend the original label.&e original tags include
tags used by preschool children or tags that have been
described in games, while the expanded tag set includes the
original tags and the tag set with higher similarity to the
original tags. Measuring the similarity between two tags can
be simplified to calculate the proportion of the number of
games that have been described by the two tags at the same
time to the total number of games that have been described
by the two tags. &e Jaccard formula can be used to calculate
the similarity between tags t1 and t2, as shown in formula (3)
[17]:

sim t1, t2( 􏼁 �
I t1( 􏼁∩ I t2( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

I t1( 􏼁∪ I t2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (3)

Matching Matching 

User-used
tags

User-used
tags

Belong toDescribe
personal
interest

Belong toDescribe
items

Express
user

interest

The tags of
items described

by users

The tags added
when the items

are created

User

Tags

Items

Figure 1: &e relationship between preschoolers, tags, and games.
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Among them, I(t) represents the set of games described
by the label r. In addition, the cosine similarity formula can
also be used to calculate the similarity between tags t1 and t2:

sim t1, t2( 􏼁 �
􏽐i∈I t1( )∩ I t2( )nt1 ,i

(u)
nt2 ,i

(u)

�����������������
􏽐i∈I t1( )∩ I t2( )n

2
t1 ,in

2
t2 ,i

􏽱 . (4)

Among them, n
(u)
t,i is the number of preschool children

who have described game i with the label t.
&e accuracy of the tag-based recommendation algo-

rithm has a lot to do with the quality of the tag itself. &e
quality here refers to whether the label is descriptive,
whether it is distinguishable, whether it follows the standard
grammar, and so on. &e quality of the labels in the rec-
ommendation system is mainly guaranteed through low-
quality label cleaning and high-quality label
recommendation.

&e entire cleaning process is shown in Figure 2. &e
nonreferenced tags are primarily screened by identifying
commonly used stop words and defining and expanding the
stop dictionary. After that, we can let preschoolers mark
useless labels through feedback from preschoolers. Tags with
high-text content similarity can be identified and processed
through regular expressions and string edit distance
algorithms.

To describe the collaborative filtering algorithm, this
paper introduces the following symbols: U represents the set
of preschool children in the recommendation system; I
represents the set of all recommended candidate games; R
represents the set of score records in the system; a score
record is a triple set of preschool children, games, and scores;
and S represents the range of scores (e.g. S� {1,2,3,4,5}, S�

{interest, not interested). At the same time, we assume that
any preschooler u ∈ U can only have at most one score for
each game i ∈ I, and this score is recorded as Ru,i. Ui rep-
resents the subset of preschoolers who have evaluated game
i, and Iu,v represents the subset of games evaluated by
preschooler u. Iu means preschooler u and preschooler v

[18].
&e intersection of the reviewed items is Iu,v � Iu ∩ Iv,

Ui,j represents the set of preschoolers who have reviewed
both game i and game j, that is, Ui,j � Ui ∩Uj.

&e collaborative filtering algorithm based on preschool
children estimates the current preschool children’s score for
the game by referring to the scores of neighbor preschool
children on the predicted game. &e neighbor preschoolers
here refer to a collection of preschoolers with similar scoring
patterns to the current preschoolers. &e calculation of
preschooler u’s prediction score for game ü is shown in
formula (5) [19]:

P(u, i) �
􏽐v∈Ni(u)sim(u, v)Rv,i

|sim(u, v)|
. (5)

Among them, Ni(u) is the preschooler’s neighbor set
composed of K preschoolers who have evaluated game i and
have the highest similarity with preschooler u, sim(u,v)
represents the similarity between preschooler u and pre-
schooler v.

Based on the game-based collaborative filtering algo-
rithm, we estimate the current preschool children’s score for
the game by referring to the score records of the preschool
children’s games with the neighbors of the predicted game.
&e neighbor game here refers to a game that is highly
similar to the predicted game.&e calculation of preschooler
u’s prediction score for game i is shown in formula (6) [20]:

P(u, i) �
􏽐v∈Ni(i)sim(i, j)Rv,i

􏽐v∈Ni(i)sim(i, j)
. (6)

Among them, Nu(i) is the game neighbor set composed
of K games with the highest similarity to game i among the
games evaluated by preschooler u, and sim(i,j) represents the
similarity between preschooler i and preschooler j.

Commonly used similarity measurement methods in
collaborative filtering algorithms mainly include Cosine
Similarity and Pearson Correlation. &e cosine similarity
method is often used in game-based collaborative filtering
algorithms. &is method represents objects as vectors and
obtains the similarity between objects by calculating the
cosine angle between the vectors:

sim(i, j) �
􏽐u∈Ui,j

Ru,iRu,j
���������
􏽐u∈Ui,j

R
2
u,j

􏽱
􏽐u∈Ui,j

R
2
u,j

. (7)

Since this similarity measurement method does not
consider the difference between preschool children’s scores
and their average scores, we use Adjusted Cosine Similarity,
as shown in formula (8) [21]:

sim(i, j) �
􏽐u∈Ui,j

Ru,i − Ru􏼐 􏼑 Ru,j − Ru􏼐 􏼑
����������������������������
􏽐u∈Ui,j

Ru,i − Ru􏼐 􏼑􏽐u∈Ui,j
Ru,j − Ru􏼐 􏼑

􏽱 . (8)

Among them, Ru represents the average value of the sum
of u scores of preschool children. It shows that adjusting the
cosine similarity is more suitable for use in game-based
methods than the Pearson correlation coefficient. In con-
trast, the Pearson correlation coefficient has better results in
the method based on preschool children, which is shown in
formula (9) [22]:

sim(i, j) �
􏽐u∈Iiu,v

Ru,i − Ru􏼐 􏼑 Rv,j − Ru􏼐 􏼑
����������������������������
􏽐u∈Iu,v

Ru,i − Ru􏼐 􏼑􏽐u∈Iu,v
Rv,j − Ru􏼐 􏼑

􏽱 . (9)

In the actual scoring process, the evaluation criteria of each
preschool child are different. Some preschool children aremore
relaxed and tend to give most games 4 or even 5 points, and
some preschool children are stricter and more cautious and
tend to give most games less than 3 points. In other words, if a
score record is 4 points, it does not necessarily mean that
preschoolers like the game. For relaxed preschoolers, maybe 5
points are really liked. However, for strict preschool children, a
score of 4 has already indicated the preschool children’s ten-
dency to be interested or like it. &erefore, the average score of
preschool children is introduced here to measure whether a
certain preschool child’s score record is a positive or negative
tendency score, as shown in formula :
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P(u, i) � Ru +
􏽐v∈Ni(u)sim(u, v) Rv,i − Rv􏼐 􏼑

􏽐v∈Ni(u)sim(u, v)
. (10)

Game-based methods can also be similarly processed by
introducing average game scores, as shown in formula :

P(u, i) � Rt +
􏽐v∈Nu(i)sim(i, j) Ru,j − Rj􏼐 􏼑

􏽐v∈Nu(i)sim(i, j)
. (11)

In the practical application of the recommender system,
the total number of score records is much smaller than the
product of preschool children and the number of games.&e
score matrix for preschool children and games contains a
large number of zero-value elements (indicating that pre-
school children have not rated the game or preschool
children have not purchased the game). Such a scoring
matrix has the problem of data sparsity.&e definition of the
sparsity of the scoring matrix is shown in formula :

Sparsity MR( 􏼁 �
|R|

|U||I|
. (12)

When calculating the similarity of preschoolers based on
a sparse scoring matrix, it is likely that only a few scores are
involved. When these scores are exactly similar or even
equal, this group of preschool children will be considered
completely similar (the similarity is close to 1). In fact,
because the number of common scores is too small, this
phenomenon may be just a coincidence, but it will cause
dissimilar preschoolers to have too high recommendation
weights in the recommendation calculation process, and
ultimately unreliable recommendation results.

Aiming at the data sparsity problem in the collaborative
filtering algorithm, a feasible solution strategy is to reduce
the similarity obtained by only a small number of scores.&e
improved similarity of preschool children is shown in for-
mula :

sim′(u, v) �
min Iu,v

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, c􏽮 􏽯

c
× sim(u, v). (13)

Similarly, the improved game similarity is shown in
formula :

sim′(u, v) �
min Iu,v

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, c􏽮 􏽯

c
× sim(u, v). (14)

&ismethod penalizes the similarity calculated involving
the number of ratings less than the specified number y. &e y
value varies according to the data set, and cross-validation is
required to determine the best y value.

&is paper proposes another solution to the data sparsity
problem, which increases the number of available scores by
improving the similarity calculation process. Carefully an-
alyze the calculation process of the similarity of preschool
children. No matter which similarity calculation formula is
used, the accuracy bottleneck lies in the size of the |Iu,v|. In
the traditional similarity calculation method, the calculation
of Iu,v is done by exact matching, that is, only those games
that match exactly in the game set evaluated by preschooler u
and preschooler v will be used to calculate the similarity
between the two spend. Now, we consider the following
situation: preschooler u rated game i with 5 points, pre-
schooler v rated game j with 5 points, preschooler u did not
rate j, and preschooler v did not rate game i.&ere is no score
intersection between u and preschooler v. It is known that
the similarity between game i and game j is 0.9 (very similar).
According to the aforementioned description, because the
exact match result of the game is an empty set, the traditional
similarity calculation method cannot calculate the similarity
between the preschooler u and the preschooler v.

&e set of high-scoring games for preschool children u is
the User Favorite Item Set (User Favorite Item Set). By
accumulating the similarity between each group of suc-
cessfully matched game pairs and taking the average, the
result is the set similarity between I+

u and I+
v. To get closer

to the similarity of the real game set, try to avoid the situation
where the same game is matchedmultiple times (as shown in
Figure 3). Especially, when the game similarity is calculated
based on the collaborative filtering similarity algorithm, the
similarity between popular games and other games is
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Figure 2: Label cleaning process.
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generally high, which will cause the calculated set similarity
to not well reflect the preschool children’s degree of simi-
larity between interests.

&erefore, the weight reduction penalty should be im-
posed on games that have been matched more than once.
Considering that the result range of cosine similarity or
Pearson’s correlation coefficient is [-1,1], different penalty
mechanisms are adopted for positive and negative similarity,
although in theory it is difficult for games with negative
correlation to be the best match. &e penalty strategy is to
reduce all similarities related to the game when calculating
the similarity according to the number of times the game has
been matched.

In addition, for each game i, the game i∗ that is most
similar to game i in the set of scored games for each pre-
schooler u can be calculated, that is,
i∗ ∈ Iu, sim(i, i∗) � maxi∈Iu

sim(i, i∗)􏽮 􏽯. &e collaborative
filtering method based on preschool children can be ex-
tended with formula :

P(u, i) �
􏽐v∈Ni(i)sim(u, v)sim(i, j)Rv,j

􏽐v∈Ni(i)|sim(u, v)||sim(i, j)|
. (15)

&e advantage of using this expansion formula to cal-
culate is that for different prediction games, even if the
number of reliable neighbors for preschoolers is insufficient,
we can expand enough neighbors and scores by looking for
approximate games, thereby solving data sparseness to a
certain extent. Improve the reliability of prediction results.

4. Analysis of Game Teaching Method in
Preschool Education Based on Big
Data Technology

Users can obtain information based on their existing
knowledge, perception, and thinking through the intuitive
interactive interface provided by the machine and react
through the interactive interface. &e machine processes
the received information and then transmits it to the user
through the man-machine interface or makes other forms
of feedback. &e human–computer interaction process can
be summarized as consisting of four basic functions: in-
formation receiving function, information storage func-
tion, information processing and decision-making
function, and execution function, as shown in the following
Figure 4:

&e memory storage model is the three-level memory
model of memory. &is model divides the process of
memory into three stages according to the time sequence of
memory. Sensory memory is the initial stage, followed by
short-term memory, and finally long-term memory. &e
model can be shown in Figure 5:

It can be seen from the model in Figure 5 that people first
obtain information from the environment through sensory
memory, such as vision and hearing. Some information will
be lost in this process. &en, when the information gets
attention, the human brain begins to perform the next stage
of memory, which is short-term memory. When performing
short-term memory, the human brain processes and reor-
ganizes information and responds. To achieve this process,
the human brain also needs to call up the knowledge in long-
term memory. When the information is retold and
strengthened, the information can be stored in long-term
memory. &e arrows on the way indicate the flow of
information.

&e human–computer interaction function diagram
clearly describes the flow of information: information input,
reception, processing, storage and output, and so on can
know the goal and structure of the information, but does not
reflect the roles of the three modules of the user’s memory.
In the process of using handheld mobile devices, in addition
to the user’s memory, the three modules affect all aspects of
the information circulation process, the interactive design of
the device, the difficulty of game tasks, and the user’s in-
formation cognitive ability also affect the effect of infor-
mation transmission. Based on the mutual influence of the
aforementioned elements, a design model of instructional
games supported by mobile devices has been researched, as
shown in Figure 6.

&e multisensory and multidimensional interactive
virtual reality environment composed of sensors-control-
lers (chips)-virtual worlds (computers) will have a better
immersive effect than virtual reality where computers are
solely used as visual and auditory output. &is research will
combine the multisensory and multidimensional

Five points 
Four pointsFive points

Five pointsFive points

0.4 0.5

0.6

0.8
0.7

0.9

Figure 3: An example where a game is matched multiple times in
the calculation of set similarity.
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interaction concept of sensor-controller (chip)-virtual
world (computer) to design a virtual reality psychological
relaxation game suitable for preschool students, as shown
in Figure 7.

After constructing the aforementioned model, the per-
formance of the model is verified. &e model built in this
paper is mainly used in preschool education, and it uses big
data recommendation algorithms to recommend

Information
input

Information
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Information
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Information
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Information
processing and
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Execute
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Figure 4: Basic functions of human-computer interaction.
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Figure 5: &ree-storage model of memory.
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Figure 6: Teaching game design model supported by mobile devices.
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Figure 7: Game teaching mode in preschool education.

Table 1: Preschool education data mining and game recommendation effects.

Number Data mining Game recommendation
1 92.6 80.0
2 85.5 85.7
3 93.9 77.6
4 89.2 90.0
5 82.3 84.5
6 85.1 90.0
7 84.9 87.3
8 81.7 88.4
9 88.3 89.5
10 91.3 88.9
11 89.6 78.2
12 89.5 84.9
13 82.7 76.8
14 86.2 88.7
15 90.9 76.3
16 86.8 90.8
17 88.1 82.0
18 89.2 82.8
19 84.2 89.2
20 83.0 87.5
21 93.1 76.9
22 92.3 87.9
23 82.1 87.4
24 90.5 81.9
25 90.8 88.1
26 87.1 76.9
27 89.3 83.1
28 82.5 84.5
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Table 1: Continued.

Number Data mining Game recommendation
29 89.7 87.9
30 81.9 79.3
31 89.2 90.8
32 88.1 88.8
33 85.8 89.1
34 82.7 88.4
35 93.9 88.1
36 90.6 85.0
37 87.0 81.4
38 93.2 76.5
39 90.0 76.1
40 92.7 87.9
41 89.5 76.4
42 87.3 82.3
43 86.6 88.0
44 84.0 76.4
45 89.9 78.9
46 82.7 90.2

Table 2: Evaluation of the teaching effect.

Number Teaching effect
1 91.3
2 89.8
3 88.2
4 87.1
5 80.8
6 85.9
7 90.1
8 80.9
9 88.5
10 81.5
11 85.3
12 80.9
13 92.0
14 88.6
15 87.4
16 81.6
17 85.1
18 86.7
19 81.9
20 82.5
21 80.7
22 89.7
23 81.2
24 88.4
25 88.9
26 86.9
27 91.6
28 81.6
29 86.4
30 88.2
31 89.2
32 86.7
33 82.6
34 84.1
35 82.2
36 92.3
37 85.7
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appropriate games and uses data mining algorithms to mine
students’ learning conditions and improve real-time
teaching.

&erefore, this paper first designs experiments to con-
duct preschool education data mining and game recom-
mendation effect verification and obtain relevant
experimental data through multiple sets of simulation data.
&e results are shown in Table 1 below.

From the experimental results in Table 1, the game
teaching method in preschool education based on big data
technology proposed in this paper can effectively conduct
preschool education data mining and can recommend
suitable games for preschool education. After that, this paper
evaluates the teaching effect, and the results are shown in
Table 2.

From the above research, the game teaching method in
preschool education based on big data technology proposed
in this paper has good teaching effects and can play a certain
role in preschool education.

5. Conclusion

Games and teaching are two important means of modern
preschool education practice, and there is a close rela-
tionship between them. &e implementation of preschool
game education must be based on a scientific under-
standing of the relationship between the two. With the
continuous reform and development of preschool educa-
tion, the kindergarten preschool education has undergone
earth-shaking changes, including adjustments to educa-
tional content, teaching methods, and educational goals. In
particular, it emphasizes that kindergarten education
should be based on games. &is adjustment not only
conforms to the children’s physical and mental develop-
ment law and age characteristics but also realizes the
teaching mode of “children as the main body and teachers
as the leading” in the game. Modern educational psy-
chology research shows that children’s learning is a pro-
active process of knowledge construction, and teachers
should pay full attention to children’s subjective status.&is
paper combines big data technology to evaluate the effect of
game teaching method in preschool education, analyzes the
teaching effect of game teaching method in preschool
education, and combines big data technology to discover
problematic teaching points, so as to further improve the
teaching effect of preschool education.
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In view of the lack of accurate recommendation and selection of courses on the network teaching platform in the new form of
higher education, a network course recommendation system based on the double-layer attention mechanism is proposed. First of
all, the collected data are preprocessed, while the data of students and course information are normalized and classified. *en, the
dual attention mechanism is introduced into the parallel neural network recommendation model so as to improve the model’s
ability to mine important features. TF-IDF (term frequency-inverse document frequency) based on the student score and course
category is improved. *e recommendation results are classified according to the weight of course categories, so as to construct
different types of course groups and complete the recommendation. *e experimental results show that the proposed algorithm
can effectively improve the model recommendation accuracy compared with other algorithms.

1. Introduction

At present, online learning has become a common way of
learning. Students do not have to be limited by the physical
classroom; instead, they can break through the traditional
time and space free choice of learning [1]. Online learning
platforms emerge one after another, bringing great conve-
nience to people. In the context of the new form of intelligent
education [2, 3], the teaching platform that recommends
online courses through the analysis of historical behavioral
data has become the mainstream of the “Inter-
net + education” model [4].

In the online learning environment, students need to
spend tremendous time searching and browsing to confirm
whether they are interested in the resources. *erefore, the
problem of knowledge overload inevitably arises. An ef-
fective way to solve the problem of knowledge overload is to
use a personalized recommendation algorithm [5]. After
years of development, the performance of the recommen-
dation system has greatly improved. Currently, recom-
mendation algorithms are mainly divided into the
collaborative filtering-based recommendation algorithm [6],
content-based recommendation algorithm [7], and hybrid

recommendation algorithm [8]. *e recommendation al-
gorithm based on collaborative filtering finds similar users
by acquiring their historical behavior and rating data and by
capturing the likes and dislikes of similar users and rec-
ommending items that users have not seen before. Content-
based recommendation algorithms are mainly based on the
items or ratings that users have selected and also based on
the user’s historical behavior information to find similar
projects to recommend. *e hybrid recommendation al-
gorithm will fuse different recommendation algorithms and
then recommend to get better recommendation effect. As
data grow, so do the types of data. Traditional recom-
mendation algorithms cannot learn the deep features of
users or projects. How to make full use of multisource
heterogeneous data to improve the performance of rec-
ommendation system has become a hot topic of recom-
mendation system research [9].

In recent years, deep learning has its own strong learning
ability and has been widely applied in image recognition
[10, 11], speech recognition [12, 13], natural language
processing [14, 15], and other fields [16]. Deep learning is
good at mining and learning the deep features of multisource
heterogeneous data. By combining it with the
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recommendation system, the hidden features of user and
project attributes can be learned more efficiently [17].
*erefore, more and more researchers apply deep learning
to the recommendation system. Although the application of
neural network to the recommendation system can effec-
tively improve the recommendation performance, not all
feature interactions can contribute to the prediction results.
For example, learning user or project features interacting
with useless features may introduce noise and thus affect the
performance of the recommendation system [18].

*e teaching recommendation system algorithm is
mainly based on content recommendation and collaborative
filtering recommendation. For example, Yao et al. [19] in-
troduced the application of three-dimensional biased weight
tensor decomposition in teaching recommendation. Jie-
Guang et al. [20] introduced a teaching optimization and
research mode of rectangular neighborhood structure. Hou
et al. [21] introduced WebGIS course teaching evaluation
based on the dynamic adaptive teaching and learning op-
timization algorithm. Guan et al. [22] introduced the design
and implementation of an open platform for dynamic
mathematical and digital resources.

In view of the lack of accurate recommendation and
selection of courses on online teaching platforms, the main
work and innovations of this paper are as follows:

(1) An online course recommendation system based on
the double-layer attention mechanism is proposed.
By introducing the double-layer attention mecha-
nism into the parallel neural network recommen-
dation model, the model’s ability to mine important
features is improved.

(2) Reset the weight of the preprocessed course text
information. *e student feature vectors and course
feature vectors learned by a multilayer fully con-
nected neural network were input into the second-
layer attention mechanism, and the multilayer per-
ceptron was used to parameterize the attention score.

Finally, the curriculum attribute dataset is used to
conduct curriculum recommendation experiments, and the
accuracy of the proposed method in curriculum recom-
mendation is compared and verified.

*e structure of this paper is as follows. Section 2 focuses
on the proposed algorithm model in this paper. Section 3
describes the experiment and analysis. Section 4 lists the
conclusion.

2. The Proposed Model

A neural collaborative filtering (NCF) model uses a parallel
neural network to learn user and project potential feature
vectors, respectively [23]. In the prediction layer, the implicit
vector is mapped to the predicted value by a multilayer
perceptron (MLP). *e NCF model uses the MLP to extract
higher order feature information to improve the recom-
mendation ability of the model. In the process of feature
interaction, not all feature interactions can contribute to the
prediction results, and the different effects of items in the
historical interaction sequence on the current prediction are

ignored. *erefore, this paper introduces the attention
mechanism into the neural network to assign personalized
weight to the items of historical interaction sequence and
improves the model.

On the basis of the NCF recommendation model, at-
tribute information of students and online courses is taken
as input data u: u1, u2. . .2un􏼈 􏼉 and v: v1, v2 . . . vn􏼈 􏼉, re-
spectively. *e algorithm model architecture of this paper is
shown in Figure 1.

A double-layer attention mechanism is introduced, and
the first layer is used to combine with the convolutional
neural network (CNN) to build a subnetwork so that the
CNN can learn the key content in the online course text. *e
other layer takes student and online course feature vectors as
input data and uses the attention mechanism to assign
personalized weight to the students’ history interactive
online course. *en, the effect of different online courses on
the current prediction preference can be obtained. *e
recommendation results are grouped and shown to students
in the form of the online course group to enhance the order
of the recommendation content.

2.1. Learning the Underlying Characteristics. To solve the
problem of sparse data in the recommendation system, the
attribute information of students and online courses is used
to predict scores. After data preprocessing, the attribute
information of students and online courses is input into the
embedded layer to encode the attribute information. *e
embedding layer maps the input sparse vector to a dense
low-dimensional embedding vector and obtains the em-
bedding representations ρu and σv of student and online
course attributes. At the beginning of the training, the
embedding is simply selected randomly. As the training goes
on, each embedded vector will be updated to help the neural
network perform its task.

*e embedding vectors ρu and σv of students and online
courses are input into the parallel multilayer fully connected
neural network to learn the potential feature vectors of
nontext attributes of students and online courses,
respectively:

􏽢ρu � f wu2f wu1ρu + du1( 􏼁 + du2( 􏼁,

􏽢σv � f wv1ρv + dv1( 􏼁,
(1)

where f(·) is the tanh activation function and wv and du are
the weight matrix and bias to be learned, respectively.

2.2. Convolutional Neural Network with Attentional
Mechanism. *e text information of the attributes of online
courses includes the title of online courses. In order to
enhance the network’s ability to learn the key content in the
text, the attention mechanism is combined with the CNN to
form a subnetwork to extract text features. *e text con-
volutional neural network is composed of an attention layer,
a convolutional layer, a pooling layer, and a full connection
layer, as shown in Figure 2.

*e attention layer assigns attention weight to the word
vector matrix of each online course text to obtain the
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updated word vector matrix. *e word vector matrix
E ∈ Rn×k is obtained by embedding the text content of online
course.K is the dimension of word vector, that is, every word
is mapped to a K-dimensional vector αx ∈ Rk. n is the
number of words. F ∈ Rn×k represents the word vector
matrix of the text information carried by all the online
courses browsed by the target student ux. αx is the word
vector of the ith word indicating αx ∈ Rk. *e word vector
representation αx of each word in the word vector matrix F

of target students and the attention score of each word αx in

the word vector matrix E of all texts of online courses are
calculated:

c αx, αy􏼐 􏼑 � v
T
c R wc αx ⊕ αy􏽨 􏽩􏼐 􏼑, (2)

where vT
c and wc are training parameters.

*e attention score of c(αx, αy) is normalized by Soft-
max function, and the attention weight aiJ corresponding to
each word vector is obtained:
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cxy � s c αx, αy􏼐 􏼑􏼐 􏼑

�
exp c αx, αy􏼐 􏼑􏼐 􏼑

􏽐
n
y�1 exp c αx, αy􏼐 􏼑􏼐 􏼑

,

(3)

where cxy ∈Cs×k is the attention weight value. *e vector
splicing operation of the attention weight matrix Cs×k and
original word vector matrix F is carried out. *e updated
network course word vector matrix Matt will be obtained as
the input matrix of the convolutional neural network:

Matt � C⊙F. (4)

In the convolution layer, each neuron slides from the
leftmost of the matrix Fatt to the right along the direction of
the sentence by the convolution kernel F ∈ Rk×m. *e
window size of convolution kernel Fy is set to m, and the
feature representation of each word in the sentence is ob-
tained after the convolution operation. Feature graphs are
formed by activation functions. *e y-th neuron produces
features as shown in the following equation:

Hy � f M
s×k ∗Fy + dy􏼐 􏼑, (5)

where ∗ is the convolution operation, dy is the offset term,
and f is the nonlinear activation function ReLU; the
nonlinearity of the convolutional neural network is en-
hanced through the activation function f:

R(α) � max(0, α). (6)

Select maximum pooling to pool the output results of the
convolution layer. *e feature graph is divided into several
rectangular regions, and the maximum value is output for
each subregion. Maximum pooling removes unimportant or
repetitive features in each subarea for the current task and
retains information that can express text features. *e
pooling result of the y-th convolution kernel is shown in the
following equation:

hy
′ � max h1, h2, h3, . . . , h

k−m+1
y􏽮 􏽯. (7)

*e pooled output is input to the full connection layer,
multiplied by the weight matrix of the full connection layer,
and added with a bias sum. Classification output is obtained
after ReLU activation function; the hidden features of online
course text information are as follows:

σtext � R wyhy
′ + dy􏼐 􏼑, (8)

where wy is the weight coefficient of the full connection layer
and dy is the offset term. Assume that the nontext attribute
feature vector 􏽢σv of online courses can be connected to the
text feature vector σtext to obtain the online course feature
􏽢σy:

􏽢σy � h 􏽢σv, σtext( 􏼁. (9)

2.3. Prediction Score. Traditional recommendation models
typically perform the interaction between the implicit rep-
resentation of 􏽢ρu of student characteristics and 􏽢σy of online

course characteristics to obtain the final predicted grade.
Due to the lack of customized optimization of the recom-
mendation task, the equal treatment of all the history online
courses will limit the representation ability of the model.*e
traditional neural network recommendation model ignores
that different online courses of student history play different
roles in predicting the next online course, so the accuracy is
low.

In the prediction layer of the algorithm model in this
paper, a neural attention network is used to distinguish the
importance of history network courses to overcome the
limitations of the traditional neural network recommen-
dation model. Learn the tacit representation of 􏽢ρu of student
characteristics and 􏽢σy of online course characteristics as the
input of the attention layer. *e attention of target students
to different online courses has different effects on predicting
the next online course. *e attention score of the student ux

to the online course vy is shown in the following equation:

sh 􏽢ρu, 􏽢σy􏼐 􏼑 � Re w1 􏽢ρu ⊙ 􏽢σy􏼐 􏼑 + d1􏼐 􏼑, (10)

where w1 and d1 are the weight matrix and bias term to be
learned. *e nonlinear relation of the current online course
to predict the next online course is obtained by Re activation
function. sh(􏽢ρu, 􏽢σy) indicates that the student ux pays more
attention to the online course vy. *e online course vy plays
an important role in predicting the next online course.
Softmax function was used to normalize the attention score
􏽢cxy:

􏽢cxy �
exp sh 􏽢ρu, 􏽢σy􏼐 􏼑􏼐 􏼑

􏽐y∈R(u)exp sh 􏽢ρu, 􏽢σy􏼐 􏼑􏼐 􏼑
, (11)

where 􏽢cxy is the contribution degree of online course vy to
students’ ux preference curve and R(u) indicates the his-
torical interactive network course set of the student ux. *e
weight of 􏽢σy is implicitly reassigned to course characteristics
as follows:

􏽢σx � 􏽘
y∈R(u)

􏽢cxy􏽢σy.
(12)

As the inner product of student bearing 􏽢pup∧u and
online course bearing 􏽢σx is calculated, the predicted score
can be obtained as shown in the following equation:

􏽢βux � 􏽢ρT
u 􏽢σx. (13)

*emean square error (MSE) was used as a loss function
to minimize the gap between the real score and the predicted
score during the training of the model:

Lsqr ≥ 􏽘
(u,λ)∈R(u)

βux − 􏽢βux􏼐 􏼑
2
, (14)

where βux marks students’ real online courses and 􏽢βux es-
timates the scores students have for online courses. *e
objective function was optimized by using the stochastic
gradient descent method to minimize the loss function, and
the weight wn and bias dn of each layer were optimized by
using the backpropagation algorithm. After the neural
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network training is completed by the algorithms above, the
model is used to predict students’ grading of ungraded
online courses. Recommendations are made to target stu-
dents according to the predicted score size. *e recom-
mendation results are used for subsequent grouping to
realize online course group recommendation.

2.4. Improved TF-IDFMethod. TF-IDF is often used for text
classification and information retrieval. TF-IDF generally
considers only the number of documents and the frequency
with which keywords appear in documents. When words
have score data, they cannot make full use of score data to
calculate TF-IDF values more accurately. *e scoring data
are introduced into the TF-IDF method to avoid losing
words with high scores while evaluating the importance of
words. *e improved TF-IDF method is shown in the fol-
lowing equation:

Suy,wx
�

􏽐
n
s�1 ruyv

vx
s

􏽐
n
s�1 ruy,vs

lb
|K|

y: wx ∈ ky􏽮 􏽯
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
, (15)

where Suy,wx
is the importance of wx to student uy, ranging

from 0 to 1; 􏽐
n
s�1 ruyv

vx
s
is the score of the file containing the

words wx; 􏽐
n
s�1 ruy,vs

is the score sum of all files; |K| is the

total number of files in the database; and | y: wx ∈ ky􏽮 􏽯| is
the number of all files. According to the dataset of the online
course, scoring data are determined and obtained as ruy,vs

.
Suy,wx

is calculated based on the score data of the history
online courses of the designated students in the training set.
*e improved TF-IDF is used to calculate the TF-IDF value
of the types of online courses contained in the recom-
mendation results, and the group recommendation of online
courses is realized by obtaining students’ preference for
different types.

*e first part of equation (15) is term frequency cal-
culation of TF-IDF. *e predicted score was used to cal-
culate the score of online courses containing file WI and its
proportion in the total file score sum. When the number is
large, it indicates that the score of the file containing wx is
higher, which reflects the importance of wx to some extent.
*e second part is the inverse document frequency of TF-
IDF. *e more the number of files contain words wx in the
total number of database files, the more weak the importance
of TF will be wx. Suy,wx

is obtained by multiplying the two
parts, and the wx value indicates students’ preference for the
word.

Based on the improvement of the TF-IDF algorithm, this
paper analyzes the types of online courses in the recommen-
dation results, obtains the importance of different types of
online courses to students, and realizes the automatic grouping
of recommendation results. *e same online courses from the
top-N recommendation results were placed into the same
group. Students’ favorite type of online courses will be rec-
ommended first, so that students can quickly find content that
matches their interests. *e specific implementation steps of
the improved TF-IDF algorithm are as follows:

Step 1: calculate the word frequency in the specific file
ky, including the word wx score of the online course
and the proportion of the score and sum of all online
courses in the students’ browsing history:

TFy,x �
􏽐

n
s�1 ruyv

wx
s

􏽐
n
s�1 ruy,vs

. (16)

Step 2: calculate the reverse file frequency index. Divide
the number of centralized online courses by the
number of online courses containing the word wx and
then take the logarithm of the quotient:

IDFx � lb
|K|

y: tx ∈ ky􏽮 􏽯
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
. (17)

Step 3: multiply word frequency and reverse file word
frequency to obtain the TF-IDF value of wx in the file
Suy,wx

:

Suy,wx
� TFy,x × IDTx. (18)

*e improved TF-IDF uses score data to reflect the
proportion of word wx in the file ky when calculating word
frequency.

2.5. Grouping the Recommended Results. *e improved TF-
IDF method was used to obtain students’ preference for
different types of online courses. Taking online course
recommendation as an example, the CourseLens dataset is
used to test the algorithm. *e word frequency information
of online course types is shown in Table 1. First of all, N
online courses are recommended to students. Second, the
online course information document M � m1, m2􏼈

, . . . , mN}. Extract the network course types contained in the
network course information documents and establish the
network course type information documents
G � g1, g2, . . . , gN􏼈 􏼉. Finally, the word frequency statistics
of online course type documents are made to obtain the
word frequency information of online course type in the
recommended results.

When the recommended online course ms contains the
online course type, the value of Rms, gx is 1. Otherwise, the
value is 0. *e improved TF-IDF is used to analyze the word
frequency information of online course types and predict
students’ preference for different online course types, as
shown in the following equation:

Suy,gx
�

􏽐
n
s�1 ruy,ms

× Rms,gx

􏽐
n
s�1 ruy,ms

lb
N

􏽐
n
s�1 Rms,gx

, (19)

where ruy,ms
is the scores of the student uy on the online

course ms, Rms,gx
indicates whether the online course ms

contains type gx, N is the number of online courses with
recommended results, and Suy,gx

is students’ preference for
different types of online courses.

*e types of online courses are arranged in descending
order according to their preference degree Suy,gx

, and the first
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K types are taken as the group name of the online course
group to be recommended, namely, L� {L1, L2... , LK}, where
L represents the set of online course groups to be recom-
mended. Add D online courses of the same type to each
online course group. *e online courses in LK are derived
from the recommendation results generated by the algo-
rithm model in this paper. *e online courses in the online
course group are arranged in descending order according to
the predicted score. Finally, K online course groups are
formed, and each online course group contains online
course group recommendation of the same type of online
course in part D.

3. Experiment

3.1. Experimental Environment andDataset. *e experiment
was carried out in PyCharm integrated development envi-
ronment on a 64 bitWindows 10 system. Versions of Python
and TensorFlow deep learning frameworks are 3.7.9 and
1.8.0. *e CPU of the computer is 3.50GHz Intel Core i7-
7800, and the memory is 32GB.

*e experiment used data from an online learning
platform. *rough collection and collation, the dataset of
500 students, 700 online courses, and 35,000 scoring records
was finally formed. As the collected data have both struc-
tured and unstructured data, it is necessary to preprocess the
data. First of all, the data are classified, and different pro-
cessing methods are selected for different classification using
group student ID, online course ID, the number of studies,
and grade value. As the types of students, grades, and cat-
egories of online courses are classified information, they are
classified as one class. *en, the values of each field are
digitized. Since the name and description information of
online courses are both text information and cannot be
quantified, they are classified as one class.

*ere are three stages to realize the recommendation: the
first stage is data preprocessing, the second stage is the
construction and training of deep neural networks, and the
third stage is the generation of the recommendation list.

(1) Data preprocessing. Since the data used are not all of
digital form, such as the type of students and the
category of online courses, these data cannot be
directly input into the network; instead, they need to
be transformed into vector representation.

(2) Building and training the network model. First, a
deep neural network is constructed. On this basis,
the data processed in the previous step are divided
into training sets and test sets. In this experiment,

80% of the datasets are used as training sets and 20%
of the datasets are used as test sets.

(3) Generating a recommendation list. *e trained
model was used to predict scores. Finally, the top-N
online courses are recommended for students
according to the rank of scoring value.

3.2. Evaluation Indicators. *ere are many evaluation in-
dexes based on the top-N recommendation algorithm. *e
HR (hit ratio), NDCG (normalized discount cumulative
gain), RMSE (root mean square error), and MAE (mean
absolute error) will be used in this experiment.

*e calculation equation of HR is as follows:

HR(N) �
ρ ∈ testset & ρ ∈ RN

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|testset|
, (20)

where P represents the online courses in the test set,
ρ ∈ testset&ρ ∈ RN indicates that online courses in the test
set are also in the top-N recommended set, and testset in-
dicates the number of test sets.

*e NDCG is widely used in the evaluation tasks of
recommendation ranking and information index ranking. It
is a kind of evaluation index sensitive to ranking position.
*e more relevant the ranking is, the bigger the corre-
sponding NDCG will be. First, the DCG is introduced, and
its calculation equation is as follows:

DCGn � 􏽘

n

x�1

2relx− 1

log2(x + 1)
, (21)

where relx is the relevance of the first online course to
students. In this experiment, if the online course is a positive
sample, the correlation degree is 1, while the negative sample
has a correlation degree of 0. If more relevant online courses
are ranked later, the overall DCG will be smaller.

Each student’s recommendation is ranked by an ideal
value, which is ranked from most relevant to least relevant.
*is is the minimum IDCG that each student can calculate.
*us, the NDCG can be calculated by the following
equation:

NDCGn �
DCGn

IDCGn

. (22)

*e NDCG has a value between 0 and 1, and the larger
the value, the better the recommendation effect.

*e RMSE and MAE are calculated as follows:

RMSE �

���������������

􏽐u,x∈T rux − 􏽢rux( 􏼁
2

|T|

􏽳

,

MAE �
􏽐u,x∈T rux − 􏽢rux

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|T|
,

(23)

where T is the number of online courses with scoring records
in the test set.

Table 1: Word frequency information of course types.

Course
Type

g1 g2 . . . gx

m1 Rm1, g1 Rm1, g2 . . . Rm1, gx

m2 Rm2, g1 Rm2, g2 . . . Rm2, gx

. . . . . . . . . . . .

ms Rms, g1 Rms, g2 . . . Rms, gx
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3.3. Experimental Results andAnalysis. In order to verify the
effectiveness of the algorithm in this paper, MAE function
was used for training in the experiment. It can be seen from

the Figure 3 that, with the increase of iteration times, the
MAE value gradually decreases to 0.69.*e algorithmmodel
in this paper, which combines student attributes, online
course attributes, and content description information, has
more complete data and tends to reduce errors. *erefore,
the model in this paper has certain validity (Figure 3).

Next, the algorithm in this paper is analyzed and
compared with other algorithms [24, 25]. In order to test the
influence of top-N number on the recommendation effect,
the values of N were set as 20, 40, 60, 80, and 100, re-
spectively. *e NDCG and HR were analyzed, respectively.
*e experimental results are shown in Figures 4 and 5. It can
be seen that, with the increase of top-N number, NDCG and
HR indicators of these three algorithmmodels are constantly
improved. *e performance indexes of the proposed algo-
rithm are all higher than those of other algorithm models,
indicating that the proposed algorithm model has a better
recommendation effect.

*e comparison of the RMSE and MAE between online
course group recommendation and other recommendation
algorithms is shown in Figure 6.*e RMSE andMAR values
of the proposed algorithm are higher than those of other
algorithms. *is further indicates that the proposed algo-
rithm can improve the accuracy of the recommendation
algorithm by extracting implied features of students and
online courses after referring to the attention mechanism.

4. Conclusion

*is paper proposes a kind of online course recommen-
dation system based on the double-layer attention mecha-
nism, aiming to solve the problem of lack of precise guided
course selection in the existing network platform. *e
feature extraction ability of the convolutional neural net-
work is improved by introducing the two-level attention
mechanism into the convolutional neural network. Different
preference weights are assigned to curriculum features to
achieve a recommendation method more in line with stu-
dents’ preferences. In course recommendation to target
students, score data and network course type data are
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combined to complete the grouping of recommendation
results. *e experimental results show that the system
achieves better performance in the NDCG, HR, RMSE, and
MAE, which provides necessary theoretical support for the
accurate selection of course guidance on the network
platform. *e analysis and optimization of algorithm effi-
ciency is the direction of further research.
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In order to improve the effect of enterprise lean management, this study proposes a lean data mining algorithm based on the
characteristics of lean data in enterprise management. +is study connects data mining and lean production to study the data of
enterprise management operation, proposes an intelligent data processing model suitable for modern enterprise management,
and constructs the model function module in combination with the enterprise operation management process. Moreover, this
study constructs an evaluation system for the effect of enterprise lean management based on data mining. +e system provides a
human-computer interaction interface, and operators can use various functions and services provided by the system through a
visual interface. +rough experimental research, it can be known that the enterprise lean effect evaluation system based on data
mining proposed in this study can play an important role in enterprise lean management.

1. Introduction

With the formation of China’s position as the world’s
manufacturing center, the problem of how to improve the
utilization of manufacturing resources and improve pro-
duction efficiency has become increasingly prominent, and
lean production has received increasing attention as a
management method to eliminate waste and improve effi-
ciency. In-depth promotion of the practice of lean pro-
duction objectively requires some support from the related
theoretical research of lean production [1]. It can be seen
that both objective practice and theoretical circles need to
further deepen lean-related research. In the 21st century, the
methods and experience of achieving lean have become
more abundant and mature. During this period, digital
manufacturing has provided more powerful tools for the
realization of lean and expanded the scope of application of
lean thinking in manufacturing enterprises. In the past, we
emphasized quality, efficiency, and cost control in the
manufacturing process. However, in fact, the design process
also needs to pursue high quality, high efficiency, and low

cost. +at is, we need to extend the “lean” thinking from
manufacturing to design and use the best solution as much
as possible in every link, step, and process of design. At the
same time, it can accurately control and optimize the design
process and state in the design activity, so as to achieve the
highest product value and the lowest cost [2]. It is based on
this demand that lean thinking is applied to the design stage,
and the problems that may arise in the future operation of
the enterprise will be eliminated from the design stage. +is
mode of operation can avoid the fundamental elimination of
waste in the enterprise and avoid the “remedy” practice of
improving after problems arise in the operation of the en-
terprise [3].

+e continuous and dynamic economic and social
competitive environment has intensified competition
among enterprises and brought challenges to the survival
and development of enterprises. How to deal with the dy-
namic changes of the current economic and social com-
petitive environment has become one of the hot issues that
academia and business circles pay attention to. It is generally
believed that innovation is a powerful weapon for companies
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to survive and develop in a continuous dynamic environ-
ment. If companies want to occupy a favorable position in
fierce competition, they must continue to innovate. Al-
though the academic circles have different understandings of
the innovation system, they all agree that management in-
novation and technological innovation are the indispensable
content of the enterprise innovation system, and they are
also the two cores of enterprise innovation. However, en-
terprise innovation is a systematic project, which requires
not only technological innovation but also continuous
promotion of management innovation.

Enterprises, especially manufacturing enterprises, as the
engine of the country’s industrialization and modernization,
are the production departments with complex technology
and the most advanced technologies. More than 7% of the
scientific research funds in developed countries are used for
the construction and research of manufacturing technology.
It can be seen that technological innovation is of the im-
portance of enterprises (especially manufacturing). How-
ever, because technological innovation can be clearly
reflected in products, managers in enterprises pay too much
attention to technological innovation and neglect manage-
ment innovation, causing many enterprises to encounter
bottlenecks in themiddle of their development.+e proposal
of enterprise innovation tasks, the organization of power, the
allocation of resources, the incentive and coordination of the
process, etc., are inseparable from the management’s stra-
tegic vision, innovation guidance, and mechanism support.
+erefore, it can be said that management innovation is the
locomotive of enterprise innovation. Many Chinese com-
panies can design and trial produce advanced samples, but it
is more difficult to ensure the quality of their mass pro-
duction, and the unit consumption of resources is much
higher than the international level, and the waste is large. At
the same time, the personnel involved in innovation are also
less, and these problems are also the main problems faced by
most companies that adopt the strategy of in-line and ex-
ternal expansion to become stronger and bigger, because
these companies are not facing the pressure of external
expansion, but the pressure of in-line lean management
innovation. +e lean management idea with “full partici-
pation, continuous improvement, elimination of waste,
creation of value, and stimulation of positive energy” as the
core is derived from lean production and is a production
organization based on the Toyota Production System (TPS)
as a prototype. Based on this method, lean management is
derived, that is, the use of lean thinking to manage various
activities of the enterprise. +is method provides an idea for
enterprises to effectively solve management problems in the
process of in-line development and promote enterprise
management innovation.

2. Related Work

+e literature [4] has conducted an in-depth study on the
essence of Toyota’s production management and found that
if the company does not fully integrate lean thinking into the
enterprise, the organization’s cost management cannot find
lean thinking. Based on the TOC theory and accounting

system, an analysis model that combines the basic operating
characteristics of lean production methods with the practical
application of the enterprise management information
system is proposed to achieve the goal of the lowest cost of
the enterprise. +e literature [5] puts forward the concept of
lean accounting, which is based on the comparison of
standard cost and value stream cost. +e literature [6]
proposed that value stream cost management can make
enterprise cost decisions more accurate, so it has very im-
portant significance for lean enterprises.

Literature [7] designed a lean cost management system
with wider applicability based on the Toyota cost accounting
system. As a result, lean cost management began to prevail
all over the world. Literature [8] proposes how to conduct
cost management under the lean accounting system: cost
management with value flow as the core does not require
annual budgets, and the calculation of performance ap-
praisal indicators is not based on historical data but is
oriented to the future status of the enterprise. Literature [9]
reviewed the development process of lean management and
explained its connotation and proposed that lean cost
management is based on the correct understanding of value
flow, and the smooth flow of value flow is guaranteed. +e
vitality of lean cost management comes from continuous
improvement and the pursuit of perfection.+e key to this is
that customers should act as the driving force of the value
stream. Literature [10] puts forward the theoretical frame-
work of lean cost management, aiming at low-cost, high-
efficiency, and high-quality production, with just-in-time
production and the self-consciousness of personnel as the
pillars, to eliminate all waste from point to surface and be
uninterrupted based on the improvement activities. Liter-
ature [11] puts forward the five basic principles of lean cost
management: customers determine the product value
structure, eliminate waste in the industrial value chain, turn
batches and queues into a continuous flow, drive the value
chain by customer demand, and pursue perfection. Litera-
ture [12] puts forward a lean accounting viewpoint that is
different from the previous accounting viewpoints. Its goal is
customer value, the core of management is value flow, and
the ultimate goal is to eliminate waste. Taking value stream
costing analysis and assessment as the entry point, the
implementation process of lean accounting is discussed in
depth and detail, which provides a highly operational
guiding framework for lean enterprise cost management.
From the perspective of lean management accounting, lit-
erature [13] explains the obstacles, such as corporate culture
obstacles, financial role transition obstacles, educational
background obstacles, and employee personal obstacles,
encountered when applying lean accounting theory to im-
plement cost management. Literature [14] summarizes the
basic content of lean accounting, including value stream
costing, analysis, and management and proposes the prin-
ciples of lean accounting: group work, self-responsibility,
and regular improvement. Literature [15] pointed out the
inapplicability of the traditional accounting indicator system
to lean organizations, thereby constructing a new perfor-
mance measurement indicator system for lean organiza-
tions. +e indicator system includes the value stream level
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and the production unit level and fully combines the
characteristics of lean production. Literature [16] demon-
strates the four-level structure model of lean cost man-
agement, lean basis, lean functions, lean methods, and lean
objectives. Literature [17] believes that lean cost manage-
ment can help Chinese companies effectively cope with the
economic crisis and pointed out that lean cost management
with the elimination of waste as the core embodies the spirit
of innovation, shows corporate culture, and contains social
responsibility. Literature [18] proposes that in the process of
implementing lean cost management, enterprises must
adhere to the four principles of combination: refinement,
simplification and quantification, revenue increment and
waste elimination, stock revitalization and incremental
optimization, and local optimization and overall coordi-
nation. Literature [19] starts with the shaping of lean cost
values and explains the importance and feasibility of lean
construction. Literature [20] constructed a cost management
system that focuses on value stream cost management, in-
cluding cost decision-making, cost accounting, cost analysis,
and cost assessment. Literature [21] proposes that lean cost
management can effectively reduce waste in the production
and operation of enterprises, has conducted research on
improving the operation process of lean enterprises and the
efficient use of lean cost management, and has provided
operable applications for enterprises in management prac-
tice methods.

3. Lean Management Data Mining Algorithm

+e time series is X1, X2, . . . , XN with N-ordered obser-
vations that can be regarded as a part of the random process
Xt | t � 0, ± 1, ± 2􏼈 􏼉, and the observation value of the time
series is x1, x2, . . . , xN.

Stationarity is the following: if the time series is
X1, X2, . . . , XN, it can be called weakly stationary or second-
order stationary. +e following conditions need to be met:
the mean value of Xt (mathematical expectation) does not
change with time. +at is, for any t, E(Xt) � μ (where μ is a
constant). Moreover, for any lag period τ, the correlation
coefficient between Xt and X(t+τ) is Cov(Xt, X(t+τ)) � ct,
that is, the correlation coefficient only depends on τ and has
nothing to do with time t. Obviously, the variance of a
stationary time series is also a constant: Var(Xt) � c0. In
general practical applications, it is enough to focus on weak
stationarity.

+e backshift operator is as follows: B is defined as
Byt � t(t−1). Obviously, ∇ � 1 − B. Among them, ∇ is the
difference operator, and there is X1, X2, . . . , XN􏼈 􏼉 for the
sequence ∇sXt � Xt − X(t−s). +e backshift operator has the
following properties:

B
s
yt � y(l−s),

1
(1 − αB)

yt � 1 + αB + α2B2
+ · · ·􏽮 􏽯yt

� yt + αy(t−1) + α2y(t−2) + · · · or |α< 1|.

(1)

White noise is as follows: if all observations of sequence
wt􏼈 􏼉 are independent and identically distributed, and other
mean μ and variance σ2 are finite constants, it is called white
noise or pure random process. +e definition of white noise
is represented by the symbol:

wt � ii d μ, σ2􏼐 􏼑. (2)

If the distribution of white noise is a normal distribution
with a mean value of 0, wt􏼈 􏼉 also becomes Gaussian white
noise.

+e MA model is as follows: it is assumed that wt􏼈 􏼉 is a
white noise sequence with a mean value of 0 and a variance
of σ2. If the sequence Xt􏼈 􏼉 satisfies,

Xt � μ + wt + θ1w(t−1) + · · · + w(t−q). (3)

+en, it is called the q-order MA process, that is, the q-
order moving average process (moving average process),
denoted as MA(q). If
θ(B) � 1 + θ1B1 + · · · + θ2B2 + · · · + θqBq, the model is

Xt � μ + θ(B)wt. (4)

AR model is as follows: the hypothesis is a white noise
sequence with a wt􏼈 􏼉 mean value of 0 and a variance of σ2. If
the sequence Xt􏼈 􏼉 satisfies,

Xt � θ1X(t−1) + · · · + θpX(t−p) + wt. (5)

+en, it is called the p-order AR process, that is, the p-
order autoregressive process (moving average process),
denoted as AR(p). If the Xt mean value is not 0, the above
equation is equivalent to

Xt � α + ϕ1X(t−1) + · · · + ϕpX(t−p) + wt. (6)

In the formula, α � (1 − ϕ1 + · · · + ϕp)μ. If
ϕ(B) � 1 − ϕ1B1 − ϕ2B2 + · · · − ϕpBp, the model is

ϕ(B)Xt � α + wt. (7)

If we consider B as a complex variable,

ϕ(B) � 0. (8)

It is called the characteristic equation of the AR model.
+e ARMA model is as follows: if the expectation of X is

μ � 0, then the autoregressive average process ARMA(p, q) is
defined as

Xt � ϕ1X(t−1) + · · · + ϕpX(t−p) + wt + θ1w(t−1) + · · · + θpw(t−p),

(9)

or ϕ(B)Xt � θ(B)wt and θ(B) � 1 + θ1B + · · · − θpBq. If
it is expected that μ is not equal to 0, the above definition can
be written as

Xt � ϕ0 + ϕ1X(t−1) + · · · + ϕpX(t−p) + wt + θ1w(t−1)

+ · · · + θpw(t−p)

(10)

and ϕ0 � (1 − ϕ1 − . . . − ϕp)μ.
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We assume that wt􏼈 􏼉 is a white noise sequence with
variance σ2, and we consider an ARMA sequence with a
mean of 0.

ϕ(B)Xt � θ(B)wt. (11)

+e sequence can be written as

Xt �
θ(B)

ϕ(B)
wt � ψ(B)wt � wt + ψ1w(t−1) + ψ2w(t−2) + · · · .

(12)

Our goal is to predict the future value q ofm steps based
on the past (Xn, X(n−1), . . . , X1) up to n hours. +e predicted
value is X(n+m). In ntm, there are

X(n+m) � 􏽘
∞

j�0
ψjw(n+m−j) � 􏽘

m−1

j�0
ψjw(n+m−j) + 􏽘

∞

j�m

ψjw(n+m−j).

(13)

Among them, 􏽐
m−1
j�0 ψjw(n+m−j) represents the future w,

and 􏽐
∞
j�m ψjw(n+m−j) represents the past w. We want to

express 􏽢Xn(m) as a linear combination of these
w1, w(n−1), . . ..

􏽢Xn(m) � ψ∗mwn + ψ∗(m+1)w(n−1) + ψ∗(m+2)w(n−2) + · · · .

(14)

+erefore, it is necessary to find the coefficient ψ∗J that
minimizes the mean square error, and the mean square error
is

E Xn+m − 􏽢Xn(m)􏼐 􏼑
2
. (15)

E Xn+m − 􏽢Xn(m)􏼐 􏼑
2

� σ2 􏽘

m−1

j�0
ψ2

j + σ2 􏽘

∞

j�0
ψ(m+j) − ψ∗(m+j)􏼐 􏼑.

(16)

+erefore, we require

zE Xn+m − 􏽢Xn(m)􏼐 􏼑
2

zψ∗
� −2σ2 􏽘

∞

j�0
ψ(m+j) − ψ∗(m+j)􏼐 􏼑 � 0.

(17)

+is results in ψ(m+j) � ψ∗(m+j), that is,
􏽢Xn(m) � ψmwn + ψ(m+1)w(n−1) + ψ(m+2)w(n−2) + · · · .

(18)

From another perspective, X(n+m) can be expressed as

X(n+m) � 􏽘
∞

j�0
ψjw(n+m−j) � 􏽘

m−1

j�0
ψjw(n+m−j) + 􏽘

∞

j�0
ψjw(n−j).

(19)

We know that when past information
In � Xn, Xn−1, . . .􏼈 􏼉 is given, the best prediction for X(n+m) is

E X(n+m) | In􏼐 􏼑 � E 􏽘
m−1

j�0
ψjw(n+m−j)|In

⎛⎝ ⎞⎠ + E 􏽘
∞

j�0
ψjw(n−j)|In

⎛⎝ ⎞⎠ � 0 + 􏽘
∞

j�0
ψjw(n−j). (20)

+erefore,

􏽢Xn(m) � E X(n+m) | In􏼐 􏼑
2

� 􏽘
∞

j�0
ψjw(n−j). (21)

We get the prediction error

Pn(m) � X(n+m) − 􏽢Xn(m) � 􏽘
m−1

j�0
ψjw(n+m−j) � w(n+m) + ψ1w(n−k+m) + · · · + ψ(m−1)w(n+1). (22)

+is is an MA (m− 1) process with a mean of 0 and a
variance of σ2􏽐m−1

j�0 ψ2
j . Pn(m) is relevant for m> 1, and it is

Pn−k(m) � 􏽘
m−1

j�0
ψjwn−k+m−j � wn−k+m + ψ1wn−k+m−1 + · · · + ψm−1wn−k+1. (23)
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+erefore, the covariance of the prediction error is

cov Pn(m), P(n−k)(m)􏼐 􏼑 � σ2 􏽘

n+m−k

l�n+1
ψ(l−n)ψ(l−n−k), k< 1.

(24)

+e basic idea of the ARMA forecasting model is to
assume that the corresponding sequence yt􏼈 􏼉 and the input
variable sequence (independent variable sequence) xt􏼈 􏼉(u �

1, 2, . . . , k) are both stationary. It first builds a regression
model of the response sequence and the input variable se-
quence. Since both yt􏼈 􏼉 and xt􏼈 􏼉(u � 1, 2, . . . , k) are sta-
tionary, and the linear combination of stationary series is
also stationary, the residual series εt􏼈 􏼉 is a stationary series
εt􏼈 􏼉. Subsequently, it uses the ARMA model to continue to
extract the residual sequence εt􏼈 􏼉. Finally, the model can be
obtained as equation (22). +e prediction process is shown
in Figure 1.

+e basic ARMA model uses the unary time series
analysis method. In reality, many time series are affected
by other time series in addition to their own changing
laws. +e introduction of relevant time series can increase
the fit of the ARMA model. If the input sequence is a
leading indicator, the lag of the ARMA forecast will be
improved, and the forecast value of the model will be
more accurate.

+e ARMAXmodel improves the prediction of the input
sequence by using the historical information of the output
sequence and its related input sequence, and it has the
following structure:

yt � μ + 􏽘
k

l�1

Θl(B)

Φl(B)
B

l1x
lt

+ εtεt �
Θl(B)

Φl(B)
wt

⎧⎨

⎩ . (25)

In the formula, Φl(B) represents the autoregressive
coefficient polynomial of the ith input variable, Θl(B)

represents the average coefficient polynomial of the ith input
variable, 1i represents the delay order of the ith input
variable, and εt􏼈 􏼉 represents the regression residual se-
quence. Θl(B) represents the autoregressive coefficient
polynomial of the residual sequence, O(B) represents the
moving average coefficient polynomial of the residual se-
quence, and wt􏼈 􏼉 represents the zero-mean white noise
sequence.

+e basic idea of the ARMAX forecasting model is to
assume that the corresponding sequence yt􏼈 􏼉 and the input
variable sequence (independent variable sequence) xt􏼈 􏼉(u �

1, 2, . . . , k) are both stationary. First, it constructs a re-
gression model of the response sequence and the input
variable sequence. Since both yt􏼈 􏼉 and xt􏼈 􏼉(u � 1, 2, . . . , k)

are stationary, and the linear combination of stationary
sequences is also stationary, the residual sequence {e,} is the
stationary sequence εt􏼈 􏼉. Subsequently, it uses the ARMA
model to continue to extract the residual sequence εt􏼈 􏼉.
Finally, the model can be obtained as equation (22), and the
prediction process is shown in Figure 2.

4. Evaluation of the Effect of Enterprise Lean
Management Based on Data Mining

For a manufacturing system, the demand for raw materials
or parts is closely related to the demand for finished products
and cannot be simply regarded as an independent demand.
Moreover, the manufacturing method has experienced the
evolution from handmade to mass production and then to
lean production and as shown in Figure 3.

Lean production is a comprehensive technological sys-
tem that encompasses a variety of manufacturing technol-
ogies and management technologies. +e composition of
lean production mainly includes the following: kanban-
based production control, total quality management, par-
ticipation of all employees in decision-making, and supplier
collaboration. Lean production strictly organizes production
according to orders through the kanban control method,
transmits material demand information between processes
through kanban, and uses kanban to delegate production
control to the subsequent processes of each process. +e
technical system structure of lean production is shown in
Figure 4.

+e planning level of the batch production model in the
small-batch environment of the variety is shown in the
following Figure 5.

Figure 6 shows the hardware composition model of the
lean production management system. +e monitoring sys-
tem adopts the B/S model in architecture. System software
and related databases only need to be installed on the server
side. Moreover, the computers connected by various de-
partments do not need to be installed as clients and only
need to use a browser to use the production monitoring
system. Using this hardware composition model has the
following advantages: ① investment is low. In addition to
purchasing computers, hardware equipment of the original
network system is basically used.② In the process of system
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Figure 1: ARMA predictive model process.
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transformation, production can normally proceed without
being affected at all.③ Data are uniformly processed on the
server side of the production management system. +e
front-end program browser is only responsible for dis-
playing the feedback information of the server program, so
the computer configuration requirements for each depart-
ment’s access are not high. ④ When the lean production
management system needs to be upgraded, it only needs to
update the server-side program installed on the production
management server and does not need to reinstall the front-

end application program, which facilitates the system
upgrade.

With the development of internet technology, com-
puting technology is changing from an application system
based on the C/S (client/server) model to an application
system based on the B/S (browser/server) model. In the B/S
model, the core point is to replace the original client pro-
gram with a general-purpose browser. All configuration
work is concentrated on the server side, the security of the
system is improved, and it also brings convenience to the
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Figure 2: ARMAX prediction model process.
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deployment, upgradation, and maintenance of the program.
+is study uses B/S application architecture based on J2EE
technology to build a lean production management system.
In the field of software engineering, in order to reduce the
degree of module coupling and improve the reusability of
modules, layering has always been a widely adopted method.
Layering can also enable developers to focus on a certain
layer for development and make the division of software
development finer and improve production efficiency. An
enterprise level, the J2EE application is usually divided into
the following three layers: UI layer, business logic layer, and
data persistence layer. A brief introduction to these layers is
given below. (1) +e UI layer is responsible for interacting
with the user, including accepting the user’s request and
returning the processing result to the user. (2) +e business
logic layer is mainly responsible for specific business pro-
cessing. (3) +e data persistence layer is mainly responsible
for dealing with the underlying database.

+e web application in this study is divided into 3 layers
in terms of responsibilities, and these three layers are pre-
sentation, business, and persistence. Figure 7 is a schematic
diagram of the system architecture. Each layer should have a
clear responsibility for processing procedures and should
not be functionally mixed with other layers, and each layer
should be separated from other layers, but a communication
interface should be placed between them.

+e traditional lean production theory is only applied to
the partial implementation process and organizational
scope, and its effect can only be reflected in the field and
operation level. +erefore, the lean production management
system based on VSM will implement lean improvement
from
project⟶ plan⟶ task⟶ improvement⟶ abnormal.
+is method is an optimization of the traditional lean
production theory, and it is a holistic lean improvement
process, rather than applied to the local implementation
process and organizational scope. Moreover, its effect will
also be reflected in the entire process of lean improvement,

rather than just reflected in the field and operation level. +e
improvement process of the VSM-based lean production
management system is shown in Figure 8.

Project management rules are the supporting framework
of the project management model. Project management
rules are composed of five modules: project formulation,
project review, project monitoring, project statistics, and
project summary. +e project formulation module is
composed of survey information and project details. +e
survey information includes three aspects of field data, re-
source allocation, and market conditions. +e project details
include parameters such as project ID, project name, project
constraints, project type, and project content. Constraints
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Figure 7: B/S three-tier system structure.
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refer to the constraints on the implementation of projects
such as expected time limit and budget funds. +e second is
the project review module. +e project review module is
mainly for project details, including two points: review
content and review results. +e review content refers to the
project information reviewed, and the review result refers to
the evaluation of the project content.+e project monitoring
module is responsible for real-time monitoring of project
implementation, including parameters such as project name,
project content, project progress, and project completion.
+e project statistics module is responsible for information
statistics during project execution, including project name,
project content, number of employees, time consumption,
material consumption, capital consumption, and comple-
tion status. In addition, the project management rules also
include a project summary module, which is responsible for
the reflection and summary of the project implementation
process.

Four roles are set up in the improvement process of the
VSM-based lean production management system. After the
setting of roles and the analysis of their functions, customers

no longer only refer to the final customers but also include
other participants in the production of the enterprise.
Moreover, it allows everyone to participate in the lean
improvement process and solves the defect that traditional
lean production theory ignores in enterprise production
participants. +e following will introduce the functional
analysis and definition of the four roles in this method. +e
role analysis in the improvement process of the VSM-based
lean production management system is shown in Figure 9.

It can be seen from the previous analysis that a top-down
analysis method is adopted. +e system can be abstracted
into subsystems such as start-up review, task allocation, first-
article production and appraisal, basic data maintenance,
mass production process control, system early warning, and
statistical analysis. Moreover, each subsystem can be divided
into several modules according to its function. +e hier-
archical functional structure of the system is shown in
Figure 10.

On the basis of the above models, combined with data
mining algorithms, an evaluation model for the effect of
enterprise lean management is constructed. In order to
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Figure 10: System hierarchy function diagram.
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facilitate deployment and rational use of system resources,
the system adopts C/S and B/S hybrid architecture model for
development. +e model training client uploads the model
file to the server, and the model prediction client directly
returns the result calculated on the server. Due to the need to
call some computing components, the server and the model
training client take up a lot of system resources (as shown in
Figure 11). +e system ultimately faces three types of users:
data processing personnel, model training personnel, and
model prediction personnel. +e data processing personnel
perform data loading and data cleaning operations, and the
model training personnel are responsible for the training of
the model. +ey upload the models that meet the conditions
to the server for use. Model forecasters can directly use the

model files on the server through a browser. +erefore,
the system provides a human-computer interaction
interface, and operators use various functions and services
provided by the system through a visual interface, as shown
in Figure 12.

After constructing an enterprise lean effect evaluation
system based on data mining, we evaluate the lean data
mining, problem discovery, data processing, and manage-
ment evaluation of the system in this study. +e results are
shown in Table 1 and Figure 13.

From the above research, the enterprise lean effect
evaluation system based on data mining proposed in this
study can play an important role in enterprise lean
management.

SQL SERVER
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SQL SERVER
BI

MALAB AI

ACCESS

Server Model prediction

Model
training Model

training

Model
prediction

Model
prediction

Model
prediction

Assembly

Model use

Results returned
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Model upload Server end
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Figure 11: Quality prediction system based on data mining.
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Figure 12: +e evaluation model of enterprise lean management effect based on data mining.
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5. Conclusions

+e secret of lean production is that it is not only a pro-
duction method but also reflects an advanced management
idea. It uses product production processes as clues to or-
ganize closely related supply chains. On the one hand, it
reduces transaction costs in enterprise collaboration, and on
the other hand, it ensures stable demand and timely supply
and takes the entire mass production system as the opti-
mization goal. As the application of database management
systems becomesmore andmore widespread, the scale of the
database is constantly expanding, and people have accu-
mulated massive amounts of business data, such as customer
data, transaction history data, sale records, and so on. +ese
databases contain a lot of valuable business information. At
present, although the applied database system can efficiently
realize data entry, query, statistics, and other functions, it
cannot find the relationships and rules existing in the data
and cannot predict the future development trend based on
the existing data. +erefore, this study links data mining and
lean production to build a data mining-based enterprise lean
management effect evaluation system, which improves the
efficiency of enterprise lean management.
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With the rapid development of deep learning in recent years, recommendation algorithm combined with deep learning model has
become an important direction in the field of recommendation in the future. Personalized learning resource recommendation is
the main way to realize students’ adaptation to the learning system. Based on the in-depth learningmode, students’ online learning
action data are obtained, and further learning analysis technology is used to construct students’ special learning mode and provide
suitable learning resources. ,e traditional method of introducing learning resources mainly stays at the level of examination
questions. What ignores the essence of students’ learning is the learning of knowledge points. Students’ learning process is affected
by “before” and “after” learning behavior, which has the characteristics of time. Among them, bidirectional length cyclic neural
network is good at considering the “front” and “back” states of recommended nodes when recommending prediction results. For
the above situation, this paper proposes a recommendation method of students’ learning resources based on bidirectional long-
term and short-term memory cyclic neural network. Firstly, recommend the second examination according to the knowledge
points, predict the scores of important steps including the accuracy of the recommended examination of the target students and
the knowledge points of the recommended examination, and finally cooperate with the above two prediction results to judge
whether the examination questions are finally recommended. ,rough the comparative experiment with the traditional rec-
ommendation algorithm, it is found that the student adaptive learning system based on the deep learning model proposed in this
paper has better stability and interpretability in the recommendation results.

1. Introduction

With the advent of the era of big data, combining the ed-
ucational big data generated in the field of education with the
deep learning model [1] can find internal characteristics
from a large number of educational data, thus optimizing the
educational model and carrying out more efficient teaching
activities. ,e essence of education big data is big data in the
field of education. Its data sources include not only learners’
learning data, but also all people’s behavior data in daily
educational activities. It has the characteristics of multi-
theme, multielement, and multiform. If we deviate from the
adaptive learning of educational big data, we can solve the
problems of unbalanced educational resources and educa-
tional model planning in traditional education, pay attention
to students themselves, and realize personalized learning.

On the basis of the continuous development of information
technology, distance education to overcome the limitation of
time and space began to appear [2]. Adaptive learning
system dynamically adjusts the generation of learning re-
sources according to students’ learning conditions, which
overcomes the problems of unbalanced distribution of ed-
ucational resources and single educational model in Chinese
traditional education, and is of great significance to the
realization of high-quality education. However, compared
with foreign countries, there are more mature systems, such
as Moodle Learning Management System and Knewton
Personalized Learning Platform [3]. In China, the research
on students’ adaptive learning system is still in the theo-
retical stage. ,e research, design, development, and
implementation of adaptive learning system are one of the
research hotspots in the future education field.
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With the rise of artificial intelligence,more andmore people
use data and machine learning to help and assist students to
learn, which is used to detect emotional state and transfer
negative state. We propose to use multimodal sensor data and
machine learning system, which can improve the learning speed
and keep the learner in the optimal emotional state [4].
Adaptive learning rate algorithm is an automatic method to set
learning rate manually. We study Barzilai–Borwein step size
method and extend it to adaptive learning rate problem.
,rough experiments, it is found that this method has great
advantages in the learning speed and generalization perfor-
mance compared with other methods [5]. With the popularity
of the Internet, people are increasingly accepting online
learning. It can provide learners with various learning materials
and acquire knowledge in various fields. Based on the adaptive
learning management system based on real-time personaliza-
tion and personalized page ranking algorithm, we complete the
skill test evaluation report and use Navies Bayes classifier to
classify the learners’ test results. Jagadeesan and Subbiah [6]
provided learning content according to the level differences of
learners and combined different learning methods and time for
effective management.

Each learner has different abilities and preferences, which
leads to the lack of a good way to support learners’ needs in
online education system, which is a challenge we face.
,erefore, we adjust the teaching decisions according to the
different needs of learners and develop an adaptive learning
system that can generate learning paths according to learners’
personal data. Q-learning algorithm is a reinforcement
learning technique in this system, which provides learners with
necessary contents and courses based on learners’ feedback [7].
Adaptive learning management system can solve this problem
by choosing suitable learning methods according to learners’
learning conditions. ,is system can create courses with
customized content and update them constantly during
learning. ,e learning materials come from the knowledge
base, which is searched, updated, and ranked for relevance by
using the network. In order to verify its effectiveness, we test
and evaluate the system, and the results show that the real-time
test of the system shows its most advanced performance [8].

2. Recommendation Algorithm Based on
Deep Learning

2.1. Traditional Recommendation Algorithm

2.1.1. Recommendation Algorithm Based on Popularity.
Popularity-based recommendation algorithm is the simplest
and most direct recommendation algorithm, which is widely
used in various sites. It is mainly recommended to sort items
based on PV, UV, and other data [9], where PV is page view.
Its advantage is that it has no cold start problem and is
suitable for new users. ,e disadvantage is that it cannot be
customized for users.

2.1.2. Collaborative Filtering Recommendation Algorithm.
At present, the cooperative filter recommendation algorithm
is the most successful and widely used recommendation

algorithm, mainly including user-based common filtering
recommendation algorithm and project-based common
filtering recommendation algorithm. ,e common filter
recommendation algorithm based on users first analyzes the
evaluation records between users and items, calculates the
similarity between users based on the evaluation records,
and then selectsM users who are most similar to the current
users. Finally, the similar user group has the highest eval-
uation and selects the target users not to use N items in the
records to recommend. ,e project-based joint filter rec-
ommendation algorithm firstly analyzes the evaluation
records of users and projects, calculates the similarity of each
project according to the evaluation records, and finally finds
out N projects with the highest similarity of the projects
evaluated by target users for recommendation.,e principle
of filtering recommendation algorithm is simple, and the
evaluation indexes such as accuracy and recall rate are also
very good. However, there is also the problem of relying too
much on user ratings. When there are few records of cold
start, new projects, and new users, the recommendation
effect is poor.

2.1.3. Content-Based Recommendation Algorithm. Its prin-
ciple is to analyze the content of the items used by the user to
generate the content selection of the user’s preference and
recommend other items with high similarity of the items
used [10]. Its advantage is to solve the problem of cold start,
but its disadvantage is that users directly recommend items
closely related to reading content, and the recommended
content is more single.

2.1.4. Model-Based Recommendation Algorithm. Make a
model to predict the user’s score according to which is
recommended [11]. ,e greatest advantage of this recom-
mended method is that it is correct and fast. ,e disad-
vantage is that in order to maintain a better
recommendation effect, the online recommendationmode is
often maintained and updated to adapt to the changes of
users and projects.

2.1.5. Hybrid Recommendation Algorithm.
Recommendation methods have their own advantages and
disadvantages. In order to get better recommendation re-
sults, hybrid recommendation strategies are often used in
the real world [12]; there are often mixed recommendation
strategies, such as conversion, crowding, and so on.
Crowding is to return the recommendation results of various
recommendation technologies to users for selection.

2.1.6. Comparison of Recommendation Algorithms. A
comparison of the advantages and disadvantages of the
above recommended algorithms is shown in Table 1.

2.2. Recommendation Algorithm Based on Deep Learning
Model. Deep learning can directly extract features from
content, process noise data, have better noise resistance [13],
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and can realize dynamic or sequential data modeling. Be-
cause of the characteristics of this neural network, it is also
very effective to import the recommendation system.

2.2.1. Recommendation Model Based on Multilayer
Perceptron. ,e MLP network structure of a three-tier
structure is shown in Figure 1.

2.2.2. Recommendation Model Based on Automatic Encoder.
,e data conversion from the input layer to the hidden layer
is a program φ after decoding the data conversion from the
hidden layer to the output layer, and the calculation method
is as shown in the following formulas:

ϕ: X⟶ Z: x↦ϕ(x) � σ(Wx + b) � z, (1)

φ: Z⟶ X: z↦ϕ(z) � σ( 􏽥Wz + 􏽥b) � x. (2)

,e first layer of the encoder can learn the primary
features of the original input, and the second layer can learn
the secondary features corresponding to the primary
features.

2.2.3. 6e Model Based on Convolution Neural Network.
It is assumed that the neural network is an I input unit and a
K output unit, the implicit layer is a layer, and the J unit is
shared. ,e formula for the sum of squared errors is as
follows:

E �
1
2

􏽘

k

k�1
dk − ok( 􏼁

2
. (3)

Among them, the following hold:

ok � f(netk) is the actual output value of neuron k in
the output layer.
dk is the desired output value of the output layer neuron
k.
yj is the output value of hidden layer neuron j.

For the E-value, in order to achieve the goal of the ideal
value, it is necessary to change the weight value of the
network. First, adjust the connection weights between the
implicit layer and the output layer.

wkj(t + 1) � wkj(t) + Δwkj. (4)

In the above formula, the value obtained by the gradient
method is the adjusted value of the connection weight be-
tween the implicit layer and the output layer.

Δwkj � −η
zE

zwkj

� η dk − ok( 􏼁f′ netk( 􏼁yj. (5)

In the above formula, η is the normal value, which is
expressed as the iteration step.

In a similar manner, you can adjust the connection
weights between the input layer and the implicit layer.
Formula adjustment:

vji(t + 1) � vji(t) + Δvji. (6)

In the above formula, Δvji is the adjustment amount for
determining the connection weight between the input layer
and the implicit layer by the gradient method. It can be
obtained from the following formula:

Δvji � −η
zE

zvji

� η 􏽘
k

k�1
dk − ok( 􏼁f′ netk( 􏼁wkjf′ netj􏼐 􏼑xi.

(7)

When there are samples, if there are P training samples,
the total error sum form of the above calculation method is

Ep �
1
2

􏽘

P

p�1
􏽘

K

k�1
dk − ok( 􏼁

2
. (8)

Table 1: Comparison of the commonly used recommendation algorithms.

Recommended technology Advantages Disadvantages
Recommendation algorithm based on
popularity

Simple and easy to operate, without the problem
of cold start Unable to make personalized recommendations

Collaborative filtering
recommendation algorithm

Simple and easy to implement, with high
recommendation accuracy

Too much reliance on user ratings; cold start;
low project coverage

Content-based recommendation
algorithm No cold start problem ,e recommended content is relatively simple

Model-based recommendation
algorithm

Fast and accurate, especially suitable for high
real-time business Models need to be maintained frequently

…

…
…

…

Xn

On

O2

O1

X2

X1

Figure 1: Multilayer perceptron network structure.
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As long as the operation is repeated for P samples as
described above, Ep reaches the minimum requested value,
and the algorithm ends.

,e workflow is shown in Figure 2.

2.2.4. Recommendation Model Based on Recurrent Neural
Network. Recent progress shows that RNN can effectively
solve this part of the problem. Unlike feedforward neural
networks, RNN has previous calculations, such as LSTM and
GRU, which are usually used to overcome gradient disap-
pearance in practical use.

2.2.5. Recommendation Model Based on Deep Semantic
Similarity Model. In this model, different items are pro-
jected into a common low-dimensional space, and the
similarity of items is calculated by cosine similarity calcu-
lation method. ,e details are shown in Figure 3.

2.2.6. Emerging Methods: Neural Autoregressive Distribution
Estimation and Generative Countermeasure Network.
Compared with other recommendation models based on
deep learning, these two methods can obtain the best rec-
ommendation accuracy and good recommendation effect.

3. Research on Adaptive Learning System
Based on Personalized Learning Resource
Recommendation Algorithm

3.1. Personalized Learning Resource Recommendation Algo-
rithmBasedonDeepLearningModel. ,is section proposes a
personalized learning resource recommendation algorithm
based on deep learning. Specifically, the algorithm [14, 15]
does not simply carry out TOP-N recommendation, but
considers students’ learning progress and current situation,
predicts students’ actions according to time information,
and recommends learning resources.

3.1.1. Problem Description. ,e purpose of the introduction
of personality test questions is to analyze students’ logs,
obtain students’ learning status, and provide high-quality
test questions exercises with personality so as to help stu-
dents get rid of monotonous and repeated mechanical
exercises.

Howard Gedina, an American educator, believes that
quality intelligence can be developed and that anyone’s
intelligence can be improved by learning. When introducing
personalized examination questions, students’ learning sit-
uation and cognitive ability should be considered, and
corresponding recommendations should be made according
to their actual conditions. If the difficulty of the problem is
not set properly, it is the students’ “cognitive loss.” Ap-
propriate organization of learning resource sequence can
stimulate students’ learning enthusiasm and learning effi-
ciency. It is extremely important to determine the difficulty
of learning resources and the sequence of the most effective
learning resources in students’ learning process, which is
also called the principle of procedure. ,erefore, when

making exam recommendations, we should bravely jump
out of the comfort zone of the target students and cannot
practice between the knowledge points we have been
learning. Proper development can improve students’ en-
thusiasm and initiative.

3.1.2. Algorithm Framework. Figure 4 shows the framework
of the algorithm proposed in this paper.

,e main flow of the method proposed in this paper is
defined:

(1) Analyze the data set, obtain the interactive records
between students and exam questions, and construct

F (Xu)

Xu

F (Xi)

Xi

Sim (u,i)

(w,b) 

Figure 3: DSSM workflow chart.

Fully 
connected 

layer

Maximum 
pooling layer

Convolution 
layer

Image

User 
information

Figure 2: Workflow chart of attention-based convolution neural
network recommendation model.
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knowledge points.
(2) ,is paper introduces the detection problem of

quadratic cooperative filter based on knowledge
points. Firstly, knowledge points are recommended
according to the knowledge point matrix of students,
and then test questions containing recommended
knowledge points are introduced on the basis of
recommended knowledge points.

(3) According to the structural prediction model of IRT,
judge whether the steps of using this knowledge
point in the recommended examination are correct.

(4) Predict the recommended test questions according
to the scores and judge the correct rate of each test
question.

(5) Determine the final test question introduction list,
control the difficulty range of the recommended test,
and the final recommended test questions are not
difficult.

3.1.3. Algorithm Implementation

Constructing Student-Knowledge Matrix. Firstly, the stu-
dents’ learning log is processed, and the interactive records
between students and examination questions are obtained.
,e data format of each line of the student-exam question
record seems to be “studentuid: probemuid: ratimestamp”.
Use the correct rate of exam questions to express students’
grasp of this problem. A question contains many knowledge
points, so students’ exercises on examination questions are
classified as exercises on students’ knowledge points. ,e
mapping relationship between student-examination ques-
tion matrix and examination question-calculation knowl-
edge point matrix is obtained, and the interactive matrix
related to student-knowledge points is standardized and
uniformly processed, and the interactive records are inte-
grated. Students use the correct rate of all questions in-
cluding a certain knowledge point to express their mastery of
the knowledge point and record it as a time stamp of dia-
logue with the knowledge point in the maximum time, and
finally get the student-knowledge point column. ,e in-
teractive record of student-examination questions is further
changed into the interactive record of student-knowledge
point, and “studentuid: kcuid: ratimestamp” is recorded.
Finally, according to the chapters with knowledge points,
ECharts is used to show the processed results. Organize the

knowledge points of learning and understand the overall
grasp of the situation.

Bi-LSTM Collaborative Filtering. ,e Long Short-Term
Memory Network (LSTM) [16, 17] is a special RNN of the
network structure shown in Figure 5. LSTMmodel is used to
overcome the increase of long-term storage calculation
index of RNN. Besides the basic structure of RNN, valve
nodes of each layer are added to determine whether the
model storage state is added to the calculation of this layer.

In LSTM model training, the state transfer is carried out
from the back direction to one direction, but in some
problems, the output of the current time is not only related
to the previous state, but also related to the subsequent state.
In this case, a bidirectional LSTM (Bi-LSTM) model is
needed. Bi-LSTM is composed of two parts of one-way
LSTM. ,e basic flow of secondary recommendation based
on knowledge points using Bi-LSTM is as follows:

(1) Raw data conversion
Generate a model training data set. After the data
set is thermally encoded separately, sparse data with
m binary features will be formed. By using single
hot coding, the problem that the classifier cannot
deal with attribute data well can be overcome.

(2) Confirmation and adjustment of network model
structure
After a series of experimental studies, we can de-
termine the Bi-LSTM network model [18], deter-
mine the obsolescence rate of each layer, the
repeated updating mode of weighting parameters,
and the best model training including epoch and
batch size. Finally, we decided to recommend the
most effective Bi-SLSTM network model structure
for personalization problems [19].

(3) Prediction of model training results
In the recommended method of submitting test
questions, firstly, knowledge points are recom-
mended according to the interaction records be-
tween students and knowledge points. In addition,
on the basis of recommending knowledge points,
according to the alternate records of students and
examination questions, personalized examination
questions based on knowledge points are recom-
mended, and the candidate recommendation list of
personalized examination based on knowledge
points is determined.

Test questions-
knowledge point 

matrix

Student-test 
matrix

Student-
knowledge point 

matrix

How to 
recommend 
knowledge

Recommendation 
of test questions

Alternative list of 
recommended test 

questions

Item response 
theory

Depth self-coding 
score prediction

Recommendation 
of test questions

Second Test 
Recommendation 

Based on Deep 
Learning

Figure 4: Personalized test recommendation algorithm framework.
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Item Response 6eory Model. ,e original data is processed
to obtain cognitive diagnosis data set. In the case of model
training, weights are assigned to each sample data, and these
weights constitute vector D. ,e error rate calculation
method is defined as follows [20]:

ε �
Number of samples incorrectly classified

Number of all samples
. (9)

,e change formula of error sample weight is as follows:

D
(t+1)
i �

D
(t)
i e

Sum(D)
. (10)

,e correct sample weight is changed as follows:

D
(t+1)
i �

D
(t)
i e

− a

Sum(D)
. (11)

t is the current classifier and i indicates the ith sample.
,en, the updated sample weight training is used to repeat
the above process. ,e weighting calculation formula of
classifier is as follows:

a �
1
2
ln

1 − ε
ε

􏼒 􏼓. (12)

Use the last trained model to predict students’ learning
resources in Figure 6.

3.2. Students’ Adaptive Learning System. Adaptive learning
system is divided into online learning subsystem, individual
test subsystem, learning information analysis subsystem,
and resource management subsystem according to business
functions. In the online learning subsystem, students order
and study courses according to their needs, and when they
learn to a certain stage, they can take the exams published by
the course teachers to achieve the purpose of consolidating
exercises in Figure 7.

Business service model is a module that provides
substantive operations and applies specific business op-
eration processes. ,e course management mainly de-
pends on the business service module to process and
supplement the business service. ,e storage side is the
efficiency of storing and submitting data management for
related data.

4. Experiment

4.1. Data Collection and Processing. Table 2 is the record
data, which contains a series of question record information,
such as student ID, question grade, and question name.
According to the problem log information, the cognitive
status of students’ knowledge points is obtained.

Data sets are processed and analyzed through deep
learning model. On the other hand, by extracting the
information recorded for each problem, the right and
wrong information of students’ knowledge points and
steps corresponding to specific problems can be obtained.
According to the statistics of knowledge points, under-
stand the knowledge points of students (correct rate).
Finally, through the interaction between students and the
knowledge points, the timestamp information can be
recorded, and the students and examination questions,
knowledge points, cognitive status, and timestamp in-
formation can be obtained. On the other hand, by pro-
cessing the whole data set based on knowledge points, we
can obtain the relevant information that the number of
occurrences of knowledge points represents the weight of
knowledge points. It is important to express the error rate
of students’ knowledge points.

4.1.1. Precision. Accuracy is one of the important indexes of
students’ adaptive learning system. Introductory problems
applied to individualized learning problems. ,at is, it
represents the ratio of the number of questions hit practiced
by the user in the test set to the total number of recom-
mended tests R.

Precision �
hit
R

. (13)

4.1.2. Recall. Recall rate is another important indicator for
evaluating students’ adaptive learning system, and it is
suitable for recommending questions of personality test
questions. ,at is, it represents the ratio of the number of
questions hit practiced by the user to the number of
questions Tpracticed by the user in the test question. Specific
definition formula is

A A

Xt-1 Xt+1Xt

XtXt Xt

x +

σ σ tanh

tanh

σ
x

x

Figure 5: LSTM model structure diagram.
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recall �
hit
T

. (14)

4.1.3. Item_Coverage. Project coverage is to measure the
mining ability of the final project recommendation system.
Excellent recommendation improves the user experience,
improves the possibility of users using the project to achieve
their goals, and should have the opportunity to recommend
each project in the system as much as possible. Item_-
Coverage is numerically equal to the total number of rec-
ommended different items.

4.1.4. Average Difficulty (AD). Different from the intro-
duction of traditional movies and music, the essence of the
problem is the actual grasp of knowledge points introduced
by students. ,erefore, only using the evaluation parameters
(correct rate, recall rate, and F1) based on the previous TOP-
N or evaluation prediction idea is not comprehensive
enough.,erefore, in order to evaluate the recommendation
results of test questions, this paper puts forward the average
difficulty of test questions AD.

AD �
􏽐

n
i�1 D

n
, (15)

where D is the difficulty of each test question and n is the
number of recommended test questions. AD indicates the
average difficulty of the test question, but the smaller the AD
value, the simpler the recommended test, and the purpose of

practice cannot be achieved. If the AD value is small, it is
difficult to recommend the exam, which means that the
correct rate of students is low. ,e AD value of the rec-
ommended result should be kept within an appropriate
range.

4.2. Comparison of Algorithms. In this paper, the proposed
test problem recommendation method is verified by com-
parative experiments, including user-based collaborative
filtering recommendation algorithm, potential trajectory
modeling recommendation method, and Markov chain
comparison. User-based common filtering recommendation
algorithm is one of the most classical recommendation al-
gorithms. Markov chain is a recommendation algorithm
based on classical sequence. In addition, the recommen-
dation method of personalized test questions based on deep
learning proposed in this paper is also the recommendation
of test questions based on sequential questions.,e selection
of Markov chain can better show the efficiency of the rec-
ommended method proposed in this paper.

4.2.1. User-Based Collaborative Filtering Recommendation
Algorithm (UserCF).

sim(u, v) � 􏽘 i ∈ (Pu∩Pv)
Ru,i − Rt􏼐 􏼑 × Rv,i − Rt􏼐 􏼑

����������

Ru,i − Rt􏼐 􏼑
2

􏽱

×

����������

Rv,i − Rt􏼐 􏼑
2

􏽱 ,

(16)
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Depth self-coding score 
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Discard 
recommendation

N N

Y Y

Figure 6: Flowchart of determining the recommended list of test questions.
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Table 2: Data set field description.

Field name Remarks Field name Remarks
Anon student ID Student ID Step duration Step time
Problem hierarchy Chapter Correct step duration Correct step time
Problem name Test questions Error step duration Error step time
Problem view Number of problems encountered Correct first attempt First attempt time
Step name Step name Incorrects Number of errors

Students Teaching
Educational 

administration
Administra

tor Tourists

Create a 
course

Course 
selection

Individualized 
examination

Resource 
upload

Online 
examination

Competency 
assessment

Resource 
audit

Examination 
situation 
analysis

Person view
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distribution

Personnel 
management
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center

Counting 
center
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Figure 7: Architecture diagram of students’ adaptive learning system.
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where Pu is the set of exercise questions for student u; Pv is
the set of exercise questions for student v; and Ru,i is the
score of student u on test i.

After determining the similar student groups of the
target students, the performance of the test questions of the
target students is predicted according to the weighting of the
similar student groups and the scores of the test questions,
and the test questions recommendation list is obtained to
recommend the test questions.

4.2.2. Latent Trajectory Modeling Recommendation Algo-
rithm (LTM). Latent trajectory modeling (LM)

recommendation algorithm is an effective method to in-
troduce time element into the recommendation method.

4.2.3. Markov Chain Prediction Algorithm (MarkovChain).
First of all, model the practice records of students’ exami-
nation questions, make examination questions with different
states, and write X1, X2, X3, and X4.... ,e value of Xn is a
matter of practice at time n. Xn+ 1 is a function of the
conditional probability of the past state Xn. ,e calculation
formula is as follows:

P Xn+1 � x|X1 � x1, X2 � x2, . . . , Xn � xn( 􏼁 � P Xn+1 � x|Xn � xn( 􏼁. (17)

According to the Markov chain test questions, the test
questions that predict the students’ next state and practice
are recommended.

4.3. Result Analysis. Firstly, the Bi-LSTM model is adjusted,
including learning rate, dropout, and batch size. ,e quality
of the model is judged from four angles: recall rate, sps,
project coverage, and ndcg, and the structure of the model is
finally determined.

4.3.1. Learning Rate (learning_rate). Learning rate deter-
mines whether the training of deep learning model can
converge to local minimum and convergence speed. In order
to select the best learning rate, 1, 0.1, 0.01, 0.001, and 0.0001
were selected in turn for comparative experiments. Exper-
imental results (Figure 8) show the evaluation of experi-
mental results of learning_rate.

It can be observed through Figure 8 that when the
learning rate is 0.0001, the training mode is obviously
dominant in the recall rate, and with the training, the recall
rate is significantly improved. When the learning rate is
0.001 and 0.0001, although the growth trend of sps,
item_coverage, and ndcg is the same, the performance of
0.0001 learning rate is better than 0.001. On the other hand,
when the learning rate is 1, 0.1, and 0.01, the other evaluation
indexes have no obvious improvement with the training.
,erefore, 0.0001 is the learning rate of the final model.

4.3.2. Dropout. In order to avoid the overfitting phenom-
enon in deep learning mode training, that is, the trained
model shows excellent performance in training data, but due
to poor performance and low accuracy of test data, the
method of adjusting Dropout parameters is adopted. In this
adjustment of Dropout, a comparative experiment was
performed using 0.4, 0.5, 0.6, 0.7, and 0.8, and the experi-
mental results are shown in the evaluation of experimental
results of Dropout in Figure 9.

It can be seen from Figures 9(a)–9(d) that with the
training, recall, sps, item_coverage, and ndcg have similar

changes when dropout is 0.4, 0.5, 0.6, 0.7, and 0.8. But
dropout was unstable at 0.7 and 0.8. Combining the per-
formances of recall, sps, item_coverage, and ndcg, the final
dropout is determined to be 0.5.

4.3.3. batch_size. batch_size is one of the important pa-
rameters of deep learning. Appropriate batch_size can
improve memory utilization, while inappropriate batch_size
will lead to slow convergence and other problems. Choose
16, 32, 64, 128, and 256 for comparative experiments, and
the experimental results are shown in Figure 10.

As can be seen from Figures 10(a)–10(d), with the
training, batch_size tends to change like recall, sps, and dcg
at 16, 32, 64, 128, and 256.,e item_cover with batch_size of
256 performs well at the start of the training and has a steady
tendency thereafter. When batch_size is 16,256, the per-
formance of recall, sps, item_cover, and ndcg is fluctuating.
Combining all the results and their stability, the value of
batch_size is finally determined to be 32.

,e data set is divided into 0.6, 0.7, 0.8, and 0.9 for
training, and the segmentation results are displayed in the
experimental data set in Table 3.

Specific comparative experimental results are shown in
Figure 11; with the increase of training groups, the accuracy
of the previous UserCF began to decrease significantly, the
accuracy of LTM has been at a low level, MC and the method
proposed in this paper are relatively stable, and the com-
parison has been improved to a certain extent. According to
Figure 11(b), the recall values of UserCF and MC methods
change obviously with the increase of the proportion of
training groups, but although the recall values of the
methods proposed in this paper and LTM are low, the values
are always stable. As can be seen from MC method
(Figure 11(c)), with the expansion of training set, item_-
coverages decreases like a cliff, which is not conducive to
new learning resources. ,e project coverage of this method
has always maintained stable and excellent performance. As
can be seen from Figure 11(d), the examination question
resources of the method proposed in this paper are relatively
stable, and it has better applicability considering whether
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Figure 9: Evaluation of Dropout experimental results. (a) Recall. (b) sps. (c) item_coverage. (d) ndcg.
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Figure 10: Evaluation of batch_size experimental results. (a) Recall. (b) sps. (c) item_coverage. (d) ndcg.

Table 3: Experimental data set.

Training set ratio
0.6 0.7 0.8 0.9

Full Train Test Full Train Test Full Train Test Full Train Test
Users 2913 1874 1040 2913 2121 793 2915 2364 552 2912 2915 274
Items 15046 15028 12984 15045 15042 11807 15044 15044 9920 15043 15044 9982
Interaction 418291 265417 152873 418291 302817 115473 418291 338273 80019 418291 418291 39488
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Figure 11: Continued.
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students adapt or not.,e topics recommended by UserCF
are not practical.,eMarkov Chain Prediction Algorithm is
not more practical because of its unstable difficulty in the test
questions recommended by the Markov Chain Prediction
Algorithm. According to the above analysis, the recom-
mendation method of personalized learning resources based
on deep learning proposed in this paper has high stability
even if the training data are different in size and can rec-
ommend corresponding topics to students with personality.
,e recommendation results can be further explained.

5. Conclusion

,is paper discusses some disadvantages of Chinese tradi-
tional education and introduces students’ self-adaptive
learning system to solve these problems by understanding
the definition, principle, research status, and key technol-
ogies of adaptive learning system. By studying the core part
of personalized recommendation in adaptive learning sys-
tem, a personalized learning resource recommendation al-
gorithm based on deep learning model is proposed. ,e
effectiveness of recommending learning resources is proved
by comparative experiments, and it is integrated into stu-
dents’ adaptive learning system. At the same time, per-
sonalized learning in the field of education is one of the hot
research topics at present, but it is still in the stage of
theoretical research and faces many problems. ,e key re-
search work in the future is to study the personalized rec-
ommendation methods for individual learners. Different
behaviors, interests, and habits can improve the accuracy of
recommendation.
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In order to explore the relationship between sports and health and improve the scientific nature of sports, this paper uses cluster
analysis algorithm as the basis, adopts the entropy estimation method for small sample sets to estimate the information entropy
value, and improves the mutual information estimation to propose a mutual information estimation method based on entropy
estimation. Moreover, this paper uses a clustering algorithm to combine sports and health intelligent diagnosis requirements to
construct a system structure. *e system recommends better sports suggestions to the user according to the user’s physical
condition, makes sports plans according to the user’s health, and can also analyze the user’s sports process. In addition, on the
basis of demand analysis, this paper designs experiments to test the performance of the system constructed in this paper. From the
experimental statistical results, it can be seen that the system constructed in this paper can basically meet the actual needs of sports
and health intelligent diagnosis. At the same time, this paper proves that there is a strong correlation between sports and health.

1. Introduction

In the modern city, people’s physical labor is less and less and
mental work andwork pressure aremore andmore, so people’s
physical function according to the current mode of life is
gradually declining. *erefore, the defense ability of the whole
body should be improved through sports, including muscle,
bone, and the whole internal organs system and body circu-
lation system. *erefore, it is necessary to study the benefits of
aerobic metabolism sports on menopausal women health.

Exercise therapy is the application of sports in medicine.
It is a treatment method based on kinematics, biomechanics,
and neurodevelopment, and its main goal is to improve the
physical, physiological, psychological, and spiritual dys-
function, and its main factor is force and reaction. Exercise
therapy includes both active physical activity training and
passive physical activity training, and its functions include
improving blood circulation, metabolism, and nerve control
of sports tissues (muscles, bones, joints, and ligaments),
promoting neuromuscular function, improving muscle
strength, endurance, cardiopulmonary function, and bal-
ance function, and alleviating abnormalities [1].

Moderate and active sports can make people feel com-
fortable, relaxed, and happy, thus weakening the pressure
brought by the fast-paced modern life. After sports, people
can also be relaxed due to the end of muscle contraction or
hormone secretion. Although sports can not completely
eliminate the pressure source and also face pressure and
tension after sports, it can temporarily reduce pressure and
remove harmful energy substances to the human body.
When people face pressure again in a comfortable and happy
mood, they will face the challenge of pressure with a positive
and confident attitude [2].

*e idea that sports is medicine (ELM) has existed for a
long time. In 2007, the American Sports Medicine Associ-
ation formally proposed ELM as a health promotion action
to solve global public health problems, which has been
widely responded to and promoted in many countries and
regions. *e aim of ELM is that doctors, fitness profes-
sionals, and other health care providers apply scientific
evidence and policies on the relationship between sports and
health in practice and apply evidence of sports science re-
search to public health practice in the form of laws or illegal
legal policies, so as to promote the globalization of EIM. EIM
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suggests that the level of physical activity should be taken as a
basic vital sign and included in the content system of doctor
consultation. Clinicians and health managers should actively
participate in preventive health services to promote the
improvement of the level of physical activity and advocate a
positive and healthy lifestyle. EIM is a global public health
practice based on evidence.

Based on the above analysis and clustering analysis al-
gorithm, this paper constructs an intelligent diagnosis
system of motion and health based on cluster analysis,
studies the relationship between motion and health, and
verifies the performance of the system.

2. Related Work

By studying the influence of Taijiquan Exercise on human
physical health, literature [3] found that different frequen-
cies of Taijiquan sports have a positive impact on the human
respiratory system and cardiovascular system and can also
improve the flexibility of the human body. *rough the
study of the influence of sports on human physical health,
literature [4] found that long-term sports has a good effect
on human body shape, especially on the weight index, and
can play the role in weight loss. *e research of literature [5]
shows that the effect of sports on the vital capacity of boys
and girls is different; that is, it can significantly improve the
vital capacity of boys but can only maintain the original vital
capacity of girls. *e research of literature [6] shows that
sports can significantly improve the strength of boys’ upper
limbs, but it has no obvious effect on girls’ upper limb
strength, but it also has a certain effect, and sports can
improve the quality of human speed and endurance. In the
study of the effect of aerobic sports on human cardiopul-
monary function in literature [7], it was found that aerobic
sports has a benign effect on the cardiopulmonary function
of the human body, can improve the myocardial function,
make the blood circulation supply capacity more smooth,
and increase the vital capacity, can improve the aerobic
metabolism ability of the body, and also can improve the
contractile ability of the heart and the relaxation tension of
the blood vessels, enhance the elasticity of the blood vessels,
promote the blood lipid metabolism, effectively prevent
arteriosclerosis, and thus reduce the blood pressure and
improve the cardiovascular function when the body is quiet.
By studying the influence of different elective courses on
human physical health, literature [8] found that different
elective courses have different degrees of influence on hu-
man physical health.

*ere are internal and external factors and subjective
and objective factors that affect human physical health, and
the internal and external factors are mainly congenital in-
heritance and acquired. *e subjective factor mainly in-
cludes their own personality characteristics and cognition of
physical health [9]. By studying the relationship between
subjective factors and human physical health, literature [10]
concluded that the subjective factors affecting human
physical health are mainly the cognition of physical health,
and the degree of cognition of physical health is an im-
portant factor affecting human physical health. In addition,

people’s own personality characteristics also have a great
impact on physical health. *e physical condition of ex-
troverted people is much better than that of introverted
people. Literature [11] believed that the physical health
status of people with lively and extroverted personality and
high enthusiasm is significantly better than that of people
with introverted personality and low enthusiasm. *rough
the investigation of people’s sports lifestyle, literature [12]
found that sports lifestyle and habits are the important
reasons for affecting physical health and finally concluded
that a good sports lifestyle is an important factor affecting
people’s physical condition. Literature [13] analyzed the
relationship among obesity rate, family income, and physical
health status through relevant research on the influence of
obesity rate on physical health status in colleges and uni-
versities. *e results show that family economic status has a
significant impact on male obesity, which is basically pro-
portional to the relationship, while female obesity is less
affected by family income status, which is not significant or
linear. *e analysis of literature [14] shows that there are
many factors that affect the physical fitness of the masses in
China. Among them, the main social reason is online games,
which makes the human body ignore the awareness of
sports. Second, the school ignoring the importance of fitness
is one of the important factors, so that the campus cannot
form a good fitness atmosphere, resulting in poor physical
health of students.

With the development of social science and technology,
Internet technology has been widely used in society, which
provides a new platform for sports health control and
management system [15]. We can install a control terminal
on the detection equipment and use Internet technology to
control the terminal to collect the data of the detection
equipment and upload the data to the background cloud
computing server of the sports health control and man-
agement system, so as to avoid the inconvenience of user
manual input and improve the efficiency [16].

3. Information Entropy Estimation of Sports
and Health

In the estimation of information entropy, the general
method is to use the discrete probability of variables and
usually use the histogrammethod to estimate the probability
density of discrete random variables. When the sample set is
large enough, the estimated value of information entropy
tends to its true value. However, in the case of small sample
size, if we still use the simple method to replace the prob-
ability in the histogram with the observed frequency, the
statistical fluctuation will make the distribution look less
uniform, which will lead to the underestimation of infor-
mation entropy. In this case, the estimation of information
entropy will be biased, which will affect the accuracy of
information entropy calculation. At present, a lot of research
work has put forward relevant suggestions on how to es-
timate the deviation in order to reduce the deviation of
information entropy estimation. Similarly, in the estimation
of continuous and discrete variables, there is the problem of
estimation bias.
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In the histogram method, a given discrete random
variable X contains N results X � X1, X2, . . . , Xn􏼈 􏼉. And the
corresponding number of occurrences is
xi � n1, n2, . . . , nN􏼈 􏼉, i ∈ (1, N) which has the following
formula:

n � |X| � 􏽘

N
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ni,
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xi
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*e following results can be derived:
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Formula (2) is called the naive entropy estimation, and
the information entropy is estimated by counting the fre-
quency of discrete values in the sample set.

*e relevant literature explains the deviation of the naive
estimation method. If the real entropy value of the random
variable is assumed to be H, then the expected value of the
entropy value estimated using formula (2) is as follows [17]:

E HE􏼂 􏼃 � H −
N − 1
2n

−
1

12n
2 1 − 􏽘

N

i�1

1
p xi( 􏼁

⎛⎝ ⎞⎠ + O n
− 3

􏼐 􏼑.

(3)

Miller proposed the Miller correction term to correct the
deviation of the primary term (N − 1)/2n, which is called
Miller correction, and designed an entropy estimation
method that takes into account the deviation in the entropy
estimation process. *e Miller-adjust entropy estimation
method is defined as follows [18]:

HM(X) � H(X) +
N − 1
2n

. (4)

Formula (4) corrects the deviation of the naive esti-
mation method in the primary term, so that the estimated
entropy value is relatively closer to the true entropy value,
and further improves the accuracy of the entropy estimation
method. *e Miller-adjust method only corrects the devi-
ation of the first term in formula (3). However, the quadratic
and higher-order terms in formula (3) all depend on the true
probability density function value, so it is usually difficult to
estimate and correct.

Hierarchical clustering of mutual information based on
the Grassberger entropy estimation method is as follows.

Grassberger proposed a series of entropy estimation
methods by considering the deviation in entropy estimation.
*ey all have the following basic forms but differ in the
expression of the Φ(xi) term [19].

HΦ � log n −
1
N

􏽘

N

i�1
niΦ xi( 􏼁. (5)

If we approximate Φ(xi) in the formula to log ni,

Φ xi( 􏼁 � log ni. (6)

Formula (5) will be transformed into formula (2); that is,
the abovementioned entropy estimation method will be
transformed into the Naive entropy estimation method by
substituting formula (6). If Grassberger assumes that the
probability density p(xi) is much less than 1, then the
sample set will follow a Poisson distribution. *erefore, the
q-order Renyi entropy can be defined as follows:

H(q) �
1

1 − q
log􏽘

N

i�1
p

q
xi( 􏼁. (7)

When q infinitely tends to 1, formula (7) is transformed
into Shannon entropy. pq(xi) in formula (7) can be esti-
mated by the following formula:

p
q

xi( 􏼁 �
1
n

q

N!

(N − q)!
. (8)

Among them, n represents the number of samples and N
represents the number of random variables with different
values in the sample set. In a study by Grass Gerber, the Γ
function is used to replace the factorial operation in formula
(8), and the following formula is used to define the Shannon
entropy [20]:

Hψ � 􏽘
N

i�1

ni

n
log n − ψ(n) −

(−1)
n

ni ni + 1( 􏼁
􏼠 􏼡. (9)

When p(xi) is smaller, this method has higher accuracy
than Miller entropy estimation.

Grassberger proposed a more effective method in the
subsequent entropy estimation research:

HG � log n − 􏽘
N

i�1
niG ni( 􏼁. (10)

Among them, G(ni) is expressed as follows:

G ni( 􏼁 � ψ ni( 􏼁 +
1
2
(−1)

ni ψ
ni + 1
2

􏼒 􏼓 − ψ
ni

2
􏼒 􏼓􏼒 􏼓, (11)

where ψ represents the dual gamma function. From formula
(11), it can be concluded that when ni approaches infinity,
G(ni) will approach the log function, which is transformed
into a naive entropy estimation method, thereby making the
entropy estimation approach the theoretical value. However,
in actual estimation, it is difficult for ni to reach infinity due
to the limitation of sample size. *erefore, the Grassberger
entropy estimation method is more accurate than the Naive
entropy estimation method in the case of small samples.

Scientific Programming 3



In the research, this article first obtains the estimation
formula of mutual information through the relationship
between the concepts of information entropy:

I(X; Y) � H(X) − H(X|Y) � H(X) − 􏽘
y∈c

p(y)H(X|y).

(12)

*en, the Grassberger entropy estimation formula is
brought into the mutual information estimation formula so
that the mutual information estimation method based on
Grassberger entropy estimation can be deduced by the
following formula:

IG(X; Y) � HG(X) − 􏽘
y∈c

p(y)HG(X|y). (13)

In this part, by introducing the Grassberger entropy
estimation method, the mutual information estimation
method based on the Grassberger entropy estimation is
derived. Because Grassberger entropy estimation can ac-
curately estimate information entropy when the sample size
is small, the calculated deviation is smaller than that cal-
culated by the Naive entropy estimation method. Nuwozin
also proved in the research that Grassberger entropy esti-
mation can effectively reduce the deviation of information
entropy estimation compared with the Miller entropy es-
timation method. *erefore, the mutual information esti-
mation method based on Grassberger entropy estimation
deduced in this paper can effectively estimate the mutual
information between random variables in a finite sample set,
making the estimation of mutual information more accurate
and more applicable than the estimation using ordinary
methods.

In this paper, the derived method of mutual information
estimation based on Grassberger entropy estimation is used
in agglomerated hierarchical clustering analysis, and a new
mutual information hierarchical clustering algorithm based
on Grassberger entropy estimation is proposed. *e basic
idea of the G-MIHC algorithm is to first treat each sample
point as a cluster, so that each cluster contains only one
sample point, and then use the similarity metric based on
mutual information to calculate the distance between the
clusters and build a distance matrix. In this process, the
mutual information estimation method based on Grass-
berger entropy estimation is used to calculate the mutual
information value. Second, the algorithm finds the two
closest clusters according to the minimum distance criterion
and merges these two clusters to form a new cluster, then
updates the distance matrix again, and deletes the distance
between the original two clusters and other clusters from the
distance matrix. *e mutual information distance between
the new cluster and all other clusters is calculated, and it is
put into the distance matrix. *e distance information be-
tween other clusters remains unchanged during the update
process. Finally, the algorithm judges whether the number of
clusters meets the termination condition; if not, it continues
to merge clusters and updates the distance matrix. If the set
termination condition is reached, it stops clustering and
returns the clustering result.

*e algorithm flow chart of G-MIHC is shown in
Figure 1.

In terms of setting the number of clusters, there are
usually two selection methods. First, when the number of
clusters is small, the experiment usually enumerates 1 to N
and then uses the evaluation index to measure the optimal
situation. *e other is that when the number of clusters is
relatively large, the algorithm can use the learning method to
use the previous state to modify the number of clusters in the
current state. Because the biomedical dataset used in this
article contains prior category information, this experiment
directly uses the number of dataset categories as the pa-
rameter setting for the number of clusters.

When estimating information entropy, the general
method is to use the discrete probability of the variable to
bring in information entropy, and the histogram method is
usually used to estimate the probability density of the dis-
crete random variable. When the sample set is large enough,
the estimated value of information entropy approaches its
true value. However, in the case of a small sample size, if we
still use the naive method to simply replace the probability in
the histogram with the observed frequency, the statistical
fluctuation will make the distribution look less uniform,
which will lead to a loss of information entropy. *is sit-
uation will bias the estimation of information entropy,
thereby affecting the accuracy of information entropy cal-
culation. A lot of research work has put forward relevant
suggestions on how to estimate the deviation to reduce the
deviation of information entropy estimation. Similarly, the
problem of estimation bias appears in the estimation process
of continuous and discrete variables.

4. Sports and Health Intelligent Diagnosis
System Based on Cluster Analysis

According to the design concept of cluster analysis, the flow
chart of the push mechanism of sports health management
messages is shown in Figure 2.

*e system algorithm mainly calculates according to the
user’s physical condition to recommend better diet and
sports suggestions to the user. Because there is no way to give
all users professional and targeted advice one by one, we look
for relevant information about healthy sports to customize
the algorithm and calculate the user’s record data to give a
reasonable diet and sports recommendation feedback. *e
user data analysis process is shown in Figure 3.

According to the judgment result of the user’s sports and
diet situation in the recent period, the corresponding de-
cision is selected from the decision table of many situations
preset in the system and recommended to the user. *e
corresponding process is shown in Figure 4.

Similar functions should be placed in a large module as
much as possible, the classification should be reasonable, the
main function should be prominent, the level should not be
too many, and it is better not to exceed four levels, and we
need to think about the layout of the function from the
perspective of the user. After the previous analysis and
research, the final system module structure is shown in
Figure 5.

4 Scientific Programming



Based on the analysis of functional requirements and the
overall structure design, the health and sports management
system is divided into functional modules, as shown in
Figure 6.

When the user enters the health sports management
system for the first time, in order to make the user have a
better experience in the future, the user needs to set
some basic information of his own. In this way, data
applicable to each user can be better pushed in future
use. Figure 7 is an operation flowchart when the user
enters the system.

5. Sports and Health Intelligent Diagnosis
Analysis Based on Cluster Analysis

*is article combines cluster analysis to construct a sports
and health intelligent diagnosis and analysis system, which

can make sports plans according to the user’s health and can
also analyze the user’s sports process. After that, this paper
verifies the performance of the sports and health intelligent
diagnosis system constructed in this paper through exper-
iments. *is paper selects users from the society, connects
the system with users through wearable devices, and obtains
81 sets of valid data through health diagnosis. *e scores of
the health diagnosis effect of the system are shown in Table 1
and Figure 8.

From the above analysis, it can be seen that the sports
and health intelligent diagnosis system based on cluster
analysis constructed in this paper has a good effect on
human health diagnosis. On this basis, this article studies the
effects of the system constructed in this article on human
health and sports recommendation.*e results are shown in
Table 2 and Figure 9.

From the above analysis, it can be seen that the sports
and health intelligent diagnosis system based on cluster
analysis constructed in this article meets the expected
functional requirements, can make sports plans based on
human health, and also proves that there is a clear corre-
lation between sports and health.

Start

News push

Is it recorded today? Push reminder at nine
o'clock in the evening

Has it been recorded in
the last three days? Push exercise reminder

Is there an exercise
reservation?

Push message 1 hour
before exercise

Do you want to set a
meal message? Push before eating

Do not push messages

The end

No

No

No

No

Yes

Yes

Yes

Yes

Figure 2: Flow chart of message push.

Start

Input data set

Calculate the distance matrix

Find the minimum distance class

Update the distance matrix

Number of clusters>K

Enter the clustering result

The end

No

Yes

Figure 1: Flow chart of the G-MIHC algorithm.
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User

Recent overall
situation Basic user data Set judgment rules

Get the judgement
result

Large amounts of
decision

information in the 
database

Get the best
decision

Today's diet
recommendation

Today's sports
recommendation

Figure 4: Evaluation and decision-making selection recommendation process.

User

Diet data
recording

User account
basic data

Sports data
recording

Yesterday's
diet

Yesterday's
exercise

Summary of
yesterday's
situation

Figure 3: User data analysis process.
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Health and
Sports

Management
System

Boot interface module

General overview module

Healthy Eating Module

Add recording module

Healthy Exercise Module

Personal Center Module

System Algorithm Module

Figure 5: Structure diagram of the system module.

Main interface module

Boot function module

General overview module

Healthy Eating Module

Healthy Exercise Module

Personal Center Module

Health report

Add diet and exercise records

Exercise, eat healthy

Add function

Today and Discipline

Diet and exercise
recommendation

Welcome Screen

Figure 6: Detailed function division diagram of the system.
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Table 1: Statistical table of the health diagnosis effect of the sports and health intelligent diagnosis system based on cluster analysis.

No. Health diagnosis effect No. Health diagnosis effect No. Health diagnosis effect
1 79.3 28 86.6 55 87.9
2 81.1 29 90.2 56 83.5
3 89.4 30 85.4 57 85.1
4 80.3 31 80.0 58 79.5
5 90.8 32 80.4 59 91.1
6 84.6 33 87.5 60 82.6
7 87.9 34 88.1 61 88.2
8 87.4 35 88.7 62 80.7
9 90.0 36 84.3 63 87.0
10 90.6 37 89.7 64 79.0
11 83.8 38 79.5 65 89.4
12 86.4 39 83.2 66 85.7
13 85.3 40 79.4 67 79.7
14 80.9 41 80.6 68 89.2
15 85.3 42 84.7 69 82.3
16 89.5 43 87.6 70 83.5
17 79.7 44 83.0 71 82.1
18 89.4 45 81.9 72 79.0
19 91.9 46 86.7 73 89.1
20 86.6 47 82.6 74 89.7
21 90.3 48 83.5 75 81.2
22 86.5 49 82.8 76 86.7
23 83.7 50 81.0 77 90.5
24 86.7 51 80.7 78 79.1
25 86.6 52 91.1 79 85.0
26 80.9 53 88.0 80 89.6
27 88.9 54 83.7 81 79.5

Start

Welcome Screen

Are you logged in

Continuous calculation

Whether to log in as a guest

System hint

Fill in basic information

Basic physical condition

Health goal setting

Healthy The end

Enter the main interface

Registration interface

Yes

Yes

No

No

Figure 7: Operation flowchart when the user enters the system.
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Figure 8: Statistical diagram of the health diagnosis effect of the sports and health intelligent diagnosis system based on cluster analysis.

Table 2: Statistical table of sports recommendation effect of the sports and health intelligent diagnosis system based on cluster analysis.

No. Health diagnosis effect No. Health diagnosis effect No. Health diagnosis effect
1 79.2 28 85.5 55 79.4
2 76.5 29 83.0 56 78.2
3 78.5 30 82.9 57 71.5
4 85.1 31 74.8 58 71.3
5 77.0 32 76.4 59 75.8
6 71.7 33 85.4 60 72.4
7 81.2 34 81.5 61 84.0
8 79.3 35 77.9 62 81.3
9 82.5 36 81.3 63 84.7
10 79.4 37 81.9 64 82.9
11 74.1 38 78.2 65 71.6
12 71.0 39 80.7 66 84.2
13 75.7 40 76.3 67 81.7
14 72.3 41 76.0 68 80.6
15 82.9 42 74.8 69 81.8
16 74.9 43 71.4 70 71.5
17 81.0 44 77.2 71 84.4
18 75.7 45 74.7 72 78.1
19 80.6 46 73.0 73 85.6
20 85.7 47 75.8 74 76.1
21 80.0 48 83.6 75 80.6
22 82.6 49 82.2 76 84.5
23 84.0 50 80.7 77 72.8
24 83.0 51 75.0 78 82.6
25 79.7 52 79.5 79 74.1
26 75.9 53 80.0 80 82.3
27 84.8 54 83.7 81 76.9
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6. Conclusion

Scientific sports can prevent many diseases and can also
be used to treat some diseases. What we need is a rea-
sonable and targeted sports guidance method; otherwise,
it will often produce unfavorable effects. Moreover,
personal errors or unreasonable sports are not only
harmful to the physical condition but may also aggravate
some health risks. *e analysis of the combination of
basic personal body data and sports data to provide users
with suitable health plans and sports programs and to
guide people to perform more reasonable fitness will help
our body’s health and disease prevention. *is article
combines the clustering analysis algorithm to construct a
sports and health intelligent diagnosis system based on
the clustering algorithm, sets the functional modules of
the health diagnosis system based on actual needs, and
verifies the performance of the system. From the research
results, the system constructed in this paper has a certain
effect.
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Aiming to solve the problem that ideological and political education courses in universities are not targeted enough and cannot
form personalized recommendations, this paper proposes an ideological and political education recommendation system based
on analytic hierarchy process (AHP) and improved collaborative filtering algorithm. Firstly, considering the time effect of student
scoring, the recommendation model is transformed into Markov decision process. *en, by combining the collaborative filtering
algorithm with reinforcing learning rewards and punishments, an optimization model of student scoring based on timestamp
information is constructed. To quantify the degree of students’ preference for courses, the analytic hierarchy process is used to
convert the students’ behavior data into the preference value of courses. To solve the problem of data scarcity, the missing values
are predicted by the prediction score rounding filling and the optimization boundary completion method. Experimental results
show that the feasibility of the proposed system is verified, and the system has vital accuracy and convergence performance. *e
ideological and political education recommendation system proposed in this paper has important reference significance for
promoting ideological and political education in the era of big data.

1. Introduction

As the main channel to carry out ideological and political
work in colleges and universities, ideological and political
education curriculum is a critical way to practice the
mechanism of education in colleges and universities.
Ideological and political education courses run through the
whole process of higher education teaching and are an es-
sential system for universities to cultivate high-quality tal-
ents [1]. At present, ideological and political education in
colleges and universities mostly adopts the way of large
classes and open classes for collective teaching. *ere are
many problems in this way, such as single form, weak
pertinence, lack of synergistic effect, and being unable to
form personalized collaborative education mechanism.
*erefore, combining with the characteristics of students, it
is of great significance to carry out personalized recom-
mendations of ideological and political education courses.

With the continuous development of network and in-
formation technology, the amount of network information

data of ideological education courses is also increasing ex-
ponentially. Faced with a variety of ideological education
courses, how to carry out personalized recommendations
needs to be systematically studied. Personalized recom-
mendation can effectively filter unwanted information by
analysing users’ behavioural preferences through various
recommendation algorithms [2]. Recommendation system
can actively provide personalized information for users. At
present, personalized recommendation has been widely used
in social networking [3], news, music, books, andmovies [4],
such as cloud music [5] and online shopping product rec-
ommendation [6].

Recommendation algorithms are mainly divided into the
following three categories [7]. In the first category, collab-
orative filtering recommendation algorithm makes recom-
mendations based on users’ intentions [8, 9]. It has achieved
significant improvement in recommendation accuracy.
However, their interpretation of recommendation results is
often not intuitive [10]. In the second category, content-
based recommendation algorithm conducts feature
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modeling through various available content information
[11, 12]. Because the content of an item is easier for the user
to understand, it is often intuitive to explain to the user why
the item is being recommended. Collecting the required
content information under different recommendation
backgrounds is a time-consuming task, which becomes the
bottleneck of content-based recommendation algorithms.
However, the construction of knowledge map can reduce the
workload of extracting content information. *erefore,
knowledge graph, as an emerging auxiliary data, is attracting
the attention of researchers [13]. Deep learning also brings
innovative ideas for recommendation system [14]. However,
the existing recommendation algorithm based on deep
learning only considers the rating data by using matrix
decomposition, which inhibits the recommendation effect
[15]. In the third category, hybrid recommendation algo-
rithm [16, 17] can often achieve better recommendation
effect by combining the advantages of multiple recom-
mendation algorithms.

As a typical recommendation algorithm, collaborative
filtering technology mainly includes memory-based and
model-based algorithms [18]. *e former calculates the
similarity by analysing the user-item score matrix and makes
the prediction and recommendation based on the similarity.
*e latter trains a prediction model through the user’s net-
work history, operation, and other data. It then uses this
prediction model to predict the project score. Many studies
have optimized the recommendation effect by improving
collaborative filtering algorithms, such as restricted Boltz-
mann machine [19], K-nearest neighbour algorithm [20], and
singular value decomposition (SVD) [21] algorithm. Not only
is SVD a mathematical problem, but also it has been suc-
cessfully applied in many engineering applications. In the
recommendation system, it is easy to obtain the full rank
decomposition of any matrix by using SVD. *en, it can
realize data compression and dimensional reduction. SVD++
[22] further integrates implicit feedback information on the
basis of SVD and adopts implicit preference to optimize SVD
model with better performance. However, SVD++ and SVD
do not consider the impact of time timestamp on recom-
mendation performance, and the actual recommendation
effect is related to timestamp to a certain extent. For example,
the ratings of users ten years ago on a certain product are
different from those of current users, so it is necessary to
improve it and optimize the prediction effect.

Considering the time effect of student rating, the rec-
ommendation model is transformed into Markov decision
process. *en, in order to quantify the degree of students’
preference for courses, the analytic hierarchy process is used
to convert the students’ behaviour data into the preference
value of courses. Finally, the accuracy of the recommen-
dation model is improved by constructing a student scoring
optimization model integrating timestamp information.

To solve the problem that ideological and political ed-
ucation courses in universities are not targeted enough and
cannot form personalized recommendations, this paper
proposes an ideological and political education recom-
mendation system. *e contribution of our paper is sum-
marized, which is grouped into the following three points.

(a) *e recommendation model is transformed into
Markov decision process considering the time effect
of student scoring.

(b) An optimization model of student scoring based on
timestamp information is constructed by combining
the collaborative filtering algorithm with the process
of reinforcing learning rewards and punishments.

(c) To quantify the degree of students’ preference for
courses, the analytic hierarchy process is used to
convert the students’ behavior data into the pref-
erence value of courses.

*e rest of the paper is organized as follows. In Section 2,
modeling for the system is introduced first, and then the
process of training and prediction is introduced. Section 3
gives the experimental results and discussion. At last, Section
4 draws a conclusion of this paper.

2. The Proposed Recommendation System

2.1. Modeling for the System. Firstly, the curriculum rec-
ommendation system of ideological and political education
is modelled, and the high-dimensional sparse matrix is
decomposed into low-dimensional matrix by singular value
decomposition method. *en, students’ behaviour data are
converted into course preference values through analytic
hierarchy process (AHP). Finally, the recommendation
model is transformed into Markov decision process by
establishing model mapping.

2.1.1. Singular Value Decomposition. In real life, the student-
course matrix is large, but due to the limited interests of
students. *e grading data of individual students on courses
are often small.*e core idea of SVD is to decompose a high-
dimensional sparse matrix into two low-dimensional ma-
trices. Compared with eigenvalue decomposition, it can only
be used for symmetric matrices. SVD can perform full rank
decomposition on any M×N matrix to achieve data com-
pression. However, before SVD is used to decompose the
matrix, blank items in the matrix need to be filled to get a
dense matrix. Assuming that the matrix before filling is R
and after filling is R′, the calculation formula is as follows:

R′ � URV
T
. (1)

*e calculation formula of SVD algorithm is as follows:

􏽢rpx � μ + dp + dx + v
T
xup, (2)

where 􏽢rpx represents the predicted score value, μ represents
the average value of the score, dp and dx represent the offset
amount of student p and course x, respectively, vx and up

correspond to the feature vectors of courses and students on
each hidden trait, respectively, and T superscript stands for
transpose.

If a student scores a course, it means he has seen it. Such
behaviour contains certain information, so it can be inferred
that the behaviour of grading reflects students’ preferences.
Accordingly, this preference can be reflected in the model in
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the form of implicit parameters to obtain a more accurate
model SVD++.

*e calculation formula of SVD++ model is as follows:

􏽢rpx � μ + dp + dx + v
T
x up +

1
������
|T(p)|

􏽰 􏽘
y∈T(p)

jy
⎛⎝ ⎞⎠, (3)

where T(p) is the collection of all courses browsed and
evaluated by student p, jy bias for hidden student-course J’s
personal preferences, and the preference degree of student p

consists of explicit feedback pu and implicit feedback
1/

������
|T(p)|

􏽰
􏽐y∈T(p)jy.

2.1.2. Preference Calculation Method Based on AHP. To
analyze the hidden bias of students’ preference for courses,
the data of students’ browsing course introduction, col-
lecting course, and learning course were firstly collected.
*en, the analytic hierarchy process (AHP) is used to cal-
culate the value of students’ preference for courses. *e
questions favoured by students are divided into goal layer,
criterion layer, and program layer. Use browsing course
profiles, bookmarking courses, and studying courses as
criteria for making decisions. *e hierarchical model of
student interest calculation is shown in Figure 1.

*e judgment matrix C is constructed by pairwise
comparison of different factors. It is more important to
bookmark the course than to browse the course introduc-
tion. Learning the course content is more important than
collecting the course.*erefore, the scale is set as follows: the
ratio of collection course to browsing course is 3; the ratio of
learning course to browsing course is 5; the ratio of learning
course to collection course is 3. *erefore, the judgment
matrix C is

C �

1
1
3

1
5

3 1
1
3

5 3 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

*e maximum eigenvalue of the matrix is

λ � 3.0414. (5)

*e eigenvector m of the matrix is

m � (0.11, 0.26, 0.63)
T
. (6)

EX of consistency indicator is

EX �
3.0414 − 3

3 − 1
� 0.0207, (7)

and Table 1 shows that the average random consistency
index RX is

RX � 0.52. (8)

*e size of the calculated consistency ratio ER is

ER �
EX

RX
�
0.0207
0.52

� 0.0398< 0.1. (9)

*e final result passes the consistency ratio test.
*erefore, the weight of browsing course profiles is 0.11. *e
weight of collecting courses is 0.26, and the weight of
learning courses is 0.63.

*e degree of students’ preference for course operation is
quantified. *e calculation formula of students’ preference
intention is as follows:

V � 0.11∗U1 + 0.26∗U2 + 0.63∗U3. (10)

U1 here browses the course introduction for students.
U2 has a collection of lessons for students. U3 studied the
course for students.*erefore, the analytic hierarchy process
(AHP) is used to convert student behaviour data into course
preference values.

2.1.3. Markov Decision-Making Process. Markov decision
process is an intuitive and basic construction model in
decision theoretic programming, reinforcement learning,
and stochastic domain. In this model, the environment is
modelled through a set of states and actions that can be used
to execute the state of the control system. *e goal of
controlling the system in this way is to maximize a model’s
performance criteria. At present, many problems have been
successfully modelled by Markov decision process, such as
multiagent problem, robot learning control, and game
playing problem. *erefore, Markov decision process has
become a standard method to solve timing decision
problems.

A general Markov decision process is represented by A
quintuple, as shown in Figure 2, where Sn represents the
state, cn represents the action, and rn represents the return
function. *e agent senses the state information in the
current environment and chooses to perform some actions
according to the current state. *e environment sends a
reward or punishment signal to the agent based on the
selected action. Based on this reward and punishment signal,
the agent moves from one state to the next.

To optimize SVD++ recommendation model by rein-
forcement learning method, the mapping relationship be-
tween recommendation prediction model and Markov
decision process should be established first. In order to
construct Markov decision process, students’ preference
scores for courses under different time stamps are converted
into quintuples. *e following is the mapping relationship
between course scoring designed in this paper and Markov
decision process.

(1) For state space S, in this paper, student p scores the
course at time n as state S

(p)
n . Because the score of

students on courses in the data set is 5 integers
within the range [1, 5], the range of S

(p)
n is [1, 5].

*e state S
(p)
n under all timestamps constitutes the

state space S.
(2) For action space C, student U looks at the course

under time n and gives a grade S
(p)
n , which will affect
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his grade S
(p)
n+1 for the course under time n.*erefore,

write C
(p)
n as the action from S

(p)
n to S

(p)
n+1, as shown

in the following equation. *e action C
(p)
n+1 at all

times constitutes the action space C:

S
(p)
n ⟶

c
(p)
n

S
(p)
n+1.

(11)

(3) For state transition probability U, the action C
(p)
n

taken by student p under state S
(p)
n is determined by

the timestamp. Once the action C
(p)
n is determined,

the next state S
(p)
n is also determined. At this point,

the transition probability between states is deter-
mined; that is, C

(p)
n � S

(p)
n+1, U� 1. *e value range of

the action C
(p)
n is [1, 5].

(4) For discount factor ?, in the model, each action
generates a corresponding reward. However, the
same student’s viewing time will have different in-
fluences on the selection of the next course, and c is a
factor reflecting this influence. *e later the reward,
the greater the discount, and the return is always
limited. *erefore, set 0≤ c< 1.

(5) For reward and punishment function Rgm , the
punishment and reward function values represent
the reward for completing an action in a state. *is
paper defines the reward and punishment function
values Rgm as follows:

Rgm s
(p)
n , c

(p)
n􏼐 􏼑 � s

(p)
n+2 − 􏽢rpx, (12)

where s
(p)
n+2 is the course score of student p when (n+ 2). px

represents the predicted grade of student p for course x
calculated using an SVD or SVD++ model. Rgm represents
the reward and punishment value obtained by student p
taking the action C

(p)
n under state S

(p)
n , and the corre-

sponding reward and punishment table can be obtained
according to the reward and punishment function.

According to the Markov decision process mentioned
above, the action of transferring from one state to the next
state corresponds to the score of the course at the next time.
Although the name and type of course are ostensibly ig-
nored, students’ preferences for the course are implicitly
reflected in the timestamp.*is process processes the course
data set into the form shown in Table 1, where the first
number in parentheses reflects the grade given by the stu-
dents in the corresponding row to the courses in the cor-
responding column. *e second number reflects the
timestamp information or chronological order in which

Target layer

Rule layer

Scheme layer

Students′ interest in 
the course

Browsing the course 
introduction

Collecting the course 
introduction

Learning the course 
introduction

Course 1 Course 2 Course N

Figure 1: *e hierarchical model of student interest calculation.

Table 1: Reference table of average random uniformity index RX

value.

Order number RX

1 0
2 0
3 0.52
4 0.89
5 1.12

Environment

Agent

rn

rn+1

Sn cn

Sn+1

Figure 2: Markov decision process.

4 Scientific Programming



students in the corresponding row watched the courses in
the corresponding column. For example, row 1, column 1 (4,
3rd) indicates that student 1 watches course 1 in the third
chronological order. So, the timestamp n� 3 and student 1
scored 4 for course 1. NaN said the students did not watch
the course.

Sort the data in Table 2 by timestamp, and the generated
state transition path is as follows:

4⟶ 5⟶ 4⟶ 2

3⟶ 3

2⟶ 4⟶ 5⟶ 2

4⟶ 4⟶ 3

3⟶ 2⟶ 3⟶ 5

(13)

According to Table 2, the rules of the state transfer path
are obtained, and the first example is used for illustration.
*e state transition path 4⟶5⟶4⟶2 in line 1 reflects
that student 1 is watching course 3 when timestamp n� 1. Its
grade for course 3 is 4. If you look at course 2 at n� 2, you
give course 2 a grade of 5. If you look at course 1 at n� 3, you
give course 1 a grade of 4. If you look at course 5 at n� 4, you
give course 5 a grade of 2. *e other four transfer paths were
obtained in a similar way.

*is state transition path represents the state transition
in Markov decision-making process and guides the updating
direction of V table.

2.2. Training and Prediction Process. *e recommendation
algorithm proposed in this paper includes two parts: training
and prediction. During the training, SVD++ algorithm is
first used for model training on the training set, and SVD++
recommended model is obtained, as shown in formula (3).
*en, the reinforcement learning model is trained, and the
reward and punishment function shown in (12) is used to
calculate the reward and punishment value Rgm of state
transfer. *e reinforcement learning table is updated for the

optimization model of SVD++ recommendation scoring.
During the prediction, the prediction score value is firstly
obtained according to SVD++ recommendation model.
*en, the optimization model designed in this paper is used
to optimize the prediction score, and the final prediction
score is obtained. *e optimization model designed in this
paper is expressed as follows:

􏽢rpx
′ � 􏽢rpx + V S

(p)
n−2, c

(p)
n−2􏼐 􏼑, (14)

where 􏽢rpx is the predicted score of student p for the x course
calculated by SVD++ recommendation model. S

(p)
n−2 is the

grade of student p watching the course when the timestamp
is (n-2) before watching course x. c

(p)
n−2 is the timestamp

(n− 2) to see the grade of the course. V(S
(p)
n−2, C

(p)
n−2) is the

value of V table in (S
(p)
n−2, C

(p)
n−2) coordinates. It requires

reinforcement learning algorithm and prediction score
based on SVD++ recommendation model. It is used to
optimize the final predicted score. If the value of (S

(p)
n−2, c

(p)
n−2)

does not exist, the mean value of the current V table is taken.
􏽢rpx
′ is the prediction score after optimization.

2.2.1. Training Process. Firstly, the training set is trained
through (3), and the SVD++ recommended model is ob-
tained. *en, the reinforcement learning model was trained.
Formula (12) is used to calculate Rgm of reward and pun-
ishment values, and then Rgm is used in the updating process
of V value in q-learning Algorithm 1. V table update formula
is as follows:

V s
(p)
n+1, c

(p)
n􏼐 􏼑 � V s

(p)
n , c

(p)
n􏼐 􏼑 + α Rgm s

(p)
n , c

(p)
n􏼐 􏼑 + cwci

cx
′

V δ s
(p)
n , c

(p)
n􏼐 􏼑, c

(p)
n􏼐 􏼑 − V s

(x)
n , c

(x)
n􏼐 􏼑􏼢 , (15)

where V(s
(p)
n , c

(p)
n ) is a 5× 5V table, V(s

(p)
n , c

(p)
n ) starts at 0,

V(s
(p)
n , c

(p)
n ) is the value of V at the coordinates (s

(p)
n , c

(p)
n ),

Rgm(s
(p)
n , c

(p)
n ) + c wci

cx
″

V(δ(s
(p)
n , c

(p)
n ), c

(p)
n ) − V(s(x)

n , c(x)
n ) is

the reward or punishment for choosing the next move, α is
learning rate, and c is discount factor.*e higher the V value
is, the more the reward you get for performing the next
action, and the less the reward you get for performing the
next action.

2.2.2. Prediction Process. *e prediction process is based on
the prediction score obtained by SVD++ recommendation
model and combined with V table of training to predict the
score of student p on course x. At the same time, it can

predict the courses that student p has not watched but other
students have watched.

In addition, s
(p)
n−1 is not used in the prediction score

optimization model shown in (13) for the following reasons.
If s(p)/n − 1 is used, the optimization model will become
􏽢rpx
′ � 􏽢rpx + V(s

(p)
n−1, c

(p)
n−1). Because c

(p)
n−1 � s

(p)
n−1 and s

(p)
n−1 is the

score 􏽢rpx
′ that needs to be predicted, s

(p)
n−2 is chosen.

*e data set used in this paper has a default value, that
is, there is no graded course information. According to the
construction idea of the optimization model in this paper,
the scoring information of ungraded courses should be
used in the subsequent optimization process. *is will lead
to the possibility of missing s or c values in V(s

(p)
n−2, c

(p)
n−2),

which will invalidate the optimization model. To avoid this

Table 2: Data evaluation table.

Student Course 1 Course 2 Course 3 Course 4 Course 5
Student 1 (4, 3rd) (5, 2nd) (4, 1st) NaN (2, 4th)
Student 2 (3, 1st) NaN NaN NaN (3, 2nd)
Student 3 NaN (2, 1st) (2, 4th) (5, 3rd) (4, 2nd)
Student 4 (4, 2nd) (4, 1st) NaN (3, 3rd) NaN
Student 5 (3, 1st) NaN (5, 4th) (2, 2nd) (3, 3rd)
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situation, SVD++ model is adopted in this paper to predict
missing values and then fill them to solve the problem of
sparse data.

In addition, when n� 1, 2, the boundary s
(p)
n−2 and c

(p)
n−2

will exceed the subscript range, and there will be no cor-
responding value. *erefore, the prediction score of the last
two columns is used as the prediction score data of column
-1 and column 0 in this paper to ensure data integrity.

3. Experiment and Analysis

3.1. Experimental Data Set. To verify the actual effect of the
algorithm in this paper on the recommendation model of
ideological and political courses in colleges and universities,
sklearn library based on Python 3.6.5 kernel provided by
GitHub open source platform is adopted. *e main library
packages used are numpy-1.14.3, NetworkX-2.3, Keras-2.0.5,
and sklearn-0.20.0. *e experiment was conducted in
ubuntu-16.04 environment. Multidimensional constraints
such as scale, feature, target, and noise are set by pro-
gramming, and sklearn library is used to generate simulated
data sets that meet the conditions. *e simulated data set of
the experiment in this paper contains information of 570
ideological and political education courses, information of
13,000 college students, and information of 50,000 college
students’ operation and grading of courses.

3.2. Performance Indexes. To evaluate the recommended
performance of the proposed algorithm, MAE and RMSE
were used as evaluation indexes.

MAE represents the average absolute error between the
predicted value and the true value. *e smaller the MAE is,
the higher the recommendation accuracy is. It is defined as
follows:

MMAE �
􏽐x,y 􏽢rxy − rxy

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

t
. (16)

RMSE represents the square root of the sum of the
squares of the deviation between the predicted value and the
true value and the ratio of the predicted number t. RMSE

reflects the dispersion degree of samples, and the smaller the
RMSE, the higher the recommendation accuracy. It is de-
fined as follows:

RRMSE �

��������������

􏽐x,y 􏽢rxy − rxy􏼐 􏼑
2

t

􏽳

, (17)

where 􏽢rxy is the predicted score value, rxy is the true value,
and t is the number of predicted scores.

3.3. Feasibility Analysis. Since the learning rate α and dis-
count factor c can be adjusted dynamically, it is necessary to
study the influence of the changes of α and c in the algorithm
in this paper on the prediction performance. *e experi-
mental results are shown in Figure 3. As can be seen from
Figure 3, when α is constant, c increases from 0.4 to 0.6, and
RMSE of the proposed algorithm decreases continuously.
*e results were best when α� 0.000003 and c � 0.6. At this
time, RMSE can reach 0.81948, which is 0.0086 lower than
before. *us, the feasibility of the proposed algorithm is
proved. *is configuration is used for comparison in sub-
sequent experiments.

3.4. Comparison Experiment. To verify the effectiveness of
the algorithm in this paper, representative matrix decom-
position algorithm [23], direct trust matrix decomposition
algorithm [24], and indirect social relationship matrix de-
composition algorithm [25] were selected for comparison in
the experiment. All experiments were carried out for 10
times, and the experimental results were averaged.

Tables 3 and 4 show the error values of different algo-
rithms. By observing the data in the table, it can be seen that
the error value of the algorithm in this paper is lower than
that of other comparison algorithms, and the error com-
parison becomes more obvious with the increase of training
sets. According to Tables 3 and 4, the more the training sets,
the lower the error rate of the algorithm. Compared with the
algorithm [23], the algorithm [24] reduces the error value
due to the introduction of direct social relations. On the
basis of the algorithm [24], the algorithm [25] established

Input:
*e number of students N, the courses that students have graded W, the learning rate α, and the discount factor c

Output:
V(s, c)

S1: Initialize V(s, c) � 0 for any s ∈ S, c ∈C
S2: Training SVD++ model, calculate 􏽢rpx from equation (3)
S3: Get the initial state S and action A from the data.
S4: For each episode x� 1: T do
For z� 1: Wx do

S5: Calculate the reward and punishment functions according to equation (8).
S6: Apply the calculated punishment and reward functions to equation (10)
S7: Update the V table.

end for
end for

ALGORITHM 1: *e pseudocode of proposed algorithm training process.
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indirect social relations by considering the degree of in-
fluence between each student. *is relationship includes
both direct and indirect connections between students, so
the error value is further reduced. However, these algorithms
only analyze the degree of influence among students, ig-
noring the potential connection between courses and the
difference of influence degree of different neighbours on
different nodes. *e algorithm in this paper constructs
preference vector and feature vector, respectively, according
to the influence degree of scoring and behaviour from
different perspectives of students and courses. At the same
time, considering the time effect of student scoring, the
recommendation model is transformed into Markov deci-
sion process. *erefore, the proposed algorithm has a higher
recommendation rate than other algorithms.

To verify whether the algorithm in this paper can reduce
the iterative convergence times, the original data set is taken
as the training set, and the experimental results are shown in
Figure 4. It can be seen that compared with other com-
parison algorithms, the iteration times of the algorithm in
this paper quickly reach convergence. Moreover, the rec-
ommendation efficiency of the proposed algorithm is sig-
nificantly higher than other algorithms. *is is because the
algorithm in this paper fully mines the potential connections
between them from the perspectives of students and courses,
so it not only improves the recommendation efficiency but
also reduces the convergence times.

At the beginning of iteration, the error value of com-
parison algorithm is about 1.38. By observing Figure 4, it can
be seen that the error value of the zeroth iteration of the
algorithm in this paper is lower than 1.38. As the number of
iterations increases, the algorithm [23] achieves convergence
and maximum error only after 20 iterations. However, the
algorithm in [24] and the algorithn [25] indirectly corrected
the preference vector of students, and reached convergence
after 15 iterations, followed by recommendation efficiency.
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Figure 3: Influence of c variation on RMSE at constant α.

Table 3: Comparison of error values with MAE.

Training set (%) Index Paper [23] Paper [24] Paper [25] Proposed
40 MAE 1.0207 0.9841 0.8656 0.8324
60 MAE 1.0179 0.9588 0.8492 0.7810
80 MAE 1.0069 0.9406 0.8354 0.7500

Table 4: Comparison of error values with RMSE.

Training set (5%) Index Paper [23] Paper [24] Paper [25] Proposed
40 RMSE 1.3489 1.2718 1.1151 1.1024
60 RMSE 1.3443 1.2429 1.1333 1.0663
80 RMSE 1.3223 1.2066 1.1890 1.0029
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Figure 4: Comparison of iterative convergence times.
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Because the algorithm in this paper optimizes the preference
vector and feature vector from the two aspects of students
and courses, respectively, convergence has been achieved
and the error value is small at the fourth time. Experimental
results further verify the proposed algorithm’s recommen-
dation accuracy and convergence performance.

4. Conclusion

Ideological and political education curriculum runs through
the whole process of higher education teaching and is an
essential system for universities to cultivate high-quality
talents. To realize personalized recommendations of ideo-
logical and political education courses, this paper proposes a
recommendation algorithm based on the analytic hierarchy
process and an improved collaborative filtering algorithm.
*e action of students scoring courses under different time
stamps is transformed into Markov decision process.
*rough analytic hierarchy process, the student behavior
data is converted into course preference value. *e collab-
orative filtering algorithm is combined with the reinforce-
ment learning reward and punishment process, and the
prediction effect was improved by adjusting the influence
factors. Experimental results show that the feasibility of the
proposed system is verified, and the system has good ac-
curacy and convergence performance. In the case of in-
sufficient training set data, how to improve the accuracy of
the algorithm is the future research work.
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Due to the complex geographical situation in China, in this paper, the area of land desertification is 98.5% of the total land
desertification area in China. Based on the measured data of GIS and remote sensing images, we will discuss the spatial and
temporal distribution characteristics of land desertification in China by calculating standardized precipitation evapotranspiration
index (SPEI) and normalized vegetation index and establishing the CA model. 'e results show the following. (1) 'e trend of
desertification in China has decreased as a whole, and the percentage of nondesertification has increased from 36.91% in 1991 to
44.46% in 2020, an increase of 7.55%. Extremely severe desertification increased from 21.72% to 24.25%, an increase of 2.53%. (2)
'e drought situation in the study area gradually improved, and the change trend of SPEI decreased by 74%. (3) In recent ten years
(2011–2020), the vegetation grew well gradually, and it was in the best state in 2018. 'e NDVI index value increased by 5.9%
compared with the average value in this decade. (4) 'e model designed by us works very well, and the results of simulating and
testing the 'ree Rivers Source region are very little different from the actual situation, which meets our research requirements.

1. Introduction

'e Earth, on which human beings depend, is facing severe
environmental challenges, such as air pollution, soil erosion,
and garbage disposal, which threaten human survival and
cause continuous and bad effects. Due to the vast territory
and complex natural geography in China, the problem of
land desertification is particularly prominent in some areas
of China, and the desertified land accounts for 27.2% of the
national area. It is precisely because the population affected
by desertification in China is the largest, and people are
deeply eroded by wind and sand, so the research methods
and prevention means of land desertification in China are
relatively mature. GIS and remote sensing images are
commonly used technologies. By analyzing the spatial and
temporal distribution characteristics of land desertification,
we can choose a more optimized method to guide the de-
sertification control. Remote sensing monitoring of de-
sertification land in northern China in 2000 showed that
desertification land developed rapidly [1], and desertification
land in some dry farming areas and farming-pastoral

ecotone areas was obviously reversed. Land cover, nor-
malized difference vegetation index, cropland, woodland,
and grassland maps were developed using remote sensing
data and GIS monitoring [2]. In reference [3], GIS was used
to evaluate land desertification, and wetness index, windy
days, soil texture, and surface vegetation coverage were
selected as evaluation factors of desertification sensitivity.
Literature [4] found that desertification is serious from TM
images of GIS, which is related to physical factors and
differences in land use patterns. Literature [5] described the
structural changes and development characteristics of de-
sertification in Yanchi in detail through GIS and database.
Literature [6] obtained the data of temporal and spatial
change and differentiation model of desertification land
around Qinghai and predicted the development trend of
desertification in the next 20 years. Literature [7] described a
GIS-based software tool for qualitative assessment of de-
sertification risk. 'rough RS and GIS dynamic monitoring
[8], it is found that land desertification is widespread in
Longyangxia reservoir area of Qinghai Province. Literature
[9] used Google Maps API, data cache, and other
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technologies to demonstrate the desertification situation in
Lurgai area. Gad and Lotfy [10] produced ETM satellite
imagery and geological and soil maps of the whole of Egypt,
with a scale of 1 :1000000. Literature [11] used GIS and
ecosystem models to assist in assessing and mapping de-
sertification. Literature [12] interpreted TM remote image of
oasis lake area to analyze desertification evolution and
simulated desertification dynamics by arc object module and
cellular automata model. 'e spatial analysis function of
ArcGIS 9.3 software [13] is used to evaluate the desertifi-
cation index in southern Iraq, and the integrated remote
sensing and GIS are used to evaluate the desertification
environmentally sensitive areas. Literature [14] studied the
dynamics of desertification and examined the accuracy of
non-out-of-scope classification methods. According to RS
and GIS information of Yijinhuoluo County in Muwu Sandy
Land, Xu [15] established the estimation model of vegetation
coverage rate and biomass. Desertification exists in some
areas. 'is paper discusses the spatial and temporal distri-
bution characteristics of land desertification in China by
using the measured data of GIS and remote sensing images,
calculating standardized precipitation evapotranspiration
index (SPEI) and normalized vegetation index and estab-
lishing the CA model. 'rough the analysis of spatial and
temporal distribution characteristics of land desertification,
a more optimized method is selected to guide the deserti-
fication control.

2. Study the Relevant Theoretical Basis

Geographic Information System (GIS) uses GIS tools (or
platforms) to display these data in the form of intuitive and
effective maps and to display and describe its geographic
analysis functions. GIS [16] is usually complementary to
GPS technology [17] and satellite remote sensing technology
[18]. It helps people in need to complete a series of work such
as modeling, prediction, and detection. Now, GIS is no
longer a distant “high-tech” product; it is quietly gradually
into the public life. Everyone can easily use GIS service [19]
to obtain geographical knowledge and data.

Remote sensing technology [20] is not a new detection
technology in recent years. As early as 1960s, this technology
has been produced and put into use in the exploration and
monitoring of the Earth, which is used to obtain a large
number of resources and environmental information. Because
of the maturity of technology and the cheapness, convenience,
and richness of obtaining data, it has been widely used in
agriculture, forestry, ocean, geography, and other fields, which
is closely related to people. Remote sensing technology uses
photography to obtain images [21] to improve the accuracy of
GIS and reduce the map update cycle [22]:

(1) With the help of ternary wavelet transform [23], the
formula is as follows:

DA(x, y)〈DB(x, y), DA(x, y)〉DB(x, y),

R(x, y) �
A(x, y)

B(x, y)
􏼨

(1)

(2) Remote sensing images are corrected geometrically
[24] to reduce the effects of distortion. 'e general
flow of geometric correction is shown in Figure 1.

In Figure 1, because the remote sensing image will be
geometrically deformed by the imaging lens, almost all kinds
of remote sensing images need to be geometrically corrected
to reduce the influence of distortion on data acquisition and
generate more accurate maps or graphics that meet the
requirements.

'e geometric registration [25] formula is as follows:

X � a0 + a1x + a2x + a3x + · · · · · · ,

Y � b0 + b1x + b2x + b3x + · · · · · · .
􏼨 (2)

2.1. Introduction to ERADS Software. ERADS IMAGINE
V9.2 developed by American ERADS Company is a pow-
erful and easy-to-operate ERADS IMAGINE V9.2 product.
'is software product is technically mature and integrates
the geographic information system (GIS) and remote
sensing image processing. A great feature of this software is
that it has a good and sufficient interface, which can
communicate stably with other software (such as ARC/
INFO, Dbase, and Autocad), share functions and data, and
greatly improve the usability of this product. Software
versions are constantly updated and maintained, including
the latest image processing algorithms, and adaptability is
extremely strong. 'e functional system of the product is
shown in Figure 2.

2.2. Cellular Automata (CA). Cellular automaton is a dy-
namic system.

Represent a model with a formula as follows:

A � (C, S, N, R). (3)

Represent models in sets as follows:

S
t+1

� f S
t
, N􏼐 􏼑. (4)

Formula (5) is a function that can explain the basic
principle of cellular automata (CA). We use sets to express
the cellular automata (CA) model. 'is expression is concise
and clear, and the model is more intuitive. In particular, S is
a finite set, which also represents cell state, N is the cell
domain, variable t represents the time, and letter f represents
the local transformation rule.

'e structure diagram of the model is shown in Figure 3.

2.3. Drought Evaluation Indicators

2.3.1. Standardized Precipitation Evapotranspiration Index
(SPEI). Standardized precipitation evapotranspiration in-
dex (SPEI) can help us to analyze the dynamic process of
land desertification at different levels, which is of great
significance to the study of this paper. 'e formula for SPEI
is as shown in equation (5) where w �

��������
−2 ln(P)

􏽰
,

C0 � 2.51552, C1 � 0.80285, C2 � 0.01033, d1 � 1.43279,
d2 � 0.18927, and d3 � 0.00131:
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SPEI � w −
C0 + C1w + C2w

2

1 + d1w + d2w
2

+ d3w
3. (5)

When P> 0.5, P is replaced by 1− P, and the value is
reversed positively and negatively. F (x) is a function of water
surplus and deficiency:

P � 1 − F(x),

F(x) � 1 +
α

x − c
􏼠 􏼡β􏼢 􏼣

− 1

.

(6)

Potential evapotranspiration is calculated by the fol-
lowing formula:

Ed �
0.408Δ Rn − G( 􏼁 + c900/Ta + 273u2 es + ea( 􏼁

Δ + c 1 + 0.34u2( 􏼁
. (7)

2.3.2. Ratio of Drought Stations (Pj). 'e calculation formula
of arid station frequency ratio is as follows:

Pj �
mj

M
× 100%. (8)

2.3.3. Drought Intensity (Sj). Drought intensity can evaluate
the severity of drought. 'e larger the SPI value in the
formula, the more serious the drought it represents. 'e
specific calculation formula is shown as follows:

Sj �
1
m

􏽘

m

i�1
SPIi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (9)

2.4. Normalized Vegetation Index (NDVI). Using remote
sensing image data and GIS, this study can obtain the
spatial distribution map of vegetation growth in China’s
land desert areas, then calculate the normalized vegetation
index (NDVI), and then analyze and map it. We can
analyze the desertification and ecosystem in China
according to the monitored vegetation coverage and
growth, which is of great significance. 'e greater the
NDVI, the denser the vegetation; the smaller the NDVI,
the more sparse the vegetation. 'e calculation formula is
shown as follows:

NDVI �
Band2 − Band1
Band2 + Band1

. (10)

China has a vast territory and a complex and changeable
geographical situation. Due to the actual situation and
technical reasons, this study cannot fully discuss the national
land desertification situation. 'erefore, we mainly choose
the northern region of China as the study area, and the land
desertification in the northern region accounts for 98.5% of
the total land desertification area in China, namely, Shaanxi,
Ningxia, Hebei, Gansu, Qinghai, Inner Mongolia, Xinjiang,
and Tibet. 'ese provinces have high research value in terms
of geography and climate, and the rest provinces account for
1.5%, which are classified into one category because they are
too scattered, so they only do brief discussion and research.
'e specific distribution map of 8 provinces of land de-
sertification is shown in Figure 4.

'e data obtained in this study include land use map,
basic statistical data, and second-hand data.'e specific data
processing specifications are shown in Table 1.

Transformation
functionCellular space

Discrete time 
set

Neighbor Cellular state

A=(C,S,N,R)

Figure 3: Composition of the cellular automata (CA) model.
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3. Analysis of Land Desertification Degree

3.1. Analysis ofVarious LandTypes. We obtain the land type
change data of desertification in northern China, and we can
find that the land vegetation types are basically divided into
desert, Gobi, bare land, sandy land, grassland, cultivated
vegetation, meadow, alpine vegetation, coniferous forest,
and broad-leaved forest. Desertification land accounts for
the heaviest proportion in the figure. 'e details are shown
in Figure 5.

'ere are basically five types of land use, as shown in
Figure 6.

3.2. Classification and Classification System of Desertification.
In the study, the land desertification classification in the
study area is convenient for researchers to make reasonable
judgments and can quickly determine the degree and current
situation of desertification in the region. We introduce Feng
Yusun’s evaluation system to classify desertification, as
shown in Table 2.

'e desertification classification system is shown in
Table 3.

3.3. Temporal and Spatial Variation Characteristics of De-
sertification Land. We divide the period 1991–2020 into
three time periods: 1991–2000, 2001–2010, and 2011–2020.
'e specific desertification situation is shown in Table 4.

According to the above table, the general trend of land
desertification in northern China is gradually decreasing, and
the percentage of nondesertification has increased from
36.91% in 1991 to 44.46% in 2020, an increase of 7.55%.
However, the extremely severe desertification increased from
21.72% to 24.25%, an increase of 2.53%. 'is shows that the
ecological environment in desertification areas in China is
gradually improving, but it is inevitable that some areas are
not only not improving but also aggravating the trend of land
desertification, which deserves the attention of local relevant
departments, and more control and prevention should be
given to land desertification.We need to assess the situation of
land desertification from multiple angles and aspects, instead
of measuring it with one or two unilateral factors.

3.3.1. Regional Drought Dynamics. Drought is a serious
meteorological disaster. Due to the greenhouse effect and the
influence of various human activities, the economic loss

Figure 4: Main land desertification provinces.

Table 1: Data processing specifications.

Time series Spatial distribution rate (m) Storage form Model data format
Year 30 Grid Binary data (ASCII code format)
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caused by drought disasters in the world is as high as 43%
every year, which accounts for the largest proportion of all
natural disaster losses.

(1) 'e annual and seasonal changes of SPEI in the
northern study area decreased as a whole, with a
decrease area of 74% and a significant decrease area

of 43%. In some areas, the increase area is 26%, and
the significant increase area is 6%.
As shown in Table 5, it is a statistical table of SPEI
and drought grade change trend in northern study
area.

(2) Drought stations in different dry and wet areas from
1966 to 2020 are shown in Figure 7.
We can find from the figure that the distribution of
arid station frequency ratio in humid area is uneven,
and the arid station frequency ratio is the least in
some regional droughts. 'e ratio of drought sta-
tions and drought intensity in humid and semi-
humid areas showed an increasing trend.'e ratio of
arid stations and drought intensity in arid and
semiarid areas showed a decreasing trend.

(3) 'e tendency rate of SPI in different dry and wet
areas from 1966 to 2020 is shown in Figure 8.

According to the analysis of SPI propensity rate in the
line chart, we can obviously observe that SPI propensity rate
increases in different dry and wet areas in different seasons.

3.3.2. Changes in Desertification Vegetation Growth.
Figure 9 shows the average NDVI trend chart.

As shown in Figure 10, it is a change map of the veg-
etation index.

Vegetation in desertification areas has gradually grown
well in recent ten years. In 2018, the state was the best, and
the NDVI index value increased by 5.9% compared with the
average value in this decade.'e ecosystem of desert areas in
northern China has gradually improved, and the trend of
desertification has been gradually controlled.

3.3.3. Dynamic Simulation Analysis of Desertification in the
Source Region of the3ree Rivers. Because of the vast land in
northern China, the development status of each region is
different, so it is difficult to carry out dynamic simulation
and prediction analysis uniformly. Considering the money
cost, time cost, and difficulty of data extraction, we choose
Sanjiangyuan region, which is located in the south of
Qinghai Province and the hinterland of Qinghai-Tibet
Plateau, as a regional dynamic simulation and prediction
analysis of land desertification. As shown in Figure 11, it is
the geographical location map of the Sanjiangyuan region.

3.4. Data Preparation and Preprocessing. To simulate the
evolution of desertification, we need to collect various spatial
data and statistical data, use ERADS software to preprocess
the original data, extract important data from GIS and re-
mote sensing images, and standardize the data after pro-
cessing. 'is processing can effectively prevent the original
data measured by us from being affected by interference
factors such as human factors and equipment factors and
ensure the accuracy of experimental results.

'ere are two data standardization methods when
preprocessing data.

32%

17%
17%

16%

10%

8%

Desert and others (Gobi, bare land and sandy land)
Grassland
Cultivated vegetation
Meadow, alpine vegetation
Coniferous forest
Broad-leaved forest

Figure 5: Various land types in northern China.

34%

34%

16%

15%

1%

Unused land
Grassland
Cultivated land
Woodland
Urban and rural construction land

Figure 6: Land use types in northern China.
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(1) Min-max standardization method is as follows:

yi �
xi − xmin

xmax − xmin
. (11)

(2) Z-score standardization method is as follows:

yi �
xi − u

s
. (12)

In this paper, the min-max standardization method is
adopted, as shown in Table 6, which is partially standardized
data.

'e CA model selected in this study is based on raster
data. 'e realization of the CA model should first define the
state and type of land, thenmonitor the desertification land in
the source region of the 'ree Rivers, and comprehensively
judge the influence degree of desertification by various in-
dicators. We select the data in 2000 to run the model,
compare the simulated desertification results in 2018 with
the actual land desertification distribution in 2018, then
constantly adjust and run the model, and finally select the
more suitable model parameters for evolutionary simulation
analysis.

Table 2: Feng Yusun’s desertification classification system.

Characteristic Serious Strongly developing In development Potential
Proportion of
desertification land >50% 25–50% 5–25% <5%

Expansion rate of
desertification land >40% 40–20% 5–20% <5%

Dune type
Large area crescent
dunes or dune

chains

Beam-shaped dunes are dominant
and crescent-shaped dunes

occasionally appear

Beam-shaped sand dunes,
shrub sand piles, and sand

ridges intersect

'ere is basically no
quicksand
distribution

Relative height of dune
undulation (M) >25 10–25 5–10 <5

Degree of dune activity Mobile dune Semimobile dune Semifixed dune Fixed dune
Vegetation coverage
on sand dunes <15% 15–30% 30–50% >50%

Table 3: Classification system of land desertification in northern China.

Types of
desertification

Vegetation
coverage

Wind erosion
thickness of land

(cm)

Aeolian deposition
of land (cm)

Soil erosion
(1/hm2·y)

Population
overload rate (%)

Livestock
overload rate (%)

Mild desertification 40–60% <5 <5 <0.5 −50∼31 −50∼31
Moderate
desertification 25–40% 5∼10 5∼10 0.5∼1.0 −31∼0 −31∼0

Severe desertification 10–25% 10∼20 10∼20 1.0∼3.0 0∼31 0∼31
Extremely severe
desertification <10% >20 >20 >3.0 >31 >31

Table 4: Desertification land area and percentage of different grades from 1991 to 2020.

Type
1991–2000 2001–2010 2011–2020

Area (104 km2) Percentage (%) Area area/104 km2 Percentage (%) Area area/
104 km2

Percentage
(%)

Nondesertification 196.12 36.91 213.73 40.23 236.22 44.46
Mild desertification 67.99 12.80 60.57 11.40 50.24 9.46
Moderate desertification 50.21 9.45 45.69 8.60 42.84 8.06
Severe desertification 101.17 19.04 94.22 17.73 72.98 9.46
Extremely severe desertification 115.40 21.72 116.93 22.01 128.84 24.25

Table 5: SPEI and statistics of drought change trend.

Project
Variation trend of SPEI in years and seasons Variation trend of different drought

grades
Year (%) Spring (%) Summer (%) Autumn (%) Winter (%) Mild (%) Moderate (%) Extreme (%)

Increasing trend 26 19 36 33 48 78 81 69
Significant increase 6 0 1 1 6 17 38 4
Reducing trend 74 81 64 67 52 22 19 31
Significant reduction 43 43 12 17 7 0 0 1
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Figure 7: Ratio of arid stations in different dry and wet areas from 2006 to 2020.

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

HUMID AREA SEMI-HUMID 
AREA

SEMI-ARID 
AREA

ARID AREA

SP
I P

RO
PE

N
SI

TY
 R

A
TE

DIFFERENT WET AND DRY AREAS 

Spring
Summer

Autumn
Winter

Figure 8: SPI tendency rate in different dry and wet areas in four seasons.

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Year

Hulun Buir
Eastern Inner Mongolia
Central Inner Mongolia

Alashan Plateau and Hexi Corridor
Northern Qinghai
Northern Xinjiang

Southern Xinjiang
Desertification area

0

0.1

0.2

0.3

0.4

0.5

0.6

N
D

V
I

Figure 9: Analysis of the change trend of average NDVI in recent 10 years.
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Taking the land desertification in the source region of the
'ree Rivers in 2000 as the initial state, the model is run.'e
accuracy is tested by Kappa, and the calculated result is
0.864, and the simulation result is ideal.

Kappa �
P0 − Pc( 􏼁

Pp − Pc􏼐 􏼑
. (13)

'e goal is to unify the specifications, facilitate data
processing, and avoid more troubles caused by the confusion
of various data formats.

In equation (8), the ratio of drought stations can be used
to evaluate the size and severity of drought range,M refers to
the total number of weather stations in the study area in the
north, J refers to different years, andMJ refers to the number
of weather stations with drought in J year.

In equation (10), Band1 is the reflectivity in red band and
Band2 is the reflectivity in near infrared band. 'e greater the
calculated NDVI value, the greater the vegetation density. 'e
smaller the NDVI value, the smaller the vegetation density. In
particular, the NDVI value ranges from −1 to 1.

In equation (13), P0 is the ratio of correct simulation, Pc is
the ratio of expected correct simulation in random case, and
Pp is the ratio of correct simulation in ideal classification case.
Kappa > 0.75 indicates that the accuracy of the model is good.

3.5. Simulation Results

3.5.1. Types of Land Ecosystems. As shown in Figure 12,
most of the Sanjiangyuan region is grassland. Desertification
land accounts for 9% of the total area.

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Year

Desertification area
Mean value
Linear (NDVI)
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Figure 10: Changes of vegetation index in recent 10 years.
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Figure 11: Geographic map of position.
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3.5.2. Simulation Test Comparisons. In recent years, the
ecosystem of Sanjiangyuan has been seriously damaged.
Besides desertified land, nearly 70% of grassland is gradually
desertified, and the annual desertification rate is maintained
at 2.3%.

(1) Land Desertification in Sanjiangyuan Region. We
compare the desertification situation in 2000 and 2018
tested by the model with the actual desertification situation

in 2000 and 2018. It can be found that the results tested by
our simulation system are not much different from the
actual results. 'e average difference between the simu-
lation test in 2000 and the actual monitoring results is 0.78,
while the average difference between the simulation test
and the actual monitoring results in 2018 is 1.31. 'e
specific desertification statistics of available grassland are
shown in Figure 13.

Table 6: Partially standardized data.

Month NDVI Precipitation Temperature
2000-01 0.085106 0.003344 0.124879
2000-02 0.085106 0.041033 0.396034
2000-03 0.271277 0.211556 0.683783
2000-04 0.558511 0.184884 0.898734
. . . . . . . . . . . .

65%

13%

9%

5%

6% 2%

Grassland
Bare land and bare rock gravel
Desertification land

Forest
Water body
Marsh

Figure 12: Statistical table of ecosystem type area in Sanjiangyuan.
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Figure 13: Desertification degree of available grassland.
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(2) Interannual Variation of NDVI in the Source Region of the
3ree Rivers. 'e interannual changes of NDVI in 2000 and
2018 tested by the model are compared with the actual
situation. It can be found from the figure that from 2000 to
2008, the simulated situation is quite different from the
actual situation, and the difference from 2009 to 2018 is very
small. 'e average annual NDVI in the simulation test is
0.350, and the average annual NDVI in actual situation is
0.346. 'e details are shown in Figure 14.

'e model designed by us runs very well and has little
difference with the actual situation, which meets our re-
search requirements.

4. Conclusion

(1) Most of the study area is covered by desert. In the
past 10 years, the general trend of desertification has
gradually decreased, and the ecological environment
has gradually improved. 'e percentage of non-
desertification has increased from 36.91% in 1991 to
44.46% in 2020, an increase of 7.55%. Extremely
severe desertification increased from 21.72% to
24.25%, an increase of 2.53%.

(2) 'e annual and seasonal variation trend of SPEI in
the northern study area decreased as a whole, with a
decrease area of 74%. 'e drought situation in the
study area gradually improved.

(3) In recent ten years (2011–2020), the vegetation in
China’s land desertification areas has gradually
grown well, and it is in the best state in 2018. 'e
NDVI index value has increased by 5.9% compared
with the average value in the past ten years. Land
desertification has been controlled in China.

(4) 'e simulation test of land desertification in the
source region of the 'ree Rivers has a good per-
formance, and the difference between the test results
and the actual results is basically very small, and the

overall desertification trend in the source region of
the 'ree Rivers is controlled.

'e above data andmethods in this paper are suitable for
studying the spatial and temporal distribution characteristics
of land desertification, but there are still some shortcomings
and needs to be refined.
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With the development of society, e-commerce competition has become increasingly intense and has ascended to the level
of the ecosystem. /erefore, it is extremely significant to study the mechanism of evolution and balance for the
e-commerce ecosystem. Simultaneously, blockchain technology is essentially a consensus mechanism, the core idea of
which is decentralization, but it is actually the deconstruction of privileges and authority. Especially, the influence on the
e-commerce ecosystem cannot be underestimated. Blockchain technology ultimately changes not only technology, but a
comprehensive reconstruction of various industries. Building an e-commerce information ecosystem based on block-
chain can promote the healthy and sustainable development of e-commerce information ecology. /is work combines the
definition and technical characteristics of blockchain, discusses the blockchain-based e-commerce information eco-
system model, and discusses how to achieve the ecological balance and system evolution of e-commerce under the
background of blockchain. According to the internal problems of the e-commerce ecosystem, three evolutionary paths are
proposed in this work. First, consider the timeliness of the information and construct a full-process information channel.
Second, remove central nodes and build a safe and efficient block payment. /ird, solve the blind zone in the field of
logistics and create efficient and transparent intelligent logistics. /is work can provide an effective reference for the
development of e-commerce.

1. Introduction

With the development of society, the Internet has ushered in
a brand-new business era and the era of e-commerce.
e-Commerce can be regarded as another industrial revo-
lution after the agricultural revolution and the industrial
revolution. It has become the business trend of the 21st
century and an important means to promote economic
development and management progress [1–6].

With the rapid development of e-commerce, it is im-
perative to build a balanced and sustainable e-commerce
information ecosystem. At the same time, the emergence of
digital currency represented by Bitcoin, the underlying
technology of the digital cryptocurrency system, and the
blockchain has also attracted widespread attention from the
academic community [7–12]. Blockchain technology is

regarded as another disruptive technological innovation in
the computing paradigm after the Internet. /e application
of blockchain technology has gradually penetrated into
many fields such as network financial services, the Internet
of /ings, online education industry, and network sharing
economy. Its rapid development is expected to lead the
transformation of the Internet economy from an applica-
tion-driven innovation model to a technology-driven in-
novation model. Blockchain technology is a complete,
distributed, and nontamperable ledger database technology
maintained by a multicenter consensus. It is ordered data
composed of distributed storage, decentralization, cryp-
tography, consensus mechanism, and smart contracts. /e
overall characteristics of blockchain and blockchain tech-
nology are embodied in the immutability of data, collective
maintenance of data, and multicentralized decision-making.

Hindawi
Scientific Programming
Volume 2021, Article ID 5984306, 9 pages
https://doi.org/10.1155/2021/5984306

mailto:zhsfq@wxit.edu.cn
https://orcid.org/0000-0003-1755-9081
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5984306


/e business ecosystem refers to the interaction between
individuals and organizations [13–16], whose members
include core enterprises, consumers, market intermediaries,
suppliers, and risk-takers. /e internal members of the
system constitute a value chain, and different value chains
are intertwined. As a significant value network, each subject
in the system has its own function and at the same time is
interdependent. Material, energy, and information flow and
circulate among alliance members through a specific value
network. /e importance of e-commerce in the process of
economic development continues to increase, and the re-
search of e-commerce ecosystem has gradually become a hot
spot. /e e-commerce ecosystem mainly includes e-com-
merce platforms, merchants, consumers, suppliers, logistics
companies, third-party payment companies, drainage
companies, consumer finance, supply chain finance, and
these organic enterprises and individuals within the system,
i.e., internal system. /e information flow, capital flow, and
logistics generated by the communication between living
organisms together constitute the e-commerce ecosystem.
/e e-commerce ecosystem is characterized by diversifica-
tion and complexity [17–19]. Most of the professional
e-commerce companies prefer using a cooperative model to
achieve the value creation [20]. /e imperfect coordination
mechanism between the subjects of the e-commerce eco-
system has led to problems, such as the lack of online
transaction data between consumers and merchants [21],
and the obvious lack of coordination between e-commerce
and logistics [22].

As a dynamic and open business ecosystem, the
e-commerce ecosystem always exchanges energy and
material with the external environment. /e external
environment is the basis for the existence of the
e-commerce ecosystem. /ere are also interactions be-
tween different subjects within the e-commerce eco-
system. /e specific manifestation is the flow of
information flow, capital flow, and logistics in the entire
e-commerce ecosystem. Information flow, capital flow,
and logistics are the core of the e-commerce ecosystem.
In order to study the utility of information flow, capital
flow, and logistics in the entire e-commerce ecosystem,
the subjects in e-commerce are divided into different
populations, and the e-commerce system is explained by
studying the interaction between different populations
and different subjects for evolution and balance mech-
anism. /e main research method is synergetics in
evolutionary economics, and it is used to study the
collaboration within the e-commerce ecosystem to
achieve the balance of the system.

/e contribution of this work can be summarized as
follows: according to the internal problems of the e-com-
merce ecosystem, three evolutionary paths are proposed in
this work: (1) consider the timeliness of the information, and
construct a full-process information channel. (2) Remove
central nodes, and build a safe and efficient block payment.
(3) Solve the blind zone in the field of logistics, and create
efficient and transparent intelligent logistics. /is work can
provide an effective reference for the development of
e-commerce.

2. Related Work

Looking at the foreign literature, the application research
based on blockchain technology shows that a hundred
flowers bloom and a hundred schools of thought are con-
tending. As far as the field of e-commerce is concerned, the
research of blockchain focuses on the innovation of specific
things in e-commerce. /e evolution and balance mecha-
nism of the e-commerce ecosystem in the context of
blockchain is a new topic that needs to be studied urgently.
Bilgihan and Gen [23] analyzed the importance of e-com-
merce companies maintaining a good reputation from the
perspective of consumers. Trust is the prerequisite for
consumers to maintain online shopping loyalty. Yu et al.
[24] believed that e-commerce business processes adopt a
structure of multiple participants, including shopping cus-
tomers, merchants, third-party payment platforms, and
banks. /e communication between these participants relies
on web services and application programming interfaces.
/e complex interactions between multiple participants will
bring new security challenges. Min [25] thought that the
blockchain was considered to be a peer-to-peer information
network technology./e use of distributed account books to
store digital asset transaction records can reduce the in-
tervention of intermediaries, reduce external risks, and
improve the flexibility of supply chain management. Robert
et al. [26] believed that information will be in the process of
transforming new energy for enterprise development to an
open innovation ecosystem, and it is necessary to ensure that
data owners can better control their own data and privacy
and independently choose whether to share and with whom
to share and exchange specific data streams, as well as re-
gions. /e degree to which blockchain technology meets
these requirements. Angelis and Ribeiro da Silva [27] dis-
cussed the relationship between the characteristics of
blockchain technology and its potential value drivers. /e
value drivers of blockchain are mainly reflected in trans-
actions, smart contracts, and distributed applications. /ese
studies have discussed issues such as information asym-
metry, information security, supply chain management, user
privacy, and information sharing in e-commerce companies,
and we believe that the application of blockchain technology
is conducive to solving the above problems. /e above
studies all study the impact of blockchain technology on
e-commerce from a single perspective, but there is a lack of
research on the evolutionary impact of blockchain on the
e-commerce ecosystem from a systematic perspective.
Dennis and Owenson [28] constructed a platform merchant
credit rating system based on blockchain technology, which
eliminates the inauthenticity of online rating information.
Schaub et al. [29] further expanded the application of
blockchain in the credit rating system of merchants, real-
izing real online reviews of merchants under the condition of
high privacy of buyer information.

Different from the foreign research studies, the domestic
research of e-commerce ecosystem is mainly concentrated in
the fields of financial currency, medical care, sharing
economy, education, and energy. Wang [30] discussed the
feasibility of blockchain currency as legal tender. Zhang [31]
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cited the case of Philips Medical to illustrate that blockchain
technology could realize the authentication and privacy
protection of patient medical records. Li et al. [32] realized
distributed learning record storage and credit banking
services by the blockchain technology. Zhang et al. [33]
studied the typical application of blockchain technology in
the energy Internet. Based on the consensus mechanism of
the blockchain and the core idea of decentralization, Dan
[34] launched the analysis of the reconstruction of the
e-commerce ecosystem by the blockchain. Zhang and Li [35]
discussed the electronic commerce in the context of the
blockchain. /e collection of business value-added tax has
been explored, and the conclusion that blockchain is uni-
versal in the collection of e-commerce value-added tax has
been arrived, and relevant suggestions have been given.
Chen [36] conducted research on the corporate credit in-
formation sharing model based on the blockchain tech-
nology, aiming at China’s corporate credit information
industry being in the primary stage of development, and the
credit coverage rate of the credit reporting system is not
high, especially the lack of credit information for small and
micro-enterprises. It is difficult for small and micro-enter-
prises to raise funds and propose a proposal to build a
corporate credit information sharing model based on
blockchain technology. Liu [37] from the perspective of
ecology used business ecosystem theory, evolutionary eco-
nomics, and evolutionary games theory, and the theory and
methods of ecology and collaborative evolution were in-
troduced into the field of cross-border e-commerce research,
and a platform-based cross-border e-commerce ecosystem is
proposed and constructed. Zhang et al. [38] researched by
building an e-commerce ecosystem user perception model.
It was believed that the factors that affect user perception can
be divided into three categories: self-organization factors,
internal relationship factors, and health factors, and they
have different degrees of influence on the online shopping
experience.

3. Analysis between Blockchain and
E-Commerce Ecosystem

In this section, the relationship between blockchain and
e-commerce ecosystem will be dissected from two aspects:
the fit between blockchain and e-commerce as well as the
e-commerce information ecological model based on
blockchain.

3.1. Analysis of the Fit between Blockchain and E-Commerce

3.1.1. Sharing Mechanism Fits. Blockchain technology is a
distributed shared database technology. All nodes in the
network share data and information, and each node stores a
complete account book. /is method is different from the
traditional centralized network structure. /e data infor-
mation in the blockchain network is mutually backed up
between different nodes, and the data update and mainte-
nance are completed by multiple nodes in the system.
e-Commerce is a new networked economic activity in which

suppliers, distributors, customers, e-commerce platforms,
third-party payment, logistics companies, and other entities
realize resource sharing through information sharing.
Blockchain technology and distributed management of
e-commerce information resources are both based on the
development concept of information sharing, relying on the
data network development space to engage in various op-
erations such as data exchange, transfer, and storage. From
this, it can be seen that the two have a consistent relationship
in the information sharingmechanism, as shown in Figure 1.

3.1.2. Trust Mechanism Fits. /e blockchain network has a
high degree of trust. Compared with the traditional trust
mechanism, its trust is built on technical endorsement, not a
centralized credit institution. /is mechanism ensures that
the data interaction between distributed nodes can be car-
ried out without mutual trust and trust guarantees from
central institutions. It can be seen that there is a close re-
lationship between the two in the trust mechanism, as shown
in Figure 2.

3.1.3. Coordination Mechanism Fits. /e information ver-
ification, exchange, update, and maintenance of the
blockchain database are completed by the cooperation of
distributed nodes. Relying on the network service platform,
e-commerce optimizes the cooperative relationship among
suppliers, logistics, distributors, customers, financial pay-
ment institutions, and the government to ensure the smooth
flow of information among various entities. It can be seen
that the two have a coherent relationship in the coordination
mechanism, as shown in Figure 3.

3.1.4. Security Mechanism Fits. /e internal data structure
of the blockchain network has the characteristics of security,
transparency, nontampering, and traceability. Its distributed
redundant storage mode means high data security, which is
beneficial to avoid large-scale data loss due to the collapse of
the central organization. E-Commerce data security involves
website information security, transaction information se-
curity, and user information security. /e blockchain data
security mechanism helps to enhance the construction of an
e-commerce information security protection system. It can
be seen that the two have a close relationship in the security
mechanism, as shown in Figure 4.

3.1.5. Contract Mechanism Fits. /eblockchain system has a
complete smart contract function. /e intelligent contract
built into the block can be run in the virtual machine en-
vironment of the blockchain after being compiled. /ere-
fore, once an event triggers the execution conditions
premade by the state machine, the system will automatically
execute the contract. e-Commerce uses smart contracts to
replace operating, transaction, and legal terms, which can
not only ensure the automatic execution of system rules, but
also avoid malicious interference caused by human factors,
improve execution efficiency, and reduce resource waste. It
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can be seen that the two have a close relationship in the
contract mechanism, as shown in Figure 5.

3.2. E-Commerce Information Ecological Model Based on
Blockchain

3.2.1. E-Commerce Information Ecological Chain. In the
Internet business environment, the e-commerce informa-
tion ecological chain is an important content to ensure the
high-speed circulation of online business information. It is
mainly based on information technology, combined with
information sharing and main body collaboration, and in
accordance with the actual development of the enterprise
itself and its respective functional characteristics, a network
structure that maximizes the benefits of the enterprise while
obtaining valuable information to achieve gains. E-Com-
merce information ecological chain is mainly composed of
information, information transmitter, information

environment, and information technology. Among them,
information is the foundation, the information transmitter is
the core, the information environment is the medium for
information circulation, and information technology is the
support for operation, which provides technical guarantee
for realizing the high-speed circulation of information and
ensuring the information security of e-commerce websites.

Information subjects in the e-commerce information
ecological chain play different roles in real life. /ey are not
only information producers, but also information trans-
mitters and consumers. /ey transform and depend on each
other between different roles. In the information flow of the
entire ecological chain, the information producer is the
starting point (suppliers, merchants), and its main job is to
provide information and collect information. In the eco-
logical chain, the information transmitter (certification
center, credit agency) is an internal link, and the main work
is to transmit and process information, and to process and
arrange information. Consumers are the end of the
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information flow of the ecological chain, which mainly
include website managers and customers. Information de-
composers (government, scientific research institutions)
mainly filter and feedback information. In the ecological
chain, various subjects will interact and cooperate to achieve
healthy competition and mutual benefit and win-win, make
the development environment of the ecological chain more
harmonious, and maintain the balance of the information
ecology to a certain extent.

During the normal operation of the e-commerce infor-
mation ecological chain, the main body will not only exchange
certain information, but also maintain communication with
the external environment, realize information exchange and
energy exchange, and will also be affected by the ecological
environment and the information environment./erefore, it is
necessary to continuously coordinate the various internal el-
ements to achieve coordinated development and allow them to
form a relatively stable self-regulation mechanism.

According to the decentralized characteristics of the
blockchain, the blockchain is used as the lowest technology in
the e-commerce ecological chain. It can be known that the
main basic models are divided into data layer, virtual network
layer, core consensus layer, value incentive layer, intelligent
contract layer, and real-world applications. Among them, the
data layer includes network and chain structures such as
information flow and logistics, as well as technologies such as
time stamps. Connect the blocks in the corresponding
chronological order to form the main chain. /rough the use
of timestamps, encryption technology, the goals of data se-
curity, and traceability can be achieved. Designing P2P
networking methods, verification protocols, and related
verification mechanisms in the virtual network layer can
make the status of each information block equal and form a
flat topology structure, so that the connection between blocks
can be realized without hindrance when a new block is
formed, the whole network broadcast method can be used to
enable each node to undertake the corresponding obligations
of spreading and verifying the new block. /e decentralized
structure makes the degree of information sharing between
information subjects continue to increase, so that the flow of
information, logistics, and capital will not be interrupted due
to the damage of some nodes, and the value of information
has been increased. With the help of platform sharing in the
block, the final ecological value stream can be formed. /e
blockchain-based e-commerce information ecological chain
is shown in Figure 6.

3.2.2. E-Commerce Information Ecosystem. /e dynamic
interactive relationship between information subjects and
the information environment, using information as a link, is

called the e-commerce information ecosystem. In this type
of ecosystem, it mainly focuses on e-commerce companies,
sellers, customers, and other information subjects to carry
out related e-commerce activities. /e information eco-
system is divided into five levels: core, technology, media,
extension, and periphery.

In the e-commerce information ecosystem, the core layer
includes e-commerce companies, sellers, and customers./e
technical layer includes blockchain-based seller-customer
interaction software, product recommendation system, and
online evaluation system. /e media layer includes third-
party payment, logistics companies, advertising companies,
search websites, and other service providers. /e extension
layer includes government, scientific research, and educa-
tional institutions. /e outer layer includes political, social,
cultural, legal, economic, and other environments. /e
e-commerce information ecosystem constructed by block-
chain technology is shown in Figure 7.

3.2.3. E-Commerce Information Ecosystem Model Based on
Blockchain. Based on the abovementioned research on the
blockchain-based e-commerce information ecological chain
and the blockchain-based e-commerce information eco-
system, this part proposes the theoretical framework of the
blockchain-based e-commerce information ecosystem
model. It has ecological characteristics such as data sharing,
transparency, antitampering, open data platform, consensus
and collaboration of various subjects, dynamic intelligent
evolution, and value appreciation, which can promote the
stable, sustainable, and healthy development of e-commerce
information ecosystem. /e e-commerce information eco-
system model based on blockchain is shown in Figure 8.

In traditional e-commerce, the supervision of the
e-commerce platform population and the complaints of the
consumer population are mainly used to ensure the integrity
of the business [39]. Consumers in e-commerce under the
blockchain can use the product traceability mechanism to
detect the validity of the product, generate full trust in the
information of the purchased product, and then trust in the
merchant and e-commerce platform. /is kind of strong
endorsement of credit relies on data precipitation. It is a
completely different model from traditional e-commerce
companies relying on their own reputation and volume to
gain consumer trust. What e-commerce merchants under
the blockchain need to pay attention to is no longer con-
sumer trust issues, but consumer preferences and product
quality, not to mention worrying about the opportunistic
behavior of other businesses. /e regulatory pressure on
e-commerce platforms under the blockchain will be greatly
reduced, and the reputation of e-commerce platforms will
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increase. Compared with traditional e-commerce, the
amount of data storage can be significantly reduced, and the
cost of data maintenance will also be reduced, which can
reduce the e-commerce of the entry barrier of the platform
and the improvement of the operating efficiency of the
e-commerce platform. /e current monopoly of e-com-
merce platforms under the blockchain will be broken. /e
e-commerce market is highly dynamic, consumers are less
sticky, merchant transfer costs are gradually reduced, and
platform market share is unstable [40].

/e relative advantages of traditional e-commerce
platforms under the blockchain have been greatly reduced,
and the lowering of the barriers to entry will lead to more
emerging e-commerce platforms joining the e-commerce
ecosystem. Consumers have more diversified platform
choices and traditional e-commerce platforms. Business
platforms may face more challenges from emerging

e-commerce platforms. Traditional e-commerce platforms
that refuse to use new technologies based on vested interests
will be gradually eliminated./e challenges of new platforms
will also inject more vitality into the e-commerce ecosystem
and eventually form a model of multiplatform coexistence
and healthy competition.

4. Evolution Path for E-Commerce
Ecosystem under Blockchain

/rough the comparative analysis of the e-commerce
ecology combined with the blockchain technology and the
traditional e-commerce ecology, in order to make better use
of the technological advantages of the blockchain to develop
e-commerce and solve the problems in the traditional
e-commerce ecology, the blockchain is proposed. /ere are
three evolutionary paths of e-commerce ecology, which are
discussed next.

4.1. Construct Full-Process Information Channel. /e
asymmetry of information among various subjects is the
main problem that affects the ecological balance of
e-commerce. To promote the further development of the
e-commerce ecosystem, it is necessary to ensure that the
internal information of the system is open, transparent, and
effective. In the case of using blockchain technology to build
an information system, distributed storage technology re-
duces the amount of consumer information storage for
e-commerce companies and reduces corporate consumption
costs. /e data on the blockchain is jointly participated and
shared by all accounting nodes. Maintenance, transparent
and open to all parties, data recording, and storage no longer
rely solely on the central node, and all business participants
in the transaction can participate in decision-making, master
their own data, ensure consumer information security, and
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avoid consumer information being compromised. /e
commodity information on the e-commerce platform can be
encrypted by cryptography on the chain./e hash algorithm
makes it very difficult to tamper with the information, and
the data changes can be quickly identified through the
Merkle tree structure, so it can effectively prevent the
tampering of the information on the chain. At the same time,
distributed storage and consensus algorithms can ensure
that the modification of a single point is invalid. Only more
than half of the computing power can modify the infor-
mation on the chain. All information on the chain will be
time stamped, and every information change will be
recorded. In this case, the information on the chain can be
traced to the source, which solves the problem of infor-
mation asymmetry in the e-commerce ecosystem.

Each node on the blockchain is peer-to-peer and can
directly interact. A node can interact with multiple nodes at
the same time. Overcome the shortcomings of traditional
electronic data transmission, and realize the efficient col-
laboration of business participants on the blockchain. /e
information communication system includes suppliers,
connects consumers and suppliers, and realizes the com-
munication of commodity information. Consumers can
interact with enterprises through the network platform,
participate in the product design, production and con-
sumption of enterprises, and customize personalized
products. /e role of consumers is gradually transformed
into a cocreator of value, which is conducive to satisfying
consumer needs and improving consumer loyalty [41]. Make
full use of the traceability and nontampering characteristics
of blockchain data to ensure the authenticity and effec-
tiveness of the communication information, ensure the
symmetry of the information between the two parties, and
combine the omni-channel information communication
system to strengthen the trust and understanding of all
parties in the e-commerce ecosystem. Lay the foundation for
further in-depth cooperation.

4.2. Build Safe and Efficient Block Payment. /e reason why
the payment link of traditional e-commerce requires a
third-party payment company to transfer is because both
parties to the transaction need a third-party institution
to endorse the transaction to solve the problem of mutual
trust in the transaction. /e e-commerce ecology em-
bedded in the blockchain can ensure the authenticity,
effectiveness, and traceability of information, trans-
forming from the past information transmission to value
transmission, and from the original information Internet
to the value Internet.

In this case, the information on the blockchain can be
deposited as a strong credit endorsement; instead of relying
on traditional third-party institutions, the central node of
transactions can be removed and the existing credit system
can be reconstructed. In the transaction link of e-commerce,
it is based on the consensus mechanism to ensure that all
parties to the transaction confirm the transaction infor-
mation, and the transaction funds pass the third-party
payment company to circulate directly among the

transaction subjects, and it can solve the cumbersome
payment process, high management costs, and funds in the
existing e-commerce backlogs, and other issues have im-
proved the efficiency of the use of funds in the e-commerce
ecosystem. Use the strong credit endorsement formed by the
precipitation of e-commerce data under the blockchain to
improve the construction of the e-commerce credit system,
and rely on the historical transaction information of
e-commerce enterprises to conduct credit ratings for en-
terprises and the e-commerce platform to jointly finance
corporate banks and other financial institutions. Use the
blockchain to build the core of financial supervision tools,
carry out deposit certificates and risk monitoring of financial
information, and achieve controllable risks in supply chain
finance.

/rough blockchain transaction accounting and dis-
tributed ledger, the problem of reconciliation and settlement
costs between financial institutions is solved, combined with
digital currency to achieve real-time settlement and improve
the operational efficiency of financial institutions. Com-
bining currency and blockchain technology, using block-
chain as the underlying technology, realizes the directional
circulation, transaction, and settlement of currency, controls
the entire life cycle of the currency, and ensures the rea-
sonable and legal use of funds. Embedded in the blockchain,
the authenticity and traceability of information transforms
the e-commerce information flow into a value stream, and
the data are deposited as a strong endorsement of credit,
reconstruct the credit system of the e-commerce ecosystem,
and realize the financing of funds without the central node.

4.3. Create Efficient and Transparent Intelligent Logistics.
Combining the blockchain technology with the Internet of
/ings, the blockchain does not need to set up a central
server, which can avoid expensive operation and mainte-
nance costs, and reduce the use cost of logistics enterprises to
apply Internet of/ings technology to the logistics field. /e
cryptographic algorithm and consensus mechanism of the
blockchain itself can prevent malicious nodes from accessing
the Internet of /ings, lower the barriers to entry, and in-
corporate more logistics products into the chain manage-
ment. /e data on the blockchain are a kind of chain-type
data. /e logistics information of the goods can be all on the
chain, which can realize the accurate traceability of the
origin of the goods, the storage of the goods, and the real-
time disclosure of the transportation routes. /e logistics
information is completely transparent to logistics stake-
holders and can be integrated in the logistics supply chain,
break the status of information islands in the logistics op-
eration process, promote the horizontal flow of logistics
information and multiparty collaboration, achieve the
purpose of information sharing and in-depth cooperation
between all parties in the logistics supply chain, improve
logistics efficiency, and integrate areas; the blockchain has
become a new breakthrough in the upgrading and trans-
formation of the logistics supply chain. Combining block-
chain technology with big data and cloud computing, the
distributed storage of blockchain increases the analyzable
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data of logistics enterprises./e filtering and screening of big
data improves the availability of data, and cloud computing
improves logistics enterprises’ data processing capability and
intelligent operation level, which will eventually build a
transparent and efficient intelligent logistics system.

5. Conclusions

/is work takes the e-commerce ecosystem as the re-
search object and uses synergetics in evolutionary eco-
nomics to analyze the interaction between various
groups in the e-commerce ecosystem and within the core
population. Mainly relying on the three main lines of
information flow, logistics, and capital flow, the internal
mechanism of the e-commerce ecosystem was excavated,
and the imbalance and instability in the e-commerce
ecosystem were discovered, and the problems that af-
fected the further development of e-commerce were
addressed. /e technical characteristics of the blockchain
propose three evolution paths of the e-commerce eco-
system to promote the further development of e-com-
merce. /is work mainly analyzes and studies the impact
of blockchain technology on the e-commerce ecosystem,
but the blockchain technology itself is not yet fully
mature, and some problems need to be overcome in the
application. All records reached by traditional consensus
require more than half of the amount of calculation to be
recognized. /is requires a lot of time, which affects the
performance and efficiency of the blockchain. /e full
storage of all nodes ensures the validity of the data, but
also leads to the problem of large amount of data storage
and fast increase of calculation amount. /e decision-
making of multiple parties to participate in the trans-
action ensures the security of the transaction and also
creates the problem of blockchain congestion. Different
blockchains cannot achieve cross-chain collaboration
due to different protocols. /ese problems have a great
impact on the application of blockchain technology and
require in-depth research by scientific researchers to find
suitable solutions.
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As the national economy has entered a stage of rapid development, the national economy and social development have also
ushered in the “14th Five-Year Plan,” and the country has also issued support policies to encourage and guide college students to
start their own businesses. +erefore, the establishment of an innovation and entrepreneurship platform has a significant impact
on China’s economy. +is gives college students great support and help in starting a business. +e theory of deep learning
algorithms originated from the development of artificial neural networks and is another important field of machine learning. As
the computing power of computers has been greatly improved, especially the computing power of GPU can quickly train deep
neural networks, deep learning algorithms have become an important research direction. +e deep learning algorithm is a
nonlinear network structure and a standard modeling method in the field of machine learning. After modeling various templates,
they can be identified and implemented. +is article uses a combination of theoretical research and empirical research, based on
the views and research content of some scholars in recent years, and introduces the basic framework and research content of this
article. +en, deep learning algorithms are used to analyze the experimental data. Data analysis is performed, and relevant
concepts of deep learning algorithms are combined. +is article focuses on exploring the construction of an IAE (innovation and
entrepreneurship) education platform and making full use of the role of deep learning algorithms to realize the construction of
innovation and entrepreneurship platforms. Traditional methods need to extract features through manual design, then perform
feature classification, and finally realize the function of recognition.+e deep learning algorithm has strong data image processing
capabilities and can quickly process large-scale data. Research data show that 49.5% of college students and 35.2% of under-
graduates expressed their interest in entrepreneurship. Entrepreneurship is a good choice to relieve employment pressure.

1. Introduction

IAE education, as a new international education concept and
model trend, has attracted the attention of countries all over
the world and has gradually become an important content of
modern education, especially higher education. Innovation
is the source of entrepreneurship and the essence of en-
trepreneurship. Entrepreneurs need to have a consistent and
strong spirit of innovation in the business process to pro-
duce creative ideas or designs.+e value of innovation lies in
transforming potential knowledge, technology, and market
opportunities into real productivity, realizing the develop-
ment of social wealth, and benefiting mankind. +erefore, it

is of great significance to actively promote the development
of IAE education in our country’s colleges and universities,
and it is also the general trend. +is article aims to use deep
learning algorithm technology to help the construction of
innovation and entrepreneurship platforms and provide a
feasible solution.

In recent years, many researchers have conducted re-
search on this and have achieved good results in exploring
the structure and realization of the IAE education platform.
For example, Phillips believed that entrepreneurship edu-
cation and entrepreneurship education do not last long, and
the teaching platform of business education is not perfect.
Without the support of a scientific teaching platform, it is
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impossible to achieve the expected teaching goals. A sci-
entific teaching platform not only needs platformatic theory
as a support but also must play a role in practice [1]. Li L
believed that Chinese research on student business educa-
tion has not yet entered a real stage. +e vast majority of
scholars have conducted a series of investigations on their
field of experience in combination with entrepreneurship
education.+ere are no recognized hot spots in the academic
world and in various research directions [2]. At present,
there are many research studies on the construction and
realization of the IAE education platform. +ese prede-
cessors’ theories and experimental results provide a theo-
retical basis for the research of this article.

+is article explains the relevant theories and charac-
teristics of the education platform under the deep learning
algorithm through the analysis of the IAE education plat-
form. +e deep learning algorithm is derived from the re-
search of artificial neural networks. +e artificial neural
network evaluation model is based on self-learning, self-
adaptive ability, and powerful neural network fault toler-
ance, to create a comprehensive evaluation model that is
closer to the combination of qualitative and quantitative
standards of human thinking. +is article uses the deep
learning algorithm model and scoring platform to rationally
evaluate the construction and implementation of the IAE
education platform in colleges and universities.

2. Deep Learning Algorithm-Related
Technologies and Theories

2.1. Deep Learning Algorithm-Related Technologies. +e
operation of the innovation and entrepreneurship education
platform requires different theoretical foundations at dif-
ferent stages, as well as the support of a large number of key
technologies [3]. In recent years, the rapid development of
the deep learning algorithm has significantly expanded its
scope in natural language processing technology and has
also made it possible to create more complex applications.

2.1.1. Deep Neural Network. +e basic deep neural network
usually consists of three parts: input layer, hidden layer, and
output layer. Generally speaking, the first layer is the input
layer, the last layer is the output layer, and the number of
layers in the middle is all hidden layers. +ese layers are fully
connected; that is, every neuron in the ith layer must be
connected to any neuron in the i+ th layer. +e linear re-
lationship between the output and the input is learnt, and the
intermediate result of the output is obtained. For linearly
separable data sets, a simple linear classifier can usually be
used to solve the classification problem. However, data in
real life are usually not linearly separable. For this situation,
there are generally two methods: introducing nonlinear
functions and linear transformations. +e nonlinear func-
tion here is the activation function [4, 5], usually sigmoid,
tanh, ReLu, and so on. If you want to train a DNN, it usually
combines exercise optimizers.

2.1.2. Tensorflow. Google is not only a leader in big data and
cloud computing but also has good practice and accumu-
lation in machine learning and deep learning algorithm. At
the end of 2015, Google opened the TensorFlow deep
learning algorithm framework [6, 7]. Compared with
frameworks such as Caffe, +eano, Torch, and MXNet,
TensorFlow has themost Forks and Stars on Github. It is also
used for graph sorting, audio editing, recommendation
platforms, physical language, and other scene editing. For
the innovation and entrepreneurship education platform, its
main goal is to provide accurate answers to users’ questions
in this field. +erefore, information retrieval has become the
main method used by many specific question answering
platforms. +e similarity between the question submitted by
the user and all the candidate questions in the Q&A library is
calculated, and finally the answer corresponding to the
question with the greatest similarity is selected. And the
feedback result is matched according to the similarity be-
tween the question submitted by the user and the infor-
mation database.

2.2. Deep Learning Algorithm-Related 
eories

2.2.1. Word Frequency-Document Inverse Frequency.
TF-IDF is used to evaluate the meaning of words in a set of
documents or a document in the main text and is often used
in information retrieval and data mining. After a certain
transformation, it can be used to calculate the similarity
between sentences. Among them, TF refers to the word
frequency; that is, the number of times a word appears in the
document; IDF is the reverse frequency of the document.
+e main idea of TF is that if a word appears more often in
one text, but rarely appears in other texts, it can be con-
sidered that the word has a good resolution [8, 9]. +e main
idea of IDF is that if the number of documents containing a
word is less, it means that the word has a good sorting ability,
and the IDF value will be higher. +e numerator represents
the number of times a word appears in the file, and the
denominator represents the sum of the number of times all
words appear in the file.

2.2.2. Levinstein Distance. Levenshtein distance refers to the
minimum number of processing operations required to
convert one string to another and is usually used to compare
the similarity of two strings. It mainly refers to the minimum
number of processing functions required to convert two
strings from one string to another. If more times are re-
quired, the similarity is lower [9, 10]. +e basic steps of the
algorithm are as follows:

(1) A table is initialized with the number of rows m+ 1
and the number of columns n+ 1, which is used to
store the number of functions required to complete a
processing operation and convert the string s1 [1, ...,
n] into characters [1, ...,m]. +e number of functions
required is the value of the table [n] [m].
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(2) +e first row of the matrix is set to 0 in n, and the first
column is set to 0 in m. Table [0][j] represents the
value of the j-1th column in the first row. +is value
represents that it takes n processing operations to
convert the string s1[1, ..., 0] to s2[1, ..., j]. Obviously,
to convert an empty string to a string of length j, only
the input operation j is required, so the value of table
[0][j] must be j, and the values in other places can be
deduced by analogy.

(3) Each character of string s1 and string t2 is compared
in pairs; if they are equal, set temp� 0; if they are not
equal, set temp� 1.

(4) If we can convert s1[1, ..., i− 1] to s2[1, ..., j] in step k,
then the total number of operations we need to
perform is k+ 1; if we can convert s1 [1, ..., i− 1] to s2
[1, ..., j] in step k operation, convert s1 [1, ..., i] into 8
in s2 [1, ..., j− 1], that is, matrix [i, j− 1]� k, then we
can add s2[j] to s1[1, ..., i], so a total of k+ 1 functions
are needed; if we can convert s1[1, . . ., i− 1] to s2[ 1,
. . ., J− 1]] in k operations, then we can convert s1 [i]
to s2 [j], which satisfies s1 [1, ..., i]� � s2 [1,...,j]; here,
in total, the function k+ temp is required (because if
s1 [i]� � s2 [j], no processing is required; if it is
different, just add the calculated temperature value
directly). +e final value of the table [i, j] is the
minimum matrix [i, j− 1] + 1, matrix [i− 1, j] + 1,
and matrix [i− 1, j− 1] + temp.

(5) Steps (3) and (4) are repeated; the final matrix value
[n,m] is the minimum processing distance. Once the
minimum processing distance is found, the simi-
larity can be calculated.

3. Research on Experimental Preparation of
IAE Platform

3.1. ExperimentalMethod. With the rise of the deep learning
algorithm wave, in practical applications, the deep learning
algorithm technology is more suitable for IAE education
platform. Compared with the usual shallow neural network,
the deep neural network used in the deep learning algorithm
has many hidden layers in addition to an input layer and an
output layer. Each layer is composed of many neurons. +e
input of the input layer is the external input of the neural
network, the input of the output layer and the hidden layer is
the input of the previous layer of neurons, and the output of
the output layer is the output of the neural network.

(1) Sigmoid function:

σ(z) �
1

1 + e
− z. (1)

(2) +e mathematical expression of neuron ai,j is as
follows:

ai,j � σ 􏽘
k

wijkai−1k + bij
⎛⎝ ⎞⎠. (2)

Suppose the neural network has a total of I layer, the jth
neuron of the ith layer is aij, the bias of this neuron is bij, the
distance from the jth neuron of the i layer to the kth neuron
of the −1 the weight isWijk, and σ is the activation function.
+e function of the activation function is to make nonlinear
changes in the input of the neuron. e-z is an exponential
function. In the definition expression of the exponential
function, the coefficient before e-z must be the number 1, and
the independent variable is −z.

3.2. Experimental Data Collection. +is paper establishes a
neural network model under the deep learning algorithm to
achieve balanced results. In order to understand the status quo
of college students’ IAE education, this paper conducts in-
vestigations in the form of in-depth interviews and ques-
tionnaires. “Awareness of IAE Education,” “Courses of IAE
Education,” “IAE Education Teaching Staff,” “Methods and
Models of IAE Education,” and “Support andGuarantee of IAE
Education” are selected to conduct surveys. +e purpose of the
survey is to fully understand the innovation and entrepre-
neurship education of college students and the existing
problems.

4. Research on Experimental Preparation for
IAE Platform

4.1. Distribution of Entrepreneurial Interest under Different
Educational Backgrounds. +e main subjects of this study
are undergraduates, and a small number of junior college
students and graduate students also participated in the
survey. +e survey collected 558 questionnaires; the details
are shown in Table 1. +e effective questionnaires describe
the basic situation of the respondents, and the samples are
relatively representative.

As shown in Figure 1, 49.5% of junior college students and
35.2% of undergraduates said that they are very interested in
entrepreneurship. It can be seen that 60% of respondents have
entrepreneurial intentions. In further investigation, it is found
that junior college students are more interested in entrepre-
neurship than undergraduates, and undergraduates are more
interested in entrepreneurship than graduate students. +is is
because the academic level of graduate students is higher than
that of undergraduates and junior colleges. Professional
planning is stronger, but about one-quarter of graduate stu-
dents are still interested in entrepreneurship. Undergraduate
and junior colleges are more competitive in employment.
Entrepreneurship is a good choice to alleviate the pressure on
employment.

4.2. Analysis on the Evaluation Method of IAE Course.
+e investigators conducted a survey on the “IAE course
assessment method,” and the results of the survey are shown
in Table 2.

As shown in Figure 2, 282 people’s choices indicate
that IAE courses are assessed through curriculum design,
accounting for 50.54% of the total number. If IAEs are
only assessed through courses, the practical experience
that students can improve is very limited. More practical
activities should be carried out to help students assess
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innovative courses. Only 96 people, 17.2% of students said
that innovative and entrepreneurial courses are assessed
through practical activities, which is obviously not
enough. +esis design and curriculum design have great

limitations in improving the ability of IAE. +rough
practical activities, students can get started in person, and
only when they empathize with each other can they
quickly improve.

Table 1: Distribution map of entrepreneurial interest for different educational backgrounds (%).

Education Very interested More interested Generally Not very interested Not interested
Specialist 49.5 11.3 22.5 10.2 6.5
Undergraduate 35.2 28.4 18.9 7.4 10.1
Postgraduate 25.4 16.6 34.5 12.2 11.3

Experimental variables
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Figure 1: Distribution of interest in entrepreneurship of different educational backgrounds (%).

Table 2: Evaluation methods of IAE courses.

Category Practical activities Paper Course design Others
Number of people 96 84 282 61
Percentage (%) 17.20 15.54 50.54 10.92
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Figure 2: Analysis of the assessment methods of IAE courses.
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4.3. Analysis of the Faculty Allocation for IAE. An analysis of
“IAE Education Teachers’ Evaluation” on 558 investigators is
conducted, and statistics on four indicators of “fully satis-
fied,” “basically satisfied,” “barely satisfied,” and “unsatis-
fied” is conducted. +e results are shown in Table 3.

As shown in Figure 3, it can be seen that 33.6% of the
surveyors of junior college students are more satisfied with
the provision of teachers for IAE education. +e reason may

be that the junior college is more biased towards practical
talent training for students. Among the graduate students,
only 15.5 respondents were satisfied with the faculty, and
33.6 respondents were dissatisfied, about 1/3 of them.
Analysis of the main reasons for the low satisfaction of
graduate students may be based on the following two as-
pects: one is that there is less IAE education specifically for
graduate students and the other is that graduate students

Table 3: Analysis of IAE teachers (%).

Education Totally satisfied Basically satisfied Barely satisfied Not satisfied
Specialist 33.6 26.7 28.5 11.2
Undergraduate 21.5 27.1 35.7 15.7
Postgraduate 15.5 25.6 25.3 33.6
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Figure 3: Analysis of IAE teaching staff (%).
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Figure 4: Analysis of support and guarantee of IAE education.
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have higher requirements for teachers, but in reality, the
teachers fail to meet expectations.

4.4. Analysis of Support and Guarantee of IAE Education.
In the analysis of the surveyors’ support and guarantee for
IAE education, 558 surveyors selected the most important
factors based on the options that are most satisfied with their
help. +e analysis results are shown in Figure 4.

As shown in Figure 4, financial support and entrepre-
neurial atmosphere are the places most dissatisfied with
student support. 24 and 28 people chose these two, re-
spectively. A good entrepreneurial atmosphere and financial
support are essential. In colleges and universities, a good
entrepreneurial atmosphere is very lacking. Many students
face heavy test pressure and life pressure, which prevents
them from integrating into a good atmosphere. At this time,
the school needs to provide students with relevant condi-
tions and provide a certain amount of financial support with
entrepreneurs to help them; some entrepreneurs have good
business ideas and do not have enough funds to carry out
projects, so the school should give sufficient support.

5. Conclusions

According to the deep learning data model, this article
analyzes the objects that the entrepreneurial education
platform needs to focus on. According to the research results
of this article, it is concluded that the IAE education plat-
form must pay attention to practical teaching. +e data in
this article show that 49.5% of college students and 35.2% of
undergraduates expressed their interest in entrepreneurship.
+rough entrepreneurship, college students can greatly re-
duce the competitive pressure brought about by employ-
ment and also help them find a path that is more suitable for
them. Cultivating students’ comprehensive quality ability in
IAE is the key to IAE education. First of all, it must conform
to the student development legislation, proceed step by step,
and reflect the levels. Second, IAE training should run
through the entire process of IAE training and reflect in-
tegrity. +e third is that universities should integrate
practical resources, win government support, unite enter-
prises, and create a comprehensive collaborative platform.
Colleges and universities should actively carry out IAE
competitions, set up expert groups to comment and explain,
and answer questions and answers for some problems en-
countered by entrepreneurs, so as to better improve the
comprehensive ability of entrepreneurs. +erefore, it is very
meaningful to build a platform for college students’ IAE
education practice. Only when students participate in
practical activities and empathize with each other can they
give full play to the significance of practical education. At the
same time, the government should give entrepreneurs a
certain amount of support to help. +ey implement their
own projects.
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In order to explore the economic development trend in the postepidemic era, this paper improves the traditional clustering
algorithm and constructs a postepidemic economic development trend analysis model based on intelligent algorithms. In order to
solve the clustering problem of large-scale nonuniform density data sets, this paper proposes an adaptive nonuniform density
clustering algorithm based on balanced iterative reduction and uses the algorithm to further cluster the compressed data sets. For
large-scale data sets, the clustering results can accurately reflect the class characteristics of the data set as a whole. Moreover, the
algorithm greatly improves the time efficiency of clustering. From the research results, we can see that the improved clustering
algorithm has a certain effect on the analysis of economic development trends in the postepidemic era and can continue to play a
role in subsequent economic analysis.

1. Introduction

After more than 40 years of rapid development of reform
and opening up, my country has entered the new economic
normal, and the transformation of economic growth mode
and supply-side reforms also need to slow down and shift
gears. Moreover, due to the global economic downturn and
trade frictions, the economic growth rate in recent years has
shown a downward trend. In addition, the COVID-19 ep-
idemic, as a global “black swan” event, has had a greater
impact on my country’s economy and the development of
the world economy.

'e sudden outbreak of the COVID-19 epidemic in 2020
has inevitably brought countries around the world into a
state of stagnation. 'e current domestic epidemic pre-
vention and control has achieved significant strategic results,
but the overall economy has not yet returned to the normal
level of previous years. 'e spread of the epidemic abroad is
still continuing, but countries have begun to relax blockade
restrictions and gradually restart their economies. 'is has
played a positive role in stabilizing global economic confi-
dence, but at the same time, it has also increased the dif-
ficulty of epidemic prevention, aggravated the uncertainty of

the world’s economic development prospects, and brought
severe challenges to the development of my country’s open
economy.

'e influence of the COVID-19 epidemic on our country
economy and the economic recovery after the epidemic are
the core topics of current scholars’ attention. Academia
generally believes that, during the SARS period, China is in
the rapid development stage of urbanization and global-
ization, and there is relatively sufficient space for fiscal and
monetary tools, so the effect of the SARS on the economy is
relatively small [1].

'e COVID-19 epidemic has had a huge impact on the
Chinese economy and the world economy. 'is shock
overturned the cognition of traditional economics, exposed
some shortcomings in the economic structure, provided us
with a window to reunderstand the Chinese economy and
the world economy, and provided new momentum and
ideas for China’s economic transformation. In this regard,
we need to theoretically summarize and explore the causes
and mechanisms of economic recession under the “abnor-
mal” epidemic and the relationship between the “normal
economy” and the “abnormal economy.” At the same time,
we need to deeply explore the deep-seated structural
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problems and contingency mechanisms of the Chinese
economy and the world economy. In addition, it should be
recognized that this shock has the characteristics of sudden
and temporary nature, and the economic loss it causes is a
kind of “sunk” loss, which does not affect the foundation of
China’s economic development and cannot change the basic
pattern of China’s economic improvement.'e length of the
impact depends on the transmission cycle of the epidemic.
With the end of the epidemic and the momentum of eco-
nomic development still returning, China’s economy will
naturally enter a normal track of development. Moreover,
while the epidemic has a negative impact on the economy, it
also stimulates some opportunities or positive effects. In this
regard, we need to fully understand the negative effect of the
epidemic on China’s economy and at the same time fully
explore opportunities to turn crises into opportunities,
passivity into activeness, and passivity into proactiveness so
as to win new development momentum, promote the
transformation of China’s economy into a “disaster-adapted
economy,” and achieve sustainable and high-quality de-
velopment of China’s economy [2].

'e impact caused by SARS is far less than the impact of
the new crown. 'e latter has greater challenges and more
and more profound issues worthy of research. At present,
the existing research focuses on empirical research and
rarely understands the impact of the epidemic and the
mechanism of economic recession from the economic
theory. In the study of countermeasures, most of them are on
the matter, and they have not understood the economic
transformation problems under the epidemic disaster from
the deep level of economic operation.

At present, the impact of the epidemic on the global
economy is still developing and evolving; especially, the
unemployment wave caused by the epidemic is becoming a
major problem facing all countries. Moreover, with the
emergence of the global unemployment problem, residents’
consumption willingness and consumption preferences will
change. 'ese will further trigger a decline in consumer
demand, cause corporate profits to decline, production and
operation difficulties, suspension of recruitment plans, and
even implementation of layoff plans, and further aggravate
the complexity and severity of the employment situation [3].

'is paper combines the improved clustering algorithm
to analyze the economic development in the postepidemic
era and proposes the direction of subsequent economic
development.

2. Related Work

Literature [4] puts forward the argument that regional in-
come levels can eventually converge with economic growth
under the assumption that the factors are completely liquid.
Literature [5] believes that, under the assumption of free
flow of production factors and an open economy, as the
regional economy grows, the gap between countries or
different regions within a country will shrink, and regional
economic growth will converge in regional space.

'e circular causality theory of literature [6] believes that
the role of the market tends to expand the regional difference

rather than diminish the regional difference. Once the
difference appears, the developed regions will obtain com-
petitive advantages, thereby containing the undeveloped
regions, which is not conducive to economic development.
Literature [7] believes that the interregional imbalance of
growth is inevitable, and the development of the core area
will drive the development of the peripheral area to some
extent through the trickle-down effect. However, at the same
time, the inflow of labor and capital from the periphery to
the core area will strengthen the development of the core
area, which in turn plays a role in widening the regional gap,
and the great effect plays a dominant role.

Literature [8] believes that the regional economic dif-
ference is primarily determined by aspects such as the capital
investment rate of each region, the growth of employment
people, human capital investment, foreign investment, and
the location of each region. Literature [9] believes that lo-
cation factors, macroeconomic schemes, economic struc-
ture, urban-rural economic development difference,
population quality, and market economy development level
are all factors that affect my country’s regional economic
gap. Literature [10] believes that, at the beginning of the
reform, the per capita income, urbanization and industri-
alization levels in the eastern district, the central district, and
the western district are different, which lead to distinct
growth rates during the development process and ultimately
make the income growth rate of residents in the eastern
district faster than that in the central and western districts. In
addition, enormous scholars have explained the phenom-
enon for regional gaps from other aspects. Literature [11]
believes that regional economic differences are largely
caused by location differences. Literature [12] believes that
institutional factors are also the cause of the gap in economic
development of regional in my country. After the all-round
reform and opening up, the country implemented the
eastern guide policy, which led to rapid economic devel-
opment in the eastern region. 'erefore, it believes that such
institutional factors are the main reason for the economic
development difference between the east district and the
west district.

Based on the least square method, literature [13] made a
mid- and long-term forecast of Beijing’s economic develop-
ment prospects. Based on the semiparametric regression
theory, literature [14] carried out a predictive analysis on the
relevant economic indicators ofHenan Province and compared
it with the prediction error value of the linear autoregressive
model. 'e comparison result shows that the semiparametric
autoregressive short-term prediction effect is better.

Literature [15] derived and constructed a homologous
gray prediction model with one variable and a first-order
equation (written as HGEM (1, 1)) based on the gray system
theory to predict the total energy consumption of China’s
manufacturing industry.'e experimental results prove that
the gray system model does not require a large number of
data samples, and the prediction error is small, which can
effectively reflect the true status of the gray system. However,
although it can reveal the regularity of sample information, it
cannot fully reflect the interference of various unconven-
tional social factors on the predicted objects.

2 Scientific Programming



Literature [16] developed and applied artificial neural
network (ANN) model with backpropagation learning (BP)
algorithm and traditional extreme learning machine (ELM)
to predict GDP growth rate. Literature [17] used artificial
neural networks to make ecological predictions of the at-
mospheric state of industrial cities and provided an as-
sessment of the adequacy of the prediction model based on
the calculation of the correlation coefficient between the data
and the reference data. Literature [18] studied the future
economic growth trend based on the BP neural network
model. Literature [19] improved the economic forecasting
algorithm based on the BP neural network algorithm to
improve the forecasting accuracy.

Literature [20] established a combined forecastingmodel
based on the ARIMA model and neural network algorithm
to study GDP series. 'e results show that the accuracy of
the ARIMA-NN combined model is greater than that of any
single model. Literature [21] studied the weight selection
method of the combination model and established a com-
bination prediction model based on the reciprocal residual
method, a combination prediction model based on the re-
ciprocal variance method, and a combination prediction
model based on the least square method. Moreover, it tested
the prediction accuracy of these three combined models
based on historical data of national GDP per capita.

3. Textual Representation of Economic Data

In text mining, the text is usually represented by the vector
space method; that is, a certain number of representative
feature words are regarded as one dimension in the vector
space. To study text clustering, we must first establish a
mathematical model of the text, so that appropriate methods
can be used to quantitatively calculate the similarity between
texts. 'e text representation model is the feature repre-
sentation of the document. Feature representation refers to
the use of some important feature items (words) to represent
documents. In the mining algorithm processing, only these
feature items need to be processed. 'is is a process step of
converting unstructured data to structured data.

At present, the representative text representation models
include the Boolean model and vector space model. 'ese
models proceed from different perspectives and use different
methods to deal with issues such as feature weighting,
category learning, and similarity calculations. 'e Boolean
model can only be used to calculate the relevance of user
queries and documents in information retrieval but cannot
calculate the deeper similarity between two documents.

'e traditional document representation model is the
VSM vector space model. 'e VSM model uses the terms in
the document to represent the feature vector of the document,
and the term frequency-inverse document frequency is used
as the weight. For example, the vector of a document is
represented as V � [w1, w2, · · · , wn], and wi in the vector V
represents the weight of the i-th feature. 'e weight can be
calculated by the TF-IDF algorithm.'emain idea of the TF-
IDF algorithm is as follows: if the frequency TF of a certain
term or phrase in a document is high and the IDF of the term
or phrase in other documents is low, then the term or phrase
can distinguish the document from other documents.

Term frequency TFi refers to the frequency of occurrence
of term i in a document. 'e calculation formula of TFi is as
follows [22]:

TFi �
ti

􏽐
n
j�1 tj

. (1)

In the formula, ti represents the term frequency of the i-
th feature in the feature vector, and the denominator rep-
resents the total term frequency of all features in the feature
vector.

Inverse document frequency (IDF) refers to a measure of
the universal importance of a term and is the number of
documents containing the term i in other documents. 'e
calculation formula of IDFi is as follows [23]:

IDFi � log2
N

ni

. (2)

In the formula, ni represents the number of documents
in which the i-th feature item appears in all document sets,
and N represents the number of all documents in the
document set. 'e calculation formula of TFi × IDFi is as
follows:

wi � TFi × IDFi �
ti ∗ log2 N − log2ni

􏽐
n
j�1 tj

. (3)

'e degree of correlation between two documents is
often measured by the similarity between them. When the
text is expressed as a vector space model
V � [w1, w2, · · · , wn], the similarity between the texts can be
expressed by calculating the distance between the vectors. At
present, the calculation of similarity between
X � [x1, x2, · · · , xn] and Y � [y1, y2, · · · , yn] mainly in-
cludes cosine similarity sim(X, Y), Euclidean distance
distEuchdean(X, Y), and Pearson correlation coefficient
rpearson, as shown in the following:
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sim(X, Y) �
X · Y

|X| · |Y|
�

􏽐
n
i�1 xi, yi( 􏼁
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rpearson(X, Y) �
n 􏽐

n
i�1 xiyi − 􏽐
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(4)

BIRCH algorithm is a multistage clustering algorithm
based on clustering feature (CF) and clustering feature tree
(CF tree). It can use limited memory resources and I/O
consumption to complete high-quality clustering of large-
scale data sets.

In the vector space, N data points Xi

�→
}, i � 1, 2, . . . , N􏼚 ,

of a class are given. 'e centroid X0
��→

, radius R, and diameter
D of this class are defined as follows [24]:

X0
��→

�
􏽐

N
i�1 Xi

�→
􏼒 􏼓

N
,

R �
􏽐

N
i�1 Xi

�→
− X0

��→
􏼒 􏼓

2

N

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/2

,

D �
􏽐

N
i�1 􏽐

N
j�1 Xi

�→
− Xj

�→
􏼒 􏼓

2

N(N − 1)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/2

.

(5)

In the formula, R is the average distance between all data
points in a class and the center of mass, and D is the average
distance between any two points in the class.'ese two items
can reflect the tightness within a class and are usually used in
the BIRCH algorithm to determine whether the size of the
class meets the limit of the threshold radius T.

If the centroid points X01
���→

and X02
���→

of two classes are
known, the formulas for the Euclidean distance D0 and
Manhattan distance D1 of the two centroid points are as
follows:

D0 � X01
���→

− X02
���→

􏼒 􏼓
2

􏼠 􏼡

1/2

,

D1 � X01
���→

− X02
���→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � 􏽘
d

i�1
X01
���→

− X02
���→

􏼒 􏼓.

(6)

We are given two classes C1 and C2. Among them, the

class C1 contains N1 data points Xi

�→
􏼚 􏼛, i � 1, 2, · · · , N1. 'e

other class C2 contains N2 data points Xj

�→
􏼚 􏼛,

j � N1 + 1, N1 + 2, . . . , N1 + N2. 'en, the calculation
method of the distance D2 between the two classes is as
follows:

D2 �
􏽐

N1
i�1 􏽐

N1+N2
j�N1+1 Xi

�→
− Xj

�→
􏼒 􏼓

2

N1N2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/2

. (7)

In the above formula, D0, D1, and D2 can represent the
relationship between the two classes. In the CF tree recon-
struction process, these distances can be used to calculate the
distance between entries when the CF tree node is split so that
the two entries with the farthest distance can be used as the two
root entries of the split node and other entries can be classified.

'ere are two core concepts of CF and CF tree in the
BIRCH algorithm. 'e clustering feature CF represents a
class in the form of a triple, as shown in Definition 1.

Definition 1 (clustering feature CF).WhenN d-dimensional

data points Xi

�→
􏼚 􏼛, i � 1, 2, . . . , N, of a class are given, the

cluster feature CF vector is defined as a triple:

CF � (N, LS
�→

, SS). (8)

Among them, N represents the number of data points in
this class, and LS

�→
represents the linear sum of N data points

in the class; namely,

LS
�→

� 􏽘
N

i�1
Xi

�→
⎛⎝ ⎞⎠. (9)

SS represents the sum of the variance of N data points in
the class; namely,

SS � 􏽘
N

i�1
Xi

�→2
⎛⎝ ⎞⎠. (10)

Theorem 2 (clustering features additive theorem). If it is
assumed that the CF values of the two classes are CF1 �

(N1, LS1
��→

, SS1) and CF2 � (N2, LS2
��→

, SS2), then the CF of the
class after the fusion of these two classes meets the following
formula:

CF1 + CF2 � N1 + N2, LS1
��→

+ LS2
��→

, SS1 + SS2􏼒 􏼓. (11)

'e additivity theorem of clustering features shows that
it is easy to obtain the CF vector of the fusion class from the
CF vector of different classes. Moreover, according to
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different types of CF vectors, it is easy to obtain the cor-
responding X0

��→
, R equidistance formulas. According to these

distances, the effect of the clustering result of the BIRCH
algorithm can be judged.

As shown in Figure 1, the CF tree involved in the BIRCH
algorithm is a highly balanced tree with two parameters:
branching factor B and threshold T. Each nonleaf node
contains at most B branch entries (CFi, childi),

i � 1, 2, . . . , B, childi is a pointer to its i-th child node, and
CFi is the clustering feature of the i-th child node. A leaf
node has at most L entries, and the form of each entry is
(CFi), i � 1, 2, . . . , L, where CFi is the clustering feature of its
i-th subcategory. In addition, in order to improve the query
speed, all leaf nodes are connected through two pointers,
prey and next. 'e CF value of a leaf node represents the
clustering characteristics of a subcategory. Among them, the
radius of each class must be less than the threshold limit T.

In the BIRCH algorithm, a CF tree is a compressed
representation of the density statistics of a data set, and an
entry CFi in the leaf node represents a clustering feature CF
value of class Ci. Among them, the radius R of each class C
must meet the limit of the threshold radius T. 'e denser the
area in the original data set, the more data points contained
in class C. Conversely, the sparser the area, the fewer data
points contained in class C.

In the clustering process of the BIRCH algorithm, as data
points are continuously added, the CF tree is dynamically
constructed. 'is process is similar to the insertion opera-
tion of the B tree. 'e construction process of the CF tree is
as follows:

(1) Starting from the root node, select the nearest child
node from top to bottom.

(2) After reaching the leaf node, check whether the class
C represented by the nearest entry can absorb this
data point. If possible, update the CF value; if not,
check whether it can add a new entry. If it is not
possible to add a new item, the split farthest∼pair is
used as a seed, and other items are reallocated
according to the distance.

(3) Update the CF value of each nonleaf node. If the
node is split, insert a new entry in the parent node,
and then check whether the parent node needs to be
split until the root node.

When the data points cannot be inserted, at this time, the
threshold T needs to be raised and the CF tree is rebuilt to
absorb more data points until all the data points are inserted.
'e size of the threshold Tdetermines the size of the class so
that the size of the CF tree can be controlled by controlling
the size of T to adapt to the current limited memory. If T is
too small, the number of classes will be very large, resulting
in an increase in the number of tree nodes, which may lead
to insufficient memory in the data set before the scan is
completed, so it needs to be adjusted appropriately during
the process of inserting data points. 'e size of the threshold
Tmakes it suitable for the current memory size.

'e clustering process of the BIRCH algorithm is shown
in Figure 2. 'e specific process is as follows:

Stage 1: use limitedmemory and hard disk space to scan
all the data in the data set and initialize a CF tree in the
memory. 'is CF tree can reflect the clustering in-
formation of the data set as much as possible under the
condition of memory limitation. Divide dense data into
classes, and eliminate sparse data points as outliers.
Stage 2: this stage is optional. 'e input data scale of the
global clustering algorithm in stage 3 has certain limits,
and the result in stage 1 may be different from the input
scale required in stage 3.'erefore, in stage 2, the CF tree
in phase 1 can be modified to generate a smaller CF tree,
so that the global algorithm in stage 3 can run more
effectively.
Stage 3: in this stage, a global or semiglobal algorithm is
used to cluster the entries of the leaf nodes in the CF
tree to generate better global clustering results.
Stage 4: this stage is optional. Redistribute data points to
the nearest seed to ensure that duplicate data are grouped
into the same class, and add class labels at the same time.

In order to evaluate the clustering accuracy and effec-
tiveness of the improved algorithm, this paper uses the im-
proved algorithm proposed in this paper to implement the
algorithm on two simulation data sets and one news data set,
respectively. Moreover, this paper uses running time T, pre-
cision P (Precision), recall R (Recall), and F-measure (F-
measure) to further evaluate the proposed algorithm. When F
is higher, the clustering accuracy is higher.

Here, the class identified by the clustering result is re-
ferred to as the result class, and the primitive class in the
original data set is referred to as the original class. F-measure
combines the ideas of precision P and recall R in information
retrieval to perform clustering evaluation. 'e precision and
recall of a result class j and the corresponding original class i
are shown in the following formula:

P(i, j) � precision(i, j) �
Nij

Nj

,

R(i, j) � recall(i, j) �
Nij

Ni

.

(12)

In the formula, Nij is the number of all objects in the
original class i in the result class j, Nj is the number of all
objects in the result class j, andNi is the number of all objects
in the original class i. 'e definition of F-measure of
primitive class i is as follows:

F(i) �
2P(i, j)R(i, j)

(P(i, j) + R(i, j))
. (13)

For the original class i, the higher the F-measure value of
the clustering algorithm is, the better the effect of the clustering
algorithm is and the more it can reflect the mapping of the
original class i. In other words, F-measure can be used as the
evaluation score of the original class i. For the clustering result,
the total F-measure of the algorithm can be obtained by the
weighted average of the F-measure corresponding to each
original class i, as shown in the following formula:
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F �
􏽐iNi · F(i)

􏽐iNi

. (14)

In the formula, Ni is the number of all objects in the
original class i.

4. EconomicAnalysisModel Based on Improved
Clustering Algorithm

'is paper combines the improved clustering algorithm to
make an economic analysis model and analyzes the eco-
nomic development trend in the postepidemic era through
this model. 'is paper uses textual economic data analysis
for clustering. 'e specific description and process of the
algorithm (Figure 3) are as follows:

(1) We segment the background technology and tech-
nical fields of the patent text, filter out stop words, and
extract problem keywords that describe the background of
the problem, the existing problems, the conditions for the
problems, and the existing solutions to the problems. (2) We
establish the index item of patent documents-document
matrix D. (3) We use LSA latent semantic analysis to reduce
the dimensionality of the matrix. (4) We use the DBSCAN
algorithm to cluster the document matrix VKT text.

'e centroid points of all classes are summarized to
form a new compressed data set, and the CF value of each
class is stored as the attribute value of the centroid point of
the class. 'is compressed data set will be used as the input
data set for the next stage of the AV-DBSCAN algorithm.
In this newly generated compressed data set, each data
point represents a class of the clustering result. 'e

process of generating compressed data sets is shown in
Figure 4.

'e category update process of the original data set using
the clustering results of the AV-DBSCAN algorithm is
shown in Figures 4–6. When AV-DBSCAN clusters the
compressed data set, each data point in the clustering result
of the compressed data set corresponds to a subcategory in
the original data set. According to the category of the data
point in the compressed data set, the corresponding sub-
category in the original data set is found, and all the data
points in the subcategory are updated to this category. Fi-
nally, the clustering result of the original data set is obtained.

On the basis of the above analysis, the constructed
economic development trend analysis model based on the
improved clustering algorithm is shown in Figure 6.

On the basis of the above analysis, an economic de-
velopment trend analysis model based on the improved
clustering algorithm is constructed, and then the perfor-
mance verification analysis of the model can be performed.

5. Analysis of EconomicDevelopment Trends in
the Postepidemic Era Based on Improved
Clustering Algorithms

At the end of 2019, a case of 2019-nCoV infection was
detected in Wuhan, Hubei Province, China. 'e virus
spreads quickly and is difficult to prevent and control, and
there is a phenomenon of human-to-human transmission.
Afterwards, confirmed cases of pneumonia infected by the
2019-nCoV virus gradually increased, and the COVID-19
epidemic broke out in Wuhan and spread rapidly across the

CF1 CF1 CF3

CF4 CF5

CF10 CF11 CF12 CF13 CF14 CF15 CF16 CF17

CF6 CF7 CF8 CF9 …

Figure 1: CF tree (B � 3, L � 4).
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country. On January 31, the World Health Organization
announced that the COVID-19 epidemic constituted a
“public emergency of international concern.” In the face of
the epidemic, the Chinese government attached great im-
portance to it, acted quickly, and achieved decisive results in
about three months, and the epidemic was effectively
controlled. At the same time, the COVID-19 epidemic
continued to spread in other countries, and the death toll
increased rapidly. 'e World Health Organization pointed
out in the “Declaration of Healthy Recovery from the Covid-
19 Epidemic” that the 2019-nCoV virus epidemic is the
world’s biggest impact in decades, and hundreds of thou-
sands of people have lost their lives. Moreover, it pointed out
that the world economy is likely to face the most serious
economic recession since the 1930s, and the resulting un-
employment and reduced income will be detrimental to
livelihoods, health, and sustainable development.

In this context, economic development has received a
major impact, so this paper uses the constructed improved
clustering algorithm to analyze economic development
trends in the postepidemic era and verify the performance of
the system.

'e model constructed in this paper can effectively mine
relevant data in the process of economic development.
'erefore, in the process of model verification, this paper

first analyzes the effect of factor mining, mines 78 sets of
data, analyzes the effectiveness of these factors, and scores
the factors. 'e results are shown in Table 1 and Figure 7.

From the above analysis, it can be seen that the clustering
model constructed in this paper has a good performance in
economic factor mining. On this basis, this paper analyzes
the economic development trend analysis strategy and
evaluates the output results. 'e results of the evaluation
statistics are shown in Table 2 and Figure 8.

'e summary of the output results is as follows.
At present, the Party Central Committee and the State

Council attach great importance to achieving the annual
economic and social development goals and tasks and have
issued a series of supporting policies to coordinate the
prevention and control of the new crown pneumonia epi-
demic and economic and social development. All depart-
ments and governments at all levels must fully implement
the various decisions and deployments of the central gov-
ernment, coordinate and promote related work, and ensure
precise implementation of policies and effective imple-
mentation of policies.

We need to focus on fiscal policy, supplemented by
monetary and credit policies, to effectively support economic
recovery. At the same time, we need to increase

Phase 1: Scan the data set to build
a CF tree in memory

Data set

Phase 2: Build a smaller CF tree
based on the CF tree of Phase 1

Phase 3: Global clustering

Stage 4: Clustering and refining

Figure 2: BIRCH algorithm clustering process.

Patent Document
Collection

Patent document
preprocessing

Use LSA to
reduce the
dimension
ality of the

matrix

Build
index
entry-

document
matrix

Feature
selection
of patent

issues

Algorithm
clustering

Cluster analysis

Figure 3: Clustering process of economic text data.
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Algorithm clustering results

CF1 CF2 CF3

Clustering features
corresponding to each class

By calculating the centroid of the class,
a compressed data set is summarized

Figure 4: 'e generation process of the compressed data set.

Compressed
data set

Algorithm
clustering

results

Class 1 Class 2

Figure 5: 'e category update process of the original data set.

8 Scientific Programming



Data source and
preprocessing

Modeling analysis Modeling and analysis again

Data preparation, parameter
calculation

Dynamic model

Indirect loss rate of outputIdentify industries that are
severely affected by the

epidemic

Calculation parameters

Index loss rate

Fitting optimization

Clustering modelIntervention analysis
model

Figure 6: Economic development trend analysis model based on the improved clustering algorithm.

Table 1: Analysis table of the effect of factor mining.

Num Factor mining score
1 86.5
2 82.5
3 90.2
4 91.3
5 84.0
6 85.9
7 90.6
8 92.3
9 83.0
10 90.8
11 88.2
12 92.2
13 89.2
14 86.0
15 82.1
16 85.4
17 86.9
18 87.7
19 83.2
20 90.2
21 83.4
22 86.8
23 83.3
24 85.1
25 88.0
26 86.8
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countercyclical adjustments to fiscal policy, increase the
central fiscal deficit rate, and increase central transfer pay-
ments to local governments.Wewill increase targeted support
to weak areas and regions such as medical and health, small,
medium, and microenterprises, private enterprises, service
enterprises, and residents who are unemployed and at risk of
unemployment.'rough tax reduction and exemption, direct

subsidies, and so on, the goal of protecting people’s livelihood
can be achieved. Increase assist for the construction of short-
term livelihood areas such as medical and health, education,
public transportation, and pollution prevention to hedge the
economic decline and employment problem caused by the
epidemic. 'e cautious monetary guideline is moderately
relaxed at the margin, the monetary policy transmission

Table 1: Continued.

Num Factor mining score
27 90.3
28 84.2
29 88.7
30 84.5
31 88.8
32 86.7
33 87.4
34 86.5
35 81.4
36 86.4
37 88.6
38 82.8
39 92.5
40 82.1
41 81.6
42 84.3
43 81.3
44 81.2
45 85.6
46 92.0
47 84.6
48 84.1
49 91.6
50 83.3
51 83.5
52 84.1
53 84.3
54 82.4
55 85.3
56 84.9
57 92.6
58 90.4
59 89.9
60 83.4
61 86.9
62 86.9
63 84.7
64 86.3
65 91.5
66 81.1
67 82.9
68 88.0
69 86.4
70 88.8
71 88.4
72 91.6
73 81.0
74 82.2
75 85.8
76 90.6
77 84.9
78 89.2
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Figure 7: Analysis diagram of the effect of factor mining.

Table 2: Analysis table of economic development trends and evaluation of the effect of strategy formulation.

Num Economic evaluation score
1 70.7
2 81.1
3 79.4
4 73.9
5 77.9
6 73.0
7 73.9
8 77.8
9 78.7
10 78.8
11 76.4
12 81.0
13 76.5
14 70.3
15 76.4
16 81.3
17 72.7
18 70.7
19 69.7
20 78.1
21 79.1
22 80.0
23 76.3
24 74.8
25 78.9
26 69.5
27 77.6
28 80.4
29 72.8
30 78.6
31 70.6
32 73.4
33 69.5
34 81.1
35 71.6
36 75.7
37 80.9
38 79.9
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Table 2: Continued.

Num Economic evaluation score
39 78.2
40 76.1
41 81.5
42 78.5
43 76.9
44 76.2
45 79.7
46 70.8
47 78.3
48 76.6
49 69.6
50 71.5
51 71.1
52 71.8
53 79.6
54 72.5
55 71.3
56 75.4
57 76.2
58 77.0
59 69.1
60 72.9
61 77.2
62 79.8
63 76.7
64 71.2
65 80.0
66 80.9
67 70.4
68 79.3
69 77.9
70 70.9
71 75.5
72 75.7
73 71.6
74 69.7
75 81.1
76 76.2
77 74.4
78 73.2
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Figure 8: Analysis diagram of economic development trends and evaluation of the effect of strategy formulation.
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mechanism is unblocked, the assessment of private enterprise
loans issued by financial institutions is strengthened, and
financial institutions are encouraged to reduce interest rates,
improve loan renewal policies, increase credit loans and
medium- and long-term loans to ensure that private enter-
prise loans are maintained certain growth, effectively allevi-
ating the problem of tight capital chain of private enterprises,
and beware of the large-scale explosion of private enterprise
credit risk.

Firmly implement the spirit of the Fourth Plenary
Session of the 19th Central Committee of the Communist
Party of China, fully implement the new development
concept, focus on supply-side structural reforms, accelerate
the construction of a modern economic system, and effec-
tively solve the deep-level structural and institutional
problems facing the Chinese economy through compre-
hensive deepening of reforms. Inject new impetus into
economic growth.

6. Conclusion

In the postepidemic era, the current negative impact of the
COVID-19 epidemic on the economy has fully emerged, and
there is also the possibility of secondary risks through high-
risk companies and residents. 'erefore, we must adhere to
the combination of epidemic prevention and control and
economic support, play the role of countercyclical policies,
and effectively reduce the negative economic impact of the
epidemic.

'is paper combines improved clustering algorithms to
analyze economic development trends in the postepidemic
era, constructs intelligent models through intelligent algo-
rithms, evaluates economic development effects based on
actual conditions, analyzes current problems through factor
mining, and proposes corresponding strategies.

'is paper designs experiments to detect the perfor-
mance of the algorithm model constructed in this paper.
From the research results, we can see that the improved
clustering algorithm proposed in this paper has a certain
effect in the analysis of economic development trends in the
postepidemic era and can continue to play a role in sub-
sequent economic analysis.
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,e development of management accounting promotes the integration of business and finance, and with the continuous de-
velopment of information technology and the advent of the era of big data, the development of corporate financial informatization
provides tools for the integration of business and finance. ,is paper improves the big data technology, improves the traditional
accounting process, combines the big data technology to build a computerized accounting system, and obtains scientific and
effective accounting information processing results through intelligent big data processing. ,e design goal of the enterprise
accounting management system is that the system can efficiently complete the enterprise cost budget accounting work after the
design is completed and ensure the normal and stable progress of the enterprise cost budget accounting work. ,rough the
experimental research results, it can be known that the computerized intelligent accounting system based on big data technology
constructed in this article has certain effects.

1. Introduction

In contemporary society, various system reconstruction
methods are emerging one after another, but they have never
really solved this problem. Since the advent of the REA
model, the construction of an accounting information
system based on REA can provide the company’s stake-
holders and auditors with real-time, accurate, multilevel,
personalized management decision information, audit in-
formation, etc. Moreover, it satisfies the information needs
of more people, thereby transforming the accounting in-
formation system from the traditional focus on financial
status, operating results, and cash flow to real-time control
and feedback of the enterprise management process. Fur-
thermore, it enables the system to develop into an intelligent
accounting information system that can provide informa-
tion based on user choices to support management decisions
and so forth [1].

With the development of network computer technology,
the user-friendly operation interface of the commonly used
Windows system has accelerated the use of accounting

software in the financial management department of en-
terprises and has slowly extended it to other departments.
,is good application situation also makes the academic and
practical circles begin to consider the issue of information
integration between different departments to avoid dupli-
cation of work between departments and improve work
efficiency. For example, the accounting department is linked
with the cost accounting of the production department and
the sales management of the sales department to realize the
integration of departmental subsystems, and the accounting
information system gradually rises from this [2]. However,
the accounting information system at this time belongs to
the accounting system dedicated to the financial department
and cannot provide management decision information,
which is more restrictive at the technical and conceptual
levels. ,e processing of data in the system application only
serves as a postevent record and feedback function, and it is
difficult for it to play the role of pre-prediction and in-event
control [3].

Since then, with the vigorous development of databases,
the flexibility of information systems has improved, and data
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security, analysis, and processing capabilities have made
great progress. Enterprise-level management information
systems represented by ERP have developed rapidly, and their
essence is to break departmental barriers; expand the scope of
the information system; connect the upstream and down-
stream of the supply chain; realize the integration and co-
ordination of the enterprise’s finance, personnel, sales, supply,
production, etc.; and effectively control the entire process of
enterprise operation. In the system of integrated information
management, the accounting supervision function of the
enterprise is only one of the submodules. With the exquisite
network technology, the global IT field has led to a wave of
industrial reforms; the development of e-commerce has also
swept the traditional accounting business model field, causing
companies to rethink the shortcomings of their traditional
system architecture and processes; and a series of new system
reconstruction method is gradually applied to the accounting
information system. ,e system reconstruction method is
gradually applied to the accounting information system. It is
widely known as the accounting information system based on
the REA model to be introduced in this article, which can
realize real-time processing of monitoring information in a
network environment and multilevel output information to
meet different requirements of users.

Based on the above analysis, this article combines big
data technology to construct a computerized accounting
system obtains scientific and effective accounting infor-
mation processing results through intelligent big data
processing, and improves accounting management effi-
ciency on this basis.

2. Related Work

,e implementation path of business-finance integration
relies on the integration of various management accounting
tools. ,e literature [4] believes that management ac-
counting information systems should be based on solid
corporate management data to enable comprehensive
budget management, centralized capital management, cost
control, performance evaluation, and other business mod-
ules to operate and develop efficiently and smoothly, support
the application of management accounting, fully realize the
organic integration of accounting and business, and ulti-
mately achieve the goal of value creation. ,e literature [5]
believes that, in the era of big data, traditional management
accounting is mainly based on small data calculations and
that management accounting tools are separated from each
other and lack business-financial integration ideas. ,ere-
fore, it believes that it is necessary to integrate modern
information technology, management accounting thoughts,
and financial accounting theories to form an integrated
structure of financial services. In summary, the advanced
integrated concept of information system construction has
enabled the implementation of management accounting
tools such as balanced scorecards, comprehensive budget
management, and other management tools. Secondly, the
construction process of the management accounting in-
formation system is the process of reorganizing and opti-
mizing the business and financial processes. ,e literature

[6] believes that the success of process management depends
on whether financial management and business process
redesign are integrated. ,e literature [7] finds that the lack
of support from the management accounting system is the
main reason for the failure of business process management.
In the practice of process management, the management
accounting system can solve the problem of information
efficiency. In the process of the organization’s operation
chain management or supply chain management, for the
improvement of organizational performance, appropriate
information technology methods can be used to supplement
the management accounting system, and the organizational
structure, responsibilities, and permissions can be redivided,
which will produce better output benefits. Literature [8]
believes that management accounting research needs to take
informationization as the basis and management integration
as a prerequisite. At the same time, its needs to involve the
integration of management accounting and business control,
financial accounting reports, human resource management,
and other systems, as well as the integration of various
application models and tools of management accounting
itself. In this way, the theoretical system of management
accounting can be enriched, and the guidance of manage-
ment accounting theory to practice can be enhanced at the
same time. Finally, the construction of information systems
can achieve the effect of business-finance integration on
business control. ,e literature [9] believes that when an
enterprise establishes an information system, business
control should be embedded in the information system at
the same time. ,e effective operation of the information
system control can ensure the effectiveness of the enter-
prise’s internal control.

Literature [10] believes that a management information
system is an information system that connects various in-
ternal organizations. ,e internal operation process of the
system should be that the software supplier extracts the
complete business process from the mature and perfect
enterprise to evolve, and allows other users to reorganize the
relevant process through standardized learning. Literature
[11] believes that, by using information technology correctly
under the key role of industry-finance integration, modern
enterprises can remain invincible in the external social
environment and obtain sustained development and prog-
ress. Literature [12] believes that company performance is
positively related to the use of innovative IT tools. If
companies invest more in new technologies, this can in-
crease the market share and market value of their products.
Literature [13] believes that, in developed countries, in-
vestment in IT technology plays a very decisive role in
production efficiency. Literature [14] believes that if a
company has a comprehensive information system that can
connect all departments within the company, this can reduce
internal communication costs, improve information trans-
mission efficiency, and improve business performance.
Literature [15] points out that for the integration of business
and finance to be realized in the enterprise, it must be
supported by IT. Literature [16] puts forward the problem
that the relevant information in the accounting information
system cannot be shared in real time, and in order to solve
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the problem, the relevant financial process is redesigned. At
the same time, it is pointed out that if the accounting goal is
to be achieved under the new situation, the accounting
business process must be reorganized. Literature [17] points
out a set of innovative accounting information processing
procedures based on the Internet by comparing the financial
process under the value process and the financial process
under the law. Literature [18] designs an accounting in-
formation system that can monitor financial information
and business information in real time, with events and
decisions as driving factors. Literature [19] believes that
converting business information into financial information
is the most important step in process reengineering. ,ere
are many conversion methods, for example, through busi-
ness accounts, financially reviewed documents or those
automatically generated by the accounting information
system, and finally original vouchers provided by the ac-
counting information system. Literature [20] puts forward
the key points that should be paid attention to when the
accounting information system is integrated with business
and finance: one is to pay attention to the content, scope, and
objectives involved in the establishment of business pro-
cesses; the other is to formulate unified and standardized
business processing rules.

3. Data Mining Algorithm of
Computerized Accounting

Neurons can connect to each other and themselves, in
addition to the connection between input neurons and
reservoir neurons and that between output neurons. In
addition, output neurons can also be self-connected and
feedback-connected. We assume that the network has K
inputs and represent the entire K inputs as a vector
u(n) � [u1(n), u2(n), . . . , uk(n)]. If we assume that there
are N neurons in the reserve pool, the corresponding state
of the reserve pool neuron is ui(n). If we assume that the
output dimension is L, the output is represented as a vector
􏽢y(n) � [􏽢y1(n), 􏽢y2(n), . . . , 􏽢yL(n)] as a whole. ,e connec-
tion weight matrix of the echo state network consists of
four parts: (1) input connection matrix Win � (win

ij ) with
dimensionN ×K, (2) internal connection matrix W � (wij)

with dimension N ×N of the reserve pool, (3) output
connection matrix Wout � (wout

ij ) with dimension
L×(K +N + L) , and (4) output feedback matrix Wback �

(wback
ij ) with dimension N × L. For the echo state network

used for iterative single-value prediction, the value of L is 1.
,e network topology of the echo state network is gen-
erated by the weight changes of neurons in the reserve pool.
,e status update expression and output expression of the
network are as follows [21]:

x(n) � f W
in

u(n) + Wx(n − 1) + W
back

􏽢y(n − 1)􏼐 􏼑, (1)

􏽢y(n) � f
out

u(n), x(n), 􏽢y(n − 1)W
out

􏽨 􏽩􏼐 􏼑. (2)

In (1), f(∗ ) � [f1(∗ ), f2(∗ ), . . . , fN(∗ )] is the ex-
citation function of the internal module (usually the sigmoid
function). ,e elements of the internal connection matrix w

must be randomly selected within [− 1, 1], and the sparsity
must be between 1% and 10%. Moreover, in order to make
the model stable and convergent, the spectral radius of W
should be less than 1. In (2), [u(n), x(n), 􏽢y(n − 1)] is a
composite vector composed of the input, the state corre-
sponding to the neurons in the internal reserve pool, and the
last network output. fout(∗ ) � [fout

1 (∗ ), fout
2 (∗ ),

. . . , fout
L (∗ )] is the output function, and the identity

function can be used. ,is can make the relationship be-
tween the matrix and the output a linear relationship, which
can be solved more conveniently using parameter optimi-
zation methods, as shown in Figure 1.

Considering the special case of time series prediction, the
output y (n − 1) at the previous moment can be merged into
the input u (n) at this moment. It can be seen that the output
information at the last moment has been fed back at this
moment. ,erefore, the output feedback is no longer con-
sidered in the structure, and the output function takes the
identity function. ,e pattern (1) and equation (2) can be
simplified as follows:

x(n) � f w
in

u(n) + Wx(n − 1)􏼐 􏼑,

􏽢y(n) � [u(n), x(n)]W
out

.
(3)

Consider the case where the output length is 1; at this
time, the dimension of Wout is (K+N) xl, and the form is
changed from a matrix to a vector. It can be seen from the
simplified formula that the nonlinear mapping between
input and output is mainly completed by the neuron
nonlinear activation function f(∗ ) � [f1(∗ ), f2(∗ ), . . . ,

fN(∗ )]. ,ere is a linear relationship between the state
vector x (n) and the output y (n). Writing in this way can
simplify the derivation of subsequent formulas, making it
easier for the identity output function to solve the model
using parameter optimization methods, and the entire
model needs to be calculated with only the output con-
nection vector Wout, which requires less calculation.

Bootstrap interval estimation method is often used to
solve the problem of small structure subsample test
evaluation and infer the distribution characteristics of a
certain statistic of data. It is suitable for some problems
such as parameter interval estimation that are difficult to
derive by conventional methods. ,e basic idea is to
perform resampling with replacement in the original
sample set Doriginal, and the sample set size obtained by
sampling remains unchanged. ,at is, it is assumed that
there are M samples in the original sample set, the sample
set obtained by sampling still has M samples, and the
probability of each sample being drawn is the same each
time, which is 1/M. ,e resulting sample set is called the
Bootstrap sample set. ,is extraction is repeated many
times to obtain B Bootstrap sample sets, which can be used
as the training set of multiple models. In the prediction,
multiple sets of model outputs can be obtained for the
same input, and the required statistics to be estimated can
be obtained.

Traditional Bootstrap interval estimation methods
mainly include three types: standard Bootstrap, percentile
Bootstrap, and t percentile Bootstrap.
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3.1. Standard Bootstrap. Standard Bootstrap assumes that a
sample with a capacity of M is randomly selected inde-
pendently from the original sample set Doriginal, and the
sample is replaced each time. According to the idea of
permutation and combination, there are at most MM
Bootstrap sample sets. By averaging the samples in each
sample set, the value obtained is also an estimated value of
the population mean, and the distribution of the sample
mean is the same as the distribution of the population mean.

We assume that 􏽢y is the estimated value of y and that 􏽢yb

represents the mean value of the b-th Bootstrap sample set.
,en, the mean and variance equations are

􏽢y �
1
B

􏽘

B

b�1
􏽢yb, σ􏽢y

2
�

1
B − 1

􏽘

B

b�1
􏽢yb − 􏽢y( 􏼁

2
.

⎧⎨

⎩ (4)

As a result, the confidence interval of the overall mean at
the confidence level of (1 − α)% is

􏽢y − u1− α/2σ
2
􏽢y, 􏽢y + u1− α/2σ

2
􏽢y􏼔 􏼕. (5)

Among them, u1− α/2 is the 1 − α/2 percentile of the
standard normal distribution.

3.2. Percentile Bootstrap. ,is method also requires Boot-
strap sampling to obtain B Bootstrap sample sets and ar-
range the sample mean values obtained from each sample set
in ascending order. It can get a set of Bootstrap sample
means 􏽢yb(b � 1, 2, 3, . . . , B) with order.,en, the α/2-th and
1 − α/2-th points are the upper and lower limits of the
confidence interval of the statistics under the 1 − α% con-
fidence level; namely,

􏽢y
α
2

B􏼒 􏼓, 􏽢y 1 −
α
2

􏼒 􏼓B􏼔 􏼕. (6)

3.3. T Percentile Bootstrap. ,is method is an improved
method for percentiles. Generally, this method can get a

more accurate confidence interval than the percentile
Bootstrap method. It assumes that B Bootstrap sample sets
are drawn, and the t statistic is calculated for the mean value
of each sample set, as shown in the following formula:

t
∗
b �

􏽢yb − 􏽢y
������
Var(y)

􏽰 . (7)

It also assumes that 􏽢y is the estimated value of y and that
􏽢yb represents the mean value of the b-th Bootstrap sample
set. It arranges the calculated mean values of each Bootstrap
sample set in order to obtain the ordered Bootstrap sample
set mean 􏽢yb(b � 1, 2, 3, . . . , B). ,e corresponding t-statistic
sequence is t∗b (b � 1, 2, 3, . . . , B). When the significance level
is α, the α/2-th and 1 − α/2-th points are
[t∗((α/2)B), t∗(1 − (α/2))B], respectively, and the corre-
sponding confidence interval is

􏽢y − t
∗ α

2
B􏼒 􏼓

������

Var(y)

􏽱

, 􏽢y + t
∗ 1 −

α
2

􏼒 􏼓B

������

Var(y)

􏽱

􏼔 􏼕. (8)

,e method proposed in this paper uses the Tpercentile
Bootstrap to refer to the predecessor’s processing of the
Bootstrap-based neural network interval prediction method
in constructing the interval type.

,e echo state network structure is simple, and most
parameters only need to be randomly initialized. However,
this also causes the shortcomings of the model’s large
randomness, the prediction effect is not stable enough, and
most networks do not provide prediction intervals when
making time series predictions. In view of the above
shortcomings, some scholars integrate the network and
make the model construct the prediction interval, which is
the ESN integration model based on Bootstrap. ,is method
finally achieved a better prediction effect. In summary, there
are two bases for building an ESN integration model based
on Bootstrap. One is the method idea of the baggingmethod.
,is method is a model integration method. ,e method is
applied to the ESN integration model based on Bootstrap as
explained below. ,e bagging method can effectively im-
prove the stability and accuracy of the model, being

Reserve pool (N
dimension)

K dimension input

L dimension output

Figure 1: Echo status network.
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especially suitable for input sensitive and random models,
such as neural networks. We introduce the ESN integration
model based on Bootstrap.

It can be seen from Figure 2 that the core of the model is
an integrated body composed of B ESNs. We select M
samples and first perform Bootstrap sampling on the
original sample set Doriginal � u(n), t(n){ }

M
i�1 composed of

noise data during the training process. We get a sample set
D� {D, D,...,D} consisting of B Bootstrap sample sets, with a
total of B×M samples. ,en, each sample subset corre-
sponds to training an echo state network unit,
Db � ub(n), tb(n)􏼈 􏼉

M

i�1 is the training set of the b-th echo
state network; ub (n) is the input of the b-th network; tb (n) is
the expected output value corresponding to the input of the
b-th network; yb (n) is a single network output value driven
by ub (n), which is also an estimate of y (n); and y (n) is the
output value of the network integration model. ,e relevant
expressions are summarized as follows:

xb(n) � f
b

w
in
b ub(n) + Wbxb(n − 1)􏼐 􏼑, (9)

􏽢yb(n) � ub(n), xb(n)􏼂 􏼃w
out
b , (10)

􏽢y(n) �
1
B

􏽘

B

i�1
􏽢yb(n), (11)

σ2􏽢y(n) � E (y(n) − 􏽢y(n))
2

􏽨 􏽩 ≈
1

B − 1
(y(n) − 􏽢y(n))

2
. (12)

Equations (9) and (10) are the input and output ex-
pressions of a single echo state network. Among them, xb (n)
is the state vector corresponding to the b-th echo state
network at any time,win

b is the input connection vector of the
b-th echo state network, Wb is the internal connection
matrix of the b-th echo state network, and wout

b is the internal
connectionmatrix of the b-th echo state network.,e output
connection matrix corresponding to the b echo state net-
works, fb(∗ ) � [fb

1(∗ ), fb
2(∗ ), . . . , fb

N(∗ )], is the re-
serve pool neuron activation function, all take the sigmoid
function. Equation (11) describes the relationship between
the true value estimate and the output value of each echo
state network. ,is is also the key to the application of the
bagging method; that is, the overall output of the model is
the average output of multiple networks. Equation (12) is the
expression of model randomness variance σ2

􏽢y
(n). If it is

assumed that the echo state network model is the correct
model behind the data, the randomness between the esti-
mated value and the true value can be approximated to the
randomness between the estimated value and the output of
each echo state network.

Although the existing Bootstrap-based ESN ensemble
model also has a good performance in the prediction effect,
the method of maximizing the marginal likelihood is used in
parameter estimation; instead of obtaining the parameters
from the posterior distribution of the parameters, the per-
formance of the estimated parameters is limited. ,rough
theoretical study, it is found that there is a parameter

estimation method that is more suitable for the model, that
is, the parameter estimation method of variational
reasoning.

When we set a training sample set, the maximum
likelihood estimation can give the optimal parameters under
a fixed likelihood distribution. However, when the sample
size is small or there are outliers in the sample set, overfitting
is easy to occur. ,e proposal of Bayesian estimation avoids
the overfitting problem in principle. Bayesian estimation not
only considers a single likelihood distribution, but also
considers the prior distribution of the parameters in the
model. ,e following specific expressions illustrate the
differences between the two. If Z is the model parameter set
and D is the training sample set, the following Bayesian
formula can be listed:

P(Z|D) �
P(D|Z)P(Z)

P(D)
. (13)

Solving themaximum likelihood estimation is essentially
solving the following optimal solution problem:

argmax
z

p(D|Z). (14)

It can be seen that the above formula does not consider
the prior distribution of the parameters, while the Bayesian
estimation considers the elements of the entire posterior
distribution. ,e expression for the maximum posterior
probability is

argmax
z

P(D|Z)P(Z)

P(D)
. (15)

Since P (D) is a constant, it is not necessary to consider P
(D) in the actual calculation, and only the product of the
likelihood probability and the prior distribution of the
parameter is used to solve the optimal value.

We assume that there is a Bayesian model in which each
parameter has a prior probability distribution. ,ese pa-
rameters can also have their own distribution parameters.
All parameters in the model are recorded as the set Z.
Similarly, denote the set of all observed samples as D. We
assume that there are n unknown parameters and m ob-
servation samples; parameters are independent of each
other; and samples are independent of each other. When the
parameter set and sample set are represented as
Z � z1, z2, . . . , zn􏼈 􏼉 and D � d1, d2, . . . , dm􏼈 􏼉, respectively,
the probability distribution of the model can be further
determined as P (D, Z). ,e goal is to find an approximation
to the posterior probability distribution P (Z|D) and the
evidence function P (D). According to Bayesian formula and
decomposing P (D), there is the following formula:

ln P(D) � ln
P(D, Z)

Q
∗
(Z)

− ln
P(Z|D)

Q
∗
(Z)

. (16)

Among them, Q∗(Z) is the joint probability distribution
of the parameters to be estimated. When both sides of the
equation are averaged for Q∗(Z), we can get

Scientific Programming 5



􏽚 Q
∗
(Z)ln P(D)dZ � 􏽚 Q

∗
(Z)ln

P(D, Z)

Q
∗
(Z)

dZ − 􏽚 Q
∗
(Z)ln

P(Z|D)

Q
∗
(Z)

dZ � ln P(D). (17)

,e terms in the formula can be replaced by the fol-
lowing formula:

L(Q) � 􏽚 Q
∗
(Z)ln

P(D, Z)

Q
∗
(Z)

dZ,

KL(Q P‖ ) � − 􏽚 Q
∗
(Z)ln

P(Z|D)

Q
∗
(Z)

dZ.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

,en, the following expression is obtained:

ln P(D) � L(Q) + KL(Q P‖ ), (19)

In the formula, L(Q) is called the lower variational bound,
and KL(Q‖P) is called the KL divergence, which represents
the degree of similarity between the distribution Q and the
distribution R, with the value being greater than zero. When
L(Q) is larger, KL(Q‖P) is smaller, and when KL(Q‖P)

reaches its minimum value, there is Q∗(Z) � P(Z|D). At

this time, the posterior distribution of the parameters can be
approximated by KL(Q‖P). According to the mean field
theory, the parameter distribution is divided into the fol-
lowing forms:

Q
∗
(Z) � 􏽙

n

i�1
Q
∗
i Zi( 􏼁. (20)

Q∗i (Zi) is a certain type of distribution, such as normal
distribution and gamma distribution, and the parameter
distributions are independent of each other. ,e average
field theory is derived from physics. It is a method of col-
lectively processing the effects of objects in the environment
and replacing individual effects with average effects.
,rough this kind of thinking, complex problems can be
simplified. Below, by substituting (20) into L(Q), the fol-
lowing derivation process can be obtained:

L(Q) � 􏽚 􏽙
i

Q
∗
i Zi( 􏼁 ln P(D, Z) − 􏽘

i

ln Q
∗
i Zi( 􏼁

⎧⎨

⎩

⎫⎬

⎭dZ

� 􏽚 Q
∗
i Zi( 􏼁 ln P(D, Z) − 􏽙

i≠ j

Q
∗
i Zi( 􏼁dZi

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
dZi − 􏽚 Q

∗
i Zi( 􏼁ln Q

∗
j Zj􏼐 􏼑dZj

� 􏽚 Q
∗
i Zi( 􏼁ln 􏽥P(D, Z)dZj − 􏽚 Q

∗
j Zj􏼐 􏼑ln Q

∗
i Zi( 􏼁dZj + const.

(21)

Boot strap samplingOriginal
Data set D

D1 D2 D3

∑ ∑

σ2
γ γ (n)

Figure 2: ESN integration model based on Bootstrap.

6 Scientific Programming



Among them, const is a constant term, and 􏽥P(D, Z) is a
newly defined distribution, which represents the result
distribution of integrating other parameters except Z in the
joint probability distribution 􏽥P(D, Z). ,e expression is
written as follows:

ln 􏽥P(D, Z) � Ei≠j[ln P(D, Z)] + const. (22)

Among them, Ei≠j[. . .] means that P (D, Z) integrates
the parameters of all Z (i≠ j), which is the expectation, which
is specifically expressed as

Ei≠j[ln P(D, Z)] � 􏽚 ln P(D, Z) 􏽙
i≠ j

Q
∗
i Zi( 􏼁dZi. (23)

It can be seen in (21) that L(Q) is the negative value of
the KL divergence between Q∗j (Zj) and P(D, Zj). ,erefore,
maximizing L (Q) is equivalent to minimizing KL diver-
gence. ,e smaller the KL divergence, the closer the two
distributions are. Note that there is only parameter Zj in the
distribution on the left side of (22).,e general expression of
Q∗j (Zj) can be obtained as follows:

ln Q
∗
j Zj􏼐 􏼑 � Ei≠j[ln P(D, Z)] + const. (24)

In the formula, Ei≠j[ln P(D, Z)] can be derived from the
joint probability distribution of each parameter, then the
distribution form of Q∗j (Zj) is determined according to the
form of the derivation result, and then the corresponding
iterative formula is obtained through coefficient equivalence.

4. Computerized Intelligent Accounting System
Based on Big Data Technology

,e design goal of the enterprise accounting budget man-
agement system is that the system can efficiently complete
the enterprise cost budget accounting work after the design
is completed and ensure the normal and stable progress of
the enterprise cost budget accounting work. ,is article
combines big data technology to build a computerized in-
telligent accounting system based on big data technology, as
shown in Figure 3.

,e system structure diagram is shown as in Figure 4.
It can be seen from Figure 4 that the enterprise ac-

counting management system is mainly divided into three
levels, namely, the view layer, the logic layer, and the da-
tabase layer.

,e mechanism diagram of the system is shown in
Figure 5.

In the enterprise accounting management system, be-
cause there are so many attributes of all entities, only a part
of it is shown in the E-R diagram. According to the business
process, the E-R diagram between each entity can be ob-
tained, as shown in Figure 6.

Real-time accounting information system analysis is
embodied in the processing of data. For real-time in-
formation system construction, it is the study of real-time
database construction. After the data is stored in the
database, the database is further divided into a model
library, a knowledge base, and a method library. At the

Finance
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Finance
department

Finance
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Internet

Enterprise accounting management
systems are deployed on this server

Disk arrays
3U

2U
System
server

Tape
library

Router

Firewall

System
manager Leader Finance

department

Network topology diagram of enterprise accounting management present system

Figure 3: Computerized intelligent accounting system based on big data technology.
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same time, a series of data processing rules and stan-
dardized procedures are set for data extraction, trans-
formation, and loading processing, which are loaded into
the metadata database and data warehouse. Furthermore,

when the system output interface has relevant command
requirements, certain data analysis is performed to obtain
the required view. ,e real-time database model is shown
in Figure 7.

Financial
analysis

System
display

page

UI
design

material

HTML
files…

Comprehens
-ive query

Financial
accounting

Logic
layer

Financial
decision-
making

System
management

Data
layer

Logic layerView
layer

System
database

Figure 4: System architecture diagram.

Design and
implementation

of the
Department of

Accounting
Management

Analysis of financial indicators

Performance analysis

Year-end report printing

Year-end report query

Generate the financial final statements

Summary accounting data

Current account query

Total account query

Detailed account query

Modify accounting vouchers

Print the current month order account

Enter the bookkeeping certificate

Establish order time account

Manage the project and the unit code

Other settings

Bank account management

Detailed subject definition

User Basic Information

System management❶

Comprehensive query❸

Financial final accounts❹

Financial analysis❺

Financial accounting❷

Figure 5: System function structure diagram.
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In order to rationally allocate corporate resources,
optimize business processes, and reduce human resource
costs, its profound connotation lies in the use of network
and computer technology to centralize management,
optimize configuration, and monitor feedback to realize
data sharing and gradually realize the reform of enter-
prise information system processes. After the above
logical design is completed, it is necessary to design the
physical storage process of the data, that is, the actual
application of the above process, which will not be de-
scribed here. ,e final construction system is shown in
Figure 8.

After constructing the above accounting information
system, this paper conducts performance verification of the
system. Moreover, this article combines the accounting
requirements under the background of big data to analyze
the system performance. In addition, this paper conducts
data mining through multiple sets of data from a certain
company, conducts intelligent accounting to calculate the
effects of data mining and intelligent accounting, and
evaluates them, and the test results shown in Table 1 and
Figure 9 are obtained.

,rough the above experimental research, it can be
verified that the computerized intelligent accounting system
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Figure 6: E-R diagram of the accounting management system.
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Table 1: Performance statistics of the computerized intelligent accounting system based on big data analysis.

No. Data mining Smart accounting No. Data mining Smart accounting No. Data mining Smart accounting
1 89.02 89.29 23 96.34 85.74 44 93.76 79.48
2 96.45 89.56 24 90.21 83.36 45 93.16 87.05
3 96.78 79.02 25 94.55 82.22 46 91.12 89.31
4 92.75 86.04 26 95.84 87.27 47 90.04 84.61
5 94.32 89.74 27 93.98 90.79 48 89.47 84.07
6 91.46 84.60 28 92.67 87.88 49 95.02 89.98
7 96.70 88.04 29 94.32 85.93 50 96.03 84.13
8 90.83 88.87 30 89.27 89.17 51 94.94 84.25
9 94.66 85.64 31 92.57 81.79 52 91.92 79.25
10 93.02 85.88 32 95.00 87.25 53 93.33 82.07
11 94.65 86.72 33 94.85 84.83 54 91.17 85.12
12 92.74 88.20 34 94.10 81.43 55 91.35 85.26
13 96.23 84.23 35 91.85 88.30 56 89.81 83.56
14 88.96 86.47 36 91.07 84.53 57 93.84 84.47
15 89.99 80.85 37 96.45 86.46 58 93.47 88.16
16 90.97 80.15 38 94.44 87.18 59 90.67 81.74
17 93.36 85.85 39 88.60 80.73 60 88.15 86.73
18 95.65 79.50 40 92.05 84.98 61 90.37 81.44
19 89.25 87.48 41 93.07 83.76 62 88.87 85.27
20 93.40 87.14 42 96.45 87.91 63 92.68 85.75
21 91.13 87.37 43 89.98 81.67 64 93.88 90.69
22 91.97 79.52
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based on big data technology constructed in this article has a
certain effect.

5. Conclusion

Because the financial informatization system and business
informatization system are generally constructed in batches
and by departments and there is also a lack of unified
strategic planning during the construction, most enter-
prises’ financial informatization and business informati-
zation are in a state of disconnected systemic management.
At the same time, the issue of corporate “information is-
lands” has also emerged. During the promotion of man-
agement accounting, due to the lack of support from a
unified information system, the integration of business and
finance has become an empty talk, and the manual man-
agement model has made it difficult for management ac-
counting tools to exert their value. With the continuous
development of enterprises, business and financial conflicts
and contradictions have become increasingly prominent.
Moreover, the business always ignores the company’s fi-
nancial system regulations for various reasons and goes
beyond the company’s system and financial discipline in
daily business activities. Finance, of course, always carries
the banner of internal risk control, uses excessive super-
vision powers to prevent audit and supervision risks, and
dictates specific business activities, which makes it difficult
to implement some special businesses and even causes
companies to miss development opportunities. ,is article
combines the big data technology to construct the ac-
counting computerization system, obtains the scientific
and effective accounting information processing results
through intelligent big data processing, and improves the
accounting management efficiency on this basis. ,e ex-
perimental research results show that the computerized
intelligent accounting system based on big data technology
constructed in this paper has a certain effect.
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To solve the problems of warehouse explosion and delay of logistics distribution network under the sudden explosion of demand
on “double 11” and “618,” this paper proposes a logistics distribution network location algorithm that can consider reliability,
green environmental protection, and path optimization. Firstly, the transportation model of logistics distribution network
location-route optimization is established. Under the condition that the transportation model satisfies the vehicle path reliability
constraint, it can minimize the total cost, including logistics distribution cost, transportation oil consumption, and CO2 emission
cost. *is paper designs an improved imperial competition algorithm to solve it according to the characteristics of the
transportation model. Firstly, the competition mechanism of “United Lian Heng” was introduced in the initial national stage,
enhancing the information exchange and retaining the superior population. Secondly, in the process of empire assimilation, we
can learn from the colonial rule strategy, which is gradually infiltrated and assimilated by all levels of the country to enhance the
development ability of the algorithm. Finally, the algorithm designs a mechanism to judge and jump out of local optimum, so as to
avoid “premature” affecting the optimization performance. *e rationality of the model and the effectiveness of the improved
imperial competition algorithm are verified by simulation experiments of different scales, while the influence of reliability level is
analyzed. Experimental results show that the proposed method can effectively solve problems of different scales and maintain
stable performance under different reliability levels. Moreover, its algorithm performance is better than that of the standard
imperial competition algorithm.

1. Introduction

Under the background of regional economic integration and
Internet, e-commerce logistics and distribution have de-
veloped rapidly. Its characteristics are as follows: (1) facing
many customers with small demand, rich varieties, and
scattered locations directly, the e-commerce logistics system
is complex and costly [1] and (2) customer demand is subject
to dynamic fluctuations due to factors such as season,
weather, holidays, promotion means, and product life cycle.
*ere is even a sudden surge (“double 11” and “618”). Faced
with this kind of disturbance, the resources of each site in the
distribution network cannot be accurately balanced. *is
leads to the phenomena of product explosion and delay, and
the risk resistance is poor [2–4]. *e distribution network is
the foundation of the logistics distribution system.

Reasonable distribution center location and vehicle route
planning play an important role in the effective operation of
the distribution system [5]. *e location routing problem
(LRP) integrates both the location problem and the vehicle
routing optimization problem [6]. Researchers have studied
various LRP problems and their extensions. Michael et al.
summarized the related research of LRP in recent years in
detail from different angles, including standard LRP, and
various extended problems such as multistage LRP, multi-
cycle LRP, and multiobjective LRP [7].

With the enhancement of environmental protection
consciousness, people began to pay attention to the envi-
ronmental pollution caused by CO2 emission in the process
of logistics and distribution. Green logistics distribution
system design is of great significance to the development of
sustainable logistics. *ere is much research on green LRP.
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In order to minimize the energy cost related to trans-
portation, Benotmane et al. considered the two-level loca-
tion routing problem. Genetic algorithm and dynamic island
model are used to optimize the green LRP problem. *e
green LRP problem is a combination of the classical location
routing problem and the pollution routing problem. *is
method can minimize energy costs and carbon dioxide
emissions [8]. Wang et al. used an ecological package to
optimize the location of green logistics. *e pickup and de-
livery of small eco-packages are established through a cost-
minimized synchronous orientation routing model, which is
very important for transporting large eco-packages. It is
modeled by resource sharing state-time discrete trans-
portation centralized network flow programming in the
spatiotemporal network. For the pickup and delivery of small
eco-packages, the cost-minimization synchronous guidance
positioning path model is adopted [9]. Dukkanci et al. studied
the green LRP problem, established a single objective opti-
mization model, minimized the operation cost and emission
cost, and considered the time window constraint [10]. Zhang
et al. designed a time-dependent green location path problem
model with time windows. *e model minimizes costs, in-
cluding the cost of opening warehouses, the cost of starting
vehicles, and the cost of fuel consumption [11]. However, the
above research does not consider the security problem.

Currently, people pay more and more attention to the
security of various systems. Interference inside or outside the
distribution system will bring interruption risk to the sys-
tem, thus affecting the normal operation of the system.
*erefore, it is of practical significance to design a safe
logistics distribution system. Recently, some scholars have
done some research on reliability LRP considering inter-
ruption. Raziez et al. designed an LRPmodel with three types
of interruptions in view of the high possibility of inter-
ruption of route capacity. According to the NP-hard
property of the model, a genetic algorithm is proposed to
solve the large-size problem [12]. Badakhshian et al. con-
sidered labor interruption or failure caused by bad weather
conditions and designed a reliable logistics network by
strengthening existing facilities and defining standby facil-
ities to avoid interruption. *ey proposed a column gen-
eration method to model and solve all three logistics
problems [13]. Considering the interruption risk of the
distribution center, Huang et al. studied the reliable fourth-
party logistics routing problem in network design. *ey
established a scenario-based integer programming model to
locate the distribution center and minimize the total cost of
the proposed problem [14]. In order to make the network
resist interruption, Dehghan et al. added interruption in the
design stage of the network to reduce the impact of the
disaster on LRP. *ey put forward a mixed-integer pro-
gramming model. In the supply chain distribution network,
the model formulated the reliable capacity positioning path
problem with synchronous delivery and service delivery
[15]. However, so far, the LRP problem considering the
reliability of CO2 emission has been less studied.

Considering reliability and green environmental protec-
tion, this paper studies the location path optimization
problem of reliable green logistics distribution in order to deal

with the warehouse explosion and delay of logistics distri-
bution network under the sudden demand explosion of
“double 11” and “618.” Different from the existing research on
LRP, this paper calculates the fuel consumption and CO2
emission cost based on the network for transport and en-
vironment (NTM) method and defines the vehicle routing
reliability. *is algorithm aims at minimizing the total cost
and establishing the logistics distribution location routing
optimization model with vehicle routing reliability con-
straints, designing an improved imperial competition algo-
rithm to solve the transportation model. *e improved
algorithm explores and solves the problems that the original
imperial competitive algorithm (ICA) is greatly influenced by
the initial country, lacking effective information interaction
between empires.*e algorithm is easy to be collected and can
be collected early. Finally, the rationality of the model and the
effectiveness of the algorithm are verified by experiments.

2. Problem Description and
Model Establishment

As shown in Figure 1, the logistics distribution network
includes distribution centers, customers, distribution vehi-
cles, and distribution lines. Starting from the distribution
center, vehicles are distributed by different customers in turn
and then returned to the distribution center. In reality, due
to the influence of uncertain factors, distribution centers and
transportation routes may be interrupted. *e interruption
will affect the normal operation of the distribution system. In
addition, oil consumption and CO2 emission during
transportation will cause environmental pollution. *e
problem of location-route optimization of reliable green
logistics distribution can minimize the total logistics cost,
fuel consumption, and CO2 emission costs by selecting and
opening distribution centers and optimizing the driving
routes of different vehicles and at the same time satisfy the
constraints of vehicle route reliability.

*e model assumes the following conditions. (1) *e
location, quantity, and demand of customer points are
known. (2) *e location, quantity, opening cost, capacity,
and interruption probability of distribution centers are
known. (3) *e distance between any two points and the
probability of interruption are known. (4) *e types of
vehicles are different and the number is known, and the fixed
operation cost, transportation capacity, transportation cost
per unit distance, empty and full fuel consumption of each
vehicle are known. (5) At any customer point, only one car
must pass. (6) Each vehicle can only start from one dis-
tribution center and return to the distribution center. Each
distribution center allows multiple vehicles to exit and enter.

2.1. Symbols and Variables. *e model symbols are defined
as follows:

I: collection of customer points.
J: collection of distribution centers.
O� I ∪ J.
S: vehicle collection.
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Di: the demand of customer point i ∈ I.
Rj: fixed opening cost of distribution center j ∈ J.
Aj: the capacity of distribution center j ∈ J.
Pj: the interruption probability of distribution center
j ∈ J.
Hs: fixed operating cost of vehicle s ∈ S.
Ts: transport capacity of vehicle s ∈ S.
TCs: transportation cost per unit distance of vehicle
s ∈ S.
FCempty

s : empty fuel consumption of vehicle s ∈ S.
FCfull

s : full-load fuel consumption of vehicle s ∈ S.
e: cost coefficient of oil consumption and CO2
emission.
Dil: the distance from point i ∈ O to point l ∈ O.
pil: the interruption probability of the line between
point i ∈ O and point l ∈ O.
τ: operating period (τ � 365).

Decision variables are defined as follows:

uilk �
1, vehicle s ∈ S from i ∈ O to l ∈ O,

0, else,
􏼨 (1)

vjk �
1, vehicle s ∈ S to the distribution center j ∈ J,

0, else,
􏼨

(2)

wj �
1, Open a distribution center j ∈ J,

0, else.
􏼨 (3)

fcilk ≥ 0 indicates the traffic volume of vehicle s ∈ S

between point i ∈ O and point l ∈ O.
Let U � uilk|∀i, l ∈ O, s ∈ S􏼈 􏼉, V � vjk|∀j ∈ J,∀s ∈ S􏽮 􏽯,

W � wj|∀j ∈ J􏽮 􏽯.

2.2. Optimization Model. Based on the above symbols and
variable definitions, a reliable green logistics distribution
network location-path model is established as follows:

minf(U, V, W) � 􏽘
j∈J

Rjwj + 􏽘
s∈S

􏽘
j∈J

Hsvjs

+ τ 􏽘
i∈O

􏽘
l∈O

􏽘
s∈S

TCsDiluils + 􏽘
i∈O

􏽘
l∈O

􏽘
s∈S

FCilsDiluilse
⎛⎝ ⎞⎠,

(4)

􏽙
j∈J

1 − Pj􏼐 􏼑vjs 􏽙
i∈O

􏽙
l∈O

1 − pil( 􏼁uils ≥ α, ∀s ∈ S, (5)

􏽘
i∈I

ujis − vjs � 0, ∀j ∈ J, ∀s ∈ S, (6)

􏽘
s∈S

􏽘
i∈I

ujik − wj ≥ 0, ∀j ∈ J, (7)

􏽘
i∈I

ujik − wj ≤ 0, ∀j ∈ J, ∀s ∈ S, (8)

􏽘
l∈O

ulis − 􏽘
l∈O

uils � 0, ∀i ∈ O, ∀s ∈ S, (9)

􏽘
i∈M

􏽘
i∈M

uils ≤ |M| − 1, ∀M⊆I, |M|≥ 2, ∀s ∈ S, (10)

􏽘
j∈J

􏽘
i∈I

ujis ≤ 1, ∀s ∈ S, (11)

􏽘
s∈S

􏽘
l∈O

uils � 1, ∀i ∈ I, (12)

􏽘
s∈S

ujls � 0, ∀j, l ∈ J, (13)

􏽘
i∈I

􏽘
l∈O

diuils ≤Ts, ∀s ∈ S, (14)

􏽘
s∈S

􏽘
i∈I

􏽘
l∈O

diuilsvjs ≤Aj, ∀j ∈ J, (15)

􏽘
s∈S

􏽘
l∈O

fclis − 􏽘
s∈S

􏽘
l∈O

fcils � di, ∀i ∈ I, (16)

diuils ≤fils ≤ Ts − dl( 􏼁xils, ∀i, l ∈ O, ∀s ∈ S, (17)

uils ∈ 0, 1{ }, ∀i, l ∈ O, ∀s ∈ S, (18)

vjs ∈ 0, 1{ }, ∀j ∈ J, ∀s ∈ S, (19)

wj ∈ 0, 1{ }, ∀j ∈ J, (20)

fcils ≥ 0, ∀i, l ∈ O, ∀s ∈ S. (21)

*e objective function (4) minimizes the total cost,
including the opening cost of the distribution center, the

Distribution centers have been opened

Waiting distribution center

The customer points

Shipping lines
interrupt

Figure 1: Distribution network system.
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fixed operation cost of the vehicle, the transportation
cost, the transportation oil consumption, and the CO2
emission cost, where FCils represents the transportation fuel
consumption of vehicle s on the line between point i ∈ O and
point l ∈ O. Formula (5) is the path reliability constraint of
the vehicle s, where the reliability of the vehicle path is
defined as the probability that the path keeps running
normally. α is the required reliability level. Constraint (6)
indicates that vehicle s is assigned to distribution center j.
Constraint (7) means that vehicles must leave the distri-
bution center. Constraint (8) means that if the distribution
center is not opened, no vehicles will leave. Constraint (9)
means that the vehicle enters from a point but exits from that
point; that is, the path is guaranteed to be a loop. Constraint
(10) avoids the formation of subloops between various
customer points. Constraint (11) ensures that each vehicle
can only exit from one distribution center at most. Con-
straint (12) ensures that each customer point must have one
and only one vehicle service. Constraint (13) requires no
vehicle route between any two distribution centers. Con-
straint (14) represents the capacity constraint of the vehicle.
Constraint (15) indicates the capacity constraint of the
distribution center. Formula (16) represents the balance
constraint of flow at both ends of the customer point.
Formula (17) represents the upper limit and lower limit
constraint of line flow between two points. Formulas
(18)–(20) are binary variable constraints. Formula (21) is the
nonnegative constraint of flow between two points.

2.3. Calculation of Transportation Oil Consumption. In this
paper, the network for transport and environment (NTM)
method is used to calculate the fuel consumption of
transport vehicles. Based on the NTM method, the fuel
consumption of transport vehicles can be calculated by

FC(lc) � FCempty
+ FCfull

− FCempty
􏼐 􏼑 · lc, (22)

where FCempty is the fuel consumption of unloaded vehicles.
FCfull is the fuel consumption of fully loaded vehicles. lc is
the load coefficient.

*e transportation fuel consumption FCils of the vehicle
between the lines between point i ∈ O and point l ∈ O is

FCils � FCempty
s + FCfull

s − FCempty
s􏼐 􏼑

fcils

Ts

. (23)

3. Logistics Distribution Location Algorithm
Based on Improved Imperial
Competition Algorithm

*e location-routing problem of reliable green logistics
distribution is an extension of the classical LRP problem.
*us, it is also an NP-hard problem. When the scale is large,
it is difficult to solve the problem. *us an intelligent op-
timization algorithm is designed. In view of the character-
istics of the problem model, this paper designs an improved
imperial competitive algorithm (IICA) to solve the problem
based on the competitive hegemony of vassal states in the

Spring and Autumn period and theWarring States period in
Chinese history. *e IICA algorithm explores and solves the
problems that the original ICA is greatly influenced by the
initial country, the lack of effective information exchange
between empires, and the easy early collection and early
collection.

3.1. Historical Background of Spring and Autumn Period and
the Warring States Period. *e Spring and Autumn period
(770 BC–221 BC) is also called the Eastern Zhou Dynasty. In
the early Zhou Dynasty, the Zhou Dynasty divided the
imperial clan and heroes into strategic places or around the
royal family to fulfill the duties of screening the royal family
and expanding the territory, thus forming thousands of
vassal states. At the beginning of the Spring and Autumn
period, Ping Wang moved to Luoyang, and Zhou Shi began
to decline. Because of the different social and economic
conditions, the situation of competing for hegemony among
countries in the Central Plains gradually appeared. Relying
on powerful political and military forces, big countries
constantly embezzled and annexed small countries and
strengthened their sphere of influence. Small countries also
tried to gain a certain living space by means of reform and
merger. After two or three hundred years, to the late Spring
and Autumn period, only a few dozen larger vassal states
remained. During the Warring States period, the pattern of
hegemony was formed until Qin destroyed the six countries
and unified the world.

During this historical period, a peculiar diplomatic
strategy came into being “uniting Lian Heng.” *at is, in the
process of national struggle, weaker countries unite with
each other to resist the invasion of powerful countries in
order to survive. Once the resistance failed, they took refuge
in the powerful countries in order to protect themselves,
forming the “vertical” strategy of “uniting the weak to attack
the strong” and the “horizontal” strategy of “uniting the
strong to attack the weak.”

3.2. Improved Imperial Competition Algorithm. Imperial
competition algorithm is an intelligent optimization algo-
rithm based on social and political evolution proposed by
Atashpaz-Gargari and Lucas. *e algorithm can solve the
optimization problem by simulating the competition process
of imperialist colonies in human society. *e ICA algorithm
has been applied to solve problems in different fields, such as
traveling salesman problem, static synchronous compen-
sator design problem, flexible job shop scheduling problem,
and mixed-flow bilateral assembly line balancing problem.
*e performance of the algorithm has been verified in ap-
plication. *e basic process of ICA can be summarized into
four processes: national initialization, colonial assimilation,
imperial competition, and national convergence.

ICA simulates the imperial competition mechanism and
realizes the optimization ability by approaching the non-
optimal solution to the optimal solution, updating the po-
sition of the optimal solution, and competing for
convergence [16]. On that basis of retaining the core idea of
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ICA, IICA proposes three improvement measures, and the
specific steps are as follows:

(1) Initialization settings, including the initial number of
countries Ncou, number of empires Nsuz, number of
colonies Ncol, movement parameter values α, and
number of iterations.

(2) *e initial countries are randomly generated, and the
strong country and the weak country are distin-
guished according to the normalized power value.
*e strong countries are directly retained, and the
weak countries jointly generate a new country. *e
size of the power value of the new country will
determine whether it will replace the existing
powerful country or be eliminated, and the
remaining country will enter the imperial
competition.

(3) *e most powerful Nsuz countries served as suzer-
ainties to form empires and occupy a corresponding
proportion of colonies. *e eigenvectors of each
colony in the empire move closer to the eigenvectors
corresponding to the suzerain. If the colonial power
value is greater than the suzerain in the moving
process, other colonies will move to the new suzerain
instead.

(4) By calculating the total normalized power value of
the empire, the weakest colony of the weakest empire
will be occupied by other empires, and the occu-
pation probability is directly proportional to the
imperial power. *e empire with zero colonies will
be eliminated and destroyed.

(5) If the same optimal value appears continuously,
judge whether it falls into local optimum, and get out
of trouble according to the set jump-out scheme.

(6) Iterate until the set maximum number of iterations is
reached.

*e flow of the improved algorithm is shown in Figure 2.

3.2.1. Improve the Initial State Generation Mechanism. It is
difficult to guarantee the quality and stability of the pop-
ulation because the initial country is randomly generated
according to the principle analysis of ICA. Based on the
historical situation of the elimination of vassal states in the
Spring and Autumn period and the Warring States period,
this paper attempts a new initial state generation
mechanism.

At the beginning of the algorithm, a large number of
countries are randomly generated, which is generally 2∼4
times the number of ICA countries, so that countries
with better quality can be retained through competitive
screening, and the complexity and operation efficiency of
the algorithm will not be greatly affected. Among them,
some countries with strong power are retained, while the
remaining relatively weak countries avoid elimination
via uniting with other countries to strengthen their
power in order to protect themselves. Specific steps are as
follows:

(1) A certain number of countries are selected randomly.
(2) Calculate the power of each country and obtain the

weight.
(3) Take the location information of each country

according to the weight to form and merge into a
new country. If the power value of the new country
exceeds the retained country, it will be replaced;
otherwise, it will be eliminated.

*e above competitive screening process enhances the
information exchange among countries, retains excellent
location information, and forms a better algorithm initial
population.

3.2.2. Improve the Way of Empire Assimilation. *e process
of ICA empire assimilation is realized by moving the colony
to the overlord as a whole to improve the way of empire
assimilation ICA. *e movement parameter c is set to 1.8 to
ensure that the colony approaches the overlord from the

Initial state

National Competition and Elimination (Spring and
Autumn Period)

Colonial assimilation

The empire competition

Trapped in local optimum?

Satisfy termination
condition

Jump out of local optimality

end

no

no

Yes

Start

Figure 2: *e process of IICA process.
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front and back directions. In the real world, colonial as-
similation is generally accompanied by infiltration and
transformation in politics, economy, and culture. Using this
idea for reference, the process of moving the colonial
country is changed to the process of moving each feature
component to the feature component corresponding to the
suzerain country, as shown in Figure 3.

yi ∼ U 0, c × di( 􏼁 · i � 1, 2, . . . , n. (24)

Each feature component moves independently. If the
moving parameter value is c, its maximum moving distance
is

������������������������

cd1( 􏼁
2

+ cd2( 􏼁
2

+ · · · + cdn( 􏼁
2

􏽱

� cd, (25)

where di (i � 1, 2, . . . , n) is the distance between each
characteristic component of the colony and the corre-
sponding characteristic component of the empire. *e value
of c should be greater than 1.0 in order to ensure the ap-
proach from both sides to the target. After repeated tests and
experiments, it is proved that when the value of c is gradually
increased from 1.0, the solution accuracy is gradually im-
proved. Different test functions can obtain the best opti-
mization accuracy when the c value is between 1.5 and 1.8.
After c is taken as 1.8, the solution accuracy gradually
decreases as the value of c increases. *erefore, for different
objective functions, limiting the c value of the movement
parameter to the interval between 1.5 and 1.8 can achieve
better results. In experiments or practical applications, a
simple substitution test can be performed first to clarify the
parameter values.

In order to compare the difference between the im-
proved algorithm and the original algorithm in the moving
mechanism, Figure 4 shows the difference in search range
between the two algorithms in the two-dimensional plane.
*e search range of ICA is a sector with a radius of 2d, while
the improved algorithm is a rectangle with the maximum
moving range of each component as its side. On the one
hand, the independent movement of each feature compo-
nent enhances the flexibility and randomness, and the de-
velopment ability is stronger. On the other hand, the
rectangular search range is relatively small, which improves
the overlap and coverage of search areas when multiple
targets are close (Figure 5), and has higher efficiency.

3.2.3. Increase the Strategy of Jumping Out of Local Optimum.
Aiming at the premature problem of the original ICA, a
strategy of jumping out of the local optimum is proposed. If
the same optimal value appears many times in succession, it
is judged to fall into the local optimum. At this time, the
suzerain jumps out of the local optimum according to the
selected scheme.

*ere are many schemes for jumping out of the local
optimum. *ree schemes are given and tested in this paper.
Firstly, take the arithmetic mean of each suzerain as the new
moving target point, which is denoted IICA-I in this paper.
Secondly, according to the power of each suzerain, the
weighted average is taken as a new moving target point,

which is recorded as IICA-II in this paper. *irdly, a certain
percentage of the location information of the suzerain
changed randomly, which was set as 10% in this paper and
marked as IICA-III. *e new moving target points con-
structed by the first two schemes all contain the information
of other suzerain countries, which enhances the information
interaction. *e third scheme jumps out of the local
optimum through random changes, which improves the
population diversity.

3.3.9eDevelopment and Exploration Ability of the Improved
Algorithm and 9eir Balance Analysis. ICA is deficient in
balancing development and exploration capabilities and
lacks effective information interaction. *e merger and
collapse of empires rapidly reduce population diversity, and
the applicability of high-dimensional functions is not strong.
In view of the above problems, IICA uses a competitive
elimination mechanism to enhance information exchange
and retain dominant populations in the initial national stage.
After many iterations, the mechanism of jumping out of
local optimum is added in the stage of greatly reducing
population diversity, which provides a path for the recovery
of population diversity. At the same time, the improvement
of the assimilation mechanism enhances the flexibility and
efficiency of search and improves the development ability
without affecting the exploration ability. *erefore,

colony suzerain new country

yc1

yc2
yc3

ycn

yi1

yi2
yi3

yin

yn1

yn2

yn3

ynn

Figure 3: Individual movement of feature components.

suzerain

IICA search range

colony

ICA search range

dπ/4

π/4

Figure 4: *e comparison of the search range.
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compared with ICA, the development and exploration ca-
pabilities of the improved algorithm are enhanced simul-
taneously, and there are more measures to improve the
exploration capabilities. *e balance between the two al-
gorithms is more reasonable.

3.4. Cost Function. Given an imperialist country or a co-
lonial country, the solution (U, V, W) is obtained by
decoding, and the national cost function is calculated
according to

C � f(U, V, W) + ε1 􏽘
s∈S

α − 􏽙
j ∈ J

1 − Pj􏼐 􏼑vjs 􏽙
i ∈ O

􏽙
l ∈ O

1 − pil( 􏼁uils
⎞⎠

+

+ε2 􏽘
s∈S

􏽘
i ∈ I

􏽘
l ∈ O

diuils − Ts
⎛⎝ ⎞⎠

+

+ ε3 􏽘
j∈J

􏽘
s ∈ S

􏽘
i ∈ I

􏽘
l ∈ O

diuilsvjs − TCj
⎛⎝ ⎞⎠

+

.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

(26)

Among them, f(U, V, W) is the objective function ex-
pression (4), and the path reliability constraint (5), vehicle
capacity constraint (14), and distribution center capacity
constraint (15) are added to the evaluation function as
penalty items. ϵ1, ϵ2, and ϵ3 are penalty coefficients. ()+means
that if the value in brackets is positive, the value will be taken.
α represents the level of reliability. Pj represents the outage
probability of the distribution center. pil represents inter-
ruption probability of the line between point i ∈ O and point
l ∈ O. di represents customer demand. Ts represents the
transportation capacity of the vehicle. TCj represents vehicle
unit distance transportation cost.

4. Experimental Results and Analysis

4.1. Experimental Parameter Setting. In order to verify the
rationality of the model and the effectiveness of the IICA
algorithm, different numerical examples are tested. Table 1
shows the scale of different examples, including the number
of distribution centers, customers, and vehicles. *e cal-
culated parameters are generated according to the uniform
distribution in Table 2. *e algorithm is realized by python
programming, and the experimental environment for all
tests is a computer with Intel Core i7 CPU 2.6GHz and
memory 8GB and operating system Windows 10.

d1

d2

colony 2

colony 1

suzerain

(a)

colony 1

colony 2

suzerain

d1

d2

(b)

Figure 5: Search area crossing and coverage. (a) Search area crossing. (b) Search area coverage.

Table 1: Scale of examples.

Scale Examples Number of distribution centers Number of customers Number of vehicles

Large scale 11 7 70 42
12 8 80 18

Medium scale 13 5 50 30
14 6 50 34

Small scale 15 3 30 18
16 4 30 22
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4.2. Experimental Results. *is algorithm is compared with
the existing methods in order to verify the effectiveness of
this method. Comparison methods are standard ICA and
hybrid harmonic search-simulated annealing (HS-SA) al-
gorithm proposed in [17]. *e HS-SA algorithm combines
the dynamic value of harmony memory considering the
speed and pitch adjustment rate with local optimization
technology and combines the idea of probability acceptance
rule of simulated annealing to avoid local extreme points.

Firstly, the performance of IICA is tested by solving
I1∼I6 examples of different scales, and the results are
compared with the standard ICA algorithm and HS-SA
algorithm. Among them, the reliability level α of all ex-
amples is 0.5. For a fair comparison, the number of initial
countries of the IICA algorithm and standard ICA algo-
rithm is 100, the number of initial empires is 10, and the
maximum number of iterations is 100. *e value of con-
stant f of the IICA algorithm is 1.5. *e HS-SA algorithm
has a population size of 100, a maximum number of it-
erations of 100.

For each example, each algorithm is run 10 times, re-
spectively. Table 3 shows the results’ comparison of the
IICA, ICA, and HS-SA algorithms under different scales,
including best value, worst value, average value, average
deviation rate, and average CPU running time. Among
them, the average deviation rate is defined as ((average value
− best value of average)/best value)× 100%.

It can be seen from Table 4 that the best value, the worst
value, the average value, and the average deviation rate of the
IICA algorithm are lower than those of the standard ICA
algorithm and HS-SA algorithm for examples of different
scales. Among them, the average deviation rate of the IICA
algorithm varies from 2.0% to 3.1%. However, the average
deviation rate of the standard ICA algorithm varies from
3.9% to 15.1%, and that of the HS-SA algorithm varies from
3.5% to 9.8%. It can be seen that the IICA algorithm can
effectively solve examples of different scales, and with the
increase of problem scale, the IICA algorithm can still
maintain good performance. In addition, the average run-
ning time of the IICA algorithm is lower because of the

Table 2: Parameters of calculation examples.

Parameter Uniform distribution interval
Customer demand di [100, 200]
*e opening cost of the distribution center Rj [20000, 40000]
*e capacity of the distribution center Aj [3000, 5000]
*e outage probability of the distribution center Pj [0, 0.1]
Fixed operating cost of the vehicle Hs [3000, 5000]
*e transportation capacity of the vehicle Ts [1500, 2500]
Vehicle unit distance transportation cost TCs [1, 5]
No-load fuel consumption of the vehicle FCempty

s [0.1, 0.15]
*e fuel consumption of the vehicle at full-load FCfull

s [0.15, 0.2]
CO2 emission and fuel consumption cost coefficient e [10, 15]
*e distance Dil between the point i ∈ O and point l ∈ O [1, 5]
Interruption probability pil of the line between point i ∈ O and point l ∈ O [0, 0.1]

Table 3: Comparison of IICA, ICA, and HS-SA results under different scale examples.

Examples Algorithm Best value Maximum difference
value Average value Average deviation rate

(%) Average CPU running time (s)

I1
IICA 473292.10 495635.29 485116.74 2.50 208.01
ICA 508532.16 5552807.32 542479.12 6.68 210.27

HS-SA 476899.28 540145.96 509045.71 6.74 238.20

I2
IICA 481755.47 505259.35 491528.37 2.03 202.98
ICA 508364.11 536836.58 528604.79 3.98 207.08

HS-SA 514238.19 557061.58 532107.68 3.47 232.94

I3
IICA 297755.56 322837.48 306812.79 3.04 132.90
ICA 338145.28 386614.43 369751.38 9.35 141.73

HS-SA 322288.01 368362.18 341486.69 5.96 167.97

I4
IICA 250995.19 265680.99 258108.18 2.83 135.25
ICA 258353.54 306575.04 281304.55 8.88 143.92

HS-SA 254393.24 324192.23 273091.02 7.35 163.14

I5
IICA 130179.00 137153.13 134007.02 2.94 101.50
ICA 144109.44 157950.78 153328.73 6.40 105.46

HS-SA 136060.07 151761.65 142757.37 4.92 112.80

I6
IICA 175181.59 197875.06 180529.97 3.05 103.24
ICA 191526.10 239578.56 220382.78 15.07 107.91

HS-SA 180761.54 219009.74 198518.34 9.82 120.59
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improved empire assimilation method and the strategy of
jumping out of the local optimum.

Figure 6 shows the detailed results of examples I1∼I6,
including the opening cost of the distribution center, the
fixed operation cost of vehicles, transportation cost, trans-
portation oil consumption, and CO2 emission cost. It can be
seen from Figure 6 that the larger the scale of logistics
distribution, the greater the vehicle operating cost, trans-
portation cost, transportation fuel consumption, and CO2
emission cost, which ultimately leads to an increase in the
total cost.

In order to analyze the influence of reliability level α on
algorithm performance and optimization decision results, an
example I3 is taken as an example. Among them, the reli-
ability level α is 0.3∼0.8. For different reliability levels, each
algorithm is run 10 times, respectively. Table 4 shows the
results’ comparison between the IICA algorithm and stan-
dard ICA algorithm under different reliability. It can be seen

from Table 4 that the average deviation rate of the IICA
algorithm ranges from 2.9% to 12.6%, while the average
deviation rate of the standard ICA algorithm is between 9.3%
and 16.9%. *e best value, the worst value, and the average
value of the IICA algorithm are also superior to the standard
ICA algorithm. *erefore, the IICA algorithm can still
maintain stable performance under different reliability
levels, and its solution effect is better than that of the
standard ICA algorithm.

5. Conclusion

In this paper, the problem of location-route optimization for
reliable green logistics distribution is studied, and an op-
timization model is established to minimize the total cost,
including the opening cost of the distribution center, vehicle
operation cost, transportation cost, transportation oil con-
sumption, and CO2 emission cost, under the condition of

Table 4: Comparison of IICA and ICA results under different reliability levels.

Reliability level Algorithm Best value Worst value Average value Average deviation rate

0.3 IICA 263402.63 302897.72 279755.16 6.21
ICA 285625.69 325442.51 314833.18 10.23

0.4 IICA 275002.06 330545.00 295729.07 7.54
ICA 294063.73 348928.00 329603.84 12.09

0.5 IICA 298955.56 333039.50 307812.79 2.96
ICA 338145.28 376816.45 359751.38 9.35

0.6 IICA 326348.99 379520.85 350530.03 7.41
ICA 346499.02 406936.54 380719.97 9.88

0.7 IICA 383600.81 440393.86 402062.11 4.81
ICA 429459.97 490012.29 469998.58 9.44

0.8 IICA 442762.95 489473.28 467203.18 5.52
ICA 472416.25 540157.83 531936.45 12.60
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Figure 6: Detailed results of examples of different scales.
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satisfying the constraint of route reliability. An improved
imperial competition algorithm (IICA) is designed
according to the characteristics of the problem. Finally, the
performance of the algorithm is tested by a numerical ex-
ample, and the important parameters are analyzed. *e
experimental results show that the average deviation rate of
the IICA algorithm varies from 2.5% to 8.3%, which is better
than that of the standard ICA algorithm and HS-SA algo-
rithm. IICA algorithm can effectively solve different scale
examples. Furthermore, with the increase of the problem
scale, the IICA algorithm can still maintain good perfor-
mance. In addition, with the increase of reliability level, the
number of vehicles increases, which increases the vehicle
operating cost, transportation cost, transportation fuel
consumption, and CO2 emission cost and finally leads to the
increase in the total cost. In future research, the reliability of
green logistics distribution location-route optimization in a
dynamic environment can be further considered.
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*e labeled dataset used to support the findings of this study
is available upon request to the author.
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Enterprise finance has become an indispensable financial channel for people to invest in their lives, and business man-
agement can provide a better economic environment for the development of enterprise finance. +e structure of enterprises
is gradually becoming more and more complex, and business administration shoulders considerable responsibilities and
obligations in the organization and supervision of today’s social management structure. How can China play its functions
under the new situation after the world economic exchanges are more frequent is an important link to promote the stable
development of financial markets. In view of the problems of economic activity behavior and certainty of financial index
system under the background of existing business administration, this paper puts forward the deep learning model to make
risk analysis, income analysis, profit and loss analysis, and so on. +e formula of deep learning model is used to calculate the
data graph of financial economy, and finally, various data are compared to get the research of several business management
methods on the development of enterprise financial economy. Among them, the model of current management mode
belongs to two modes: e-commerce and EPR management. +ey not only have very unique management characteristics but
also greatly promote the development of modern management, and their roles also well interpret the characteristics of
modern management. +e experiment also analyzes the financial data under the four algorithms for uncertainty com-
parison, profit and loss comparison, discreteness comparison, volatility comparison, and possibility analysis. Finally, after
the source of uncertainty, the risk prediction and risk management are carried out by constructing decision trees, and these
structural models are used to bring comprehensive analysis to the financial economy of enterprises and to build the impact
of good trends and development prospects.

1. Introduction

With the gradual improvement and deepening of China’s
economic system reform, the structure of enterprises has
gradually become complicated. Business administration
plays an important role in today’s social management
structure. In addition, how can China play its functions
under the new situation after more frequent economic ex-
changes with the world is an important link to promote the
stable development of China’s market [1]. Efficient business
administration based on deep learning model also has an
extremely far-reaching impact and development on modern
economy and finance. Different business management
modes have obvious influence on the financial economy of
various enterprises in today’s society. Undertaking the

economic development of enterprises is an important cor-
nerstone for the steady progress of society [2]. Business
administration is a highly practical discipline in manage-
ment. It is facing the most important and inseparable ex-
tensive industrial and commercial fields in the economy and
closely combines the practice of enterprise management to
study the business activities of profit-making organizations
and the theories, methods, and technologies of enterprise
management [3]. At present, as an important ruling part of
our government, industrial and commercial management
has a very important function. In the management of in-
dustrial and commercial functions, the standardized man-
agement of market economy system can greatly promote the
stable, healthy, and sustainable development of current
market finance. +e development of socialist market
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economy is influenced by its own internal operation law, and
the standardization of business administration system is an
important content [4]. Combined with deep learning model
and uncertainty analysis, it also reflects the diversity,
comprehensiveness, and scientificity of business adminis-
tration. Every management method has its advantages and
disadvantages. It needs reasonable combination and appli-
cation to achieve maximum results [5]. +e economy and
finance of enterprises also have various changes, from the
previous offline real economy to the current offline inte-
gration and from the former small-scale economy to the
present global economic community structure. All these are
inseparable from business administration [6]. +ousands of
enterprises have made great contributions and promotion to
the present society and human civilization. Steady social
development is also based on economy. It also has far-
reaching significance for life [7]. In order to understand the
impact of different deep learning models and business
management methods on the financial economy of enter-
prises, in this paper, various methods are studied, and data
were analyzed [8]. In this way, it is also a good suggestion
and choice for the future development trend of enterprises.
First, the deep learning model of business administration
will be expounded and explained [9], and then the structure
and structure of these models will be introduced. Several
common formulas of deep learning will be applied to get the
data analysis of these models. +en, combined with the
evaluation index, we make corresponding evaluation and
research explanation for various models [10], and then
combined with the formula in enterprise financial economy,
we make data comparison on the impact trend of several
models on enterprise finance.+e following are conducive to
the trend of social and financial development: what kind of
enterprise is suitable for the business management model,
how to influence the enterprise economy and finance, how to
rationally plan the business management model, and how to
make the enterprise economymove towards a benignmodel.
We use the choice of control variables and invariants to
control the profits and losses of enterprises, and compare the
risk analysis data to draw conclusions. Finally, it is con-
cluded that risk analysis is also of great reference significance
and value embodiment to the economy of enterprises and
makes the business administration model more fully
displayed [12]. Deep learning is applied to business ad-
ministration simulation formulation and enterprise
management. For the finance of enterprises, easy-to-
compare data are formed by means of charts and line
charts. To conduct research, most risks can be avoided
[13]. Economic uncertainty is the embodiment of business
administration. Using Seq2Seq, a complete set of financial
index construction scheme can be designated to study and
analyze the data, so as to show the research significance of
the data [14]. Finally, the obtained data are integrated and
summarized to form a complete data analysis legend,
which reflects the scientific, objective, and cutting-edge
research and analysis of this paper. Among the above
studies, the algorithms for business administration
methods are based on the analysis of financial data, and
there are few studies on the corresponding economic

uncertainties. In the enterprise economy, there are many
uncertain factors, which reflect the important charac-
teristics of economic activities. In this paper, the problem
of economic uncertainty is deeply studied, the uncertainty
index is predicted and analyzed by deep learning model,
and the corresponding economic correlation character-
istics are obtained.

2. Financial and Economic
Uncertainty Indicators

+e term uncertainty is a general concept in a particularly
wide range, and financial uncertainty can be understood as
some uncertain factors under different concepts. From a
macropoint of view, there are uncertainty of macroeconomic
development concept, uncertainty of market finance, un-
certainty of social and economic policies [15], and so on.
However, in the macrocontrolled economic system opera-
tion model, the modern market of economy and finance,
economic policies, and other directions, they influence each
other and depend on each other. As long as one aspect is
affected, the whole body will change, which is the butterfly
effect of financial market [16]. At present, the definition of
the uncertainty of various macroeconomic development in
the world is not so intuitive and clear, but even so, there are
still many experts and bachelors who have done a lot of
researches and expressed a lot of their views on the devel-
opment trend of global [17] macroeconomy from different
angles and directions. From these aspects of macroeco-
nomics, since the outbreak of the global financial crisis in
2009, the development direction of the global economic and
financial system has entered an unprecedented trough, and
the brand-new economic growth point has disappeared in
front of the public’s vision since then. +e frequency of
economic market fluctuations in the whole country and even
the whole world is very violent and frequent. Black Swan
incidents occur frequently in the world, and it becomesmore
and more difficult to control market risks at this time [18].
+erefore, major economies in the world have raised their
expected indexes and expected trend charts against inter-
national economic and financial uncertainties. Many
Western scholars andmedia agree that “the only thing that is
certain is uncertainty.” But as far as these events are con-
cerned, individuals, families, and enterprises are also faced
with many uncertain factors and volatility indicators in their
life cycle economic activities.

If we want to quantify the uncertainty, the first thing we
need to determine is a way to replace the uncertain index
value. At present [19], there are two ways to replace it. +e
first way is to choose the approximate range value of our
existing economic index to replace the uncertain index. +e
second way is to dig out the uncertainty of economic and
financial development in most economic and financial
variables by modeling business administration data. Using
other similar variables as alternative variables of uncertainty
has the advantage that variables are convenient to select and
calculate [20], and researchers only need to choose appro-
priate alternative variables and then pay attention to aca-
demic problems related to uncertainty. However, the
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shortcomings of doing so are also very obvious. First, al-
ternative variables often cannot completely replace uncer-
tainty; that is, variables only contain part of uncertainty.
Second, alternative variables often contain other attributes
besides uncertainty. For example, if volatility is used instead
of uncertainty, volatility inevitably contains risks. +ird, it is
difficult to summarize the uncertainty in the complicated
economic and financial operation by using a single or a small
number of economic and financial indicators [21]. For this
reason, it is inevitable to explore uncertain factors from
more comprehensive data in today’s society. Cullen et al.
[22] reported that, with the development of big data, mobile
Internet era, and the improvement of computer computing
performance, using deep learning method to deal with
massive data has become a hot topic gradually tried in
various fields in recent years. +e emergence of big data has
allowed the use of larger-scale measurement data to measure
economic development. At the same time, researchers in the
field of economics are increasingly using statistical mea-
surement methods in adjacent fields to study economic and
financial problems [23], which greatly complement the
traditional econometric techniques. For Asia, economic
uncertainty indicators are showing an increasing trend year
by year relative to global economic uncertainty indicators, as
shown in Figure 1.

In addition, in the current economic policy uncertainty
and other aspects, generally speaking, specific quantitative
indicators equivalent to global news information are used to
replace the policy uncertainty of market economy in various
countries. For example, Baker has collected, counted, and
sorted out a large number of words related to “uncertain
factors” mentioned in newspapers and magazines in dif-
ferent periods around the world. By combining other eco-
nomic indicators, the financial and economic policy
uncertainty (EPU) of major economic systems in the world
(including China, the United States, India, and other
countries) is constructed. Because the global financial and
economic policy uncertainty index (EPU) is more inclined to
some complex information about financial and economic
policies, EPU pays great attention to quantifying the un-
certainty factors at the macroeconomic policy level. +is will
lead to other incomplete and small-scale alternative indi-
cators that cannot be coordinated and representative.
Juradoet al. [24] and their use of financial and economic data
variables forecasting error will represent the dependent
variables of economic policy uncertainty factors instead of
the indicator data volume. Scotti uses the extent of the range
selected by the public in the process of publishing relatively
extensive data as the independent variable index of the
uncertainty factor index instead of the data.

3. Application of Deep Learning Model in
Business Administration

Summary of the application of deep learning in financial
market deep learning has achieved good results in the re-
search of financial market, volatility of financial assets
(stocks, bonds, and futures), and price prediction. Many
scholars have applied the deep learning model to the variable

prediction of economic and financial markets and compared
it with the traditional model. Most of the pieces of literature
have come to the conclusion that the deep learning method
can improve the accuracy of variable prediction. Using
Google domestic trend to represent public sentiment factor
and macroeconomic development factor and using long-
term and short-term memory model (LSTM), this paper
studies the influence of these factors on the volatility of S&P
500 from October 19, 2004, to July 24, 2015. Dixon intro-
duced an artificial deep neural network into the research of
the future market and used an artificial neural network to
predict the changing direction of 45 commodities and fu-
tures prices in Chicago Mercantile Exchange. +e research
pointed out that the average prediction accuracy of the
artificial neural network reached 73%.+en, according to the
analysis data of this research, it can be shown that when this
deep learning neural network model is constructed in depth,
combined with business administration, the time delay value
of the fluctuation time series of the world market, finance,
and economy, the influence of many factors, such as market
equilibrium, mobile data, and global economic and financial
correlation, can be discussed in depth to expand the scope of
the financial field in turn. +e research used the same
conventional method to control 75 kinds of mass-scale
commodities and global foreign exchange predicted by
dependent variables and independent variables. When the
interval between foreign trade futures is 6 minutes, after this
discussion, they further analyzed the subtle price trend
changes and price formation trends caused by the median
price of foreign exchange of these futures commodities,
which was called a simple long-term trading retest rate, and
then reduced the error range index of the study.+e research
results show that, on average, their model can predict the
direction of price changes with an accuracy rate of 42%, and
in some cases, the prediction rate can reach 68%. +e ad-
ditional back-test results show that when using this model,
the market economic index can obtain an annualized Sharpe
rate as high as 4.29.

3.1. Basic Ideas of Constructing Financial Uncertainty through
Deep Learning Model Business Administration. First of all,
through the collation and research of uncertainty index and
related deep learning models for neural network model
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Figure 1: Comparative chart of Asian economic uncertainty index.
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methods, in this paper, we will use the conventional un-
certainty measurement methods, select higher-dimensional
and multidimensional economic and financial data for re-
search, and simulate to build the uncertainty index of
China’s financial and economic market. +en, in order to
construct a model to predict the future expectations of a
large number of financial variables as well as possible, this
paper will further explore the prediction function of deep
learning (Seq2Seq) model in financial markets based on
LSTM neural network. Finally, the error variance of eco-
nomic and financial variables predicted by the neural net-
work is used as the uncertainty index of China’s financial
market in Figure 2.

3.2. Construction of Financial Uncertainty Index. +e un-
certainty index of financial indicators is mainly measured by
the following two formulas. In formula (1), the uncertainty
of financial variableW in the future period is first measured.
In this step, the conditional expectation calculated by
available information N1 of prediction error conditional
fluctuation of financial variable Nt in the future period is
used. In formula (2), we use a certain weight to sum up a
large number of financial variables’ uncertainty index Yt,
which can represent the financial market situation in China,
to get the sum uncertainty, and thenmeasure the uncertainty
of China’s financial market.
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In order to avoid dimensional disasters, the principal
component (PCA) coefficient method is used to reduce the
dimension of economic and financial prediction variable Xi.
+e common factor Ft is extracted from the variable Xt. +e
prediction variable Xit has the following structures of for-
mulas (3) and (4). Here, the error value of the dependent
variable yt in the future h period is defined by the following
formula:

Xit � A
F
i Ft + e

X
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When the common factor Ft is used instead of the in-
dependent variable Xit, the following model formula is
constructed, in which the independent variable Xit is
assigned to obtain the Seq2Seq deep learning error value,
and the neural model is used to calculate the E value and It to
obtain the error square value. Finally, the uncertainty index
equation is obtained by calculating the value of the de-
pendent variable H as shown in formula (8).
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When designing the neural network, we need to consider
the time series characteristic when we face the time series
data. Let the value of Xt be the data input at time T, the value
of Ht be the hidden layer variable at time T, and the value of
Ht−1 be the hidden layer variable at timeH (T−1), so that we
can analyze and get the time series data designed by the
neural network and calculate the time series eigenvalue.

Ht � ϕ XtWxh + Ht−1Whh + bh( 􏼁. (9)

+e output data on the output layer of time step t is

Wt � Ot − HtWhq + bq. (10)

+e output data on the output layer of time step u is

u �

��������������
(1 − k)E

(1 + k)(1 − 2k)p

􏽳

,

MPC �
ΔC
ΔY

− β (β ∈ E).

(11)

In the above formulas, the data of E and K respectively
correspond to the dependent variable and independent
variable of the neural network model.

(1) In the type of depth model, it is very difficult to get
the distance difference and value range in the time
step of interval function in the application research
of cyclic neural network model in real life. +is is
quite directly related to the model dependencies of
its connected application structures. It will also
cause a large-scale impact on the trend of data and
the scale of volatility. +erefore, in the current
recurrent neural network model and the early
long-short-term memory neural network, scientist
Hochreiter used a new concept to reduce the
number of time step captures in order to minimize
the occurrence of this situation. +is concept is the
gate concept, so that the cyclic neural network
model can control the data in different time scale
areas, respectively, then the error value of com-
pressed output data at time t can be further re-
duced by the data overall calculation method, and
the fluctuation interval can be reduced.

It � z XtWxi + Ht−1Whi + bi( 􏼁,

Ft � z XtWxf + Ht−1Whf + bf􏼐 􏼑,

Ot � z XtWxo + Ht−1Who + bo( 􏼁,

z(x) �
1

1 + e
− x,

(12)
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where Xt is the input at time t, the number of samples is n,
the dimension of data is d, Ht−1 is the hidden state at time
(T−1), h is the number of hidden units, It, Ft, and Ot are the
input gate, forgetting gate, and output gate at time t, re-
spectively,Wxi, Wxf, and Wxo are weight parameters, and bi,
bf, and bo are deviation parameters. Parameters need to be
trained in neural network to get corresponding values. In the

hidden cell, the cyclic neural network has the following
parameter calculation formula to obtain the power number
and weight of the error value, which makes the corre-
sponding financial index analysis more comprehensive and
favorable and can minimize the error value and the cyclic
output value at time point T.
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H2 is the second hidden state of the loop, and it can be
seen from the formula that the value of F depends on the size
of W, which minimizes the value error of Tx. From this
analysis, the data and cyclic structure diagram can be
obtained.
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+e above are the conventional financial calculation
formulas of macroeconomy, which are the calculation for-
mula of market interest rate, the conversion formula of clear
discount rate, and the conversion formula of interest rate
and discount rate, respectively. In these three formulas, i is
the variable, d is the dependent variable, P is the discount
rate, and t1 and t2 are the independent variables.

3.3. Selection of Financial Indicators and Data Sources.
When studying macroeconomics, uncertainty is a complex
concept with many factors and angles. It is difficult to say
which index and data can perfectly and comprehensively
cover all the uncertainties related to macroeconomy.
+erefore, in the third chapter, the construction of financial
uncertainty index should widely select economic and fi-
nancial variables and related indicators. Each factor variable
used in this paper is monthly data or daily data less than
monthly frequency. In daily data, this paper uses the method

of monthly average to transform daily data into monthly
data. +e data were selected from March 2006 to October
2020. China’s macroeconomic variable data and financial
variable data come from wind database, wide quantification
platform, and Tushare API; there are 629 kinds of economic
and financial variables used in the construction of an un-
certain index of the financial market, including 346 kinds of
domestic macroeconomic variables and 242 kinds of fi-
nancial variables. Among the financial variables, there are 27
kinds of domestic financial indexes, 18 kinds of international
financial indexes, and 197 kinds of industrial financial data.
Select the source of the data as shown in Figure 3.

As can be seen from the above table, the indicators
selected in this paper include four major aspects. Macrodata
include domestic real estate data, monetary data, trade data,
investment data, macroindex, and household consumption.
+ese data mainly reflect the stability of domestic economic
operation at the macrolevel and are the concrete repre-
sentatives of the domestic economic vane. Selecting these
entity data is helpful to dig deep into the stable and unstable
components of the financial market. Domestic financial data
include the index of the domestic financial market, financial
statements of listed companies, and financial real-time
transaction data. +ese data directly reflect the operation of
the financial market and the direct embodiment of domestic
financial operation. In addition, the selected data also in-
clude international financial index data and domestic fi-
nancial data of various industries. +e global financial index
often includes the important index series of international
finance, which is used to comprehensively evaluate the
global economic operation state.+e economic and financial
data of domestic enterprises will adopt the classification
evaluation method of Shenwan first-class enterprises,
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Figure 2: Roadmap for the construction of business administration financial uncertainty index in China market deep learning model.
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including the estimated value data of domestic stock market
and the daily market data of industry finance. Different error
values lead to the change curve of financial index, as shown
in Figure 4.

4. Experimental Analysis of Deep Learning
Model in Business Administration

When constructing the uncertainty index, the deep learning
model is used to predict the economic and financial vari-
ables; the advantage of this is that the prediction model is
more accurate and the uncertainty part is more accurate.+e
disadvantage is that the parameters of the neural network
model are huge, which is not conducive to analyzing the
causes of the model results. If we want to analyze the source
of uncertainty, we must take a certain way to explore the
interior of neural network. Since the development of neural
network, especially in the recent ten years, it has made great
achievements in industry and academia. Many scholars have
made a series of explorations on interpretable neural net-
works. One of the ways to interpret the results of neural
networks is as follows. First, a simple model that can be
interpreted is constructed. For example, this model can be a
linear model or a decision tree model.+en, the same data of
the neural network is used as the characteristic (independent
variable), and the output result of the neural network is the
label (dependent variable). +en, an interpretable simple
model is used to compare the above training set and test set.
In the method design of business administration using two
deep learning models, four deep learning models, namely,
neural network diagram, cyclic neural network, recurrent
neural network, and self-encoder, are used to designate the
business administration experiment. Finally, the four

models have an impact on the financial economy of en-
terprises. After obtaining the data, the four models are
analyzed and studied in turn.

+e business management of neural network mainly lies
in data preprocessing, which is to transform various data and
nonquantitative data into positive data indicators and adopt
different transformation methods according to the different
properties of indicators. +e data of the macrovariable
evaluation index in this paper is often invariant data.
Usually, the lowest score is marked as zero.+e highest score
is marked as five points. It has no reversible parameter index.
We assume that the preprocessed data value is an X-di-
mensional matrix,N is the number of samples of data, that is,
the number of people being evaluated, and M is the index
quantity of data evaluation, that is, M input data sequences
of artificial neural network in deep learning. As shown in
Figure 5, under the structure construction of this model,
enterprises are randomly selected in combination with
business administration to select financial data and eco-
nomic finance directionally, the neural network model is
applied to collect and sort out the data in turn, and finally,
the data amount is obtained to understand the influence and
connection of this model on enterprise financial economy at
each time point.

Among the four deep learning models, the model of
cyclic neural network mainly introduces the construction
of cyclic neural network whose input data sequence length
Tx and output data sequence length Ty are the same. But in
fact, we will encounter more RNN loop construction
structures in business management applications. For ex-
ample, when we classify emotional problems, the output
data usually only has a scalar value. At this time, it is a many-
to-one structural model. Whenever music is generated and
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applied, it usually uses the network structure of a single
controllable variable to multiple variables. When there is one
or no input data, then there are output data of multiple
variables. +e network structure used in machine language
translation task is a structure of multiple variables to
multiple variables with different lengths of input data se-
quence and output data sequence. As shown in Figure 6, the
cyclic neural network is equivalent to the upgraded deep
learning model construction diagram of the neural network
model. However, the processing quantity and accuracy are
much higher than those of the neural network model be-
cause the error value of data obtained by multiple cycles is
far less than that of the neural network model, but the
calculation method is much more complicated than that of
the neural network model.

+e recurrent neural network model in the depth model
is a depth learning model with branch tree computing.
Recursive algorithm has a changeable topological layer
structure, and this is a reliable deep learning regression
model. For business administration, the recursive algorithm
has advantages and disadvantages, and its diversity and
sustainability are excellent. In dealing with business ad-
ministration, the analysis and induction of data are more
diverse, which can be used for complicated calculation
methods. It is composed of multiple nodes and is connected
by multiple frames. +e output nodes are usually located at
the top of the tree, and then the algorithm flow is carried out
in turn, which can be divided into multiple sections to
process data and reduce the uncertain factors in finance. As
shown in Figure 7, it can be seen that the recurrent neural
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network model uses supervised learning and unsupervised
learning to build training, and the recursive algorithm can
use the backpropagation calculation method to calculate the
weight parameters of financial data.

Among the four deep learning models, the computing
concept adopted by the self-encoder is one of the non-
comprehensive supervised and unsupervised models. Also
known as the artificial neural network construction model,
this model is a practical model that can be simply con-
structed in deep learning model. It can be decomposed and
constructed in two parts, the first part is the built-in encoder
system of self-encoder, and the second part is the external
decoder system of self-encoder. In business administration,
the self-encoder can decompose the uncertainty factors and
calculate them in one direction to obtain the weight pa-
rameters of enterprise finance.+en, the macroerror value in
the time layer can be solved. As shown in Figure 8, the trend
of the financial economy can be calculated, and the eco-
nomic value can be analyzed. +en, the time difference
between the enterprise economic characteristic value and the
economic output data with the smallest range can be cal-
culated through the weight parameters. It can be used for
simple enterprise financial data analysis. +e coding of the
self-encoder model is mainly characterized by compression
processing at the beginning of data input, sparse processing
structure, and output compression at the end of data, which
constructs a deep learning model.

4.1. Comparative Analysis of Uncertainty. After the con-
struction of these four models of business administration,
adopt random selection of enterprise financial data to make
model embedding. +en, after integrating the data of en-
terprises, we conduct experiments to compare the data to
study the impact of deep learning business administration
on the financial economy of enterprises. In view of the
uncertain comparison of enterprise financial economy,
compare the data of these four deep learning business
management models. +e uncertainty comparison diagram
is shown in Figure 9. For uncertain factors in many aspects,
the algorithms of the four models can be used for com-
parison, and their impacts on corporate finance are also
different. In comparison, self-encoder has the greatest in-
fluence on uncertainty; therefore, in the deep study of
business administration, the self-encoder has the best eco-
nomic and financial impact on enterprises. It can find out the
uncertain indicators and factors to the greatest extent, and
for macroeconomics, it can also maximize its index effect
and improve the predictability and randomness of enterprise
financial economy in the field of market economy. It can
minimize the economic fluctuation of enterprises, and the
scale of business administration can gradually expand the
fields involved. It can be seen that the recurrent neural
network model has the smallest analysis of uncertain data
and the largest fluctuation of enterprise financial economy.

4.2. Comparative Analysis of Profit and Loss. It is most
important to analyze the profit and loss of enterprises under
four deep learning models. +e profit and loss of any

enterprise in the economic field can explain the viability and
competitiveness of an enterprise in today’s society, so at this
time, for one of the important indicators of enterprises, the
analysis data of the four models are of special significance for
this indicator. When a deep learning model has less influ-
ence on data, the data reflected at this time will be partic-
ularly cutting-edge, and the dimension of sustainable
degradation will be higher, which affects the discrete indi-
cators of business administration, which is also one of the
important indicators affecting its enterprise economy. +e
continuous uncertainty exponent labels are discretized, and
the value of uncertainty exponent is divided into five parts
equidistantly. Mark the level of uncertainty index with
discrete integer values from 1 to 5. +e larger the value, the
higher the uncertainty index. Decision tree regression
prediction is carried out on the above data. When training
the decision tree model, we need to give full play to the
approximation degree of decision tree to neural network, so
we do not split the training set and test set, and we do not
need to consider the overfitting problem of the model. From
Figure 10, we can get the comparative data indicators of the
four models for the profit and loss of enterprise finance and
economy.

4.3. Comparative Analysis of Discreteness. Discrete com-
parative analysis is also an important index in enterprise
financial economy; what it affects is the ability of enterprises
to accept the outside world and the profit and loss rate under
different pressures and environments. Under the analysis of
deep learning model business administration, this indicator
will be more or less reflected in different fields. From the
profit and loss analysis in the above figure, it can be seen that
the recurrent neural network has a great influence on im-
proving the profit and loss value. However, the loss value is
also the highest among the four deep learning models, which
will lead to the lowest profit and loss rate. It can be seen that
the profit and loss rate of cyclic neural network is the highest
among the four models, which is the defect of recurrent
neural network in business administration and is not ap-
plicable to business administration. It is suitable for some
medical research and computer network weight parameter
analysis, but not for enterprise economy and finance.
+erefore, in discrete analysis data, all four indicators have
expected values, which lie in the prediction of variables and
the influence of volatility. Discrete analysis can reflect ad-
vantages and disadvantages. +e discreteness analysis dia-
gram of the four models of business administration is shown
in Figure 11.

4.4. Comparative Analysis of Volatility. Volatility analysis is
an important index to test the stability of the four deep
learning models. Financial market volatility is closely related
to financial uncertainty. +is experiment will explore the
relationship between China’s financial uncertainty index and
stock market volatility and their mutual influence. +e
volatility of the stock market cannot be observed directly,
and the volatility of the financial market corresponding to
the uncertainty index of China’s financial market should be
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the volatility of the whole financial market. However, when
looking for indicators that can replace the volatility of the
financial market in practice, it is found that there is no index
data that can fully represent the volatility of China’s financial
market. +erefore, this time, the index data of various stock
markets are selected, and then calculate the volatility of
index data. From the influence of four models on the vol-
atility of the stock market, it can be seen that the choice of
debt ratio and bonds of enterprises by these four models is
full of bond analysis of enterprises. When the volatility is
great, the data cannot be directly put into the market and

operation. +is is an important indicator that must be
controlled to protect market stability. +erefore, through
this analysis, it can be concluded that the four models have
an impact on the sustainable development of enterprise
economy and finance. +e comparison chart of volatility
data is shown in Figure 12.

4.5. Possibility Analysis and Comparison. +e possibility
analysis of the four models is in the unknown market field,
the influence and predictability of the financial and
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Figure 9: Analysis of enterprise economic uncertainty data by four deep learning models.
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economic level of enterprises, and the ability of this sought
model to predict the later trend data. It is also an impact
index for predictive evaluation of the financial and economic
level of enterprises. Although this assessment is for reference
only, persuasive influence is not enough, but it has an
unfathomable relationship with the future direction of an
enterprise’s finance. From the comparative analysis of the

above four kinds of data, it can be seen that the data analysis
is objective, scientific, and rigorous, and the establishment of
possibility analysis lies in the fact that the enterprise can
make a rough simulation and exercise prevention for the
follow-up regulation and development and the future risk
assessment. +is is a medium priority data study in the
evaluation index, so we roughly make the data comparative
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study experiment in Figure 13 to get the data. It is of great
significance to the risk assessment of enterprises, which can
avoid risks and market fluctuations to the maximum extent.

5. Conclusion

+rough the above experimental comparison and compre-
hensive analysis of evaluation index parameters, the ex-
perimental evaluation is summarized into four depth
models. +e financial and economic impact of business
administration on enterprises mainly lies in the fluctuation
effect caused by the reduction of profit-loss ratio and the
different calculation methods of time layer error value be-
cause the weight parameters of the butterfly effect in the
financial economy are particularly large. As a result, the
finance of enterprises fluctuates obviously in market finance.
In the uncertainty analysis, the calculated value of the self-
encoder deep learning model is 75.9%, and the value is the
highest among the four models. +e values of the recurrent
neural circulation network are 43.6% and 47.1%. As a result,
the self-encoder of uncertainty analysis can effectively re-
duce the error value of finance. +ere will be very high
results in macrocontrol. In the profit and loss analysis, the
profit and loss rate caused by the neural network model is
41%, while that caused by the recurrent neural network is
16%. It can be seen that the impact of the recurrent neural
network on the financial profit-loss ratio of the enterprise
market is significantly reduced. In terms of profit and loss,
the recurrent neural network has significantly improved the
market supervision of business administration due to
multiple regression calculations. In terms of dispersion and
volatility, the cyclic neural network model can make the
market produce a larger regression rate of return with a rate
of return of 71%. It makes enterprises greatly improve in the

stock market and financial market and can play its greatest
role in the market flow economy. Because the algorithm of
the cyclic neural network is complex, it can be reduced to
16% uncertainty in the enterprise economy, and the time
difference power value becomes smaller. +e calculation of
evaluation index parameters can improve the financial and
economical rate of return of enterprises. In the aspect of
possibility research, the cyclic neural network model brings
future expectation estimation to enterprise finance with a
risk assessment rate of 37%, thus reducing market financial
risks, improving the predictability of enterprises in future
financial and economic markets, reducing unknown pa-
rameters, and effectively avoiding risks caused by market
fluctuations.

+rough the research and experiment of this paper, we
can draw a conclusion. In the current index range of un-
certain factors of enterprise finance and economy in the
global market, facing all aspects of the combination of deep
learning model and business administration, first of all, what
we should do is to talk about the decomposition and
structure of uncertain factors in the current market econ-
omy. Macroeconomic uncertainties in the current inter-
national and domestic environment can be divided into four
kinds of domestic uncertainties and international uncer-
tainties. +en, the advantages and disadvantages of the four
learning models are selectively combined with the aspects of
business administration, and the economy and finance of the
enterprise are integrated to influence the finance and
economy of the enterprise. Finally, the source of uncertainty
is obtained, and then the risk prediction and risk control are
carried out by constructing decision trees. +ese models are
used to bring comprehensive analysis to the financial
economy of enterprises and to construct the influence of
good trends and development prospects.

Data Availability

+e experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

+e author declares no conflicts of interest regarding this
work.

References

[1] L. Alen, T. G. Bali, and Y. Tang, “Does systemic risk in the
financial sector predict future economic downturns,” Review
of Financial Studies, vol. 25, no. 10, pp. 3000–3036, 2012.

[2] K. Jurado, S. C. Ludvigson, and S. Ng, “Measuring uncer-
tainty,” =e American Economic Review, vol. 105, no. 3,
pp. 1177–1216, 2015.

[3] L. Currie, “+e general theory of employment, interest and
money,” in Review of Keynesian Economics, J. M. Keynes, Ed.,
vol. 4, no. 1, pp. 61–66, 2016.

[4] W. Sheng, S. Sun, L. Zhen, R. Zhang, J. Xu, and S. Avner,
“Accurate de novo prediction of protein contact map by ultra-

13%

37%

15%

35%

Comparative analysis chart of possibility data 

Neural network
Cyclic neural network
Recurrent neural network
Self-encoder

Figure 13: Possibility data comparative analysis chart.

12 Scientific Programming



deep learning model,” PLoS Computational Biology, vol. 13,
no. 1, Article ID e1005324, 2017.

[5] A. Ali and F. Yangyu, “Unsupervised feature learning and
automatic modulation classification using deep learning
model,” Physical Communication, vol. 25, no. 1, pp. 75–84,
2017.

[6] D. Zhang, Z. Wen, W. Huang, Z. Hong, and L. Meng,
“Upscaling of surface soil moisture using a deep learning
model with VIIRS RDR,” ISPRS International Journal of Geo-
Information, vol. 6, no. 5, pp. 1–20, 2017.

[7] T. Beck, A. Demirguc-Kunt, and R. Levine, “A new database
on the structure and development of the financial sector,”=e
World Bank Economic Review, vol. 14, no. 3, pp. 597–605,
2000.

[8] P. Hanel, “Intellectual property rights business management
practices: a survey of the literature,” Technovation, vol. 26,
no. 8, pp. 895–931, 2006.

[9] L. Cunha, P. Ceryno, and A. Leiras, “Social supply chain risk
management: a taxonomy, a framework and a research
agenda,” Journal of Cleaner Production, vol. 220,
pp. 1101–1110, 2019.

[10] M. A. Mazzocco, “HACCP as a business management tool,”
American Journal of Agricultural Economics, vol. 78, no. 3,
pp. 770–774, 1996.

[11] J. J. Shi and D. W. Halpin, “Enterprise resource planning for
construction business management,” Journal of Construction
Engineering and Management, vol. 129, no. 2, pp. 214–221,
2003.

[12] D. W. Johnson, K. W. Bartholomew, and D. Miller, “Im-
proving computer literacy of business management majors:A
case study,” Journal of Information Technology Education,
vol. 5, no. 4, pp. 77–94, 2006.

[13] C. Matthew, S. Robert, and N. Lussier, “Non-family-members
in the family business management team:a multinational
investigation,” =e International Entrepreneurship and
Management Journal, vol. 5, no. 4, pp. 395–415, 2009.

[14] J. Stewart and V. Knowles, “Mentoring in undergraduate
business management programmes.” Journal of European
Industrial Training, vol. 27, no. 2/3/4, pp. 147–159, 2013.

[15] S. Georgina, B. Hannah, M. Laura, and T. Shirvani, “Part I:
externalities and economic policies in road transport,” Re-
search in Transportation Economics, vol. 28, no. 1, pp. 2–45,
2010.

[16] L. Wang, “On China’ FTA promotion strategy under the new
development trend of global FTAs,” Journal of Shanghai
University of International Business and Economics, vol. 17,
no. 3, pp. 340–357, 2015.

[17] X. Chen andW. Zhang, “Study on the decoupling of cultivated
land occupation by construction from economic growth in
chengdu city,” Journal of Management and Sustainability,
vol. 1, no. 1, 2011.

[18] Y. Wang, X. Xu, and H. Xue, “Method to measure the un-
balance of the multiple-circuit transmission lines on the same
tower and its applications,” IET Generation, Transmission &
Distribution, vol. 10, no. 9, pp. 2050–2057, 2016.

[19] J.-J. Liao, C.-H. Shih, T.-F. Chen, and M.-F. Hsu, “An en-
semble-based model for two-class imbalanced financial
problem,” Economic Modelling, vol. 37, no. feb, pp. 175–183,
2014.

[20] M. J. Gorgievski, A. B. Bakker, W. B. Schaufeli, H. V. Der, and
C. M. Giesen, “Financial problems and psychological distress:
Investigating reciprocal effects among business owners,”
Journal of Occupational and Organizational Psychology,
vol. 83, no. 2, pp. 513–530, 2011.

[21] Y. Zhang, S. J. Taylor, and L. Wang, “Investigating the in-
formation content of the model-free volatility expectation by
Monte Carlo methods,” Journal of Futures Markets, vol. 33,
no. 11, pp. 1071–1095, 2013.

[22] M. Cullen, L. Einav, and A. Finkelstein, “Estimating welfare in
insurance markets using variation in prices,” Discussion Pa-
pers, vol. 125, no. 3, pp. 877–921, 2009.

[23] J. D. Leeuw, K. Hornik, and P. Mair, “Isotone optimization in
R:Pool-Adjacent-Violators algorithm (PAVA) and active set
methods,” Journal of Statistical Software, vol. 32, no. 5, 2009.

[24] K. Jurado, S. Ng, and S. C. Ludvigson, “Measuring uncer-
tainty,” Operations Research, vol. 56, no. 3, pp. 265-266, 2016.

Scientific Programming 13



Research Article
Modern Art Interactive Design Based on Artificial
Intelligence Technology

Weihua Zhang and Yufeng Jia

School of Design, Dalian Minzu University, Dalian, Liaoning Province 116600, China

Correspondence should be addressed to Weihua Zhang; zhangweihua@dlnu.edu.cn

Received 21 October 2021; Revised 5 November 2021; Accepted 12 November 2021; Published 2 December 2021

Academic Editor: Le Sun

Copyright © 2021 Weihua Zhang and Yufeng Jia. ,is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

To improve the effect of modern art design, this study presents a camera pose estimation algorithm based on the least feature
points of quaternion. Moreover, this study detects and matches the feature points of the camera image and establishes a system of
formulas through the rigid constraints of the feature points, thereby constructing an eigenvalue problem to solve the camera pose.
In addition, this study combines artificial intelligence technology to construct the modern art interactive design system and
structure the system function structure. Finally, this study analyzes the logical structure and spatial structure of the system and
uses the design to analyze the performance of the modern art interaction design model proposed in this study. ,rough ex-
perimental research, it can be known that the modern art interactive design system based on artificial intelligence technology
proposed in this study can basically meet the artistic design needs of the new media era.

1. Introduction

With the continuous progress of modern science and
technology, the human world has entered the information
age from an industrial society, ubiquitous information has
long been integrated into every corner of people’s lives, and
mankind is opening a new era of informationization. In an
epoch-making background, the development of computer
science, the Internet, virtual reality, and artificial intelligence
has forced the continuous expansion and innovation of art
design disciplines. Technology has given birth to new design
forms [1], and the information art design discipline has
emerged at the historic moment. As a bridge between art and
science, information art design has gradually evolved into a
new subject with rich connotation. Design art is based on
design practice, so information art design must be a disci-
pline based on the actual needs of society [2]. For example,
interactive public art is involved in subway public art design
in subway space and information art design of tourism
digital service platform that integrates new media tech-
nology and art. As an important channel of information
transmission, interaction design has become an important

link in information art design. With the continuous de-
velopment of science and technology, the integration of
interactive information art design and technology will
continue to innovate the form of art design, injecting strong
vitality into the development of technology and art [3].

,rough today’s hardware and software equipment and
auxiliary equipment, users can not only see, hear, and feel,
but also communicate and experience each other, and at the
same time create a virtualized information environment.
Virtual reality technology has been used in military, edu-
cation, construction, civil engineering, entertainment, and
other fields in the early days and has achieved excellent
results. Due to the rapid changes in the times, traditional
concepts can no longer meet the needs of the people today,
and what follows is a digital technological revolution.
Technology leads the trend of the times, and science and
technology are constantly eroding people’s thoughts and
lives, making life more colorful. However, the form of art has
also changed with the development of technology, and the
art displayed in technology has become one of the latest
expressions of artists. With the development of information
technology, virtual technology is widely used, not only in
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movies and games. ,e construction of digital virtualization
will shorten the distance between people. ,is is not only for
browsing, but also for close contact with people who do not
understand virtual technology. At the same time, there are
also many novelties in artistic expression.

,e beauty displayed in the virtual reality system is called
virtual artistic beauty. ,e artistic sense displayed by virtual
reality art and traditional art has similarities. ,erefore, it is
necessary to have a deeper understanding of how virtual
reality art inherits the form of traditional art. Virtual reality
art is expressed on the basis of technology, and technology
contains traditional elements. In art aesthetics, technology
itself is a kind of beauty. Virtual reality finds the attributes of
artistic performance in the performance of related tech-
nologies and conducts research and analysis from an artistic
point of view to analyze the visual impact of the technology
on the user experience.

,is article combines new media technology and
modern art interactive design requirements to construct an
intelligent modern art interactive design system, which
changes the traditional art design method and promotes the
development of subsequent art design.

2. Related Work

In recent years, with the continuous advancement of
computer vision, image recognition, and other technologies,
human-computer interaction technology has gradually
changed from the past computer-centric keyboard and
mouse interaction mode to a new human-centered inter-
action mode—natural human-computer interaction [4].
Microsoft introduced Kinect, a 3D motion-sensing camera
that integrates multiple functions such as voice input rec-
ognition and dynamic video capture, completely subverting
the single production mode of the game [5]. It captures
human body movements through cameras, uses depth
sensors to acquire strength and depth data, processes them,
performs pixel-level evaluation of depth images, uses seg-
mentation strategies for human body recognition, and
generates a skeleton system based on the tracked 20 joint
point information, in real-time capture of the player’s
gestures [6]. With the development of technologies such as
computer image recognition, laser acquisition, and machine
vision, somatosensory interaction devices have become the
first choice for researchers to realize natural interaction [7].
Among the most representative somatosensory control
equipment are Kinect, Leap Motion, PS Move, etc. Relying
on its feature that it can obtain bone information and human
body depth at the same time, Kinect has been widely used
since its launch and has become the mainstream data col-
lection device used in the field of gesture recognition re-
search [8]. Ref. [9] predicts students’ attention in the
classroom from Kinect facial and body features, and uses the
two-dimensional and three-dimensional data obtained by
the Kinect sensor to establish a feature set that characterizes
the student’s face and body attributes (including gaze point
and body posture). Using machine-learning algorithms to
train the classifier, it can estimate the time-varying attention
level of individual students. ,e authors of [10] created a

sign language spelling recognition system based on Kinect
and solved the problem that the previous research on fin-
gerspelling recognition is difficult to correctly judge the
occlusion and accurately extract the depth value.,e authors
of [11] implements a museum roaming system based on
Kinect, using the position data of head, feet, hands,
shoulders, and spine obtained by Kinect, and recognizes five
postures and three movements. According to the recogni-
tion result, the user can change the viewing angle, open or
close the sliding door, roll up the bamboo curtain, and light
or extinguish the candle in the three-dimensional space. In
the past, the virtual reality equipment itself did not have the
supporting somatosensory interaction function, which made
it impossible to realize a perfect virtual reality experience. It
can only be realized with external equipment such as Kinect
and Leap Motion [12], but now VR devices are becoming
more and more mature. At present, the three major con-
sumer VR devices (Oculus Rift CV1, HTC VIVE, and PS
VR) can all realize somatosensory interaction. Somatosen-
sory interaction allows the body to interact with various
scenes in the virtual world, improve immersion, and ef-
fectively reduce motion sickness [13]. However, since the
Oculus Touch and HTC VIVE somatosensory interactive
consumer version of Oculus Rift CV1 has just been released,
so far almost all the academic research and results in virtual
reality somatosensory interaction have been developed using
Kinect [14].

After years of development, the current application fields
of virtual reality are very extensive, involving education,
medical care, entertainment, transportation, engineering
design, etc. [15]. ,e authors of [16] has conducted research
on the application of virtual reality technology in education,
perceiving students through vision, hearing, and touch. ,e
authors of [17] developed a new type of interactive virtual
reality performance theater, which can enable multiple
participants to enjoy an environment of entertainment and
educational experience. Participants watch the performance
through the VR display device, can interact with the per-
former through the use of input devices, and have limited
control over the content of the performance. ,ere is still a
big gap between China and some foreign developed coun-
tries in the research of virtual reality, but many domestic
research institutes and universities are also conducting ac-
tive research.

3. Art Interactive Space Algorithm

,e algorithm uses feature points for pose estimation, as
shown in Figure 1. ,e two pictures taken by the camera at
different positions are detected andmatched with the feature
points in the two images using a computer, and the coor-
dinate information of the feature points is obtained at the
same time. ,e feature points detected in the image on the
left are marked with red points and that on the right are
marked with green. Finally, we use a computer to match the
feature points and connect them with yellow line segments,
with the image center as the center, the right direction is the
positive direction of the x-axis, and the downward direction
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is the positive direction of the y-axis. ,en, the coordinate of
the feature point can be known.

R ∈ SO(3) and t ∈ R3, respectively, represent the relative
rotation matrix and the translation matrix of the camera in
the two images. According to the scene images taken by the
camera in the two views, the feature points in the image can
be detected and matched, and the coordinates in the image
plane where they are located can be extracted from the
image. ,e coordinates are obtained in pixels, and then, the
coordinates are mapped to the Cartesian coordinates on the
image plane through the camera calibration matrix. For each
matched feature point, it obeys the rigid motion constraint
as shown in the following formula (1) [18]:

uRp + t � vp′. (1)

In the formula, p, p′ ∈ R3 represents the homogeneous
coordinates of the matching feature points in the two im-
ages. ,e scalars u and v represent the distance from the
origin of the three-dimensional feature point in the space
along the z-axis of the camera coordinate system, which is
called the depth value of the three-dimensional feature point
at each view, as shown in Figure 2. ,e coordinates of points
p and p’ can be obtained from the image, and they are known
parameters. ,erefore, the unknowns to be solved in for-
mula (1) are u, v, R, and t.

,e rotation matrix in formula (1) is represented by R,
and R ∈ SO(3) is a 3× 3 orthogonal matrix with a deter-
minant value. To avoid the nonlinear problem when solving,
the rotation matrix is represented by 4 variables of the
quaternion Q(w, x1, x2, x3) as shown in the following
equation [19]:
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(2)

,e algorithm uses a quaternion variable to represent
the rotation matrix, which can be solved directly. Here, the

first variable in the quaternion is positioned as a non-
negative number, that is, w≥ 0, which indicates that the
rotation matrix and the quaternion are one-to-one. To
solve the pose, the algorithm eliminates the unknown
parameters u, v, and t, and derives a system of formulas
based on the quaternion variables. By solving the system,
the rotation matrix can be solved. ,e algorithm takes all
the feature points into formula (1) to get the matrix ex-
pression about the translation and depth value, and solves
the matrix formula to get the translation and depth in-
formation of the feature point.

To solve the rotation matrix and the translation matrix,
some parameters in the formula need to be eliminated.
Substituting two different feature points in the image into
formula (1), we can get two formulas, and the unknown
parameter t can be eliminated by subtracting the two for-
mulas. Similarly, three characteristic points can be brought
into formula (1) to obtain three formulas, and the unknown
parameter t in each formula can be eliminated by subtracting
between the formulas. ,e feature points are shown in
Figure 1. F1 (−0.8, 0.3), F2 (1.0, 1.4), and F3 (2.5, 0.9) and
their respective matching F1’ (1.3, 0.4), F2’ (0.3, 1.5), and
F3′(1.9,0.8) are introduced into formula (1), and formulas
(3)–(5) can be obtained as follows:

Y Y

X X

F1

F2

F3

F4

F5

F6
F7

Figure 1: Feature point matching diagram.

R, t

U V

P P'

Figure 2: Feature points from different perspectives.
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Formula (3) is subtracted from formulas (4) and (5),
respectively, to obtain a formula without unknown t, and it is
shown in the following formula (6) [20]:
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(6)

When u and v are regarded as unknowns, the formula
MV� 0 can be expressed as shown in formula (7). ,e
obtained matrix M is only composed of the feature point
coordinates and the rotation matrix R, and the vector V is
composed of the depth parameters of the feature points.
When the value of the determinant of the matrix M is equal
to zero, the determinant of the matrix M can be evaluated,

and the quaternion variables w, x1, x2, x3 can be listed in the
fourth-degree polynomial formulas, the coefficients of which
are related to the coordinates of the characteristic points.,e
polynomial formula does not contain unknowns u and v,
which eliminate the unknown depth parameter, as shown in
formula (8).
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Formula (8) consists of 35 monomials, and we define the
operation as follows:

〈a, b〉 �
b!

a!(b − a)!
. (9)

,en, a polynomial of degree d with c variables is
composed of <d+ c− l, c-1>monomials. Since any 3 feature
points can get a polynomial formula, then k feature points
can get <k,3> formulas. Multiplying the quaternion variables
w, x1, x2, x3 by the obtained fourth-degree polynomial
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formulas, we can list more polynomial formulas, as shown in
the following formula (10) [21]:
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(10)

If 5 feature points are used to estimate the pose of the
camera, then <5,3≥10 quartic polynomial formulas can be
established. Multiplying the quaternion variables with them,
respectively, we can get 40 formulas of degree 5, and the
number of monomials is< 4+5–1, 3≥ 56. ,e new formulas
obtained are expressed in matrix vector form as follows:
AX� 0.
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Among them, the matrix A is composed of the coeffi-
cients of the formula system, and . A ∈ R40×56,e matrix X
consists of all five-degree monomials, and X ∈ R56. As
shown in formula (11), the algorithm divides the vector X
into two vectors as follows:
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(12)

Among them, X1 ∈ R35 and X2 ∈ R21. X1 is the vector
containing all the monomials of w, and X is composed of the
remaining monomials. We set A � A1 A2􏼂 􏼃. Among them,
A1 is composed of the column of A associated with X2, and
A2 ∈ R40×35. A2 is composed of the column of A associated

with X, and A2 ∈ R40×21. ,en, the system AX-0 can be
equivalently written as follows [22]:

A1X1 + A2X2 � 0. (13)

By multiplying formula (13) by the pseudo-inverse
matrix A2 of A+

2 , we can get the following:

X2 � −A
+
2A1X1. (14)

,e algorithm proposes the variable w in the vector X1
and denotes it with V. ,at is,

V �
1
w

X1. (15)

,e algorithm sets B � −A+
2A1, and B ∈ R21×35. ,en, X2

can be expressed as X2 � wBV.
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.

(16)

,e algorithm constructs a square matrix B, and
B ∈ R21×35. ,e algorithm constructs a matrix formula:
λV � BV, which transforms the problem into an eigenvalue
problem, and sets λ � x1/w. ,en, the matrix formula can be
expressed as x1V � wBV.
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(17)

In formula (17), the elements of vector x1V belong to
vector X1 or vector X2. For elements belonging to X2, the
corresponding row in B is selected from B. For elements
belonging to X1, the corresponding row in matrix B is the
appropriate natural base row vector, the solution of the
vector V can be derived, and the value of the variables
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w, x1, x2, x3 can be calculated according to the elements of
the vector V. Incorporating variables into formula (2) can be
solved to obtain the rotation matrix R.

After obtaining the corresponding rotation matrix R,
the translation and depth values of the characteristic points
can be further solved. All matched feature points obey the
rigid motion constraint, as shown in formula (1). ,en, for
k feature points, it is expressed as a matrix vector form
CY � 0:

I Rp1 −p1′ 0 0 · · · 0 0

I 0 0 Rp2 −p2′ · · · 0 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮

I 0 0 0 0 · · · Rpk −pk
′
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� 0.

(18)

In the formula, I ∈ R3×3 is the identity matrix, k is the
number of feature points, matrix C ∈ R3k×2k+3, and
Y ∈ R2k+3. From formula (18), it can be known that the
matrix Y is in the null space of matrix C. Y can be obtained
by calculating the right singular vector of matrix C, that is,
the eigenvector corresponding to cC. ,e vector Y contains
both translation information and depth information.
,erefore, these parameters can be solved at the same time
and are constrained to the same scale factor.

It can be seen from the algorithm that when building a
polynomial formula system, multiplying the quaternion
variables w, x1, x2, x3 by the original formula will increase
the number of formulas, and at the same time, the coefficient
matrix A2 has a higher dimension, while the value of the
pseudo-inverse multiplication A+

2A2 is not changing. When
the feature point coordinates are inaccurate or affected by
noise, the pseudo-inverse operation A+

2A2 is associated with
X1 and X2. In practical applications, when the number of
feature points increases, the dimensions of the matrices A1
and A2 will be higher. In this way, by pseudo-inverse op-
eration, noise can be further suppressed, and the estimation
accuracy of rotation can be improved. By choosing vector X1
or eigenvalue λ differently, it can be transformed into dif-
ferent eigenvalue problems, but the result of pose estimation
is the same.

,e performance tests on the algorithm and several
existing algorithms are performed. ,e test uses the Monte
Carlo simulation to randomly generate a mixed set of
uniformly distributed general 3D points and coplanar 3D
points in a rectangular parallelepiped in front of the camera.
Subsequently, it moves the camera to other positions
through random translation and rotation. Using the pinhole
camera model, the coordinates of the feature points are
obtained by projecting the three-dimensional coordinate
points onto the two-dimensional plane. In this study, the
calibration algorithm of Zhang Zhengyou is used to obtain

the camera parameters, and the matrix obtained by the
camera calibration is K. Each image is 1728× 668 pixels.

K �

358 0 358

0 358 247

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (19)

,e performance of the algorithm in the article is
compared with the 8-point algorithm, Kukelova algorithm,
Nister algorithm, Li and Hartley algorithm, and Stewenius
algorithm. In the experimental test, the rotation error and
the translation error of each algorithm are compared to show
the comparison result, and the result is drawn in the form of
a curve. ,e specific error calculation method is as follows.

We define the formula as follows:

ρ q, q
∗

( 􏼁 �
1
π
arccos dot q, q

∗
( 􏼁( 􏼁. (20)

Equation (20) is used to describe the rotation error, and
ρ(q, q∗) ∈ [0, 1]. Among them, q � w x1 x2 x3􏼂 􏼃

T is the
quaternion value used to solve the rotationmatrix in the test,
and q∗ is the true value. Similarly, the translation error can
be obtained by replacing the quaternion vector in the for-
mula with the unit norm translation matrix.

To evaluate the performance of the algorithm under the
influence of noise, the Gaussian noise with a mean value of
zero and a standard deviation of 0 to 3 pixels was used to
simulate noise interference in the experimental operation.
,en, we add it to all images, set the noise standard deviation
increment value to 0.1 pixel value, and do 100 random
experiments on the unit noise increment value. ,e solution
closest to the true value is selected as the estimated value of
each algorithm. To compare the anti-interference ability of
these algorithms against noise at the minimum feature
points, the number of feature points provided for the al-
gorithms participating in the comparison in the experiment
is the minimum number of feature points required for the
solution of each algorithm. We can use formula (20) to
obtain the rotation error and the translation error corre-
sponding to each algorithm, and the corresponding error
curve is shown in Figure 3.

It can be seen from Figure 3 that the estimated errors of
the Nister algorithm, the Li and Hartley algorithm, and the
Kukelova algorithm are relatively close, so their error curves
almost overlap. ,e 8-point algorithm shows a relatively
good translation error, but because the rotation error is too
large, only a part of the rotation error curve is shown in the
figure. ,e Stewenius algorithm shows good estimation
accuracy, ranking second in the comparison.,e error curve
of the algorithm in this study is below all the curves, and the
estimated error is smaller than other algorithms, which
shows the best performance. ,e comparison result between
the Stewenius algorithm and the algorithm in this study is
shown in Figure 4.

In practical applications, the number of feature points
detected and matched between the two images is usually
greater than the minimum number required by the algo-
rithm. ,erefore, in practical applications, pose estimation
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algorithms often have to solve the problem of the number of
feature points exceeding the minimum to reduce the in-
fluence of noise and mismatches. In the experimental test,
when we provide the number of feature points, we generally
use the minimum number of feature points required by the
respective algorithm to 100 feature points to simulate the
actual algorithm matching multiple feature points and set
the feature point increment to 1. Each time a feature point is
added, 100 comparison experiments are performed, and the
Gaussian noise with a standard deviation of 0.75 pixels is
added to the pixel coordinates to simulate image pixelation
noise and inaccuracies in feature point detection and
matching. ,e error curve obtained using formula (20) is
shown in Figure 5.

Because Li and Hartley’s algorithm does not accept more
than 5 feature points, they did not participate in the com-
parison. As shown in Figure 5, from the perspective of the
rotation error curve, when the number of feature points used
does not exceed 10, the algorithm in this study and the
Stewenius algorithm have the best position estimation ac-
curacy. As the number of feature points increases, the
performance of the 8-point algorithm is higher than that of
the Stewenius algorithm, and the error curve of the algo-
rithm in this study is always at the bottom, which has the best
estimation accuracy. From the perspective of the translation
error curve, when the number of eigen points exceeds 10, the

estimation accuracy of the algorithm in this study is sig-
nificantly better than other algorithms involved in the
comparison. From the overall comparison result, the rota-
tion and translation estimation error curves of the algorithm
in this study are all below other algorithms, the estimation
accuracy is the highest, and it shows the best performance.
As the number of matched feature points increases, the error
of the estimation result will be further reduced.

To test the actual application effect of the algorithm, six
algorithms are tested using images from the real-world data
set, and the estimated results are compared with the real
values provided by the data set. ,e test uses the KITTI data
set. When using the data set for testing, without affecting the
test results, the sampling principle is adopted and the data
set is set to an increment of 5. ,is can reduce the test time
and increase the disparity at the same time, which is more
conducive to the estimation of the translation information.
All algorithm implementations are programmed in MAT-
LAB using C language and executed as MEX files. ,e test is
carried out on the same computer platform. ,e computer
uses Intel(R) Core(TM) i5-8500 CPU, the main frequency is
3.00GHz, and the memory capacity is 8GB. ,e results are
shown in Tables 1 and 2.

To reflect the statistical information of the test results, a
quarter of the average rotation error and average translation
error, themedian, and three quarters of the value are listed in
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Figure 3: Anti-noise comparison results.
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Figure 4: Comparison results between the algorithm in this study and the Stewenius algorithm.
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the table, denoted by A, B, and C, respectively. At the same
time, for the convenience of comparison, the average ro-
tation error in Table 1 is the result after magnification 100
times. ,e data in the table show that among the several
algorithms participating in the comparison, the average
rotation error and the average translation error of the al-
gorithm in this study are both the smallest. Compared with
the 8-point algorithm, the average rotation median error of
this algorithm is reduced by 52.9%, and the average
translation median error is reduced by 13.4%. Compared
with the second-ranked Stewenius algorithm, the average
rotation median error of this algorithm is reduced by 24.5%,
and the average translation median error is reduced by
30.1%. Generally speaking, the algorithm that uses the least
number of feature points greater than 5 tends to have a
shorter execution time than the 5-point algorithm. ,e
execution time of the algorithm in this study is not optimal,
but this is only relative. ,rough the test of images of real-
world data sets, the algorithm in this study can fully meet the
real-time performance in the application.

3.1. Modern Art Interactive Design System Based on Artificial
Intelligence. Holographic technology enhances the indi-
vidual’s creative thinking and behavior ability. In the virtual
world created by consciousness, the mapped thoughts,

emotions, feelings, and thinking interact, and audiences
from different cultures and societies circulate and form a
perception system in the medium of virtual reality based on
the differences in thought and the multiplicity of experiences
(Figure 6).

As a new art form, new media art is no longer con-
strained to the traditional mode of expression, and the
audience has faded away from the passive role that was
always given to it in the past. Moreover, it will increasingly
participate in recipients of scientific and technological in-
telligence, interacting with works and artists and forming a
feedback mechanism, and the derivation of interactive be-
havior is closely related to the environment and emotional
appeals of the audience. ,e framework diagram of be-
havioral interaction research is shown in Figure 7.

In the construction of the interactive logic model, the
elements of “things” are extracted, and the relationship of
reasons is obtained. At the logical level of aesthetic inter-
action, it summarizes the contemporary display methods of
new media art through the comparison of static and dy-
namic display, and summarizes the unique aesthetic expe-
rience of new media art through the comparison of
traditional art and new media art. ,e logic level of behavior
interaction relies on behavior-related theories to analyze the
participating elements of behavior interaction and the cir-
culatory system that it constitutes, and summarize the
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Figure 5: Performance comparison results of multiple feature points.

Table 1: Average rotation error.

8-Point algorithm Kukelova algorithm Stewenius algorithm Nister algorithm ,e algorithm proposed in this study
A 0.0241 0.0178 0.0179 0.0177 0.0132
B 0.0470 0.0324 0.0293 0.0319 0.0221
C 0.0902 0.0644 0.0492 0.0646 0.0345

Table 2: Average translation error.

8-Point algorithm Kukelova algorithm Stewenius algorithm Nister algorithm ,e algorithm proposed in this study
A 0.0038 0.1101 0.0179 0.0043 0.0035
B 0.0067 0.2449 0.0293 0.0083 0.0058
C 0.0125 0.4102 0.0492 0.0187 0.0107
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interactive regeneration and explicitness and implicit nature
of logical relations. ,e logical level of virtual-real inter-
action takes the technological carrier as the entry point. It

mainly uses the technology of virtual reality, augmented
reality, and mixed reality to explore the logical relationship
between time and space, technical art, and virtual reality, and

Machine-
equipment

Environment People-public

Experience
1. All-round
2. Multidimensional
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1. Situation and environment

2. Emotions and experiences
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Figure 6: Holographic experience situation system.
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Figure 8: Interactive logic model of modern art design based on artificial intelligence.

Table 3: Statistical table of interactive effects of modern art in-
teractive design system.

Number Interactive effect
1 91.36
2 86.20
3 90.36
4 92.68
5 89.45
6 89.94
7 85.19
8 84.37
9 89.89
10 86.06
11 82.70
12 84.17
13 90.98
14 93.48
15 91.33
16 88.11
17 90.82
18 84.58
19 84.48
20 87.72
21 84.74
22 83.43
23 89.82
24 85.21
25 91.32
26 83.42
27 84.04

Table 3: Continued.

Number Interactive effect
28 92.87
29 88.99
30 83.75
31 82.91
32 88.67
33 86.17
34 84.11
35 87.29
36 86.82
37 93.02
38 88.66
39 87.59
40 88.05

Table 4: Effect of modern art interactive design based on artificial
intelligence technology.

Number Interactive effect
1 90.04
2 87.09
3 76.87
4 86.16
5 88.98
6 91.20
7 86.38
8 88.11
9 79.89
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finally obtains the conclusion of the interactive logic of new
media art to form a complete logical model. ,e interactive
logic model of modern art design based on artificial intel-
ligence is shown in Figure 8.

After constructing the above model, we will explore the
effectiveness of the modern art interaction design system.
,e art interaction design system of this study is evaluated
through experimental research, and the results shown in
Table 3 are obtained.

From the above test results, the effect of modern art
interaction design proposed in this study is very good, and
then, the design effect of the system is evaluated, and the
results are shown in Table 4.

From the results in Table 4, the modern art interactive
design system based on artificial intelligence technology
proposed in this study can basically meet the artistic design
needs of the new media era.

4. Conclusion

,e dynamic form of virtual reality technology and art is
called interactive. ,e interactive feedback also gives the
experiencer a soul-like artistic impact. In virtual reality
technology and art, interaction reflects research and dis-
cussion, with interactivity as the core auxiliary technology
and art, which can improve the sensory experience and
aesthetic value of the experiencer. ,is article combines
theory with examples to study the interactive form and uses
examples to explain the theory, and the theory serves as the
basis for practice. Moreover, this study strives to provide key
guidance for virtual reality design and art creation from the
perspective of interactive performance, which can provide
experience for interactive research on virtual reality art and
technology. In addition, this study analyzes through cases,
extracts the interactivity of virtual reality technology and art,
complements each other, and promotes the innovation of
the work. Finally, this study combines newmedia technology
and modern art interaction design requirements to build an
intelligent modern art interaction design system, which
changes the traditional art design method and promotes the
development of subsequent art design.
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Due to the particularity of the artificial intelligence major and the machine learning courses learned, the traditional course
teaching model is not suitable for artificial intelligence major machine learning courses. Based on this background, this article
proposes a new system based on machine learning curriculum teaching reform. It mainly includes the reform of curriculum
teaching mode, curriculum practice reform, and teaching process reform. In order to verify the effect of the proposed new model
on the teaching quality of machine learning courses, this article also proposes an evaluation method based on intelligent
technology. Firstly, the feasibility of evaluation based on intelligent technology is described. Secondly, it lists the application details
of the existing teaching evaluation based on intelligent technology. Finally, a novel teaching quality evaluation system based on
intelligent technology is proposed. *e system collects student facial expression data and uses classification algorithms to make
classification decisions on the data. *e result of the decision can give feedback on the quality of classroom teaching. *e
comparison of experiments based on different intelligent technologies shows that the teaching quality evaluation system proposed
in this article is feasible and effective.

1. Introduction

In near few years, some new-generation information tech-
nologies are proposed, such as cloud computing, Internet of
*ings technology, human-computer interaction, and mo-
bile Internet. Now, the big data has come into people’s daily
life, resulting in huge amounts of data information.*emost
important significance of studying big data is to discover
new knowledge, create new value, enhance new capabilities,
and improve new products through the analysis and mining
of massive data. However, what too much data brings to
people may not be more insights, but rather lost.*e value of
data lies in forming information, turning it into knowledge,
and even subliming into wisdom. If the data cannot be
further deeply processed, even if the amount of data is large,
the meaning is very small. *erefore, how to efficiently
process data and use it to drive decision-making is partic-
ularly important. Traditional data processing models did not

meet the ever-increasing demand for data processing and
analysis. So artificial intelligence (AI) has emerged [1,2]. *e
field of artificial intelligence (AI) is a subset of computer
science. It is a brand-new field dedicated to researching and
developing ideas, methodologies, technologies, and appli-
cation systems for mimicking, extending, and increasing
human intellect. AI has a wide range of applications, in-
cluding computer vision, natural language processing,
language recognition, medical imaging, robotics, and in-
formation retrieval [3]. And the AI has made certain
breakthroughs and has become the core technology of some
high-tech products.

To aggressively support the optimization of universities’
scientific and technical innovation systems in the field of
artificial intelligence, as well as the enhancement of the
artificial intelligence staff training system [4], we need to
vigorously promote undergraduate teaching activities re-
lated to artificial intelligence. Among them, the most critical

Hindawi
Scientific Programming
Volume 2021, Article ID 8971588, 9 pages
https://doi.org/10.1155/2021/8971588

mailto:yzjiang@jiangnan.edu.cn
https://orcid.org/0000-0002-4558-9803
https://orcid.org/0000-0003-1483-8077
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8971588


is the development of machine learning courses. Such
courses mainly include advanced mathematics, linear al-
gebra, data structure, algorithm design and analysis, prob-
ability theory and mathematical statistics, machine learning,
artificial intelligence, and other professional basic courses
related to machine learning. *ese courses are frequently
extremely professional and theoretical, and students fre-
quently fall behind in following professional courses as a
result of inadequate early mastery of advanced mathematics,
linear algebra, and other mathematical concepts.

To address these issues, this article will develop a new
teaching mode, track students’ learning situations intelli-
gently, and alter the learning state as needed. From the
traditional “teacher teaches, students learn” model to a
“teacher-student interaction” model [5], it is foreseeable that
with the in-depth development of this model, we will better
cultivate high-level professional talents, which is also a useful
exploration of the teaching model in the new era. *is
paper’s key contribution is as follows:

(1) *e challenges that exist in the course teaching have
been outlined through research on the teaching
system of the artificial intelligence professional
machine learning course.

(2) A novel teaching approach is developed to address
issues in the teaching of machine learning courses.
Teaching model reform, curricular practice reform,
and teaching process reform are all part of the new
model reform.

(3) A teaching quality evaluation system based on in-
telligent technology is presented to test the efficiency
of the proposed teaching method. Students’ facial
expression data is collected, and classification
choices are made using classification algorithms.*e
quality of classroom instruction may be correctly fed
back based on the outcome of the choice.

2. Current Situation of AI Teaching

2.1. Current Situation of AI Professional Construction.
Artificial intelligence is a very new field. It has grown
dramatically in recent years due to the popularity of deep
learning. Based on the deep learning technologies, the AI
technology has become an inexorable development trend.
Now, many universities around the world have opened
courses related to artificial intelligence, especially artificial
intelligence, automation, computer, and big data. Artificial
intelligence courses have been included as important basic
courses.*ere are 367 universities in the world with artificial
intelligence research directions. *e United States is in the
first echelon. Canada, China, India, and the United King-
dom are in the second echelon. At present, in China, the
Chinese Academy of Sciences was the first university to offer
this major. After investigation and summary, the overall
construction plan and ideas of Chinese universities are
shown in Figure 1, which summarizes the learning content
and goals of each grade.

Knowledge representation, automatic reasoning and
search methods, machine learning and knowledge

acquisition, knowledge processing systems, natural language
comprehension, computer vision, intelligent robotics, au-
tomatic programming, and other topics are covered in ar-
tificial intelligence research. Basic topic courses, new
professional courses, professional elective courses, and
professional independent courses are the four types of
current courses [6]. As shown in Table 1, this kind of
curriculum design meets the gradual and comprehensive
curriculum design requirements.

2.2. Problems in the Teaching of Machine Learning Courses

2.2.1. Highly Professional Courses. Machine Learning (ML)
is a multifield, multidisciplinary study that encompasses
probability theory, statistics, approximation theory, convex
analysis, algorithm complexity theory, and other topics [7].
Its main goal is to figure out how computers can replicate or
actualize human learning behaviors in order to learn new
things and rearrange current knowledge structures in order
to improve their own performance. It is the foundation of
artificial intelligence, the most basic method for making
computers clever, and its applications span all artificial
intelligence domains. As a result, “machine learning” is a
required fundamental course for students in computational
intelligence science in colleges and universities (such as
intelligence science and technology) [8]. In theory, the
main content of the “machine learning” course should
include several important aspects of computational intel-
ligence technology: decision tree learning (ID3, C4.5),
function-based learning (neural network, support vector
machine, etc.), Probability-based learning (Bayesian net-
work), instance-based learning (k nearest neighbors), rule-
based learning, and commonly used methods for evaluating
algorithm efficiency. Before taking this course, students
must have a theoretical background in order to fully
comprehend the underlying mechanisms of these meth-
odologies. Advanced mathematics, linear algebra, mathe-
matical logic, probability and statistics, algorithm design
and analysis, and programming language are the primary
preparatory subjects (C language or Java). At the same
time, these “machine learning” methods provide important
theoretical and methodological foundations for other
professional courses in computational intelligence, such as
“pattern recognition” and “data mining.” *erefore, the
teaching purpose and methods of the “machine learning”
course should not only be limited to introducing the
principles of the main classic algorithms of machine
learning, but more importantly, it should help students
establish a methodology for technical research and de-
velopment in computational intelligence. *e professional
knowledge required for these courses is generally more
demanding for undergraduate students, requiring a good
foundation in mathematics and programming skills [9].
Moreover, the knowledge points covered in each course are
large, and simple learning is difficult to digest. However, in
actual teaching, in order to catch up with the teaching
progress, teachers often ignore the learning difficulties of
students, and students lack the ability to learn by
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themselves, which eventually leads to the phenomenon of
being tired of learning or even not learning.

2.2.2. Boring Traditional Teaching Model. Traditional
teaching consists mostly on centralized teaching in classes,
with fixed time, fixed classrooms, and fixed teaching ma-
terials, with professors serving as the primary body and
students serving as the object. *e procedure is tedious,
uninteresting, and boring. *e teaching environment is drab
and dismal; and pupils’ enthusiasm for learning and ini-
tiative are low [10].

For example, in machine learning, the teacher first
teaches the knowledge points, and then the students create
the code to implement them, such as supervised learning,
unsupervised learning, and semisupervised learning. In the
teaching method, if students do not understand the
knowledge points or practice in time, theoretical learning
will be out of touch with practice. In addition, this teaching
model makes it impossible for teachers to take into account
the requirements of students at different levels and to meet
the needs of students’ individual development. However,
most college teachers still use this traditional teaching
model, which causes students to feel more boring and less
involved in machine learning courses, thus failing to achieve
the expected teaching effects. In the teaching process, be-
cause students do not fully understand the mechanisms and
practical applications of various computational intelligence
methods, they believe that, if they do not engage in com-
puter-related work in the future, they will not be involved in

such algorithms. In addition, most students at this stage do
not have more mature ideas for future study and work
development. So they do not know how learning this course
can help their subsequent development, which increases
their negative emotions [11]. In order to stimulate students’
enthusiasm and interest in the professional knowledge
learning of artificial intelligence courses, it is imperative to
explore and research the teaching methods of artificial in-
telligence courses.

2.2.3. Formalization of Professional Practice. Professional
practice teaching is an important link in the entire under-
graduate teaching activities. Professional practice teaching is
an important teaching method that integrates theory with
practice. It can not only train students to master scientific
experimental methods and innovative thinking skills, but
also to improve college students’ practical ability [12],
problem analysis, and problem-solving ability [13]. Fur-
thermore, professional practice teaching liberates students
from tedious textbook rules, broadens students’ horizons
through situational learning, enhances work opportunities,
and better adjusts them to changing times and societal
growth.

Practical instruction is particularly important in prac-
tical and practical machine learning courses. Currently, most
schools and universities place a premium on information
while ignoring talent. And they place a premium on theory
while ignoring practice. For example, theoretical lectures
frequently take up 48 class hours in a 64-class machine
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learning course, whereas experimental classes only take up
16 class hours. *e two are utterly unbalanced in their
distribution[14]. Furthermore, experimental courses are
frequently of poor quality, with issues such as a lack of
comprehensiveness, professionalism, and inadequate engi-
neering applications, making it difficult for students to apply
what they have learned in everyday study.

*e current experimental class process is roughly the
same. *e experimental class teacher compiles the syllabus,
and the students complete the experiment independently
according to the outline, and then they send the experi-
mental results to the teacher for inspection within the
specified time, meeting the requirements of society and
enterprises for artificial intelligence application talents.

2.2.4. Single Professional Assessment. At present, the as-
sessment methods of machine learning courses mostly focus
on the inspection of theoretical knowledge points in text-
books, and memorable knowledge occupies a considerable
proportion [15]. *e traditional experiment report + final
homework method is not suitable for this kind of courses. If
the course learning is only driven by exams, students need to
learn by rote to cope with the exams in order to fill in
standard answers, resulting in high scores and low energy.
*e final score assesses the ability of the student and cannot
be correlated with the actual learning situation of the stu-
dent. Overall assessment score� 70% final exam+ 10%
attendance + 10% course experiment + 10% homework. In
addition, this test method can easily make students feel
boring, abstract and difficult to understand, and even tired of
studying.

3. Teaching Reform of Machine Learning
Courses for Artificial Intelligence Major

3.1. Teaching Mode Reform of Machine Learning Course.
*e following ideas for improvement are made in light of the
concerns with the teaching approach and the peculiarities of
machine learning courses:

(1) To strengthen students’ independent learning abil-
ities, move away from the traditional teacher-based
teaching approach and toward a student-based
teaching style. Teachers in the classroom pay more
attention to guiding students to think and study

independently, and they take the lead in presenting
scientific and research frontier issues in the field of
machine learning, encouraging students to explore
research, think independently, and design solutions
by hand. At the same time, students may relate
theory to practice and boost their love for learning
through case study, essays, group debates, and group
projects. Additionally, it is vital to promote students’
feeling of initiative and engagement, as well as
strengthen communication between students and
professors.

(2) It is vital to teach pupils of various levels according to
their aptitude and to provide tailored instruction.
Teachers create multiple levels of questions in the
classroom to fulfill the developmental requirements
of different students and to increase the quality of
instruction[16]. *rough different types of problems
and experiments, students are encouraged to dis-
cover and solve problems. For students who are
interested in certain research topics, teachers should
guide and encourage them to conduct in-depth re-
search, such as joining the teacher’s experimental
group, and assisting students to publish their re-
search results in excellent journals at home and
abroad. Secondly, teachers should be relevant during
the experimental design process, respecting each
student’s unique traits and emphasizing their dis-
tinct advantages. Poor pupils should be provided
more help. Difficulties should be investigated. And
particular assistance should be offered.

(3) Machine learning courses need to use excellent In-
ternet resources, not limited to textbooks, to expand
classroom content. With the advancement of new
media technologies, an excellent teaching platform
for course instruction, such as MOOCs, has become
available [17]. According to the school’s planning
and construction of online teaching resource library,
teachers use the platform to share course videos,
build a course chapter system, and enrich course
materials. Teachers and students can inquire about
extracurricular resources of related courses. Students
learn anytime and anywhere, without being re-
stricted by classrooms and teaching materials. Each
classmate is required to take lessons, read materials
through the Internet, learn the typical application

Table 1: Machine learning curriculum.

Coursetype Technical course name

Subject platform course
Computer Composition Principles, Probability *eory and Mathematical Statistics, Database System

Principles, Programming, Computer Networks, Digital Signal Processing, Advanced Mathematics, Linear
Algebra

Professional core courses Object-oriented Technology and C++, Python Programming, Machine learning, Computer Graphics,
Digital Image Processing, Algorithm Analysis and Design, Artificial Intelligence.

Professional elective courses
Computer Vision, Data Acquisition Technology, Digital Security Technology, Software Engineering,

Information Visualization, Compilation and Interface, Cloud Computing Technology, Website
Construction and Network Communication.

Professional self-directed
courses

Cloud Computing, Frontier Lectures on Artificial Intelligence, Bioinformatics, Matrix Analysis,
Combinatorial Mathematics, Virtual Reality
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related knowledge of machine learning, and choose
the research direction related to machine learning in
which he is interested, relying on PPT courseware,
using text, pictures, videos, and other forms to report
to everyone in the classroom. During the display
process, other students can also ask questions and
conduct interactive communication at any time, take
advantage of the Internet, pay attention to top
journals, read excellent literature, and track excellent
algorithms on GitHub and other websites and
practice them.

3.2. Practical Reform of Machine Learning Course. As a
subject with strong practicality and application, artificial
intelligence majors, machine learning courses should focus
on cultivating students’ problem-solving abilities. Aiming at
the shortcomings of traditional professional experiments
and combining the characteristics of machine learning
courses, we propose the following suggestions:

(1) From the beginning of the course, teachers should
focus on cultivating students’ hands-on practical
ability, combining theory with practice, and in-
creasing the proportion of experimental classes.
Related theoretical knowledge points can be sup-
plemented in experimental classes to improve stu-
dents’ understanding of machine learning
algorithms [18]. In order to achieve the purpose of
teaching, we can increase the number of extracur-
ricular homework as needed to help children develop
their thinking skills and basic skills.

(2) Teachers should broaden their horizons, visit arti-
ficial intelligence-related companies and advanced
laboratories on a regular basis, understand the de-
velopment status and future development trends of
machine learning, understand the implementation of
related projects, and encourage students to develop
in relevant directions for subsequent career choices
lay the foundation.

(3) *e school-enterprise cooperation method is
adopted for teaching. In the experimental class, it is
not only limited to the project. It is necessary to
determine the training plan and experimental plan
according to the requirements of the society and the
enterprise, seamlessly connect the school and the
enterprise, and pay attention to the sharing of re-
sources and information between the school and the
enterprise. It is necessary to truly combine theo-
retical knowledge with social practice.

(4) Creating a semester group project, each semester
must form a semester group [19]. From the begin-
ning of the semester, each group needs to select a
semester project and submit it at the end of the
semester. *e goal is to increase students’ scientific
research and innovation skills as well as their hands-
on experience, teamwork ability, and presentation
skills. At the end of each semester, following in-
ternational conventions, each group needs to

communicate and display the semester group proj-
ects and display them through oral reports and
exhibition boards. Teachers serve as judges to
evaluate and score the projects of each group. *is is
a good advanced training for students to participate
in international academic exchanges in the future.

3.3. Teaching Process Reform. We use the creative teaching
approach presented in Section 2 instead of the traditional
teaching style used in many traditional courses. *e three
steps of the new teaching style are as follows. *e first stage’s
major goal is to create a firm foundation, mentor new
students, and focus on fundamental courses, in addition to
the cultivation of fundamental talents and emphasis on
students’ mathematical ability to avoid pupils from falling
behind in professional courses. To develop new training
techniques, emphasize on personal ability training, place a
premium on fundamental programming language courses,
and establish a solid programming foundation are among
the goals. *e second stage’s main goal is to develop stu-
dents’ professional talents, subdivision majors into spe-
cializations, rely on industrial training, and collaborate with
social enterprises for training, all while focusing on academic
ability development. *e third stage builds on the second by
enhancing students’ capacity to address practical issues,
solve difficulties through participation in enterprise initia-
tives, and develop students’ practical and cooperative abil-
ities. Students’ academic aptitude may be further developed
by involvement in experimental groups and other ways, and
they can publish relevant articles, allowing them to obtain
joint ventures.

(1) *e first level aims to help students comprehend
basic mathematical concepts such as advanced
mathematics and linear algebra, as well as basic
machine learning courses such as Python, algorithm
analysis, and design, so that they may build a strong
basis for future professional courses. At the same
time, it assists students in comprehending the
market growth and application of machine learning,
allowing them to comprehend the information
presented in this sort of course as well as the tech-
nology used to support it. Students’ ability to in-
novate might be enhanced further with a solid
foundation. *ey can coach students to improve
individual ability and designate unique extracur-
ricular learning programs based on their academic
success, psychological capacity, hobbies and inter-
ests, and other factors. *is is the first step in the
admission process for freshmen. *e major goal is to
grasp the fundamentals of mathematics and pro-
gramming in order to establish a solid basis for
future professional development.

(2) In the second stage, on the basis of mastering basic
knowledge and basic skills, students will further
strengthen their professional abilities through sub-
division of majors, and at the same time carry out
innovative practice, industrial training, and
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academic ability training. *e most important thing
in this stage is to digest the theoretical knowledge of
the first stage through innovative practice, to further
deepen the understanding and knowledge of
knowledge, at the same time to further improve one’s
knowledge level in the project, and to further en-
hance one’s academic ability in the algorithm design.

(3) In the third stage, through the second stage of hands-
on training, students’ engineering practice ability,
innovation and entrepreneurship ability, and aca-
demic research ability have been improved. After
possessing these abilities, students will be able to play
a certain role in their own majors, thereby increasing
their employment competitiveness and improving
their professional skills.

4. Evaluation Method Reform of Machine
Learning Course

Aiming at the single assessment method based on the tra-
ditional score-based approach, machine learning courses
should adopt diversified assessment methods. Attendance
and classroom performance mainly assess students’ learning
attitude and course participation, as well as their mastery of
basic theoretical knowledge. *e experimental operation of
the basic algorithm verifies the students’ phased results and
examines the students’ application skills and whether they
havemastered the basic algorithms of machine learning [20].
*e group project mainly assesses whether students have the
ability to apply algorithm theory to solve engineering
problems, and the comprehensive design of the project
assesses whether students have the ability to comprehen-
sively use machine artificial intelligence and recognition
technology learning algorithms and deep learning algo-
rithms to solve engineering problems. *e division of labor
and collaboration of team members assess students’ team-
work spirit and collective awareness. Participating in the
course competition encourages students to participate in
credible and competitive competitions, to have a deep un-
derstanding of course knowledge, and to enhance students’
learning enthusiasm and engineering practice ability.
Debriefing and defense examine students’ language orga-
nization and communication skills. Question asking en-
courages students to learn to think, analyze, and solve
problems. It is important to organize project design mate-
rials and write project development documents to test
students’ writing skills, exercise students’ ability to organize
and compile papers, and further enhance students’ under-
standing of practical projects [21]. In addition to attendance,
homework and experimental performance, teachers can also
score based on students’ creativity in theory and experi-
mental classes. You can also score based on students’ after-
school communication performance, seminar performance,
and additional items.

In the machine learning practice class, in addition to
evaluating the form of the student project experiment report,
the student’s design plan, design process, experiment effect,
experiment code and personal performance should also be

evaluated. In addition, you can also use mutual assessment
and self-assessment between students to give points to
stimulate students’ independent learning ability and
enthusiasm.

4.1. Feasibility Analysis of Intelligent Technology Applied in
Machine LearningCourse. At present, intelligent technology
is widely used in fields such as autonomous driving, face
recognition, speech recognition, computer vision, and deep
learning. At the same time, more and more teachers are
paying attention to how to apply intelligent technology to
teaching work. Machine learning courses are part of intel-
ligent technology. It is very feasible to use intelligent
technology to tutor machine learning courses.

*e teaching system of machine learning courses based
on intelligent technology contains two major functions, as
follows.

4.1.1. For Students. Being liberate from the traditional
boring classroom, improves students’ practical ability, sys-
tematically evaluates students scientifically based on the
homework completed by students and classroom perfor-
mance, and adopts a grading system for scoring. Excellent
students can be rewarded. System-wide notification can
increase students’ sense of honor, enhance their learning
enthusiasm, and play an exemplary and leading role. In
addition to classroom performance, for some extracurricular
practice projects, you can recommend relevant students to
participate in the society based on student applications or
system intelligence analysis [22]. Companies are really
meant to provide students with a practical platform, improve
project experience, and make a good foundation for future
employment. For students with strong academic ability and
those who want to pursue academic development, the system
will also provide a corresponding paper inquiry mechanism.
And teachers will also provide guidance to help students
complete the paper submission work. In general, an intel-
ligent teaching system may provide each student with a
growth platform that is appropriate for him, as well as match
the diverse learning demands of pupils.

4.1.2. For Educators. *e intelligent teaching system may
summarize and assess students’ homework, classroom
performance, and after-class question and answer in order to
increase teachers’ teaching efficiency. Based on the scores,
teachers may immediately assess their students’ learning
circumstances and change their own teaching progress and
material. Inquiries concerning each student’s studies,
homework, implementation project, thesis analysis, and
scientific research project may also be made by the system.
Based on the inquiry results, the instructor would provide
focused assistance, which will help to improve teaching
efficiency. At the same time, this type of positive contact can
help students learn more effectively.

4.2. Application of Intelligent Technology inMachine Learning
Teaching. Intelligent applications are those that use
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technology like computer networks, big data, the Internet of
*ings, and artificial intelligence to suit people’s require-
ments. In comparison to conventional media, intelligence is
a data-driven sublimation of media functions. It indicates
that, with the help of intelligent technology, new media will
be able to have human-like perception, memory, and rea-
soning capacities, as well as learning, adaptive, and be-
havioral decision-making abilities. Human needs are at the
core of numerous circumstances. New media can actively
sense the external world, make judgments, and act on it
using data processing and feedback in a way comparable to
human thinking mode and given knowledge and norms. As
shown in Figure 2, the use of intelligent technology or ar-
tificial intelligence technology in the teaching process creates
an intelligent teaching system that can not only enhance
instructors’ and students’ teaching efficiency, but also raise
students’ enthusiasm in learning. *e adoption of intelligent
technology is the overall trend of future educational system
growth.

*e complete teaching framework is separated into three
tiers, as indicated in Figure 2. *e input layer is the initial
layer, and it is responsible for collecting data. *e collected
content can be divided into three parts. *e first part is the
specific content of various professional knowledge in the field
of study. *e form of collection is not limited, including text,
pictures, audio, and video. *e second part is the teacher’s
input, giving professional and authoritative answers to the
student’s questions [23]. *e third part is the student’s input.
According to their own learning situation, students can ask
questions about the knowledge they do not understand or the
problems they encounter, and they can also describe their
own learning status, use a scoring system to evaluate your
mastery of knowledge. *e second layer is the processing
layer, through the analysis and processing of the data collected
at the bottom layer, to arrive at a scientific decision. Decision-
making mainly includes how to teach a certain course or
certain knowledge points to achieve the best teaching effect.
*e realization of these two layers makes teaching change
from one-way transmission to two-way interaction. *e third
layer is the user layer. Users mainly include students, teachers,
and administrators. Users can complete input, search, and
delete operations through this layer.

5. TeachingQuality EvaluationSystemBasedon
Intelligent Technology

5.1. System Architecture. *is study provides a teaching
quality evaluation system based on intelligent technology,
based on the intelligent teaching system demonstrated in
Section 4.2.*e system’s architecture is seen in Figure 3.*e
system’s core is a machine learning algorithm that classifies
and recognizes the acquired facial expression data, as il-
lustrated in the diagram. Based on the recognition results,
provide feedback on the classroom teaching quality in order
to enhance the classroom teaching effect.

5.2. Emotion Recognition Model-Driven Classroom Teaching
Quality Evaluation Method. In order to better identify the

students’ class situation, we use facial emotion recognition
algorithms to make intelligent judgments on the facial ex-
pressions of students in class and give feedback to the
teacher based on the judgment results of the classmates. If
more than 75% of the classmates’ emotional performance in
order to be positive and enthusiastic, it proves that the
teacher’s class mode is very good and can be maintained. If
25% of the students show negative emotions, it means that
the teacher needs to adjust the class mode. According to this
dynamic adjustment, we ensure that the vast majority of
students are active in class.

5.3. Comparison of Classification Results. We employed a
total of 408 facial expression datasets, with the first 360
serving as the training set and the final 48 serving as the test
set for the model. Anger, fear, disgust, happiness, sorrow,
surprise, absence of feeling, and guilt are the eight emotions
that we are classified into. To guarantee that the training set
and test set are consistent each time, we used support vector
machines (SVM) [24], extreme learning machines (ELM)
[25], and radial basis functions (RBF) [26] as the classifi-
cation model to execute 8 random tests on the data set. *e
following is the outcomes of the experiment.

As shown in Table 2, it can be seen that RBF performs the
worst on this data set, which is almost meaningless. SVM
performs poorly on multiclassification, and ELM performs
best on this data set, with the highest classification accuracy,
and ELM has the fastest running time, which is very con-
venient for us. *ere is a real-time analysis of students’ facial
emotions in the classroom, feedback, and adjustment of
classroom teaching effects.

1 Input layer

2 Processing
layer

3 Decision-making
level

Figure 2: Intelligent teaching system architecture.

1 Input layer

2 Processing
layer 

3 Decision-making
level

Collect students' facial
expression data 

Machine learning algorithm
classifies the collected data

Teaching quality feedback based
on recognition results

Figure 3: Teaching quality evaluation system architecture.
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6. Conclusion

Courses in machine learning are an important aspect of ar-
tificial intelligence professional education. *e study focus of
this article is artificial intelligence professional machine
learning courses. And it examines the current state and issues
of artificial intelligence professional teaching in light of the
new era’s demand for artificial intelligence talent. Boring
courses, a single teaching modality, inadequate professional
practice, and rigid evaluation systems are all addressed. *is
research presents a new intelligent technology-based teacher
evaluation system. *e data collecting layer, data processing
layer, and decision-making layer make up the system’s three-
layer architecture. In the classroom teaching process, the
collecting layer collects student facial expression data, and the
processing layer employs classification algorithms to cate-
gorize and recognize the data, as well as provide recognition
results. Based on the recognition results, the decision-making
layer provides feedback on the quality of classroom teaching.
Teachers are prompted to improve their own teaching
techniques and material when the quality is poor. *is paper
introduces intelligent technology, which aims to improve the
teaching effect and the quality of teaching and train high-level
talents by collecting student learning data and analyzing the
student’s learning situation, ultimately achieving the goal of
improving the teaching effect and the quality of teaching and
training high-level talents.
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Quickly estimating the main engineering quantity and project cost of the project is conducive to the management staff to have an
overall grasp of the project in the early stage and to grasp the development direction of the project in advance. Moreover, it can
play an important guiding role in the further construction management of the project and can help managers prevent the
emergence of unfavorable factors in the project, make corresponding construction deployments, and avoid risks. *is paper
combines artificial intelligence technology to construct a construction project cost simulation system. In this system, BIM is
mainly used to simulate construction engineering, and the construction engineering cost is simulated and analyzed in com-
bination with the pricing file. Finally, the results of experimental research show that the intelligent model proposed in this paper
can play an important role in the cost of construction projects.

1. Introduction

Engineering cost management has a long history of devel-
opment. Modern engineering cost management theory
originated in the United Kingdom. Since then, various
countries and regions have combined their own charac-
teristics to form different project cost management models.
Based on different management models, it is mainly divided
into several models represented by the United Kingdom, the
United States, Japan, Singapore, Malaysia, and Hong Kong.
China’s modern engineering cost management theory
started late, but its development is rapid. After the founding
of the People’s Republic of China, China established a set of
quota management systems compatible with the planned
economy by referring to the former Soviet Union’s engi-
neering construction management model, which played a
very important role in the recovery and development of the
national economy. After the reform and opening up,
marketization has continued to deepen, and the original
management model can no longer meet the requirements of
the modern and rapid development of the market, and
China’s engineering cost industry has also ushered in a
golden period of development. *e basis and methods of

project pricing have been continuously reformed, the project
cost management system has been continuously improved,
and the project cost consulting industry has developed
rapidly. Moreover, China’s engineering cost system has also
changed from the original fixed-rate pricing model to the
list-based pricing model. Now, China’s project cost man-
agement is increasingly showing the development trend of
internationalization, informatization, and specialization.

Although the traditional method of quota or list mea-
surement and pricing is accurate, it also has the charac-
teristics of long working hours, large manpower input, large
workload, and high requirements for the accuracy of
drawings. In today’s construction market, bidders are re-
quired to quickly give quotations, and time requirements are
high. Bidding companies often can only make bid quotations
based on personal experience in the past. *is offer relies
heavily on personal engineering experience and lacks
credibility. *e rapid estimation of main engineering
quantities and engineering costs fills in the shortcomings of
traditional quota or list measurement and pricing methods
that are time-consuming and large in workload and canmeet
the high-efficiency requirements in the modern market. At
the same time, the model foundation of this method is based
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on the data samples of multiple completed projects in the
market, and the credibility of the indicators is high, and it
provides important data and theoretical support for the
decision-making of bidding and quotation [1].

*e control of project cost is an important factor for the
project to achieve better economic benefits. Extensive
management and cost control will firstly lead to unnecessary
waste of social resources and secondly make the project
always in a state of unknown results, which is not good for
the long-term development of the enterprise [2]. During the
project, the management personnel can quickly understand
the actual development of the project and analyze the degree
of deviation of the project progress by comparing the
corresponding project cost indicators of the actual com-
pleted project. At the same time, they can followup the
problems in the project in time and adjust the project plan
[3].

Based on this, this paper explores the construction of a
construction project cost simulation system combined with
artificial intelligence technology. In this system, BIM is
mainly used to simulate the construction project to improve
the accuracy of the construction project cost.

2. Related Work

In recent years, with the impact of foreign construction
markets and the promotion of national policies, many large
enterprises in the domestic industry have been actively
exploring the use of BIM in order to improve their inter-
national competitiveness. Some construction projects will
require BIM to be written into the bidding contract when
bidding for construction projects, and BIM has gradually
become a threshold for enterprises to participate in the
project [4]. At present, some large and medium-sized design
companies have established their own BIM teams and
continue to accumulate practical experience. Although
construction companies started late, they have been ad-
vancing in exploration and have achieved certain results [5].
As companies from all walks of life attach importance to
BIM, the demand for BIM talents also arises. BIM tech-
nology not only brings about the advancement and
upgrading of existing technologies and realizes the leap-
forward development of the construction industry but also
indirectly affects the production organization mode and
management method and will affect people’s way of thinking
in the longer term [6].

*e main work in the decision-making stage is to com-
pare plans and conduct feasibility studies on the project.
*rough the use of BIM technology to compare the cost of
multiple plans and other aspects [7], the most economical and
reasonable investment plan can be selected. *e introduction
of BIM technology assists decision-makers to quickly and
accurately make program choices and improve the accuracy
of decision-making. If all kinds of BIM information are in-
tegrated on the cloud platform, the application of cost
management in the decision-making stage is an investment
estimationwith the help of engineering cases in the BIM cloud
platform database [8]. In the database of the BIM cloud
platform, the BIM models of completed cases similar to the

proposed project can be directly obtained. *e staff can di-
rectly make simple modifications on the BIM model
according to the investment plan and then obtain the ap-
proximate engineering quantity, cost, and other different
indicators, and quickly and accurately obtain the investment
estimate. *is method has changed the traditional investment
estimation method based on historical data and personnel
work experience provided by local government departments
[9]. *e cloud platform database realizes reliable investment
estimation of the proposed project and improves the esti-
mation accuracy of the proposed project [10].

Literature [11] pointed out that 5D-BIM technology is a
BIM technology that is based on the three spatial dimensions
of BIM by adding two more dimensions, namely, schedule
and cost. On the surface, 5D-BIM technology seems to
incorporate two simple dimensions on the basis of BIM
technology, but the significance of the integration is far
beyond the added dimension itself. It is a reorganization of
BIM. At the same time, the integration of the two dimen-
sions of schedule and cost also enables BIM to be used in the
management of the entire life cycle of construction projects,
which can effectively improve the management level of
construction projects. Literature [12] pointed out in the
research process that 5D-BIM technology is actually based
on BIM, which is a type of construction management
technology of building information modeling. With the
support of BIM, the progress, resources, budget, and con-
struction, the organization and other key information are
incorporated into the management system, and the project
construction process is simulated so that the project leader
and management personnel can understand the project
information in a timely manner and improve the efficiency
of decision-making on the project. Literature [13] pointed
out in the research process that information is the core of
5D-BIM technology, and the basic elements (components or
objects) of BIM as a carrier are geometric information, cost
information, and related requirements and physical char-
acteristics of project construction. Expressed in the form of
parameters, through the corresponding Boolean operation
and spatial topological relationship to complete the sorting
of each parameter information, make it form a digital model,
and finally, provide a digital model for the construction
project cost management and each participating party of the
project. *is model can be used to communicate project-
related work to ensure the efficiency of project management.
Literature [14] focuses on the application of 5D-BIM
technology in the design phase of construction projects and
points out that one of the most notable features of the
engineering design phase is that a large amount of infor-
mation data is generated, and this type of information data is
directly related to the project. Quality and management
efficiency, and the application of 5D-BIM technology at this
stage build an information chain of information resource
sharing between various work in the project design phase so
that each participating unit and the personnel of the design
department can form a project. A comprehensive under-
standing of design information has laid a good foundation
for improving the scientificity and reliability of project
design.
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3. Building Structure Simulation Based on
Artificial Intelligence

Voronoi diagram is an important geometric structure in
computational geometry.*e Voronoi diagram is essentially
a division of the plane according to a set of discrete points on
the plane. It is defined as follows:

We arbitrarily give a set P � p1, p2, p3, . . . , pn􏼈 􏼉 of n
discrete points at different positions on the plane, which is
called pi(i � 1, 2, 3, . . . , n) as a station. We classify all points
on the plane according to the principle of Euclidean distance
and obtain the point set VR(pi) closest to each pi, as shown
in the following equation:

VR pi( 􏼁 � q| qpi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤ qpj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, ∀j≠ i, pi, pj ∈ P􏼚 􏼛. (1)

Among them, |qp| represents the Euclidean distance
between the two points p and q. VR (pi) is the Voronoi area
of site pi. *e Voronoi diagram VD (P) of P is the union of
the Voronoi regions of all stations, as shown in the following
equation:

V D(P) � U
n
i�1VR pi( 􏼁. (2)

*e entire plane is divided into n subregions that do not
cover each other, and each subregion corresponds to a site.
Any point q within the pi subarea of the site satisfies
|qpi|≤ |qpj|, where pj ∈ P − pi􏼈 􏼉 [15].

Figure 1 shows the Voronoi diagram of eight discrete
points.

For a multiboundary polygon P, if the angle α> 180∘
between the vertex pi and the two associated edges in the
Voronoi diagram drawing area, then pi is called a concave
vertex. Each concave vertex or each edge in P is called a site.
Each site has a Voronoi region, and the union of the Voronoi
regions of all sites is a Voronoi diagram of polygon P. *e
Voronoi diagram of the polygon P is obtained in the fol-
lowing way:

According to different sites, there are three types of
bisectors:

(1) Vertex and vertex: the bisector is the vertical bisector
of the connection between the vertices, as shown in
Figure 2(a)

(2) Vertex and edge: the bisector is a parabola, as shown
in Figure 2(b)

(3) Side and side: the bisector is the bisector of the angle
formed by the two sides, as shown in Figure 2(c)

After that, we use the above three bisectors to divide the
Voronoi area of all stations. It is particularly important to
note that for each concave vertex, in order to divide its
Voronoi area and the Voronoi area of the two sides with it as
the end point, in the area where the Voronoi diagram is
drawn by the polygon, the concave vertex is the end point.
*en, combine the two vertical bisectors of the edge. *e
Voronoi diagram of the polygon P is divided by the above-
mentioned three bisectors and the vertical bisectors of the
concave vertices. Among them, the common edge between
the Voronoi areas of the two sites is called the Voronoi edge,

and the intersection of the Voronoi edges is called the
Voronoi vertex. *e Voronoi skeleton path of the polygon is
composed of Voronoi edges and Voronoi vertices. Figure 3
shows the Voronoi diagram of a multiboundary polygon.
*e dotted line is the Voronoi skeleton path of the polygon.

Here, this paper introduces the concept of weak visi-
bility. We set a polygon P, andQ is a subset of the polygon P.
If there is a point inQ that can see a point s in P, then s is said
to be weakly visible relative to Q. As shown in Figure 4(a), Q
is the edge p1p2, and the point p1 in Q can be seen at the
point s.*erefore, the point s is weakly visible with respect to
Q.*at is to say, in the polygon P, as long as the station s can
see a certain point inQ, then the point s is weakly visible with
respect to Q.

*e set of all weakly visible points of Q is called the
weakly visible area of Q in the polygon P, as shown in
Figure 4(b).

How to quickly build an MR environment in large in-
door spaces with many room structures such as museums
and art galleries is discussed below. *e construction
method proposed in this paper includes the following 4
steps:

(1) Build the initial virtual scene
(2) Establish the mapping relationship between the

virtual scene and the physical environment
(3) Set the transparency value of the wall
(4) Offset error correction

To construct the MR environment, the scene must be
constructed first, and the virtual scene will be constructed
according to the real environment. HoloLens completes
scene construction by scanning, which is based on a mul-
tiview geometric reconstruction method. However, the
scanning process is not suitable for MR applications in a

Figure 1: Voronoi diagram of 8 discrete points.
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(a) (b) (c)

Figure 2: *ree bisectors.

Figure 3: Voronai diagram of multiboundary polygon.

P1

P2

(a)

P2

P1

(b)

Figure 4: Weak visibility. (a) Weak visibility. (b) Weak visibility.
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wide range of indoor spaces. On the one hand, because the
scanning process is time-consuming and laborious; on the
other hand, it is impossible to scan and save the entire space
at once. *erefore, this article uses the prebuilt virtual wall
model to replace the cumbersome scanning process, while
saving the structural information of the real environment for
subsequent reuse. *e specific method is as follows:

(1) *is article uses three data sources to obtain a 2D wall
structure diagram of the physical environment. (1)*is
article draws a 2D structure diagram according to the
structural parameters of the real environment (as
shown in Figure 5(a)), and the user can draw walls
through multitouch or mouse operation. After draw-
ing, the user can input the length of the wall in the text
box to adjust thewall just drawn. (2)After inputting the
plane structure diagram of the building, the 2D
structure diagram is extracted through the edge de-
tection algorithm (as shown in Figure 5(b)). (3) *is
article imports the existing spatial 3D model and ex-
tracts the 2D structure diagram.

(2) *e algorithm imports the 2D structure diagram
obtained in step 1 into the design end running on the
surface. *en, the algorithm traverses the informa-
tion of each node in the structure diagram to con-
struct a virtual wall model.

*e Figure 5(a) represents the 2D structure drawing
drawn by parameters, the left figure in the Figure 5(b) is the
input plane structure figure, and the right figure is the 2D
structure figure obtained after processing.

In order to ensure the authenticity of the experience, it is
necessary to establish an accurate mapping relationship

between the virtual scene and the real environment,
transform the virtual space and the real space into a unified
coordinate system, and ensure that the virtual scene matches
the real environment accurately, that is, scene registration.
*is article constructs a virtual space coordinate system on
the design side. HoloLens can establish a world coordinate
system 1 :1 with the real world. *is article uses this co-
ordinate system to represent the position in the real world.

P1(x1, z1) and P2(x2, z2) are the two points in the virtual
space, and P1′(x1′, z1′) and P2′(x2′, z2′) are the corresponding
two points in the real space. First, P1P2

����→
and P1′P2′

����→
are cal-

culated, respectively, as shown in the following formulas and
[16]:

P1P2
����→

� (x, z) � x2 − x1, z2 − z1( 􏼁, (3)

P1′P2′
����→

� (x′, z′) � x2′ − x1′, z2′ − z1′( 􏼁. (4)

In this paper, V (V.x, V.z) represents any point in virtual
space, and R (R.x, R.z) represents the corresponding point of
V in real space. According to the following formula, the
corresponding point R coordinate in the real world can be
obtained according to the V point coordinate in the virtual
coordinate system, as shown in the following formula :

R.x � cos θ · x1 − V.x( 􏼁 − sin θ · V.z − z1( 􏼁􏼈 􏼉 · ratio + x1′,

R.z � sin θ · x1 − V.x( 􏼁 + cos θ · V.z − z1( 􏼁􏼈 􏼉 · ratio + z1′.

⎧⎨

⎩

(5)

Conversely, the coordinates of point V can be obtained
from the point R according to the following formula [17]:

V.x � cos θ · x1′ − R.x( 􏼁 − sin θ · R.y − y1′( 􏼁􏼈 􏼉 ·
1

ratio
􏼒 􏼓 + x1,

V.y � sin θ · x1′ − R.x( 􏼁 + cos θ · R.y − y1′( 􏼁􏼈 􏼉 ·
1

ratio
􏼒 􏼓 + y1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

Wall length

(a) (b) (c)

Figure 5: 2D structure diagram of the constructionmethod. (a) 2D structure drawing drawn by parameters. (b) Input plane structure figure.
(c) 2D structure figure obtained after processing.
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Among them, the formula θ represents the angle be-
tween the vector P1P2

����→
and P1′P2′

����→
, and the calculation method

of sin θ, cos θ, and ratio is as shown in the following formula
[18]:

sin θ � (x · z′ − x′ · z)/
������

x
2

+ z
2

􏽱

·

�����

x
2′+

2′
􏽱

,

cos θ � (x · x′ − z′ · z)/
������

x
2

+ z
2

􏽱

·

�������

x
2′ + z

2′
􏽱

,

ratio �

�������

x
2′ + z

2′
􏽱

/
������

x
2

+ z
2

􏽱

.

(7)

*rough the above formula, the virtual coordinate
system and the real space coordinate system can be trans-
formed into each other, and each node information in the
2D structure diagram can be traversed to find the position in
the real space coordinate system, thereby constructing a
virtual wall model. In addition, users can design scene
content on the design side and deploy the scene content to
the HoloLens experience side in real time through the above
mapping relationship.

In real space, objects behind the wall cannot be seen from
in front of the wall due to the occlusion of the wall. But for
transparent glass and translucent frosted walls, users can see
the objects behind the walls.*erefore, in order to ensure the
real experience effect, this paper treats different walls dif-
ferently and introduces the transparency value φ of the
virtual wall.

(1) If the walls in the physical space are opaque, this paper
sets the transparency value φ to 0. In this case, the
corresponding virtual wall generated by the above steps
will be attached with a transparent material. During the
roaming process, the MR application will calculate and
render the virtual wall to ensure that the virtual object
placed behind the real wall will be blocked. At the same
time, the use of transparent materials allows the user to
only see the real wall and not the virtual wall when
wearing the HoloLens device. *is design effectively
achieves the following effects: the real wall can block the
virtual objects behind the wall. As shown in Figure 6(a),
the upper part shows the effect that the user looks at
when there is only a real wall.*e real wall is an opaque
wall, and the cultural relic is a virtual cultural relic
rendered by HoloLens; below is the effect that the user
sees when the virtual wall exists. *is paper constructs a
virtual wall that is the same as a real wall, attaches a
transparent material, and places it in the position of the
real wall. *e user cannot see the virtual wall, and the
existence of the virtual wall obscures the false cultural
relics.

(2) If the real wall is transparent or semitransparent,
such as a wall made of glass, this paper sets the
transparency value φ of the virtual wall to a value
in (0, 1). At this time, the virtual wall will not be
calculated and rendered, and the user can see the
virtual object behind the wall. But the transparency
value φ will serve as a parameter for the rendering
of virtual objects. *is article will introduce how to
use the transparency value g to accelerate the

rendering of MR scenes. As shown in Figure 6(b),
the upper part is the effect that the user looks at
when there is only a real wall. Among them, the
real wall is a translucent glass wall, and the cultural
relics are virtual cultural relics rendered by Hol-
oLens: the display effect processed with the
transparency value p is below. Since the glass wall
is semitransparent, this paper reduces the accuracy
of the virtual model and makes it rougher to speed
up the rendering of the scene.

*is article finds that during the user’s roaming process, the
virtual wall will gradually shift and cannot accurately corre-
spond to the real wall position. In some special cases, HoloLens
may not recognize its location and lose tracking. When the
device recovers from this situation to a normal state, the
position correspondence between the real wall and the virtual
wall will also deviate. As the user’s roaming time and range in
the MR environment increase, the offset error will gradually
accumulate and becomemore andmore obvious, and the user’s
realistic experience will become worse and worse.

To solve this problem, this paper sets up some spatial
anchor points in the MR environment according to the
layout of the virtual scene to anchor the virtual scene in the
real environment.

Based on the data structure VorPa, this paper proposes
two anchor point deployment algorithms based on greedy
ideas and integer linear programming methods. In the
processing process, since the virtual wall needs to corre-
spond accurately to the real wall, the wall model is regarded
as a special virtual object, and the position of the virtual
object is the position of the midpoint of the wall. After
merging the virtual wall and the virtual object collection, all
the virtual model collections that need to be covered by
anchor points in the scene are obtained as
M � W∪R � m1, m2, m3, . . . , mn􏼈 􏼉.

Opaque walls Transparent walls

Opaque wallsTransparent walls

φ = 0

φ = (0, 1]

Figure 6: Setting the virtual wall transparency value p to process
different walls.
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Before using the two algorithms, this paper preprocesses
the scene based on the data structure VorPa:

(1) *is article sets the value vi(i ∈ n) for each virtual
model mi. *e value vi represents the visible prob-
ability of the virtual model mi in the scene. In other
words, if the user randomly selects a position and
perspective in the scene, the probability of seeing the
model. *e calculation method of the probability of
finding the model is as follows [19]:

vi �
􏽐path inVR mi( )Length(path)

􏽐 Length pj􏼐 􏼑
. (8)

Among them, VR (mi) represents the visible area of
the virtual model mi in the scene, and pj represents
the j-th roaming subpath in the scene. *e calcu-
lation of vi is based on the length of the roaming
path, that is, the ratio of the length of the roaming
path that falls into the visible area of the cultural relic
mi to the total length of the scene roaming path.

(2) *is article sets the value of vpj
for each subpath. In

the data structure VorPa, if the virtual model mi is in
the weakly visible area of the path pj, the cultural
relic mi is bound to the model list modelList of the
path pi. *e sum of the value of all models in the pj

model list modelList is the value of the path pj, as
shown in the following equation [20]:

vpj
� 􏽘

mi inmodeI List of pj

vi. (9)

Next, A1gorithm 1 based on greedy thought is first
introduced: anchor deployment algorithm based on greedy
thought.

(1) *e algorithm sorts all paths according to the value
of the path and selects the path Pmax with the largest
value.

(2) For the model on the path Pmax, the algorithm selects
a circle with a radius of 3m so that it can cover the
model combination with the largest total value on
the Pmax.*e position of the center of the circle is the
position of the anchor point s, which is added to the
radium point set. Among them, the way to find the
anchor point s is as follows:

(1) *e algorithm creates a two-dimensional array C
containing all the scenes in the array C[a][b] cor-
responds to a point in the scene with coordinates (a,
b) and assigns all the initial values of the two-di-
mensional array C to 0. *e position of the model mi

is (xi, yi), and the algorithm finds the intersection
area between a circle with (xi, yi) as the center and a
radius of 3m and the model mi visibility region
VR(mi). Moreover, the algorithm adds vi to the
value of the array position corresponding to this area
and traverses all models. In the model, the list of the
path Pmax does the above operation.

(2) *e algorithm traverses the two-dimensional array C
and finds the scene area corresponding to the array
subscript with the largest value, which is the anchor
point distribution area that this paper is looking for.
*e algorithm chooses a point as the anchor point s.

(3) *e algorithm traverses all roaming subpaths, deletes
all virtual models covered by the anchor point s
contained in the subpaths, and modifies the value of
the path, subtracting the corresponding model value.

(4) *e algorithm returns to step 1, repeats steps 1 to 3
until the value of Pmax is 0, and outputs the anchor
point is set.

A1gorithm 1. Based on greedy thinking is not necessarily the
optimal solution of the problem, and it is time-consuming
and long. *is article uses it as the baseline algorithm.
Furthermore, this paper transforms this problem into an
optimization problem, that is, minimizing the number of
anchor points. After that, this paper proposes the second
algorithm. Algorithm 2 is based on the idea of integer linear
programming.

Algorithm 2. Anchor point deployment algorithm based the
on integer linear programming is as follows:

(1) *e algorithm gets the initial set of anchor points.
Before constructing the mathematical model, an
initial set of l anchor points that can cover all virtual
models in the scene is obtained through the fol-
lowing process:
According to the method in Algorithm 1, the al-
gorithm creates a two-dimensional array C con-
taining all scenes and assigns all initial values to 0.
*e algorithm finds the intersection area between a
circle with mi(xi, yi) as the center and a radius of 3m
and the model mi visibility area VR(mi), and the
value of the array subscript position corresponding
to this area is added to vi.
*e algorithm traverses the entire two-dimensional
array C, finds all anchor point positions that can
cover different virtual model combinations without
repeating them, and adds them to the initial anchor
point set.

(2) According to the problem description, this paper
constructs a mathematical model [21]:

min z � 􏽘
l

i�1
si,

si � 0 or 1, i � 1, 2, . . . , l,

􏽘

l

i�1
F[i][j] · si ≥ 1, j � 1, 2, . . . , n.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

In this mathematical model, the variable si represents the
i-th anchor point. It is assumed that there are initially l
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anchor points, and these anchor points can cover all virtual
models in the scene. F[i][j] indicates whether the i-th
anchor point can cover the j-th virtual model. If it can be
covered, the value is 1, and if it is not covered, the value is 0.
*e goal of this paper is to minimize the number of anchor
points and satisfy two constraints. (1) *e value of the
anchor point si is 0 or 1.0 means that the i-th anchor point is
not placed, and 1 means that the i-th anchor point is placed.
(2) All models in the scene can be covered, that is, for any
model, the number of anchor points that can cover the
model is greater than or equal to 1.

4. Construction Cost Simulation Based on
Artificial Intelligence and BIM

*e whole-process project cost management is the man-
agement of project cost, which is carried out in accordance
with the construction procedures of the engineering project

and is carried out from the feasibility study of the project-to-
project decision-making, project design, bidding, project
implementation to the final completion acceptance, delivery,
and use, and project postevaluation. *ese stages all cor-
respond to the corresponding project cost valuation docu-
ments, as shown in Figure 7.

*e information exchange structure of the information
model (as shown in Figure 8) and the BIM model in the
refined management of the project cost (as shown in Fig-
ure 9) must be clarified before the application of BIM
technology to the construction engineering calculation of
the price file, which lays the foundation for further refined
applications.

After constructing the above model, the model is
verified and analyzed, and the BIM simulation effect of the
model and the project cost evaluation effect of the model
are mainly verified. *e results are shown in Table 1 and
Figure 10.

Investment
estimation

Feasibility
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design

Estimation
design

modification
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drawing
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settlement

Contract
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Figure 7: Valuation file.

Project bidding

Planning and design

Project decision-
making

Project construction

Completion
settlement

Supervisor

Designer

Owner

Construction party

Supplier

Government

Designer

Building
information model

database

Figure 8: Information exchange diagram of information model.
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Figure 9: BIM model of refined project cost management.

Table 1: BIM simulation effect and project cost evaluation effect based on artificial intelligence.

Number BIM
simulation

Project cost
analysis Number BIM

simulation
Project cost
analysis Number BIM

simulation
Project cost
analysis

1 91.37 71.49 17 91.94 78.05 33 87.85 85.47
2 82.68 73.21 18 79.38 87.03 34 91.75 81.86
3 87.15 74.28 19 88.21 71.28 35 90.46 74.83
4 88.24 83.75 20 87.74 85.04 36 84.11 87.69
5 79.13 81.51 21 89.14 82.34 37 80.59 84.54
6 79.16 88.83 22 90.57 76.98 38 79.84 72.03
7 84.18 76.81 23 87.12 87.30 39 84.89 84.56
8 83.85 84.15 24 85.93 80.12 40 91.47 78.92
9 86.59 87.70 25 89.30 71.47 41 84.62 80.38
10 84.80 76.43 26 86.04 71.08 42 87.68 80.46
11 79.47 86.08 27 80.65 80.51 43 79.92 82.87
12 91.59 83.86 28 90.69 84.05 44 86.32 82.91
13 83.85 72.95 29 79.76 84.64 45 86.80 82.51
14 81.48 74.85 30 81.40 74.37 46 84.10 84.98
15 79.41 80.51 31 81.72 87.15 47 82.93 84.37
16 88.65 73.51 32 82.40 76.33 48 88.72 88.32
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*rough the above experimental research, we can see
that the method proposed in this article has good results.

5. Conclusion

In a construction project, different professions such as ar-
chitecture, structure, materials, and installation will be in-
volved, and it will go through several different stages from
decision-making to completion. In this process, different
parties of the same information in different professions or at
different stages will have different expression and man-
agement methods, resulting in information redundancy and
difficulties in sharing. *e core of BIM is information. *e
basic element of the BIM model is a single component or
object, and the physical characteristics, geometric infor-
mation, cost information, and construction requirements of
all components or objects are expressed through parameters.
It then uses 3D Boolean operations and spatial topological
relationships to organize these information and store them
in a database to finally form a digital model. In addition, the
project system based on BIM can adjust relevant informa-
tion at any time according to project changes, which not only
solves the problem of information redundancy but also
provides convenient conditions for information exchange
among stakeholders.
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An increasing number of research literature studies about green technology have been accepted by journals of different disciplines
due to the rapid technical progress and innovation in all types of industry. ,is study uses bibliometric tools of CiteSpace and
VOSviewer to analyse the key authors’ co-citation network, institution cooperation, the keyword clusters of green technology, and
the evolution trend of green technology.We find that since 1960s, the number of research papers with green technology theme has
been growing. ,ese papers are mainly involved in fields of economics and business, engineering, and chemistry, in which there
exist 13 highest cited papers from 2009 to 2020 based on the Web of Science database. In this study, we find the top 20 journals of
green technology with the parameter of literature count and centrality. We find that the cooperation of authors is quite weak with
the co-authorship analysis, and we obtain the top 12 institutions in 15 countries dominantly in green technology research through
country and institution analysis. We conduct a cluster analysis of keywords related to green technology, and we obtain 10 clusters,
with three economical clusters, five engineering clusters, and two chemical clusters. Finally, we summarise green technology with
the aid of the timeline view function of CiteSpace system.

1. Introduction

,e concept of green technology was put forward in the
1960s due to the social appeal of saving resources and energy
consumption, less pollutive output, and less damage to the
ecological circle [1]. With the sustainable and ecological
revolution of the modern industry, similar concepts of
environmental sound technology and ecological technology
have been created to conform with technical civilisation.
Nowadays, green technology has been widely accepted in
different disciplines of philosophy, natural science, eco-
nomics, and management; however, green technology re-
search has focused quite differently in several disciplines.
Some economic researchers have discussed the efficiency
improvement of green technology applied on electric
charging behaviour and different sizes of farm [2–5]; some
chemical papers of green technology dealt with molecular

imprinting technology [6] and wastewater treatment [7];
some engineering issues put green technology into textile
processing [8], green building practice [9, 10], and surface
engineering [11]; and even Internet of ,ings (IoT) tech-
nology has been applied in waste water treatment [12].
Moreover, multidisciplinary integrated green technologies
are utilised in agriculture, biology, medical, and some other
research areas.

,e current literature amount with “green technology”
in titles in the Web of Science (WoS) database was 1516 by
December 31, 2020, with 12 types including common ar-
ticles, reviews, editorial materials, meeting abstracts, book
reviews, and proceeding papers. Of the review papers, 140
literature records reviewed a certain method or technical
application [13–15]. Unfortunately, no paper has addressed
the present research situation and future trend of green
technology with bibliometric tools. Bibliometric tools can
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provide a clear knowledge map of a specific theme. In this
study, we use two bibliometric tools, CiteSpace and VOS-
viewer, to examine the present research status and hot
papers, the cooperation network of authors and main in-
stitution, and the cluster attribute of green technology [16].
,is study attempts to solve three important questions. First,
we will show the green technology literature research status
according to the publishing and citing trend with three
stages. Second, we will use knowledge mapping systems to
show the core journals, highly cited papers, and categories of
different fields of green technology. ,ird, cluster and co-
word analysis will clarify the green technology development
themes and the implications of each cluster are provided.

2. Materials and Methods

According to the knowledge mapping theory, we can use co-
word, institution, timeline, and cluster analyses to obtain the
research front and the evolutionary trend of a certain theme.
In this study, we use the former three analyses with Cite-
Space tool and the cluster analysis with VOSviewer software.
,e analysis data units are collected from the WoS database.

2.1. Data Collection and Literature Search Strategy. WoS is
equipped with the global academic literature of different
disciplines, and it can provide the citation record of each
literature that meets the functional requirements of co-word
analysis. We choose the WoS core collection database with
the timespan from 1900 to 2020, with citation indexes of
Science Citation Index Expanded, Social Science Citation
Index, Arts and Humanities Citation Index, and Emerging
Sources Citation Index. With the consideration of the ac-
curacy of citation results and some literature references
[17, 18], we set the retrieval strategy as follows: “TITLE:
(green technology) OR TITLE: (Environmental Sound
Technology) OR TITLE: (Ecological Technology)”. We
obtain a total of 1516 relevant papers, and we refine the
document types. ,en, we obtain 996 “ARTICLE” and 140
“REVIEW” papers, and a total of 1136 papers are the input
text files. ,e data were last updated on December 31, 2020.

2.2. Bibliometric Tools of CiteSpace and VOSviewer.
CiteSpace is an information visualisation system developed
by Chen (2006) based on Java language; it can give the
knowledge map of a specific research domain with co-ci-
tation analysis and pathfinder network scaling to seek the
key evolutionary path and intellectual turning points [19].
CiteSpace can realise several important functions: it can
identify the milestone paper, appraise the innovative extent,
and reveal the research front evolution of the knowledge
unit. VOSviewer software was developed by the two
Netherland scholars van Eck and Waltman. ,eir paper
Software Survey: VOSviewer, a Computer Program for Bib-
liometric Mapping is a hot paper of the Journal of Infor-
metrics. VOSviewer provides five types of function,
including co-authorship analysis, co-occurrence analysis,
citation analysis, bibliographic coupling, and co-citation
analysis, and the units of analysis can include authors,

organisation (institution), and countries. In comparison
with CiteSpace, VOSviewer can provide a clearer clustering
result due to its parameter set of clustering resolution. ,e
following knowledge mapping analysis of green technology
includes four steps (Figure 1): the first step is to select data
from the WoS database; the second step is the co-citation
analysis to acquire the key literature; the third step is the co-
occurrence network analysis; and the fourth step is cluster
view analysis to obtain the cluster results of green technology
literature.

In VOSviewer, the basic colour view of a theme depends
on the ordinary density rule.,e colour of a point in themap
is determined based on the item density of the point. Let d

denote the average distance between two items, that is,

d �
2

n(n − 1)
􏽘
i≤ j

xi − xj

�����

�����. (1)

,e item density D(x) of a point x � (x1, x2) is then
defined as

D(x) � 􏽘

n

i�1
wiK

x −
i
x

����
����

hd
⎛⎝ ⎞⎠, (2)

where k: [0,∞)⟶ [0,∞) denotes a kernel function; h > 0
denotes a parameter called the kernel width; and wi denotes
the weight of item i, that is, the total number of occurrences
or co-occurrences of item i. ,e kernel function k must be
nonincreasing. VOSviewer uses a Gaussian kernel function
given by

K(t) � exp −t
2

􏼐 􏼑. (3)

It follows from (2) that the item density of a point in a
map depends on the number of neighbouring items and on
the weights of these items. ,e larger the number of
neighbouring items and the smaller the distances between
these items and the point of interest is, the higher the item
density will be. In addition, the higher the weights of the
neighbouring items is, the higher the item density will be.

3. Results

3.1.YearlyDistributionofGreenTechnologyPapersandHighly
Cited Paper Analysis

3.1.1. Yearly Distribution of Green Technology Papers.
We search for the green technology papers from the WoS
Core Collection. ,en, we obtain the number of published
articles annually (PN) from 1968 to 2020. ,e published
papers can be divided into three stages: the primary stage
(1968–1990), in which the maximum number is below 10;
the booming stage (1991–2007), in which the maximum
number is below 30; and the prosperous stage (2008–2020),
in which the slope ratio of trendline is obviously increasing.
For the citation situation analysis, we collect the citation
number (CN) of all the green technology papers. ,e
h-index of green technology source is 77, and the average
citation per item is 20.16. ,e sum of times cited is 30567,
and that without self-citations is 30066 (Figure 2). As
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indicated in Figure 2, green technology theme has attracted
increasing academic interest since 1968.

,e 1136 green technology papers involve 149 types of
research area, the top ten of which are environmental sci-
ences, green sustainable science technology, engineering
environmental, engineering chemical, environmental stud-
ies, energy fuels, chemistry multidisciplinary, economics,
food science technology, and biotechnology applied mi-
crobiology. As shown in Table 1, green technology records of
environmental sciences exist, which accounts to 24.47% of
the total records; the last research fields are agriculture and
biotechnology applied microbiology, with 49 records of
4.31% of the total. Surprisingly, management and business
categories take up the 11th and the 12th positions of all the
research areas.

3.1.2. Cited Journal Analysis. In VOSviewer software, we
select 1968–2020 with one year per slice as the time slice. To
obtain the core journals of green technology, we set the types
of citation and “sources” as the unit of analysis. We obtain
716 sources; the total strength of each of the citation links
with other sources are calculated. ,e sources with the
greatest total link strength are selected. We find that some of
the 716 items in the network are not connected to each other.

,e largest set of connected items consists of 91 items (in
Figure 3).

We choose the top 20 journals of green technology by the
centrality value (Table 2). From Table 2, we can find that the
Journal of Cleaner Production has 184 green technology
records, whereas the Journal of Agricultural and Food
Chemistry has the least 7 records. From the centrality pa-
rameter, the value of Journal of Cleaner Production in 2010 is
0.26, which is the largest, whereas the value of Journal of
Agricultural and Food Chemistry in 2005, Journal of the
American Chemical Society in 2012, Angewandte Chemie in
2012, and Pure and Applied Chemistry in 2007 is 0.06, which
is the least.

3.1.3. Highly Cited Paper Analysis. From the green tech-
nology citation results, we can refine papers by highly cited
type in the field with data from the Essential Science Indicator
(ESI) automatically. Now, ESI ranking is becoming increas-
ingly popular, and the highly cited paper has received suf-
ficient citations to place it in the top of 1% of different
academic fields based on a highly cited threshold for the field
and publication year. After we comb the 13 papers of green
technology, four papers related to the field of chemistry re-
main published on Separation and Purification Technology,

Step 1 Data select Step 1 Co-citation
analysis Step 3

Co-occurrence
network
analysis

Step 4 Cluster view

1136 studies selected
from Web of Science

Key literature
identification

Cited reference,
sources, cited authors

analysis

Research hotspot
Scattering

Figure 1: Four steps of knowledge mapping analysis.
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Figure 3: Cited journal mapping of green technology.

Table 1: Research area of green technology records.

Research areas Record count Percentage of the total records
Environmental sciences 278 24.47
Green sustainable science technology 168 14.79
Engineering environmental 117 10.30
Engineering chemical 114 10.03
Environmental studies 95 8.36
Energy fuels 88 7.75
Chemistry multidisciplinary 78 6.87
Economics 72 6.34
Food science technology 59 5.19
Biotechnology applied microbiology 49 4.31

Table 2: Parameters of green technology cited journals.

Count Centrality Year Cited journals
1 184 0.26 2010 Journal of Cleaner Production
2 39 0.24 2011 Resources Conservation and Recycling
3 45 0.16 2006 Environmental Science and Technology
4 105 0.13 2002 Science
5 101 0.13 1980 Journal of Hazardous Materials
6 66 0.13 2010 Industrial and Engineering Chemistry Research
7 82 0.12 2006 Bioresource Technology
8 65 0.12 2005 Journal of Chemical Technology and Biotechnology
9 81 0.11 2009 Chemical Review
10 40 0.11 2005 MIS Quarterly
11 35 0.10 2007 Renewable and Sustainable Energy Reviews
12 48 0.09 2010 Energy Policy
13 128 0.08 2011 American Economic Review
14 120 0.07 2011 Energy Economics
15 59 0.07 2004 Journal of Organic Chemistry
16 29 0.07 2012 Research Policy
17 7 0.06 2005 Journal of Agricultural and Food Chemistry
18 67 0.06 2012 Journal of the American Chemical Society
19 51 0.06 2012 Angewandte Chemie
20 38 0.06 2007 Pure and Applied Chemistry
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Journal of Supercritical Fluids, Analytica Chimica Acta, and
Fuel Processing Technology Journal. ,ese papers deal with
electrocoagulation technique [20], supercritical fluid extrac-
tion [21], eutectic solvents [22], and biodiesel focusing on
green catalytic techniques [23], which introduce certain new
applicable techniques or methods for reducing pollutive
outputs or promote production efficiency.

,ere are four papers related to the field of engineering
published on the International Journal of Production Eco-
nomics, Chemical Engineering Journal, Solar Energy, and
Production and Operations Management Journal. ,ese four
papers examine carbon emission reductions under market
mechanism [24], membrane bioreactor technology in waste
water treatment [25], green roofs technology to mitigate the
heat island phenomenon [26], and environmental taxes and
subsidies motivating the consumer’s choice of green emission
technology [27].

Four papers are related to the field of economics and
business published on Management Decision, Management
Science, R&D Management, and Journal Of Environmental
Economics and Management. ,ese papers discuss the
productive technical progress and green technical innova-
tion in China [28], the potential effects of governmental
subsidies for green technology adoption in view of the
manufacturing industry’s response [29], the current over-
view of green innovation management [30], and American
consumer adoption of hybrid-electric vehicles [31]. One
paper is related to the field of geosciences, which is about
metals for green technology application and published on
Ore Geology Reviews [32].

As shown in Table 3, the highest citation count is the
“Natural deep eutectic solvents as new potential media for
green technology” by Dai et al. (2013), with a total number of
587; and the lowest citation count is “Electrocoagulation as a
green technology for phosphate removal from river water”
by Hashim et al. (2019).

3.2. Co-Authorship Analysis of Green Technology Research.
We use the VOSviewer co-authorship function to create a map
of co-authorship of green technology. We click the type of
analysis item and choose the “Authors” unit of analysis; for the
counting method, we choose “Full counting.” We set the
minimum number of documents of an author default
threshold value as 3, and of all the 4158 authors, 54 authors
meet the thresholds (Figure 4). For each of the 54 authors, the
total strength of the co-authorship links with each other author
is calculated automatically. ,e authors with the greatest total
link strength is selected. ,e result can be adjusted with
documents, citations, and total link strength parameter.

As shown in Figure 4, the co-author distribution of green
technology is quite scattered. Moreover, we obtain three small
co-authorship networks. ,e first network, indicated by red
colour, includes three authors belonging to the economic field;
they mainly contribute to the strategies, barriers, and critical
drivers of green building technology adoption in developing
countries, with the cases of Ghana and developed countries,
such as the USA [10, 33, 34].,e second network, indicated by
blue colour, includes five authors belonging to the bio-

engineering field; these authors investigate the adoption of
green fertilizer technology (GFT) among Malaysian farmers in
the paddy industry, which may be a possible solution for
Malaysian food security [35, 36]. ,e third network, indicated
by green colour, includes eight authors belonging to the
chemistry field; they suggest green methods for the production
of high fatty acid starch esters without the use of solvent and
additives [37].

3.3. Country and Institution Analysis. Country and insti-
tution analysis in knowledge mapping can reflect the
number distribution of research papers and the cooperation
of different institutions and countries. ,e node size reflects
the number, and the link value between nodes reflects the
strength of co-authorship. Figure 5 shows the top three
countries, USA, China, and England, which have co-au-
thorship with one another to some extent.

From Table 4, we can obtain the top 15 countries or
regions of green technology, namely, the USA, China, En-
gland, Australia, Canada, France, Italy, Spain, Germany,
Malaysia, Japan, South Korea, Taiwan, Finland, and the
Netherlands. From the Documents column, 301 green
technology records in the USA rank first among all the
countries, followed by China with 205 documents and
England with 72 documents, and the last country is Finland
with 16 documents. From the Citations column, the USA
still ranks first with 5877 citations, followed by Canada with
1763 and China with 1703, and the lowest country is Fin-
land, with 335 citations. From the Total link strength col-
umn, the top three countries are the USA, China and
England with total link strength of 108, 99, and 65, re-
spectively, and the last two countries are Finland and the
Netherlands, with the same value of total link strength of 21.

For institution analysis, there exist 1575 research or-
ganisations all over the world with publishing papers with
green technology issues. We set the minimum number of
documents of an organisation threshold value as 7, and 12
research institutions meet the threshold, of which three
institutions are in Malaysia (Univ Sains Malaysia, Univ
Malaya, and Univ Teknol Malaysia), two institutions are in
China (Chinese Acad Sci and Hongkong Polytec Univ), two
institutions are in Canada (Mcgill Univ and Queens Univ),
one institution is in South Korea (Seoul Natl Univ), one
institution is in Jordan (Jordan Univ Sci and Technol), one
institution is in the USA (Texas A&M Univ), one institution
is in the UK (Univ Nottingham), and one institution is in
Italy (Univ Turin). As shown in Table 5, Chinese Acad Sci,
which is the top institution, has 19 documents of green
technology. Mcgill Univ has 549 most citations of green
technology. ,e total link strength value indicates that the
correlation between institutions is quite weak, and indi-
vidual organisation has limited academic influence.

3.4. Keyword Cluster Analysis

3.4.1. Green Technology Cluster Analysis. Keyword cluster
analysis can reveal the specific theme’s present situation and
research front. Cluster analysis can detect homogeneous
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Figure 4: Co-authorship analysis of green technology.

Table 3: Highly cited papers of green technology.

Author Paper title Journal title Field Citation
counts

Published
year

1 Hashim> et al. Electrocoagulation as a green technology for
phosphate removal from river water

Separation and
Purification Technology Chemistry 21 2019

2 Song and Wang
Market competition, green technology
progress and comparative advantages in

China
Management Decision Economics

and business 36 2018

3 Xu, He, and Xu Supply chain coordination with green
technology under cap-and-trade regulation

International Journal of
Production Economics Engineering 60 2017

4 Cohen, Lobel, and
Parakis

,e impact of demand uncertainty on
consumer subsidies for green technology

adoption
Management Science Economics

and business 50 2016

5 Neoh, Noor, and
Mutamim

Green technology in wastewater treatment
technologies: Integration of membrane
bioreactor with various wastewater

treatment systems

Chemical Engineering
Journal Engineering 92 2016

6 De Melo, Silcestre,
and Silva

Supercritical fluid extraction of vegetable
matrices: Applications, trends and future

perspectives of a convincing green
technology

Journal of Supercritical
Fluids Chemistry 170 2014

7 Santamouris

Cooling the cities - a review of reflective and
green roof mitigation technologies to fight
heat island and improve comfort in urban

environments

Solar Energy Engineering 511 2014

8 Krass, Nedorezov
and Ovchinnikov

Environmental taxes and the choice of green
technology

Production and
Operations
Management

Engineering 149 2013

9 Hein, Mizell, and
Koschinsky

Deep-ocean mineral deposits as a source of
critical metals for high- and green

technology applications: Comparison with
land-based resources

Ore Geology Reviews Geosciences 202 2013

10 Dai, van Spronsen,
and Witkamp

Natural deep eutectic solvents as new
potential media for green technology Analytica Chimica Acta Chemistry 587 2013

11 Schiederig, Tietze,
and Herstatt

Green innovation in technology and
innovation management - an exploratory

literature review
R&D Management Economics

and business 169 2012

12 Gallagher and
Muehlegger

Giving green to get green? Incentives and
consumer adoption of hybrid vehicle

technology

Journal of
Environmental
Economics and
Management

Economics
and business 260 2011

13 Helwani, Othman,
and Aziz

Technologies for production of biodiesel
focusing on green catalytic techniques: A

review

Fuel Processing
Technology Chemistry 344 2009
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units using an algorithm method [38]. In contrast to other
meta-analysis methods, cluster calculation has been proved
to have less subjective bias, and strong connections of units
reflect the specific theme in the same field [39]. ,e co-word
matrix is commonly constructed from the samples, and

statistical variables are used to measure the degree of sim-
ilarity of indicators. According to different similarities,
closely related objects are gathered automatically, which
denote the direct connections among keywords or titles in
knowledge mapping software. ,e CiteSpace system

Figure 5: Co-authorship mapping of different countries.

Table 4: Green technology co-authorship of different countries or regions.

Country Documents Citations Total link strength
1 USA 301 5877 108
2 China 205 1703 99
3 England 72 1632 65
4 Australia 50 1157 41
5 Canada 53 1763 34
6 France 29 420 34
7 Italy 60 571 33
8 Spain 49 684 32
9 Germany 49 1005 29
10 Malaysia 51 866 29
11 Japan 39 526 27
12 South Korea 41 772 24
13 Taiwan 40 395 24
14 Finland 16 335 21
15 Netherlands 21 862 21

Table 5: Green technology co-authorship of different institutions.

Institution Documents Citations Total link strength
1 Univ Sains Malaysia 9 481 2
2 Chinese Acad Sci 19 127 1
3 Seoul Natl Univ 10 124 1
4 Univ Malaya 7 146 1
5 Univ Teknol Malaysia 7 92 1
6 Hongkong Polytec Univ 10 195 0
7 Jordan Univ Sci and Technol 9 112 0
8 Mcgill Univ 8 549 0
9 Queens Univ 7 191 0
10 Texas A&M Univ 7 139 0
11 Univ Nottingham 9 436 0
12 Univ Turin 8 73 0
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provides five types of visualisation style, namely, cluster
view, timeline view, timezone view, geographic overlay, and
dual-map overlay. ,e cluster and timeline views are the
most popular. ,e cluster view can reflect the distribution of
research area in different dimensions, and the timeline view
can tell us the yearly evolution and interaction of each
cluster. Two important parameters indicate the quality of
cluster mapping, namely, modularity and silhouette values.
Generally, if the modularity value is greater than 0.3, then
the cluster is significant; if the mean silhouette value is
greater than 0.5, then the cluster view is reasonable and
acceptable. First, we perform the cluster view operation. ,e
results indicate that the merged network of keywords related
to green technology consists of 352 nodes and 1684 links.
,e parameter modularity value is 0.5225, and the mean
silhouette value is 0.6082 (Figure 6).

From the statistical results of the keywords from the
yearly slice (Table 6), we choose the top 10 keywords of the
green technology cluster. ,e top 10 keywords are emission,
green technology, performance, energy, design, optimisa-
tion, system, behaviour, environment, and product. ,e
maximum value of centrality is 0.15, and the minimum value
is 0.07. From the year distribution, we find that the sig-
nificant nodes range from 2008 to 2015.

3.4.2. Timeline View Evolutionary Analysis of Green
Technology. ,e timeline view in the CiteSpace system can
reflect the relationship between clusters and historic dura-
tion of the literature. In the timeline view, the horizontal axis
is the year distribution and the vertical axis is the labelling of
the clusters. Keywords belonging to the same cluster are set
in a line according to the date of the published literature. In
the timeline view, we can obtain the beginning year of a
cluster, the numerical trend of a cluster, and the important
literature with high betweenness centrality value. From the
timeline view of green technology (Figure 7), 10 clusters are
labelled with #0–#9 and the distribution of clusters mainly
focuses from 1998 to 2020.

In the CiteSpace system, the cluster labelling comes from
the citing articles based on three types of algorithms:
TF∗ IDF, log-likelihood rate, and mutual information.
Given that the consciousness of mapping and log-likelihood
ratio value can provide quantifying information automati-
cally, we choose log-likelihood rate algorithm. ,e labelling
results and log-likelihood ratio value of green technology
clusters are as follows (Table 7). ,e first cluster labelling is
resource-based view, with a total size of 61 keywords, and the
mean year is 2014. Under the line, we can see that the first
cluster keywords include adoption, green technology im-
pact, sustainability, renewable energy, environmental policy,
green cleaner production, and empirical evidence. ,e
second cluster labelling is green technology progress, with a
total size of 55 keywords, and the mean year is 2015; it
includes keywords of information technology, remote
sensing, energy efficiency, green growth, environmental
strategy, and environmental regulation. ,e third cluster is
labelled with BR, with a total of 50 keywords and the mean
year of 2016; keywords include life cycle assessment,

emission, fuel cell, heavy metal, electric vehicle, catalyst, and
eco-design. ,e fourth cluster is labelled with molecular
weight, with a total size of 40 keywords and the mean year of
2015; keywords include degradation, green kinetics, fer-
mentation, biodegradation mechanism, polymer, fabrica-
tion, and health. ,e fifth cluster is labelled with ultrasound-
assisted extraction, with a total size of 37 keywords and the
mean year of 2016; it includes keywords of polymerisation,
carbon dioxide, superficial, subcritical water, plant, and
assisted extraction. ,e sixth cluster is labelled with green
revolution, with a total size of 31 keywords and the mean
year of 2015; it includes keywords of green technology, rice
production, social responsibility, supply chain, and envi-
ronmental prevention. ,e seventh cluster is labelled with
green building technologies, with a total size of 31 keywords
and the mean year of 2015; it includes keywords of envi-
ronment management, design, investment policy, green
economy, sustainable development, green building, critical
success factor, and barrier. ,e eighth cluster is labelled with
paper mill waste, with a total size of 19 keywords and the
mean year of 2012; keywords of this cluster include water,
biosorption waste, ironic liquid, acid extraction, recycling,
and aqueous solution. ,e ninth cluster is labelled with
organic peroxide, with a total size of 5 keywords and the
mean year of 2012; keywords include SADT, organic per-
oxide, and accelerating decomposition temperature. ,e
tenth cluster is labelled with alginate, with a total size of 3
keywords and the mean year of 2014; it includes keywords of
bacteria, Escherichia coli, and temperature.

3.4.3. Brief Summary of the 10 Clusters. From Table 8, all the
papers about green technology can be divided as follows:
three clusters are in the economics and business field, five
clusters are in the engineering field, and two clusters are in
the chemistry field.

,e #0 cluster deals with sustainability, with research
subjects mainly about sustainability, supply chain, human
resources management, and carbon dioxide emission. Re-
source-based view theory, which was proposed by Birger
Wernerfelt, is an important source of modern core com-
petitive compacity of firms [40]. Each market entity should
pay attention to allocate human resources, currency capital,
and technology to achieve a more desirable output. Green
information technologies and systems refer to initiatives and
programs that directly or indirectly address environmental
sustainability in organisations [41]. In this cluster, envi-
ronmental technologies are used in supply chain manage-
ment to check the collaboration effect between suppliers and
customers [42] and corporate sustainable capability may be
integrated with information technology and supply chain
[43].

,e #1 cluster concentrates on the green technology
progress and innovations in different industries. It includes
research subjects of green technology progress, adoption
decision, Bayesian learning, energy efficiency, and green
growth. Topics include energy strategy should be trans-
formed, hydrogen economy as a greener choice as a carbon-
free carrier [44], green building technologies adoption [33],
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Figure 7: Timeline view of green technology.

Figure 6: Keyword cluster of green technology.

Table 6: Top 10 keywords in the green technology cluster.

Count Centrality Year Keywords
24 0.15 2009 Emission
89 0.14 2010 Green technology
71 0.11 2013 Performance
32 0.10 2012 Energy
20 0.09 2011 Design
60 0.09 2013 Optimisation
15 0.08 2008 System
18 0.08 2011 Behaviour
9 0.07 2010 Environment
15 0.07 2015 Product
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green technology progress measurement of thermoelectric
enterprises [45], green technology progress influencing
factors [46], and technological progress in green cement
industry [47].

,e #2 cluster explores types of new green technology
applicable in chemical and biological engineering. ,e
research subjects are mainly about green engineering
construction, energy conservation, emerging vehicle

technology, coal utilisation, and biotechnology. ,e hot
topics of this cluster include network energy-saving
technologies in mobile industry [48], future wireline net-
works’ potential economic and environmental conse-
quences [49], smart cities and green growth based on
universal infrastructure and green technologies [50], and
electric vehicle routing designing and technology to re-
charge [51].

Table 7: 10 keyword clusters of green technology.

Cluster
ID Size Mean

year Top 10 terms (log-likelihood ratio value)

0 61 2014
Resource-based view (9.35); geothermal energy (6.22); employment (6.22); institutional theory (6.22);

ecological modernisation (6.22); climate change (6.22); innovation (5.32); sustainability (4.1); evaluation
(3.11); manufacturing (3.11)

1 55 2015 Green technology progress (15.31); adoption (7.63); TPB (7.63); big data (7.63); GFT (7.63); pollutant
discharge (3.8); software-defined networks (3.8); IoT (3.8); adoption decision (3.8); Bayesian learning (3.8)

2 50 2016 BR (7.92); CL (7.92); leaching (7.92); BIM technology (7.92); fuel cells (7.92); application (7.92); nanocrystal
(7.92); diode (7.92); detoxification (7.92); CsPbX3 (7.92)

3 40 2015
Molecular weight (9.62); branched structure (9.62); biodegradation (9.62); membrane separations (4.8);

chromatography (4.8); fly ash geopolymer (4.8); mesophase (4.8); chain degradation (4.8); saccharification
(4.8); criteria weighting (4.8)

4 37 2016
Ultrasound-assisted extraction (12.99); antioxidant (8.64); supercritical fluid extraction (8.64);

polycaprolactone (4.31); supercritical extraction (4.31); antioxidant activity (4.31); ellagitannins (4.31); tough
external peels (4.31); green extraction technologies (4.31)

5 31 2015
Green revolution (15.23); sawah (10.12); chemical properties (5.04); cap-and-trade (5.04); smartphones (5.04);
information technologymanagers (5.04); mealtime (5.04); exchangeable cations (5.04); rice production (5.04);

total carbon (5.04)

6 31 2015
Green building technologies (30.75); promotion strategies (20.37); construction industry (20.37); barriers

(20.374); sustainable development (20.3); drivers (15.23); Ghana (10.9); developing countries (10.9);
construction market (10.125); new economy (10.12)

7 19 2012
Paper mill waste (5.29); botanical (5.29); herbal preparation (5.29); quality control (5.29); environmental
assessment tool (eat) (5.29); ozonation (5.29); biopolymers (5.29); green chemistry (5.29); recycled paper

(5.29); municipal solid waste (5.29);

8 5 2012
Organic peroxide (15.17); vent sizing package (7.53); thermal hazard (7.53); differential scanning calorimetry
(7.53); thermokinetic parameters (7.53); consumption energy (7.53); safety parameter (7.53); diffusion (7.53);

kinetic (7.53)

9 3 2014 Alginate (6.77); bacterial inactivation (6.77); silica gel (6.77); catalyst (6.77); immobilisation (6.77); energy
sustainability (6.77); antimicrobial activity (6.77); bacteria (6.77); organic Rankine cycle (6.77)

Table 8: Summary of research subjects of 10 green technology clusters.

Cluster labelling Field Research subjects

#0 Resource-based view Economics and
business

(1) Sustainability; (2) supply chain; (3) human resources management; (4) carbon
dioxide emission

#1 Green technology
progress

Economics and
business (1) Green technology progress; (2) paddy farmer; (3) energy efficiency; (4) green growth

#2 BR Engineering (1) Green engineering construction; (2) energy conservation; (3) emerging vehicle
technology; (4) coal utilisation; (5) biotechnology

#3 Molecular weight Chemistry (1) Bioremediation; (2) biodegradation; (3) membrane separations; (4) chromatography

#4 Ultrasound-assisted
extraction Engineering (1) Clean extraction; (2) green solvents

#5 Green revolution Economics and
business

(1) Rice production; (2) information technology; (3) financial services industry; (4)
environmental sustainability

#6 Green building
technologies Engineering (1) Promotion strategies; (2) construction market; (3) driving force; (4) technologies

adoption

#7 Paper mill waste Engineering (1) Green chemistry; (2) environmental assessment; (3) paper mill waste; (4) municipal
solid waste

#8 Organic peroxide Chemistry (1) Organic peroxide; (2) scanning calorimetry; (3) incompatible material; (4) thermal
hazard

#9 Alginate Engineering (1) Alginate; (2) bacterial inactivation; (3) silica gel; (4) catalyst
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,e #3 cluster offers a series of microstructural practices
and inner material structure exploratory research. It in-
cludes research subjects of bioremediation, biodegradation,
membrane separations, and chromatography. ,ese green
technologies include phytoremediation technology using
diverse plants to remediate contaminated environments
[52], polysaccharides modification [53], ferrate as an effi-
cient agent for the abatement of pollutants in water [54], and
sorption membrane for water purification and liquid sep-
aration [55, 56].

,e #4 cluster reveals environmentally friendly extrac-
tion mechanism of green extraction kinetics and polymer-
isation processing technologies. ,e research subjects are
mainly about ultrasound-assisted extraction, supercritical
fluid extraction, extraction kinetics, clean extraction, poly-
mer blends, and biomedical polymers. Topics include
cleaner production purposes embracing supercritical fluid
extraction [21], enhancing aqueous extraction processes
without using solvents with ultrasound-assisted extraction
technology [57], developing green solvents for oil extraction
[58], promoting innovation of more environmentally
friendly and tuneable solvents [59], and exploring green
catalytic techniques of homogeneous liquids and hetero-
geneous solids in biodiesel production [23].

,e #5 cluster manifests the social information learning
of green revolution in agricultural technology adoption and
environmental performance, especially with the cap-and-
trade carbon dioxide emission constraint. It includes re-
search subjects of rice production, information technology,
financial services industry, and environmental sustainability.
It includes discussions on the proper farm size related to
effective new technology adoption and credit constraint [60],
information flows in social learning of Indian rice and wheat
technology revolution [61], technology policy function [62],
impact assessment of technology intervention [63], and
effects of improved agricultural technologies [64].

,e #6 cluster presents the driving force of green
building technologies adoption and existing barriers in the
construction industry. ,e research subjects are mainly
about designers’ adoption behaviours [65], driving force
[10], and barriers of green building [66]. New engineering
applications of green water technologies [67], green roof
technology [68], green wall technology [69], and “green
concrete” concept [70] are discussed in this cluster.

,e #7 cluster focuses on environmental negative impact
control, such as water pollution and solid waste disposal and
recycling problems.,is cluster includes research subjects of
green chemistry, environmental assessment, environmental
compatibility, paper mill waste, and municipal solid waste.
Modern industrial production inevitably comes up with
undesirable output, even some pollutive and poisonous
substance. Poliakoff (2007) contributed with unsustainable
chemical manufacturing and 12 modern principles of green
chemistry [71]. Green technologies are developed to realise
removal of heavy metals, cyanobacteria, and other haz-
ardous material in water [72, 73]. Some novel processing and
methods have also been presented to deal with solid waste,
such as industrial and municipal solid waste [74].

,e #8 cluster reflects the functional materials with
unique characterisation and thermal hazard evaluation. ,e
research subjects are mainly about organic peroxide, scan-
ning calorimetry, incompatible material, and thermal haz-
ard. Newly found material characteristics, effective
processing adjustment, and novel monitoring tools have
been presented. Topics include ionic liquids with unique
advantages showing higher selectivity, fast rates, and greater
enzyme stability [75]; organic synthesis using microreactor
technology having better thermal stability than traditional
batch synthesis [76]; polylactide, as packaging material,
being suitable for industrial usage, as well as its environ-
mental implications [77]; and for thermal hazard, some
novel calorimetric tests and simulation evaluating methods
have been presented [78, 79].

,e #9 cluster concentrates on biological materials and
engineering applications. It includes research subjects of
alginate, bacterial inactivation, silica gel, catalyst, and
immobilisation. Several highly cited papers are about
microalgae encapsulation technology [80], green biocides
[81], encapsulation in chitosan-based nanomatrix [82], and
polyphenol recovery from pomegranate peels [83].

4. Conclusions and Policy Implications

Green technology is seemed to be used increasingly widely in
different disciplines. ,is study uses knowledge mapping
tools of CiteSpace and VOSviewer software to examine the
development of green technology theme. We find that green
technology concept came into being in the 1960s and be-
came gradually popular in the 2000s.,e research interest of
green technology has been growing dramatically in the
recent decade, with a sharp increase in published research
papers and citation records.

Of the total 1136 green technology papers covering 149
research fields, the top three fields are environmental sci-
ences, green sustainable science technology, and engineering
environmental, and there exists about a quarter ratio of the
total sample literature about environmental sciences. We
can expect that more and more green technologies will be
developed in the near future. From the cited journals of
green technology, we find that the top 10 journals are Journal
of Cleaner Production, Resources Conservation and Recycling,
Environmental Science and Technology, Science, Journal of
Hazardous Materials, Industrial and Engineering Chemistry
Research, Bioresource Technology, Journal of Chemical
Technology and Biotechnology, Chemical Review, and MIS
Quarterly, with the use of parameter of centrality and
publishing number. In the WoS database, 13 highly cited
papers are related to the theme of green technology from
2009 to 2020, and they can be ascribed to chemistry, en-
gineering, economics and business, and geosciences fields.

From the co-authorship analysis of green technology, we
find that the network of research cooperation is quite weak.
Only three little networks are labelled with different colours.
From the country and institution analysis, we find that
developed countries (the USA, England, etc.) and developing
countries (China, Malaysia, etc.) have quite a few documents
of green technology, and according to the parameter of CN
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and total link strength value, we obtain the top 15 counties.
After the institution analysis of the green technology liter-
ature, 12 important institutions in 8 countries are recog-
nised, but no dominant institutions have become eccentric.
We find that they perform their research quite indepen-
dently. In the knowledge mapping of cluster analysis, 10
keyword clusters of green technology papers are in the WoS
database and three clusters are of economical theme, five
clusters are of engineering application, and two clusters are
of chemical issues.

In the future, we should strengthen the achievements of
green technology progress, promote the level of innovation,
and accelerate the regional flow of innovation factors. We
should solve the bottleneck of green technology develop-
ment of high-levelled human, material, and financial re-
sources; focus on the “double base” construction to address
key technical problems affecting industrial development,
and break through the “neck” technical problems. At the
same time, administrative departments should strengthen
financial support for high-quality economic development;
enhance the efficiency of financial investment in green
technology and industry; and increase the auditing and
inspection intensity of the use of financial investment funds
to improve the interactive quality of green technological
progress, financial investment, economic quality, and de-
velopment level.
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+e three-dimensional reconstruction of outdoor landscape is of great significance for the construction of digital city. With the
rapid development of big data and Internet of things technology, when using the traditional image-based 3D reconstruction
method to restore the 3D information of objects in the image, there will be a large number of redundant points in the point cloud
and the density of the point cloud is insufficient. Based on the analysis of the existing three-dimensional reconstruction
technology, combined with the characteristics of outdoor garden scene, this paper gives the detection and extraction methods of
relevant feature points and adopts feature matching and repairing the holes generated by point cloud meshing. By adopting the
candidate strategy of feature points and adding the mesh subdivision processing method, an improved PMVS algorithm is
proposed and the problem of sparse point cloud in 3D reconstruction is solved. Experimental results show that the proposed
method not only effectively realizes the three-dimensional reconstruction of outdoor garden scene, but also improves the ex-
ecution efficiency of the algorithm on the premise of ensuring the reconstruction effect.

1. Introduction

With the rapid development of big data and Internet of things
technology, geographic information system and digital city
have also developed rapidly [1, 2].+e application of 3D scene
modeling technology in digital city construction engineering
is becoming more and more important. 3D reconstruction
has always been a research hotspot in computer vision and
other related fields [3–5]. It is an important means to obtain
object model and 3D scene.+ere aremany ways for people to
obtain the three-dimensional information of objects, such as
the traditional geometric modeling technology, which re-
quires a good professional level and a large workload. It can
also be obtained by 3D laser scanning technology [6]. +is
method is greatly affected by the outdoor environment and
can not obtain the target texture information. In contrast, the
3D reconstructionmethod based on image feature points does
not have many limitations of the above modeling methods
[7, 8]. It only needs to input the image, has low cost, and does
not need other special prior information. +rough excellent
and advanced algorithms, the 3D information of objects and
scenes in the image can be recovered. Not only is the required

equipment simpler and has less restrictions on the scene, but
also an accurate and realistic model can be obtained.

Obtaining the three-dimensional model of the target
object from the two-dimensional image has always been a
research hotspot in the field of computer vision. After years
of efforts by scholars at home and abroad, remarkable results
have been achieved. People summarized and proposed a
relatively complete theoretical system of computer vision
and began the research on multiview stereo matching [9].
+en many important research results emerged one after
another. In 1992, the research team of Carnegie Mellon
University proposed a reconstruction method based on
optical flow method [10]. Debevec et al. of Berkeley Uni-
versity implemented the famous building reconstruction
system Façade [11]. +e system needs to obtain the ap-
proximate model of the camera and building object in
advance, then reproject themodel on the image to reduce the
error, and finally reconstruct the three-dimensional model
of the building within the specified error allowable range.
Pollefeys et al. obtained sequence images by photographing
the same scene from different perspectives and recon-
structed the three-dimensional model of the object in the
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scene based on Structure from Motion, i.e., SFM [12].
Michael Goesele et al. proposed an adaptive MVS (Multi-
view Stereo) algorithm considering the influence of image
light variation and noise [13]. Based on such algorithms,
Furukawa et al. further proposed PMVS (Patch Multiview
Stereo) based patch dense reconstruction method [14].

However, it is difficult to obtain 3D model and establish
3D scene. One of the traditional methods to obtain 3D
models is through geometric modeling technology, such as
solid modeling, implicit surface, etc. Nevertheless, not only
does geometric modeling technology require a good tech-
nical level and a lot of work, but it is also very difficult for it
to construct complex models and scenes [15, 16]. In addi-
tion, 3D laser scanning technology can efficiently obtain the
point cloud of model and scene, and the accuracy is also
relatively high. However, this method usually can not obtain
the texture information of the target, and this method is
greatly affected by the environment, especially in the out-
door open scene [17]. Compared with these methods, image-
based 3D reconstruction technology needs simpler equip-
ment and can obtain accurate and realistic models. At the
same time, the development of image acquisition technology
makes the data sources required for 3D reconstruction very
rich, which further reduces the cost of reconstruction [18].
+erefore, in recent decades, image-based 3D reconstruction
technology has been an important research topic in the field
of computer vision. At the same time, with the development
of virtual reality technology in recent years, this 3D re-
construction technology is becoming more and more im-
portant for the demand of large-scale scenes and models.

Although the image-based 3D reconstruction process
has simple equipment and low cost, when recovering the 3D
information about the object through the image, there will
be a large number of redundant points in the point cloud, the
density of the point cloud is not enough, the model fidelity is
not high, and sometimes holes will even appear, resulting in
a large difference between the final reconstruction result and
the actual situation [19]. In addition, 3D reconstruction
consumes a lot of time, cost, and efficiency in the process of
image feature matching. In view of these shortcomings of the
existing research, based on the traditional PMVS 3D re-
construction theory, this paper optimizes the image
matching process, reduces the time cost of feature matching,
improves the 3D reconstruction process, and solves the
shortcomings of the existing methods. Finally, the optimized
and improved 3D reconstruction process is integrated into
the 3D reconstruction system of outdoor garden scene
design.

2. Related Works

3D reconstruction is the process of capturing the shape and
appearance of real objects and expressing the geometric
information of 3D objects into a data model that can be
stored and processed by computer, so as to carry out further
research work. 3D reconstruction based on stereo vision is to
recover the 3D information of the scene by processing the
input image sequence and using the principle of stereo vision
[20]. As shown in Figure 1, the reconstruction algorithm

based on stereo vision generally obtains two images from
different perspectives of the same spatial scene by the camera
and processes the images.

+ree-dimensional reconstruction is a difficult problem
that scholars at home and abroad have been studying. In
order to realize the three-dimensional reconstruction of an
object, it is necessary to determine the three-dimensional
contour of the reconstructed object and understand the
spatial coordinates of the points on the contour, but the
problem is how to obtain the missing depth information of
the two-dimensional image.+ere are many implementation
methods. According to the different methods of obtaining
depth, it can be roughly divided into active mode and passive
mode. +e active method of a given depth map uses a
rangefinder to mechanically or radioactively interfere with
the reconstructed object in order to obtain a depthmap, such
as structured light method, moire fringe method, laser
rangefinder, and other active sensing technologies [21].
However, these methods need professional instruments and
are expensive, which can not be popularized among the
general public. +e passive method of 3D reconstruction
does not have any contact with the reconstructed object and
only needs to use relevant sensors to obtain its geometric
information. Generally, a sensor refers to a light sensing
sensor sensitive to visible light, and the input of the method
is a set of digital images (one, two, or more) or video. In this
case, we call it image-based reconstruction, and the output is
a three-dimensional model. Compared with the active
method, the passive method can be applied to a wider range
of situations. In this paper, 3D reconstruction based on
image sequence is studied.

3D reconstruction based on image sequence does not
need a priori knowledge, but a series of images taken from
different angles for the target scene or object, as well as
computer vision related algorithms and mathematical cal-
culation inference [22]. As shown in Figure 2, the process is
divided into four parts: feature point extraction, sparse
reconstruction, dense reconstruction, and surface recon-
struction. +is paper focuses on the first three parts.

Sparse reconstruction can be roughly divided into two
types according to different image methods. +e first is the
incremental method, which first calculates the parameters of
two or three images and then adds new images from the
sequence for reconstruction [23].+e image initially selected
by this method has a great impact on the later work, and the

Camera Camera

Object

Figure 1: Schematic diagram of reconstruction method based on
stereo vision.
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error transmission can not ensure the accuracy. +e second
is a nonincremental method, which uses the method of
decomposing the measurement matrix [24]. All pictures are
matched in pairs to obtain the relative position parameters
to determine the global position. +is method is more ac-
curate and efficient than the previous method, so it is one of
the most widely used methods at present, and it is also the
method used in this experiment. Dense reconstruction is to
match more point pairs and obtain as many and uniform
point cloud data as possible. Point cloud data is like bricks
for building models. +e quality and quantity of bricks are
directly related to the quality of the whole building. How-
ever, the current methods have their own advantages and
disadvantages and can not meet all the needs. For example,
the voxel based dense reconstruction algorithm generates
point cloud rules, which is convenient for subsequent sur-
face reconstruction, but it is difficult to be suitable for large-
scale scene reconstruction. +e point cloud generated by
patch based dense reconstruction algorithm has high pre-
cision and uniform distribution and has been widely used for
its good reconstruction effect. However, this method also has
its disadvantages. +e cost of high precision is that it takes a
long time, and there are holes in weak texture areas.
+erefore, the research on how to obtain high-quality and
large number of dense point clouds is of great significance
and practical value.

3. Method

3.1. Overview of PMVS Algorithm. +e extraction and
matching of feature points is to extract stable feature points
in the image, match these feature points, connect the same
feature points, track the feature points, and then calculate
the position relationship between images by using the rel-
evant theory of multiview geometry. +erefore, obtaining a
large number of stable feature points is an essential and
important step for subsequent 3D reconstruction. In order
to obtain a large number of robust feature points, this paper
first describes the SIFT algorithm with invariance of scale,
rotation, and illumination. +e algorithm is stable and is
widely used in computer vision fields such as 3D recon-
struction and target tracking, as shown in Figure 3.

SIFT algorithm is robust to scaling, rotation, and
translation, but affine image extraction and matching is not
accurate. ASIFT algorithm can match affine images well by
simulating the rotation of the optical axis of the camera and
can achieve complete affine invariance.

After extracting the feature points, the feature vector is
obtained. Next, the features are matched to obtain the one-
to-one correspondence between pixels in the images. Feature
point matching usually includes violence matching algo-
rithm, nearest neighbor matching algorithm, and so on.

Brute force matcher (BF) is the simplest feature
matching method.+e violent matching method is simple to
operate, but the amount of calculation is huge. If there are
many images or the image resolution is large, the time and
cost of violent matching are also huge. And the distance
threshold is not easy to determine; too large will produce a
lot of false matches, and too small is easy to miss a lot of
correct matches.+erefore, it is difficult to meet the practical
application.

+e nearest neighbor matching algorithm [25] in the
matching algorithm is similar to the k-nearest neighbor
algorithm in retrieval classification. +e k-nearest neighbor
algorithm needs to give a query point and a positive integer k
and then find the k data closest to the query point from the
data set.+e nearest neighbor query is its special case; that is,
the k value is 1.

+e nearest neighbor (NN) algorithm in feature
matching was proposed by Muja and Lowe [25], and its
specific algorithm process is as follows:

(1) For the feature vector v in image 1, find the two
vectors v1 and v2 closest to the feature vector in
image 2, and v1 < v2 in the distance.

(2) If distance(v, v1)/distance(v, v2)<m, v1 is the match
of v; otherwise v does not match in image 2. +e
threshold value m is generally 0.6. +e definition of
distance is not unique. Euclidean distance or in-
cluded angle distance can be used.

+e definition of feature point matching refers to the
process of establishing correlation between different image
data sets. In the field of computer vision, this process is
usually called stereo image pair problem. Image matching is
the process of establishing the relationship between the
feature points extracted from the original image and then
estimating the three-dimensional position coordinates of the
feature points through the projection model. In the image
space, a depth map will be formed (assign a relative depth
value to each image pixel). In the object space, the point
cloud model of the object is usually formed.+e matching in
this paper is based on ASIFT features. Compared with the
general SIFT features, it has better scene adaptability and
richer extracted feature points, which can meet the needs of
this paper.

In this paper, feature point matching is based on ASIFT
feature, and the feature is represented by the descriptor
vector of feature points. Generally, the spatial Euclidean
distance is used to measure the distance between vectors,
that is, the similarity. +e similarity of descriptors can be
expressed by the Euclidean distance between two feature
vectors. However, the matching algorithm of this method
will have some wrong matching. On the one hand, many of
the feature points detected in the image can not find the
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Figure 2: Construction process of 3D reconstruction model based on multiview images.
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correct matching points, because the feature points may be
extracted from the background or from nontarget areas. On
the other hand, due to the high-dimensional characteristics
of the descriptor, the nearest point may not be the point
close to the descriptor. +erefore, the effect of setting a
threshold value of the global nearest matching point distance
is not good, and there will be a lot of mismatches. An
improved method is the way of setting a nearest neighbor
and next nearest neighbor ratio as mentioned by Lowe in this
paper.

Because it is easy to duplicate texture and color in the
image, false matching often occurs in the process of feature
matching. In the process of 3D reconstruction, stable and
accurate feature points are needed. +e occurrence of false
matching will cause serious errors in the calculation results
and have a serious impact on the reconstruction results.
+erefore, removing mismatch is an important step in the
process of feature matching.

Patch based multiview stereo vision (PMVS) is one of
the most widely used algorithms with good reconstruction
effect. +e algorithm outputs dense rectangular blocks
covering the visible surface in the input image. +e algo-
rithm does not need any initialization of visual shell,
bounding box, and other information, and it will auto-
matically detect obstacles and discard outliers. +e key to
its performance is to strictly abide by the local photometric
consistency and global visibility constraints. Stereo vision is
realized through a series of programs of matching, ex-
pansion, and filtering. Starting from a sparse set of
matching key points, the seed patch is repeatedly extended
to the nearby grid, and the visibility constraint is used to
filter out the wrong matching.

PMVS algorithm shall ensure that there is at least one
patch projection in each grid ci(x, y) of each picture. +e
implementation process of PMVS includes matching, ex-
pansion, and filtering. Starting from the sparse matching key
point set, repeat the expansion, and then filter out the wrong
matching through visibility constraints.

+e flow of PMVS algorithm can be described according
to its implementation steps. In the first step, sparse matching
points are obtained after feature matching and wrong
matching is eliminated. +en, the second and third steps

need to be iterated n times (generally n � 3).+e flow chart is
shown in Figure 4 as follows.

3.1.1. Initial Feature Matching. As the first step of the al-
gorithm, Harris and Dog operators are used to detect the
corner and speckle features in each image. In order to ensure
the uniform coverage of patches, we divide the grid on each
image. +e cell size is A∗B Pixel2 (note the difference from
the previous one), and it is used as the distribution cell of
corners and spots.+ere should be at leastN local maximum
points in each grid. Usually, we make B � 32 pixels, N � 4 in
the experiment. After extracting these features from each
image, multiviewmatching is performed to generate a sparse
set of patches, which are then stored in the grid covering
each image cell d(i, j). Each image in the sequence picture is
used as the reference image E(p) in turn. In the remaining
pictures, the pictures with an angle between the main optical

Image gradients Keypoint descriptor

Figure 3: SIFT feature description.
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Figure 4: Schematic diagram of point cloud model reconstruction
based on PMVS algorithm.

4 Scientific Programming



axis and E(p) of less than 60 degrees form the image set
H(p). +en match the photos in E(p) and H(p).

3.1.2. Patch Extension. Since the initial matching has only a
sparse set of patches, expansion is very important to generate
sufficiently dense patches. In this step, the sparse patches
generated in the previous step are iteratively diffused to their
fields as seed patches until they can cover the visible surface in
the scene. For a given patch p, the neighborhood grid set of the
image block satisfying the expansion condition is recorded as
d(p):

d(p) � di x′, y′( 􏼁|p ∈ Qi(x, y), x − x′
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + y − y′
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � 1􏽮 􏽯.

(1)

When two patches p and p′ are stored in adjacent grid
cells di(x, y) and di(x′, y′) of the same image H in S(p),
their tangent planes are very close:

d(p) − d p′( 􏼁( 􏼁 · n(p)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + d(p) − d p′( 􏼁( 􏼁 · n p′( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌< 2ρ2.
(2)

+at is, when p and p′ meet the above conditions, they
can be considered adjacent, similar to p1, where the value of
p2 is determined by the depth of d(p) and d(p′).

3.1.3. Patch Filtering. Filtering is to remove some wrong
patches generated in patch expansion as much as possible, so
as to further enhance visibility consistency and eliminate
wrong matching, so as to improve the accuracy of recon-
struction. Most of the filters removed by patch filtering
follow the principle of visual consistency.

+e first thing to filter is the patches outside the re-
construction target, such as obstacles. Suppose that patch p0
is an external patch, and V(p) is a set of patches obscured by
p0, which can also be said to be a discontinuous set of
patches (discontinuity is that p and p′ are not adjacent).
When p0 satisfies the following relationship, it is removed as
an outlier:

N p0( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌M p0( 􏼁< 􏽘
pj∈U

M pj􏼐 􏼑.
(3)

As can be seen from the above formula, when p0 is an
abnormal value, the values of M(p0) and |N(p0)| will be
very small, so generally p0 will be filtered out.

3.2. Improvement of PMVS Algorithm. Although the re-
construction effect of PMVS algorithm is good, the spatial
complexity and time complexity of PMVs algorithm are also
very large with the increase of the number of pictures and the
improvement of image resolution, especially in the steps of
feature point matching and patch diffusion. Considering the
complexity of outdoor garden scene, in order to better meet
the application environment of dense point cloud, this paper
improves the PMVS method.

First, we need to improve the candidate selection
strategy. In the original PMVS algorithm, the feature
points of initial feature matching are extracted by Harris

operator and Dog operator. However, the feature points
extracted in this way are not comprehensive in the sparse
texture region. +e PMVS method proposed by Furukawa
and Ponce has been proved by experiments on various
data sets; the experimental objects include objects with
fine surface details, outdoor scenes, and scenes with
moving obstacles in different positions in multiple static
images [14]. However, when the surface of the recon-
structed target object is uneven, rough, and unsmooth or
the photo is deformed due to elevation, PMVS algorithm
may have wrong matching when selecting seed candidate
points, resulting in wrong details. In the initial feature
matching, each feature point on the reference image looks
for candidate matching points on other images, and each
pair of candidate matching points intersect to obtain
model points. So far, we can see that the original method
will cause feature point matching error, increase
matching time, and affect the final reconstruction effect.
+erefore, this paper proposes to change the projection
distance to linear distance when selecting matching
candidate points, which can take into account a variety of
situations, the selected candidate points will be more
reliable, and the reconstruction effect is better than the
original in theory.

Some improvements are also needed in patch expansion.
When optimizing its center and normal vector, we use theE(p)

and N(p) information of patch p. However, when the refer-
enced photos are distorted, the patch can not be well adapted to
the actual reconstruction of the object surface due to the de-
viation of the normal direction. To solve this problem, this paper
proposes amethod to optimize and correct the normal direction
of the patch by using the geometric information of the local
patch, so that the patch can better reconstruct the object surface
and improve the accuracy. +e improved method adds a patch
normal vector correction process to the traditional PMVS re-
construction method. +e basic steps and algorithm flow chart
of the improved algorithm are given below, as shown in
Figure 5.

+e improved method uses as much local geometric in-
formation as possible to optimize and correct the normal vector
of the new patch. It is only for this region and will not affect
other regions. In this way, the patches in the neighborhood
affect and interact with each other, and the position is more
accurate, which makes the reconstructed surface more smooth
and is conducive to reducing the transmission of error in-
formation, so as to reconstruct more and better patches.

It can be seen from the improvement that the improved
algorithm is more suitable for the application scenario of this
paper and improves the execution efficiency of the algo-
rithm. Compared with the original algorithm based on patch
reconstruction, the improved algorithm uses feature ex-
traction and matching to obtain richer matching informa-
tion and eliminates the wrong matching points and points
with large reprojection errors, which ensures the accuracy of
the initial patch set and improves the accuracy of the re-
construction model to a great extent. Moreover, due to the
elimination of the wrong matching points, the efficiency of
search in the diffusion process is improved and the amount
of calculation in the diffusion process is reduced.
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4. Experiment and Analysis

Due to the complexity of 3D reconstruction process, the
intermediate stage not only needs the results of the pre-
vious stage as input, but also provides input for the next
stage. Often, a whole set of process is difficult to complete in
one framework. If you use multiple platforms, you not only
need to be familiar with the new platform, but also need to
coordinate the input and output formats between various
platforms. +e system implemented in this paper is de-
veloped based on Visual Studio 2015. +e class libraries
needed are concentrated in the open source OpenMVS
framework, including OpenCV, Ceres, GLOG, Eigen,
OpenMVS, and other class libraries. +e program imple-
mented by the system provides some methods in the class
library of the collection, some can be directly applied, and
some need to be modified accordingly. +e SIFT algorithm
process is modified. Before threshold screening, bilinear
pixel interpolation is added, and then the modified method
is used to extract feature points. +e dense reconstruction
algorithm implemented in OpenMVS should also be ap-
propriately modified according to the principles described
above. In the whole process, a series of files will be gen-
erated, including feature point files, camera parameters,
matching results, sparse point clouds, and dense point
clouds.

Firstly, the function of the system is defined: recover and
reconstruct its three-dimensional dense point cloud model
from a series of images taken from different perspectives of
the same object. Design function modules: data input and
output, feature point extraction, camera calibration, feature
point matching, sparse reconstruction, dense reconstruc-
tion, etc. +e work flow chart of the system is shown in
Figure 6.

To evaluate the proposed method, we used a data set
downloaded from the latest technology (called TB-Roses
[26]). TB-Roses dataset is composed of 400 images of rose
bushes recorded in a real garden with a resolution of
640 ∗ 480 pixels2. It is designed to test the segmentation and
rendering algorithm of rose branches in horticultural robot
applications. +e image is provided with the ground truth
value to mark the branch of segmentation. As shown in
Table 1, the characteristic information of the data set used is
displayed, including type, number of samples, resolution,

brightness, and type of ground truth contained. +e max-
imum andminimum average image brightness values for the
dataset are also included in the table (in the range [0, 255]).
+e relevant eigenvalues better reflect how the outdoor
dataset has more variable lighting.

+erefore, we can evaluate the method in this paper
through this data set. Firstly, taking TB-Roses as the ex-
perimental object, four common segmentation methods
such as DeepLabv3 [27], U-Net [28], FCSN [29], and
SegNet [30] are evaluated, and their different super-
parameters are analyzed. Secondly, the postprocessing
effect of parallax calculation and combination of segmented
image and parallax image is evaluated. Next, different
skeletonization methods for detecting branches are com-
pared. Finally, the accuracy of 3D reconstruction is
evaluated.

+ree evaluation indexes commonly used for such tasks
are selected to evaluate the performance of the proposed
method, which are Precision, Recall, and Recall, respectively,
defined as follows:

Precision �
T1

T1 + T2
,

Recall �
T1

T1 + T3
,

F1 �
2T1

2T1 + T2 + T3
,

(4)

where T1 (True Positives) indicates the number of branch
pixels correctly segmented, T2 (False Positives) denotes the
number of background pixels which are incorrectly specified
as branch pixels, and T3 (False Negatives) denotes the
number of nonsegmented branch pixels.

+e IoU parameter is used to verify whether the algo-
rithm can effectively detect all branches, as well as their size
and location. +erefore, this paper calculates this parameter
according to equation (5) and maps each branch of the
ground truth value (g) to the segmentation suggestion (b)
with maximum IoU overlap.

IoU �
s Gb ∩Gg􏼐 􏼑

s Gb ∪Gg􏼐 􏼑
, (5)
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Figure 5: Schematic diagram of point cloud model reconstruction based on improved PMVS algorithm.
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where s(Gb ∩Gg) represents the intersection between
branch recommendations and basic facts, whereas
s(Gb ∪Gg) depicts its union.

As shown in Table 2, the comparison results of relevant
indicators are obtained by different methods. It can be seen
that the FCSN method obtains better results than other
methods. In addition, by analyzing the Recall parameters at
the pixel level, it is found that FCSN has the best overall
segmentation performance. +us, from the branch level
measurement Recall, FCSN can effectively recover more
branches.

In order to strictly analyze the results obtained, we
compared the statistical significance by considering the
nonparametric Wilcoxon signed rank test of paired samples
[2]. +e purpose is to evaluate whether the segmentation
performance has been improved. Compared with other
methods, the segmentation results obtained by FCSN are
statistically significant. For this purpose, each data set and
the folded results are compared in pairs. From the com-
parison results, if compared with SegNet, the p value ob-
tained by this method is 0.005, while compared with U-Net
and DeepLabv3 methods, the p value obtained is 0.002.
+erefore, the test shows that this method is obviously better
than the results obtained by other methods (considering the
statistical significance threshold p< 0.01, themost restrictive
threshold is usually used).

+e segmentation results obtained by different methods
on the sample image of the data set are shown in Figure 7. In
order to make the graph more informative, we selected
samples with obvious errors in all methods. Each column
corresponds to the results obtained by each method, in

which the black and white areas represent the correct de-
tection of branches and background, respectively, and the
red and blue pixels represent the T1 and T2 of branches,
respectively.+ese numbers can not only find the location of
the error, but also know the accuracy of the visualization
method. It is learned that due to the influence of non-
branching elements (general background, leaves, etc.), using
U-Net and SegNet methods will produce more noise, and
using DeepLabv3 method is conducive to the segmentation
of thicker objects. Although FCSN method can also make
mistakes, these errors mainly occur in the contour of
branches.

+e postprocessing problem for combining segmented
images and parallax images is evaluated below. Several depth
measures in previous work were used to evaluate differential
results [31], which are
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where T is the total pixels in the image, di is the estimated
depth for the pixel i, and d

g
i is the ground truth depth.

+e results of the experiment are shown in Table 3. +e
first four columns are the parallax evaluation results, and the
last three columns are the segmentation results. +e first two
columns indicate the parallax of the complete image, while

Table 1: Characteristics of the datasets evaluated.

Processing object Number of images Pixel Brightness (min/max) Type
TB-Roses 400 640 ∗ 480 80/140 Real

Table 2: Results obtained by the different algorithms evaluated for the processing object.

Method Precision Recall F1 IoU
DeepLabv3 45.42± 0.7 56.42± 0.8 54.84± 0.7 78.95± 5.6
U-net 63.63± 3.4 72.82± 2.5 67.74± 3.8 76.43± 5.8
FCSN 76.24± 0.5 81.48± 1.6 78.83± 2.1 85.26± 6.3
SegNet 68.37± 0.8 78.35± 3.5 75.39± 0.8 83.18± 8.2

Image input Image sorting Feature point
extraction

Feature matching

Sparse point cloud
seed patch
acquisition

Patch density
reconstruction

Dense point
cloud model

Figure 6: Flow chart dense point cloud model construction.
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the third and fourth columns represent that the branch only
considers the pixels within the ground real value. From the
results of branch level in this experiment, we know that the
difference improvement process only affects branches, and
the rest of the process only uses these depth values. As shown
in the figure, these processes help to improve the original
results of segmentation and parallax. +e difference im-
proved most significantly, and the branch level Rmse de-
creased from 0.2731 to 0.1064.

In order to evaluate the performance of 3D recon-
struction, it is compared with the 3D skeleton ground au-
thenticity of synthetic image. +is ground truth has 3520
point clouds, and each point cloud contains a 3D skeleton of
synthetic roses. During the evaluation, it is necessary to
obtain the average value of the minimum distance between
each point of the ground truth value and the reconstructed
skeleton.+is parameter canmeasure the average distance of
the reconstructed skeleton relative to the ground truth value.

For objective evaluation, the depth of the reconstruction
point is normalized by the farthest point in the ground truth
of each plant.

+e evaluation results are shown in Table 4, which lists
the distances on each axis x, y, and z, where z represents the
depth and y represents the axis pointing to the ground. It can
be seen that the average distance is less than 1 cm, and the
error on the x-y plane is less than the error on the z axis
(calculated according to the depth). However, this error is
still less than 1 cm. Because the opening size of the end
effector is 1.5 cm and is curved at the tool tip, this accuracy
indicates that the trimming process has met the require-
ments. An example of three-dimensional reconstruction
obtained using different input images is shown in Figure 8,
which can intuitively see that the results obtained by this
method are basically consistent with the facts.

Figure 8 reflects the comparison between real photos and
artificial reconstruction results rendered from equivalent

(a) (b) (c) (d) (e)

Figure 7: Examples of results obtained by segmentation of sample images using different methods. (a) Object. (b) DeepLabv3. (c) U-net. (d)
FCSN. (e) SegNet.

Table 3: +e calculation results of image, branch, and slice related indexes obtained before and after the application of the algorithm.

Algorithm
Image Branch Slice

Rmse Sq-rel Rmse Sq-rel Precision Recall F1
PMVS 0.5793± 0.4 0.0846± 0.3 0.2731± 0.4 0.0289± 0.2 89.72± 3.9 92.89± 2.7 90.37± 2.7
Improved PMVS 0.5016± 0.1 0.0549± 0.1 0.1064± 0.3 0.0079± 0.1 93.15± 3.6 92.16± 2.4 93.27± 2.4

2D image Skeleton of branch 3D resconstruction

Figure 8: 3D reconstruction results obtained using improved PMVS.

Table 4: +e average distance between 3D reconstruction and ground real point cloud.

Distance Mean (m) Std (m)
x 0.00248 0.00385
y 0.00373 0.00379
z 0.00539 0.00748
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positions. Due to the vertex attribute transfer, the color
gradient in the ground texture remains unchanged in 3D
reconstruction. +e experimental results show that the
image data is structurally processed, and then the conversion
from two-dimensional image to three-dimensional scene
can be better realized by using this algorithm.

5. Conclusion

According to the requirements of 3D reconstruction of
outdoor garden scene, the feature point extraction algorithm
is studied, and the implementation principle and charac-
teristics of the extraction operator are described. A method
that can add stable feature points in weak texture region is
proposed, which is based on the principle of SIFTalgorithm.
+is method can effectively increase the number of feature
points in the sparse texture region and provide more in-
formation for later processing. +is paper focuses on the
learning and research of PMVS dense reconstruction al-
gorithm. Aiming at the problem of false matching in the
feature point matching stage, a matching candidate point
selection strategy is proposed. +is method sorts the can-
didate points in descending order based on the linear dis-
tance in three-dimensional space. Experiments show that
this method can effectively reduce false matching and im-
prove the reconstruction accuracy. Although the method in
this paper restores the complete structure of the scene to a
great extent, there will still be holes in the reconstruction
model in the case of large illumination differences. +ere-
fore, the algorithm still has some problems to be improved
and optimized. How to obtain the seamless texture of the
scene in the environment of inconsistent illumination is a
problem that needs to be solved in the future [32–35].
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)e existing research paradigm has caused the research of educational theory to be criticized for lack of logic and scientificity.
With the gradual deepening and refinement of the development of smart education platforms, the educational process can be
quantified, and the research paradigm of educational science has moved from a sampling model to a full-sample model, and it has
become a real empirical science. )is paper combines the Internet of )ings technology to construct a hybrid intelligent learning
system and applies it to digital education in a diverse society to construct a functional structure of the extraction system.Moreover,
starting from the actual situation of intelligent education, this paper combines a simulation system to implement an IoT-assisted
hybrid intelligent learning architecture and evaluates the teaching effect of the system. )rough experimental research, it can be
known that the IoT-assisted hybrid intelligent learning framework based on social diversified digital education has certain effects
and has a certain reference effect for the development of subsequent intelligent education.

1. Introduction

)e Internet of )ings is the third wave in the development
of the world’s information industry. )e Internet of )ings,
in layman’s terms, is a network that connects objects to
objects based on the Internet. It uses sensors, positioning
systems, and other information equipment to connect any
object to the Internet according to a certain protocol and can
realize various information exchange and communication
between interconnected objects and finally realize the in-
telligent management of objects [1]. )e realization of the
overall concept of the Internet of )ings relies on a number
of technological inventions, and its key technologies cover
the entire information processing process from acquisition,
transmission, processing, and storage to application. For
objects connected to the network, the Internet of )ings has
a perception function. By reading the electronic tag of the
object, various information can be collected in real time, and
after a series of processing, the data information is trans-
mitted to the Internet according to the communication
protocol [2]. Finally, it uses intelligent computing tech-
nology to process the collected data and information and

finally realizes the intelligent control of networked objects.
Generally speaking, the network architecture of the Internet
of )ings is a three-layer structure, namely, the perception
layer, the network layer, and the application layer. )e
perception layer is the source of the Internet of )ings
information and the bottom layer of the Internet of )ings
architecture. At this layer, it is mainly responsible for col-
lecting and perceiving various raw data information. )e
network layer is responsible for connecting various data and
information collection and perception networks to the In-
ternet, so as to realize the storage, integration, and long-
distance transmission of information. )e application layer
is responsible for data mining, that is, the discovery and
presentation of various services, and decision-making on
applications. )e following will introduce the core tech-
nology of the Internet of )ings system RFID radio fre-
quency identification technology and WSN wireless sensor
network and Internet of )ings grid technology [3].

)e smart education platform gathers countless data that
was previously unseen, uncollected, and ignored. Whether it
is the reform of the macro system and system, or the reform
of the micro teaching methods and management methods, it
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can be through the in-depth mining of the smart education
platform and the association with big data in other fields
(such as public security, transportation, social security, and
medical care). Analyze and find the crux of the problem,
identify the unique laws of educational development in
different regions, and then prescribe the right medicine to
implement reforms.)erefore, educational decision-making
will no longer rely excessively on experience, brainstorming,
and simple statistical results but will turn to scientific de-
cision-making based on data. In the learning environment of
the smart education platform, techniques and methods of
mathematical statistics, machine learning, and data mining
can be used to process and analyze data, discover the
mechanism of student learning, and use it to optimize
learning and develop adaptive learning, self-directed
learning; it can also analyze the teacher’s course teaching in
depth, so that teachers can provide students with more
targeted teaching interventions based on data analysis; it can
also evaluate the management effectiveness of managers in
order to improve the existing assessment methods and
management methods. )e smart education platform can
continuously collect learners’ learning behavior data and
perform intelligent analysis, such as pushing appropriate
learning resources based on learner models, conducting
personalized learning evaluations, providing accurate di-
agnosis results, and providing them with truly personalized
learning resources, learning activities, learning paths,
learning tools and services, etc. In the smart education
platform environment, various data collection technologies
can be used to collect information on school profiles, faculty,
school funding, books andmaterials, equipment, majors and
courses, teaching management, teaching process, teaching
results, basic student conditions, etc. In order to achieve the
purpose of comprehensive monitoring of education quality,
a comprehensive and dynamic teaching quality monitoring
system is formed.

)is article combines the Internet of )ings technology to
construct a hybrid intelligent learning system, applies it to digital
education in a diverse society, and verifies the system to provide
a theoretical reference for subsequent intelligent education.

2. Related Work

)e Internet of )ings, literally understood, is the Internet
between things and things [4]. )e concept of the Internet of
)ings was first proposed in 1999 by Professor Kevin Ash-
ton of the Massachusetts Institute of Technology in the
United States. It is based on Internet technology to use radio
frequency identification, wireless data communication, and
other technologies to construct a network covering every-
thing in the world, so as to realize the automatic identifi-
cation of items and the interconnection and sharing of
information [5]. )e US “Technology Review” believes that
the sensor network technology in the Internet of )ings
technology will become one of the top ten technologies that
will change the world in the future.

After the construction plan of the smart education platform
was proposed, many experts and scholars, government edu-
cation departments, and enterprises have begun to conduct

various researches, analyses, and constructions on the theo-
retical basis, development plan, framework scheme, and design
ideas of the smart education platform. In terms of the theo-
retical construction of the smart education platform, many
experts and scholars start with the concept of smart education
as the core and start with the current education status and
educational needs to study the theoretical design and devel-
opment of the smart education platform [6]. Literature [7]
proposed the following ideas for the construction of a com-
prehensive service platform for regional smart education. )e
overall plan of the platform is coordinated and implemented
step by step and then driven by user needs to integrate various
technologies for innovation. After that, the platform is grad-
ually upgraded and gradually improved, and then it is inter-
connected with the national education resources and education
management platform to open up and expand. Literature [8]
proposed that the construction of a smart education platform
must be innovative in three aspects: technological innovation
(intelligence of terminals, systems and platforms), model in-
novation (mixed education becomes the mainstream of plat-
form teaching), and evaluation innovation (reform traditional
“input” education). Literature [9] proposed that the design of
smart education platform should follow six principles: ad-
vanced and scientific principles, comprehensive and integrated
principles, ease of operation, scalability, and security. Literature
[10] proposes to build a regional smart education platform to
achieve the use of cloud computing concepts, the integration of
educational information hubs, and the sharing of educational
information resources. Literature [11] proposed that the smart
education cloud computing platform must have five basic
characteristics, namely, on-demand self-service, ubiquitous
network access, division of independent resource pools, rapid
flexibility, and measurable services.)e key technologies of the
smart education cloud platform need to include five aspects:
service scenario recognition, smart information extraction,
smart information processing, smart information retrieval, and
smart information push. In terms of the construction and
development of smart education platforms, major IT compa-
nies and enterprises around the world rely on their own strong
economic and technical strength to continue to cooperate with
governments and colleges and universities around the world to
develop smart education platforms. Taking IBM as an example,
in terms of smart education, IBM theoretically put forward five
major strategies for learning with any device, shifting to a
learner-centered, building a learning community, professional
learning services, and systematic education [12]. At the same
time, IBM relied on its strong economic and technical strength
to cooperate with many top universities at home and abroad to
create a “smart campus” and summed up many effective
practical experience, such as integrating campus information
platform, helping campus transformation, modular, high-
performance computing resource services [13].

3. Internet of Things Learning Method

Internet of )ings clustering is an unsupervised classifica-
tion process. It does not need to provide prior knowledge
about sample category labels. It can only give a reasonable
division of things based on the similarity between samples,
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which is different from the classification in data mining.
Clustering pays more attention to finding the potential
structure of the sample set and divides the set into several
subsets with a smaller degree of relevance. From the point of
view of the classification of sample points, clustering
methods are mainly divided into two categories: the first
category is hard partitioning, which stipulates that each
sample belongs to only a certain category, and the boundary
between the categories is clear: the second category is a
softening score, that is, fuzzy clustering. It no longer requires
that each sample point belong to only one class but uses the
degree of membership to express the probability that the
sample belongs to a certain class. )e greater the degree of
membership, the more likely the sample point belonging to
this category. Since natural processes are generally fuzzy,
fuzzy clustering is closer to the real situation in nature. )e
focus of clustering technology research mainly includes
cluster analysis, similarity measurement, and cluster validity
evaluation.

)e mathematical model of cluster analysis is as follows:
we set X � x1, x2, ..., xn􏼈 􏼉 as the sample set to be clustered,
which includes n sample points. We denote each sample in X
as xi � xi1, xi2, ..., xim􏼈 􏼉, which has m feature attributes.
Cluster analysis is to divide the n samples in the sample set X
into k disjoint sample subsets C1, C2, . . ., Ck according to
their characteristic attributes and require them to meet the
following conditions [14]:

C1 ∪C2 ∪ ...∪CK � C; Ci ∩Cj � ∅, 1≤ i≠ j≤ k. (1)

)e membership relationship of sample xj(1≤ j≤ n)

relative to subset Ci(1< i≤ k) can be expressed as a mem-
bership function [15]:

uCi
xj􏼐 􏼑 � uij �

1, xj ∈ Ci

0, xj ∉ Ci

.
⎧⎨

⎩ (2)

Among them, each sample can and can only belong to a
certain subset, and each subset is nonempty, so the mem-
bership function must satisfy the condition uij ∈Mhk.

Mhk � uik
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In fuzzy clustering, the sample set and X are divided into
k fuzzy subsets 􏽥C1,

􏽥C2, . . . , 􏽥Ck, and the membership degree
uij ∈ [0, 1] of the sample; the conditions that need to be met
are as follows:

U
i�1

K

supp 􏽥Ci􏼐 􏼑 � C; uij ∈ [0, 1]; 􏽘
k

i�1
uij � 1; 0< 􏽘

n

j�1
uij < n,∀i.

(4)

Among them, supp represents the support set of the
fuzzy set.

Similarity measurement is an important problem in
clustering. It is the basis for judging the similarity between
different samples. )erefore, choosing a suitable similarity

measurement method can greatly improve the accuracy of
the clustering algorithm. )ere are many ways to measure
similarity in clustering, and the commonly used methods are
as follows:

We have two sample points x1 � (x11, x12, ..., x1m) and
x2 � (x21, x22, ..., x2m), the distance between them is d1,2,
and the commonly used distance in cluster similarity
measurement is expressed as follows:

(a) Euclidean distance is [16]

d1,2 �

�������������

􏽘

m

j�1
xi,j − x2,j􏼐 􏼑

2

􏽶
􏽴

. (5)

(b) Manhattan distance is

d1,2 � 􏽘
m

j�1
xi,j − x2,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (6)

(c) Chebyshev distance is

d1,2 � lim
q⟶∞

􏽘

m

j�1
xi,j − x2,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
q

⎛⎝ ⎞⎠

1/q

. (7)

(d) Minkowski distance is

d1,2 �
p

������������

􏽘

m

j�1
xi,j − x2,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
p

􏽶
􏽴

. (8)

Among them, p is a variable parameter. When p� 1,
the Minkowski distance is the Manhattan distance:
when p� 2, it is the Euclidean distance; when
p − >∞, it is the Chebyshev distance. According to
the different parameters, Min’s distance can repre-
sent a certain kind of distance [17].

(e) Mahalanobis distance is as follows:
We have sample sets X � x1, x2, ..., xn􏼈 􏼉 and
xi � xi1, xi2, ..., xim􏼈 􏼉, the covariance matrix is S, and
the mean value is denoted as vector u. )en, the
Mahalanobis distance of the sample vector X to u is
expressed as

D(X) �

�����������������

(X − μ)
T
S

−1
Xi − μ( 􏼁

􏽱

. (9)

Among them, theMahalanobis distance between the
vectors Xi and j is defined as

D Xi, Xj􏼐 􏼑 �

��������������������

Xi − Xj􏼐 􏼑
T
S

−1
Xi − Xj􏼐 􏼑

􏽲

. (10)

When the covariance matrix is the identity matrix,
the Mahalanobis distance is expressed as Euclidean
distance.

(f ) Hamming distance is as follows:
Hamming distance is a relatively special distance
measurement method, which is a distance
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measurement method based on binary codes. We
suppose that s1 and s2 are two equal-length binary
code strings, and the Hamming distance between
them is defined as the minimum number of re-
placements required to change one of the code
strings to the other. For example, the Hamming
distance between the binary code strings “1111” and
“1001” is 2.

)e similarity coefficient can describe the degree of
similarity between samples. )e more similar the two
samples, the greater the similarity coefficient. )e similarity
coefficient S between sample points X and Y needs to meet
the following conditions [18]:

① |S(X, Y)|≤ 1
② |S(X, Y)| � S(Y, X)

③ S(X, X) � 1

Commonly used similarity coefficients include angle
cosine and correlation coefficient, and their calculation
formula is as follows [19]:

)e angle cosine is

cos(θ) �
􏽐

m
j�1 x1jx2j

�������
􏽐

m
j�1 x

2
1j

􏽱 �������
􏽐

m
j�1 x

2
2j

􏽱 . (11)

When the two vectors are in the same direction, the
cosine of the angle is 1.When they are orthogonal, the cosine
of the angle is 0.

)e correlation coefficient is

R(X, Y) �
􏽐

m
j�1 x1j − x1􏼐 􏼑 x2j − x2􏼐 􏼑

��������������

􏽐
m
j�1 x1j − x1􏼐 􏼑

2
􏽱 ��������������

􏽐
m
j�1 x2j − x2􏼐 􏼑

2
􏽱 . (12)

)e correlation coefficient is the cosine of the angle
between the standard deviation of the vector, and it
indicates the degree of linear correlation between the two
vectors.

Information entropy is a quantification method of
information, which indicates a measure of the degree of
dispersion of distribution. )e more scattered the sample
distribution, the greater the information entropy; the
tighter the sample distribution, the smaller the infor-
mation entropy. )e calculation formula is as follows
[20]:

Entropy(X) � 􏽘
n

i�1
−pilog2pi. (13)

Among them, X is the sample set, n is the number of
sample classifications, and p is the probability of occurrence
of the i-th type element in X.

In people’s practice, it is often necessary to deal with data
sets with mixed attributes. )is kind of data has both nu-
merical and nonnumerical attributes. We have two sample
points X(x1, x2, ..., xm, ..., xn) and Y(, y1, y2, ..., ym, ..., yn).
)eir first m dimensions are numerical attributes, and m+ 1
to nth are nonnumerical attributes. )e distance between
them is as follows:

d(X, Y) �

�������������������������

􏽘

m

i�1
xi − yi( 􏼁

2
+ 􏽘

m

j�m+1
δ xk, yk( 􏼁

2

􏽶
􏽴

,

δ(a, b) �
1, a � b

0, a≠ b
.􏼨

(14)

In order to solve the clustering problem of nonconvex
data sets, people have improved the basic similarity mea-
surement methods, such as manifold distance and kernel
distance.

Manifold distance is a new distance measurement
method designed for manifold data sets. It can well reflect
the similarity between two points in the data set of manifold
distribution. It is defined as follows:

(I) )e length of the line segment on the manifold: we
set x and y as any two points in the space; then, the
length of the line segment on the manifold between
them is

L xi, xj􏼐 􏼑 � ρdist xi,xj( 􏼁
− 1. (15)

Among them, dist(xi, yj) is the Euclidean distance
between xi and yj, and ρ< 1 is the expansion factor.

(II) Manifold distance: we regard the data points as the
vertices of the graph G� (V, E), and ρ ∈ Vl repre-
sents the path connecting the points p1 and p|p| of
length l � |p| on the graph, where the edge is
(pk, pk+1) ∈ E, 1≤ k≤P|p|. pij represents the set of all
paths connecting the data points xi and xj, and the
manifold distance is expressed as [21]

Dij � min 􏽘

|p|−1

k�1
L pk, pk+1( 􏼁. (16)

As shown in Figure 1, in the data set of manifold dis-
tribution, the similarity of the two points a and e is sig-
nificantly higher than the similarity of the two points a and f,
but the Euclidean distance of the former is greater than the
latter. If Euclidean distance is used as a measure of similarity,
it cannot reflect the spatial consistency of the samples, while
the manifold distance can better solve this problem.

Although the manifold distance has obvious advantages
in data sets with complex distribution, its computational
complexity is higher. Compared with the manifold distance,
the core distance has lower computational complexity. )e
kernel method first maps the original data set to a high-
dimensional complex nonlinear feature space and then finds
the distance between two sample points in this mapping
space, which is the kernel distance. In this feature space, the
original linearly inseparable data set may become linearly
separable. )erefore, it can simplify the structure of the data
set and improve the adaptability of the clustering algorithm
to complex data sets.

)e sample set x1, x2, ..., xN􏼈 􏼉 of the input space is
mapped into the feature space and becomes
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Φ(x1),Φ(x2), ...,Φ(xN)􏼈 􏼉. )en, the distance (kernel dis-
tance) of the sample points xi, xj in the feature space is [22]

dH xi, xj􏼐 􏼑 �

���������������

Φ xi( 􏼁 −Φ xj􏼐 􏼑
�����

�����
2

􏽲

�

����������������������������������

Φ xi( 􏼁Φ xi( 􏼁 − 2Φ xi( 􏼁Φ xj􏼐 􏼑Φ xj􏼐 􏼑Φ xj􏼐 􏼑

􏽱

.

(17)

It is

dH xi, xj􏼐 􏼑 �

����������������������������

K xi, xi( 􏼁 − 2K xi, xj􏼐 􏼑 + K xj, xj􏼐 􏼑

􏽱

. (18)

Among them, K(xi, xj) is the kernel function, and the
commonly used kernel functions are as follows:

① Polynomial kernel: K(xi, xj) � (xixj + 1)d, where d
is an integer

② Gaussian kernel: K(xi, xj) � exp(−β‖xi − xj‖
2),

β> 0
③ Two-layer neural network sigmoidal kernel:

K(xi, xj) � tanh(−b(xixj) − c), where b and c are
custom parameters

As shown in Figure 2, the sample set is linearly insep-
arable in the original space, but when it is mapped to the
feature space through the kernel function, it becomes lin-
early separable. Because the kernel method is simple and
easy to use and can improve the performance of the algo-
rithm, it has been widely used in clustering.

Cluster analysis can divide the original sample set
into multiple sample subsets, but is the result of the
division reasonable? How to compare the results of
different divisions? )is requires evaluation of the ef-
fectiveness of clustering. A good effectiveness evaluation
method can not only judge the performance of the
clustering algorithm, but also guide the algorithm to
obtain better results. )erefore, the cluster validity
evaluation T is also one of the research focuses in the
clustering problem.

Criteria for evaluating the pros and cons of clustering
algorithms generally include high-dimensionality, scal-
ability, ability to handle noise, discovering clusters of

arbitrary shapes, minimizing domain knowledge for de-
termining input parameters, and sensitivity, interpretability,
and usability of input record order.

In order to evaluate the clustering results, people have
proposed a lot of clustering effectiveness evaluation indi-
cators; these indicators are mainly used to evaluate the
tightness between clusters and the degree of dispersion
between clusters in the clustering results. )ere are various
clustering effectiveness indicators. )e following will focus
on the effectiveness indicators that will be used in this
paper.

3.1. Clustering Accuracy. )e clustering accuracy rate
compares the true class labels of each sample with the class
labels obtained by clustering and obtains the percentage of
correctly divided samples in the sample set. Its definition is
as follows:

CC(T, S) �
1
m

􏽘
T

i�1
maxConfusion(i, j), (i � 1, . . . , T; j � 1, . . . , S).

(19)

Among them, m represents the number of samples in
the sample set to be clustered; T represents the number of
true categories of the sample set; S represents the number
of categories obtained by clustering; Confusion(i, j)
represents the confusion matrix; in the matrix, (i, j)
represents the number of samples that appear in the i-th
category in the real category and the j-th category in the
clustered category at the same time. CC ∈ [0, 1], the larger
the value, the better the effect of the clustering algorithm.

3.2. Adjusted Rand Index (ARI) Indicator

R(T, S) �
􏽐lk

nlk

2( 􏼁 − 􏽐l
nln

2( 􏼁∗􏽐k
nnk

2( 􏼁􏼂 􏼃/ n
2( 􏼁

(1/2) 􏽐l
nln

2( 􏼁 + 􏽐k
nnk

2( 􏼁􏼂 􏼃 − 􏽐l
nln

2( 􏼁∗􏽐k
nnk

2( 􏼁􏼂 􏼃/ n
2( 􏼁

.

(20)

Among them, nij represents the number of samples
belonging to category I and category k at the same time, k(l
eT′, k e S), and T and S represent the true category and
the category obtained by clustering, respectively. )e
larger the value, the better the clustering effect. R(T, S)e[0,
1], the larger the value, the better the effect of the clus-
tering algorithm.

3.3. Van Dongen (VD) Criterion Index

VD �
2N − 􏽐imaxjnij − 􏽐jmaxinij􏼐 􏼑

2N
. (21)

Among them, n represents the number of samples in the
sample set, and nij represents the number of samples of the i-
th class in the real class and the j-th class in the clustered
class label at the same time. V D ∈ [0, 1], the smaller the
value of VD, the better the clustering effect.
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Figure 1: Manifold distance and Euclidean distance.
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4. IoT-Assisted Hybrid Intelligent Learning
Architecture Based on Digital Education in a
Diverse Society

)rough the analysis of the system function, after long-term
investigation and demonstration, a more feasible design plan
is finally determined, as shown in Figure 3:

(1) )e system hardware is divided into five parts: main
control unit, wireless communication unit, air conditioner
infrared remote control unit, lighting control unit, and
power supply unit. (2) )e main control chip of the main
control unit and the lighting control unit adopts
STM32F103ZET6, the single-chip microcomputer of the
communication unit adopts PIC18F45K22, and the single-
chip microcomputer of the air-conditioning infrared remote
control unit adopts STM8S103S3P6. )e main control unit
mainly implements functions such as collection of indoor
environment conditions, control of hardware equipment in
the classroom, and display of indoor environment. (3) )e
wireless communication unit mainly realizes the functions
of the main control module collecting environmental data
and uploading it to the database, sending alarm short
messages and receiving control commands. (4) )e infrared
remote control unit of the air conditioner uses the
STM8S103S3P6 chip as the control core, which can realize
the functions of learning, storing, restoring, and sending the
infrared remote control code of the air conditioner. (6)
Indoor environmental quality testing includes testing of
information such as temperature and humidity, light in-
tensity, carbon dioxide concentration, formaldehyde con-
tent, and PM2.5 concentration. (7) )e communication
between the hardware device and the server is realized
through the SIM900a module. )e communication unit
uploads the environmental detection information sent by
the main control unit to the database via the GPRS network
in the POSTmode and receives the control information sent
by the monitoring platform at the same time. (8))e electric
curtains are driven by a decelerating DCmotor, the lights are
LED energy-saving lamps, and the alarm device uses sound
and light and SMS alarm methods. (9) )e smart classroom
system can judge the distribution of students in the class-
room based on the video surveillance images in the class-
room, and the light control unit can turn on the lights near
the students and adjust the brightness of the lights. )e

adjustment of the brightness of the light is controlled by the
PWM output of the single-chip microcomputer, and the
fuzzy control algorithm is adopted to keep the light intensity
in the classroom within a proper range.

)e whole system needs to realize many functions and
cannot be controlled by a single-chip microcomputer. )e
system is divided into five parts: main control unit, wireless
communication unit, air conditioner infrared remote con-
trol unit, lighting control unit, and power supply unit. )e
various parts are relatively independent and cooperate with
each other with the main control unit as the core to realize
the overall function of the system together. )e overall block
diagram of the hardware circuit is shown in Figure 4:

)e overall hardware structure diagram of the gateway
subsystem is shown in Figure 5. A gateway is a network
device that serves as the important task of conversion and is
used between two systems with different communication
protocols and different data formats. Moreover, it can be
used for both local area networks and wide area networks.

)e software architecture of the gateway subsystem is
shown in Figure 6. )e lightweight TCP/IP protocol LwIP
and WebServer web server run on the FreeRTOS operating
system, and the WebServer will call the interface function of
LwIP to send and receive data packets to the network. )e
GCI application that processes the data runs on the Web-
Server. )e data will be sent to the Hyun web page through a
form, and finally the data will be sent to the server in the
form of the Hunload web page.

According to the main tasks and characteristics of
multimedia classroom management, the multimedia
classroom integrated management system can be divided
into five functional sections. Its structure is shown in
Figure 7.

In the design of the application layer of the system, this
paper uses the advantages of cloud computing to realize the
efficient operation and management of the system and the
intelligent interaction of data and information. Moreover,
this paper finally transmits the effective data information to
the database server of the central control room through the
network and displays it on the electronic screen. )e system
can remotely monitor and control the terminal teaching
equipment of the multimedia classroom in real time, can
accurately express the status information of various
equipment in the classroom and the cause of the failure, and

Φ: x→Φ (x) 

Figure 2: )e distribution of samples in the original space and feature space.
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Figure 3: Block diagram of a smart classroom system based on Internet of )ings technology.
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can also assist the administrator to solve the equipment
failure remotely and improve work efficiency. In addition, it
can help teachers in class operate and use various teaching
equipment correctly. )e network topology of the system is
shown in Figure 8.

)is paper verifies the performance of the above-built
system. Starting from the actual situation of intelligent
education, this paper combines the simulation system to
build an intelligent IoT-assisted hybrid intelligent learning
architecture. Moreover, this paper evaluates the teaching

Control Center

Network central
control management

server

Gathering
nodes

Network
controll

Computers

Other devices

Projector
node

Screen
node

Campus
network

Control panel

Improved RFID

Screen nodeProjector node

Figure 8: Network topology of multimedia classrooms based on the Internet of )ings.

Table 1: System experimental performance.

Number Digitizing Teaching effect Number Digitizing Teaching effect
1 94.6 86.6 25 87.3 89.9
2 96.1 79.5 26 91.6 86.9
3 96.1 81.5 27 89.7 90.5
4 96.1 80.5 28 91.2 90.2
5 87.3 80.4 29 91.5 91.6
6 90.7 79.3 30 96.9 88.3
7 93.7 88.0 31 92.8 88.4
8 89.7 88.2 32 89.9 86.7
9 93.3 82.7 33 93.5 80.7
10 96.4 88.7 34 95.6 93.1
11 94.9 86.8 35 88.0 87.0
12 90.9 84.0 36 92.1 87.7
13 90.8 89.0 37 92.5 89.7
14 90.5 82.1 38 92.1 79.7
15 94.1 93.2 39 87.1 89.0
16 92.1 90.7 40 96.5 80.4
17 92.1 80.9 41 92.4 85.7
18 88.6 83.5 42 96.6 89.9
19 88.2 88.6 43 88.3 93.5
20 92.0 82.2 44 88.2 93.4
21 87.0 85.7 45 91.5 81.9
22 87.4 80.8 46 96.4 92.6
23 94.4 83.7 47 89.9 85.6
24 96.0 93.6 48 90.8 81.7
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effect of the system from the digitization of the educational
resources of the intelligent learning system and the teaching
effect, and the results shown in Table 1 and Figure 9 are
obtained.

From the above research, it can be seen that the IoT-
assisted hybrid intelligent learning framework based on
digital education in a diverse society has a certain occasional
effect, and it can be used as a reference for the development
of subsequent intelligent education.

5. Conclusion

)is article introduces the elements of the Internet of
)ings into the digital intelligent education system. On the
one hand, this paper builds an IoT smart laboratory to
provide technical and environmental support for digital
intelligent education experiments and remote sharing of
equipment resources. On the other hand, this paper con-
structs the Internet of )ings digital intelligent education
with the concept and technical characteristics of the In-
ternet of )ings, which makes the digital intelligent edu-
cation smarter, more interactive with the outside world,
and more concrete and vivid experimental results. )e
digital intelligent education practice teaching system that
incorporates the Internet of )ings technology is also in
line with the theoretical requirements of the situational
teaching, task-driven teaching, and research teaching
methods advocated by higher education. Moreover, it
conforms to the cognitive and psychological characteristics
of college students’ intense pursuit of new knowledge and
new things and conforms to the goals and directions of
quality education and innovation education in contem-
porary universities. )is article combines the Internet of
)ings technology to construct a hybrid intelligent learning
system, applies it to digital education in a diverse society,
and validates the system to provide a theoretical reference
for subsequent intelligent education.
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In order to improve the effect of classroom teaching and realize the improvement of mathematics teaching quality, this article
combines data-driven decision-making technology to design a mathematics teaching plan system and applies data-driven
decision-making technology to the design of mathematics teaching plan by improving the big data algorithm. In addition, this
paper designs a mathematics teaching plan design system based on data-driven decision-making technology. )e system learning
module displays the knowledge points in a chapter-sequential navigationmode and stores data or information in the nodes, which
are connected to form a network structure through chains. Finally, this paper verifies the designed system with experiments. From
the results of the experimental research data, it can be seen that the mathematical teaching plan design system based on the data-
driven decision-making technology constructed in this article has good practical effects. On this basis, the system constructed in
this article can be verified through further practice.

1. Introduction

Big data has already had a significant impact in various fields
such as finance, commerce, and medical care. In the financial
field, big data technology helps to achieve precision mar-
keting, improve risk control, and improve operations. In the
business field, it helps e-commerce companies analyze cus-
tomer characteristics and achieve personalized recommen-
dations. In the medical field, it improves and optimizes the
diagnosis of diseases and the formulation of dynamic treat-
ment plans and promotes precisionmedicine [1]. Data-driven
decision-making has become a development trend in the era
of big data, and precision and personalization have become
keywords in the era of big data. In the education field, with the
continuous integration of information technology and con-
temporary education, as well as the wide application of
various digital intelligent systems and intelligent terminals in
educational practice, enormous behavioral data in the edu-
cation and teaching process can be recorded and saved, in-
cluding education management data, student basic
information data, and learning behavior data. )ese data are
large in quantity and diverse in types, and the temporal and
contextual characteristics of education make the data

generated in the education field have natural time charac-
teristics and contextual connotations [2]. Carrying out pre-
cision teaching is of great significance. In educational
practice, students have different qualifications, cognitive
levels, learning styles, and learning motivations. For example,
some students are good at verbal expression, some students
are good at hands-on operation, some students like to study
independently, some students like to learn in groups, some
students are more self-conscious and motivated, and some
students are relatively passive. Different students respond
differently to the teaching plan, and correspondingly there are
differences in the teaching effects [3].

)is paper combines big data technology to design and
research mathematics teaching schemes, builds a corre-
sponding intelligent system, and combines experimental
research to verify the system, providing theoretical refer-
ences for subsequent mathematics teaching reforms.

2. Related Work

tIn recent years, with the development of the Internet and
information technology, data analysis platforms have
gradually been enriched and improved. Moreover, teaching
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software based on big data is gradually being developed and
applied, and teaching software is constantly being devel-
oped and improved. At present, they are relatively mature
and have exerted a certain effect in actual teaching. In the
survey of data, it is concluded that schools use extremely
large data extensively, which can play a significant role in
assisted teaching [4]. It can play a significant role in test
analysis and test paper comment based on big data and can
be effectively applied in mathematics, English, and other
subjects. Zhixue is also widely used in the teaching of
various disciplines, which provides a strong guarantee for
the realization of precision teaching and the improvement
of teaching effects [5]. )e data analysis teaching platform
and software have very prominent features. First of all, the
application of data analysis software makes it easier for
teachers to organize and correct test papers. Without
changing the test paper reviewing habits, it can also enter
data into the corresponding teaching system. )e traces of
problem solving and correction retained in the test paper
can make students clearer [6]. Secondly, the data analysis
teaching software can eliminate teachers’ need to spend a
lot of time and energy on the examination paper correction
and statistics, so the teachers’ time and energy are liberated,
and the limited time and energy can be devoted to other
teaching activities. Furthermore, the application of data
analysis teaching platform can improve the promotion and
strengthening of data analysis for precision teaching. On
the basis of scientific data analysis, teachers can achieve
personalized and precise guidance to students, and stu-
dents can also form more scientific and accurate cognition
of themselves [7].

)e big data teaching platform and software can use
information technology to automatically form a personal-
ized wrong question bank, which provides a solid founda-
tion for the development of professional and accurate test
analysis for teachers. Teachers can use daily teaching big data
for later exams and choose error-prone questions, key and
difficult points, and other content to organize papers to help
them improve the efficiency of proposition papers [8]. )e
data analysis platform software will be based on the different
learning foundations of each student, and the system can
also automatically push exercises on the weak points of
knowledge to the students to help fill in the gaps. )us, it
contributes to the improvement of test analysis and student
evaluation [9].

Big data in the education field can be divided into a
broad sense and a narrow sense. )e broad sense of edu-
cation big data generally refers to all human behavior data
derived from daily educational activities. Data refers to
learner behavior data, which mainly comes from the student
management system [10]. In addition, the innovation of big
data develops along the direction of “data–big data–data-
driven innovation–data analysis and prediction”. In this
process, big data will inevitably affect education innovation.
Moreover, in the process of promoting the continuous
digitization of high school mathematics content, it also
creates infinite possibilities for content arrangement based
on “knowledge chain” and “data chain.” In addition, cut-
type, play-type, list-type, and mass-customized

mathematical content emerge at the historic moment [11].
Educational big data drives teaching governance. It is dif-
ficult for traditional experience-based management methods
to achieve high-efficiency teaching goals. By mining and
collecting educational big data treasures, a large amount of
digital information (such as pictures, audio, and video)
generated in teaching is converted into processable data,
forming educational big data with valuable reference and
analysis [12]. According to literature [13], the normal
monitoring of the teaching operation of colleges and uni-
versities and the establishment of a national undergraduate
database constitute an inevitable trend of education infor-
matization and also an important content of building a
higher education teaching quality assurance system.)e goal
and content of the construction status database are studied,
and the in-depth analysis and mining of the basic status data
of colleges and universities are proposed to better serve the
teaching management of colleges and universities.

3. Improved Algorithm of Teaching System
Based on Big Data Technology

Spread routing is the most classic multicopy routing, which
mainly spreads message copies rapidly to the network
through active delivery. When two nodes meet, they will
exchange messages that are not available to each other
through the message information summary vector table in
each node, and the summary vector table is constantly being
updated. )e message will spread rapidly throughout the
network like a virus to increase the probability of the
message reaching the sink node. In this way, we can increase
the message delivery rate to some extent [14]. However,
because there are too many message copies, they will quickly
occupy the limited storage space of all nodes and easily cause
network congestion. In addition, frequent message sub-
mission between nodes will also accelerate the energy
consumption of nodes, increase network bandwidth pres-
sure, and make the overall network overhead rapidly in-
crease. )erefore, we can see that increasing the submission
rate in this way does not play a positive role.

Figure 1 shows the routing process of the spread routing
algorithm. At time t1, the source node S that generates the
message meets the node A and the node C. At this moment,
node S compares its own summary vector table with node A
and node C. We found that node A and node C did not store
the message. )erefore, node S submits a copy of the
message to nodes A and C. At time t (t2 > t1), node A meets
node B, and node C meets sink node D. Node A will deliver
the copy of the message to node B, node C will deliver the
copy of the message to the sink node D, and the message
transmission is completed at this moment [15].

Considering the huge overhead and caching pressure of
sprawl routing, researchers put forward a spread-waiting
routing algorithm on this basis. )e biggest difference from
sprawling routing is the limited number of message copies.
By controlling the number of message copies, network
overhead and node cache space are alleviated, and the
message delivery rate is also significantly improved. )e
dissemination waiting routing algorithm is usually divided
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into two stages, the dissemination phase and the waiting
phase. In the dissemination phase, the source node mainly
submits a copy of the message to other nodes, while in the
waiting phase, all nodes stop distributing copies of the
message until a node meets the sink node before submitting
the message. According to different distribution methods, it
is divided into source spray and wait routing (SSW) and
binary spray and wait routing (BSW).

Source dissemination waiting route (SSW): In the initial
dissemination stage, the source node copies the initialized
message for L (L> 1), and the source node carries the message
copy to move in the network. When the source node meets
other nodes, one copy of the message will be delivered to the
other node; at this time, the source node’s copies of the
message will be reduced by one. In the future, the source node
will submit a copy of the message every time it encounters a
node, and the number of copies of its own message will be
reduced by one. In the dissemination phase, if the source node
or another node carrying a copy of the messagemeets the sink
node, themessage will be delivered to the sink node to end the
message transmission. If none of the nodes carrying messages
meet the sink node during the dissemination phase, then
when the number of message copies in the source node is
reduced to 1, the network will enter the waiting phase, and the
L nodes carryingmessage copies will not report anymessages.
During the message delivery process, unless one of the nodes
encounters the sink node, the message will continue to be
delivered until the message transmission is completed [16].

Figure 2 shows the routing process of the source-end
dissemination waiting algorithm. At time t, the source node
S generates L copies of the message and carries the message
in the network. At this time, it belongs to the dissemination
phase. At time t2 (t2 > t1), node S encounters relay node C
and then delivers one copy of the message to it. At this time,
the number of message copies in node S becomes L-1. After
that, the source node S will repeat this process [17]. Unless a
certain node meets the sink node during the period and
completes the message transmission, it will wait until the
number of message copies in the source node becomes 1 and
enter the waiting phase; then no nodes will submit the
message until they encounter the sink node.

)e second distributed waiting route (BSW): )e dif-
ference between the second distributed waiting route and the

source-end distributed waiting route is mainly concentrated
in the dissemination stage. After the source node generates L
copies of the message, the source node continues to move
with the message. When the source node and the relay node
meet, the source node will deliver half of its own messages to
the relay node.)at is, L/2 copies of the message are delivered
to the relay node, and the source node itself also has L/2
copies of the message left. After that, each of the two nodes
carries U2 packets to continue moving. When the next relay
node is encountered, half of its own message copies will be
delivered. )e message distribution is shown in Figure 3 [18].

In the dissemination phase, if the node carrying the
message meets the sink node, the message is delivered to the
sink node and the message transmission is completed. If no
node meets the sink node in the dissemination phase, all
nodes continue to distribute half of their own messages to
the meeting nodes. Until the number of message copies of
the source node and other nodes becomes 1, it enters the
waiting phase. At this time, the routing status is the same as
the waiting phase of the source and the waiting for the
routing, and the message is not delivered until the sink node
is met [19].

Figure 4 shows the routing process of the two distributed
waiting algorithms.

Figure 5 shows the routing process of the probabilistic
routing algorithm.

When two nodes enter the communication range of each
other, this means that the two nodes meet. Due to the ex-
ploration interval, node movement rate, buffer space, etc.,
even if nodes meet, they may not be able to find each other or
successfully connect to each other, let alone establishing data
communication, as shown in Figure 6 [20].

In the DTN, all nodes have the function of storing and
forwarding messages. When a node receives a message as an
intermediate node, it will pass the message to the next node.
)e selection of the next node will directly affect the final
delivery of the message. If the probability of the next node
meeting the destination node is greater, the probability of
the message being successfully delivered is also greater.

In DTN, each node stores a two-dimensional table,
which is used to record the probability of encountering other
nodes in the network. In the DTN, time is divided into
several time slices, and the size of each time slice is called the
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Figure 1: Schematic diagram of the spread routing algorithm. (a) t1 moment. (b) t2 moment.
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time period of node movement, which is also called the
period of the two-dimensional table of node update prob-
ability. In different periods, the values of the two-dimen-
sional probability table maintained by each node are
different, and the values in the two-dimensional table will
dynamically change as the network layout changes.

In the DTN, each type of node has its own transmission
range.

In a certain period, the node will automatically scan
other nodes within its transmission range after moving to a
certain position. For the situation in the figure, when node A
scans for node B and node C within its transmission range,
node A can pass the message it carries to node B and node C
at this time. In this case, it is called node A and node B
“meeting,” and node A and node C “meeting.” )e en-
counter here does not mean a real encounter, but the two
nodes are within each other’s transmission range.

In the DTN, the lifetime of the message is set. )e length
of the message lifetime can be set according to the im-
portance of the message. If the message has not been for-
warded when the lifetime expires, the node that carries the
message will automatically delete the message.

In DTN, as the node moves, the probability of any two
nodes retreating will change. Each node in the network
dynamically maintains a two-dimensional table to record the
probability of being transparent to other nodes in the
network. As the cycle changes, each node will dynamically
update the value of its two-dimensional table. We assume
that the probability of node A and node B meeting is
P(A,B), P(A,B) ∈ [0, 1]. When node A and node B meet, they
can send messages to each other. P(A,B) is called the expected
value of node A’s message to node B. As the layout of nodes
in the network changes, the value of P(A,B) will change
dynamically. )e calculation of the probability value is di-
vided into the following three cases:

① When node A and node B meet, the probability of
their meeting will increase. At this time, the corre-
sponding values in the probability tables of node A
and node B need to be updated. In this case, (1) is
required for calculation.

P(A,B) � P(A,B) � P(A,B)old + 1 − P(A,B)old􏼐 􏼑 × Pinit.

(1)
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Figure 3: Dichotomy of the distribution of the number of copies waiting for routing.
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Figure 2: Schematic diagram of source RF routing. (a) t1 time. (b) t2 time.
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Among them, Pinit ∈ [0, 1] is an initial constant.
P(A,B)old is the delivery probability value of the message
delivered by node A to node B in the previous cycle.
After calculation, the value of P(A,B) will increase.

② When node A and node B have not met within k
cycles, this means that the possibility of node A
transmitting messages to node B is getting smaller
and smaller, so the expected value will continue to
decrease. At this time, (2) is needed for calculation.

P(B,A) � P(A,B) � P(A,B)old × c
k
. (2)

Among them, c ∈ [0, 1) is the attenuation factor. k is
the time period between the last calculation of P(A,B)

and this calculation.
③ If node A and node B frequently meet, and node B

and node C frequently meet, then node C can be
regarded as a goodmessage forwarding node between
node A and node B. In this case, node A can deliver
messages to node C through node B, and the expected
value P(A,C) of messages delivered by node A to node
C increases, which is calculated by the following
formula:
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Figure 4: Schematic diagram of the second distributed waiting route. (a) t1 time. (b) t2 time. (c) t3 time. (d) t4 time.
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P(A,C) � P(A,C)old + 1 − P(A,B)old􏼐 􏼑 × P(A,B) × P(B,C) × β.

(3)

Among them, β ∈ [0, 1] is the scaling factor, which is
used to indicate the degree of the message delivery.

)ese three situations are the changes in the transfer
probability during the movement of the node, which in turn
are the update of the probability of the node transferring the
message, the attenuation of the probability of transferring
the message between the nodes, and the transfer of the
message between the nodes.

)e PPT routing algorithm is similar to the EDC
routing algorithm. When any two nodes in the network
meet, they will exchange each other’s SV value, including
the probability value of the node meeting the destination
node, that is, the delivery probability value of the message.
Furthermore, the corresponding value in the two-dimen-
sional table of probability maintained by the node is
updated by (1)–(3).

We assume that P(A,D) represents the delivery proba-
bility value of the message from node A to node D, that is,
the probability of the message being delivered from the
intermediate node A to the destination node D. Based on the
above analysis, the delivery probability value of the message
is determined by two factors: the probability of the historical
encounter of the node and the duration of the historical
encounter of the node.P(A,D)old is the probability of his-
torical encounter between node A and node D, T(A,D)old is
the historical encounter duration of node A and node D, and
TU(A,D)old is the duration of historical link disconnection
between node A and node D. Each node in the network
maintains a two-dimensional table, and the structure of the
two-dimensional table maintained by node A is shown in
Table 1.

If it is assumed that the current time is the mth meeting
of node A and nodeD, the historical meeting duration of the
node is T(A,D)old � 􏽐

m−1
i�1 (Ti+1

(A,D)start − Ti
(A,D)start). Among

them, Ti
(A,D)start is the start time of node A and node D’s ith

encounter, and Ti
(A,D)end is the disconnection time of node A

and node D’s ith encounter. )e historical disconnection
duration of the node is
TU(A,D)old � 􏽐

m−1
i�1 (Ti+1

(A,D)start − Ti
(A,D)start).

When two nodes A encounter nodeD, they calculate and
update the node message delivery probability value
according to (4) and update the two-dimensional table of
node A’s delivery probability value at the same time.

P(A,D) � P(A,D)old + 1 − P(A,D)old􏼐 􏼑 × Pinit

× C
T(A,D)old/T(A,D)old+TU(A,D)old ,

(4)

where Pinit × C ∈ (0, 1] is the initialization constant and
C> 1 is the influence factor of the connection time on the
delivery probability value. When two nodes have not met for
a long time or two nodes frequently meet a certain node, the
two-dimensional table of probability values is updated
according to (2) and (3).

)rough the process of updating, attenuating, and
transmitting the expected value of message delivery, each
node dynamically maintains its own message delivery ex-
pectation table.

)e forwarding strategy in the improved PPT routing
algorithm is the same as the original algorithm. One method
is to set a fixed value first and forward the message to the
node that delivers the expected value greater than the fixed
value. Another method is to forward the message to a node
whose delivery expected value is greater than the current
node’s delivery expected value.

If it is assumed that, at this time, only the probability
value P(B,G) of node B meeting node G is greater than the
probability value P(A,G) of node Ameeting node G, then only

B

A

C

D

Connection

A notes

Node explore interval
Node communication range

Communication distance

Figure 6: Schematic diagram of node connection.
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a copy of themessage will be distributed to node B, and other
nodes within the transmission range of node A will be ig-
nored. When a message is distributed, an intermediate node
will only receive a copy of the message and enter the waiting
state after all the messages are distributed. Compared with
the dichotomy SNW routing distribution, this method takes
longer to distribute the message and increases the delay of
the message distribution. In order to effectively solve this
problem, an improved routing algorithm based on proba-
bility-PSN is proposed as follows.

In SNW routing, in the message dissemination stage,
when the node carrying a copy of themessage only passes the
copy of the message to the node with a higher probability of
delivery than itself, the node may not find a node that can
distribute the copy of the message when the life cycle of the
carried message expires. If this situation is encountered, the
message will not be delivered to the destination node. With
this method of dissemination, the node needs to find N
nodes with a higher delivery probability than itself, so it takes
longer to end the dissemination phase, which increases the
delay of message delivery. In order to effectively make up for
the shortcomings of the above algorithms, in the

dissemination stage, the dissemination node strategy will be
improved. )e improved algorithm no longer only dis-
tributes the nodes whose expected value is higher than itself.
Instead, it calculates the number of copies of the message
distributed to each node based on the probability of each
node’s message delivery.

Each node in the DTN maintains a two-dimensional
table to record the probability value of the node meeting
other nodes in the network, that is, the expected value of
message delivery. As the nodes move, the topology of the
network will change, and the probability of any two nodes
meeting will also change. )e calculation of probability is
based on (2)–(4). In the message dissemination stage, the
situation of each node distributing a copy of the message
should be determined according to the expected value of
each node’s message delivery. Nodes with a higher expected
value of message delivery will distribute more copies of the
message. Nodes with lower message delivery expectations
distribute fewer copies of messages or do not distribute
copies of messages.)e calculation method of the number of
message copies distributed by the node is shown in the
following formula:

N(i) �

⌊
P(i, d)

􏽐
n
j�1 P(j, d) + P(R, d)

× M⌋
P(i, d)

􏽐
n
j�1 P(j, d) + P(R, d)

× M> 1

1 other

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(5)

Node R carries a copy of the message, and its probability
of meeting the destination node D is P(R, d). Within the
transmission range of the node R, there are n nodes that do
not carry a copy of the message. At this time, the node R
needs to distribute the copy of the message it carries. We
assume that i is any node that meets node R, and P(i,d) is the
probability of node i meeting the destination node, that is,
the message delivery probability of node i. After calculation,
N(i) is the number of message copies forwarded by node i.
After the dissemination ends, the message copies carried by
the node R are reduced.

N(R)new � N(R)old − 􏽘
n

j�1
N(j). (6)

Node A carries 20 copies of the message. Before dis-
tributing the copy of the message, each node in the network
first updates the probability table of encounters with other
nodes in the network that it maintains. At this time, we
assume that the destination node is D. After calculating the
probability values by (1)–(3), the delivery probability values
P(B,D) � 0.85 and P(C,D) � 0.35 at which node B and node C
will deliver the message to node D are obtained.)rough the
probability table maintained by node A, the probability value
P(A,D) � 0.4 of node A and node D meeting can also be
obtained. At this time, the encounter probability of all nodes
that do not carry a copy of the message within the trans-
mission range of node A and the destination node is cal-
culated. )e number of message copies distributed to each

Table 1: Two-dimensional table of probability maintained by nodes.

Current node Destination node Probability value of
historical message delivery

Node’s historical
encounter duration

Node’s historical
disconnection duration

A B P(A,B)old T(A,B)old TU(A,B)old
A C P(A,C)old T(A,C)old TU(A,C)old
A D P(A,D)old T(A,D)old TU(A,D)old
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node is determined according to the probability of each node
meeting the destination node. )e result calculated by (4) is
as follows:

N(B) � ⌊
P(B,D)

P(B,D) + P(A,D) + P(C,D)

× M⌋ � 10,

N(C) � ⌊
P(C,D)

P(A,D) + P(B,D) + P(C,D)

× M⌋ � 4,

N(A) � M − N(B) − N(C) � 10 − 10 − 4 � 6.

(7)

Among them, N(B) and N(C) are the number of message
copies distributed by node B and node C, respectively. N(4)
is the number of message copies carried by node A after it
distributes a message to nodes within its transmission range.
Both N(B) and N(C) are the values rounded down after
calculation. When this method is used for calculation, it
always distributes more copies of the message to the node
with the highest probability of encountering the destination
node. Compared with simple probability-based SNW
routing, it not only reduces the time required for message
dissemination, but also avoids the node’s discarding of
message copies in the dissemination phase due to the end of
the life cycle. )e node that encounters the destination node
more carries more copies of the message, which can increase
the success rate of message delivery and reduce the delay of
message delivery.

When a message is distributed, a node in the network
can receive copies of the same message distributed by

multiple nodes at the same time, but at this time it is
stipulated that a node can only receive a copy of a message
from one node, so it needs to select the node that sends the
copy of the message. In addition, if a node already carries a
copy of the message, it will no longer receive a copy of the
message from the node.

Figure 7 is a schematic diagram of the connection time
between a node and n nodes, which shows the connection
time for each node to be connected m times.

4. Design System ofMathematics Teaching Plan
Based on Big Data Technology

According to the needs of mathematics teaching and
management, the functional structure of this system is di-
vided into mathematics teaching subsystem and manage-
ment subsystem. )e structure is shown in Figure 8.

)e student user operation process is shown in
Figure 9.

As a network mathematics teaching system, the content
of curriculum mathematics teaching is mainly the electronic
courseware of each chapter in the class, including knowledge
key points, introductions to difficult points, and analysis of
typical examples, as well as mathematics teaching reference
materials and curriculum mathematics syllabus content
information. )e course learning module will display
knowledge points by navigating through chapters in se-
quence. )is module will be implemented using hypertext
technology for static pages. Hypertext is a method of

T start (m)

T end (m)

T start (i)

T end (i)

T end (i)
T end (i)

T start (i)

T start (i)

ijn

Figure 7: Schematic diagram of node connection time.
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information management, which stores data or information
in nodes, and the nodes are connected by chains into a
network structure. )e node is the basic unit for storing data
or information. It can be text, image, graphics, sound, video,
source program, etc. )e chain is the main way to connect
each node. It is a pointer from each node to other nodes, or
from other nodes to the node. Each node is connected by a
chain into a network structure, and students can enter each
node along the chain, as shown in Figure 10.

Online Q&A is mainly used to help students answer the
questions they encounter in their studies. Students can ask
questions to teachers through the message board. Teachers can
use e-mail to give one-to-one or use online posting to give one-

to-many answers to students. )e online Q&A data flow is
shown in Figure 11.

)e database is the cornerstone of the entire system. It
organizes a large amount of data in the information system
according to a certain model and provides the functions of
storing, maintaining, and retrieving data, so that the in-
formation system can easily, timely, and accurately obtain
the required information from the database. )e key to
whether the various parts of an information system can be
closely integrated and how to integrate them lies in the
database. Only a reasonable logical design and effective
physical design of the database can develop a comprehensive
and efficient information system. Database design is an

Higher
Mathematics

Network
Teaching
System

Management
subsystem

Teaching
subsystem

Information maintenance of the
announcement area

Teaching resource management

Registration Information Management

Course study and practice

Answer questions online

Data browsing and download

Figure 8: System function structure diagram.

Network teaching
system home page

Curriculum learning

Answer questions online

Chapter learning

Courseware download

Leave a message

Query

Students

Online learning
Answer

Practice

Mathematical historical materials
Background knowledge

Instructors

Figure 9: Flow chart of student user operation.

Mathematics
teaching

Electronic
teaching plan

Electronic
courseware

Mathematical
so�ware

Teaching
progress

Difficult points
and key points

Section 1,

Reference

Section 2,

Section 3,

Figure 10: )e structure diagram of the math teaching page.
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important part of information system development and
construction, as shown in Figure 12.

After constructing the above model, the model is
verified, and the actual situation is analyzed to verify the
performance of the mathematics teaching system con-
structed in this paper. )is article evaluates the system’s
mathematics knowledge recommendation, teaching plan,

and teaching effect, and the results are presented in Table 2
and Figure 13.

From the above research, it can be seen that the
mathematics teaching plan design system based on big data
technology constructed in this paper has good practical
effects. On this basis, the system of this paper can be verified
through further practice.

Students Teachers

Login

Leave a message

Login

Reply to the
message

Message
information

table

Answer
questions

online

Answer
questions

online

Figure 11: Data flow diagram of online Q&A.

Identification
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topics

User
feedback

Y

Start

AcceptEND

Identification of input
information for the

requirement analysis

N

Processing of the input
information for the

requirement analysis

Determination of the
requirement analysis for the

requirement analysis

Figure 12: Work flow chart of demand analysis.
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Table 2: Design effect of mathematics teaching plan based on big data technology.

Number Knowledge recommendation Teaching plan Teaching effect
1 94.70 89.26 92.21
2 96.78 94.35 90.71
3 96.50 93.79 87.02
4 94.98 91.71 91.56
5 91.02 94.64 92.13
6 94.34 92.41 86.84
7 95.61 94.23 88.72
8 91.29 91.81 93.31
9 92.42 89.35 88.46
10 96.12 88.75 88.18
11 92.08 91.85 92.11
12 96.45 94.37 92.03
13 93.79 90.07 92.60
14 96.79 90.40 87.61
15 92.48 94.82 89.02
16 95.12 91.59 87.54
17 93.07 91.26 93.12
18 92.97 93.38 91.03
19 95.03 89.67 88.04
20 93.83 92.32 88.40
21 94.91 92.76 92.07
22 93.31 91.27 88.86
23 95.67 91.80 87.08
24 94.23 93.48 93.75
25 96.72 92.77 90.22
26 95.25 89.05 89.76
27 91.15 89.57 93.57
28 93.27 94.25 92.71
29 91.39 92.92 89.93
30 95.08 91.80 87.82
31 93.70 90.22 89.69
32 96.26 88.57 87.21
33 96.54 91.89 93.94
34 94.13 94.89 92.17
35 95.79 94.44 91.64
36 94.59 92.66 87.89
37 94.49 94.64 87.11
38 91.24 93.34 90.36
39 92.85 91.42 91.43
40 96.39 91.85 90.27
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Figure 13: Statistical results of system performance.
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5. Conclusion

Accurate teaching in the era of big data is of great signifi-
cance for advancing the realization of modern education,
individualized learning, intelligent environment, and in-
telligent management. Accurate teaching in the era of big
data requires meticulous characterization of student char-
acteristics and behaviors, accurate summarization of the
teaching process and teaching rules, and a clear description
of the specific implementation of the teaching plan.
Moreover, the realization of precision teaching in the era of
big data is inseparable from the in-depth analysis and
mining of big data in education. Data-driven support for
education and teaching decision-making is the main feature
of precision teaching in the era of big data. In addition, by
constructing a mathematical model, the relationship be-
tween the variables in the education process can be por-
trayed, and the formulation methods of precise teaching
plans can be derived from it, which provides support for the
realization of precise teaching.)erefore, to achieve accurate
teaching in the era of big data, it is essential to construct a
suitable mathematical model. )is article applies big data
technology to the design of mathematics teaching plan,
designs a mathematics teaching plan design system based on
big data, and verifies the system of this paper with experi-
ments. )e test results verify the reliability of this system.
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Gonçalves, F. Ramos, and M. José Loureiro, “Teaching
evaluation by teachers from Brazil and Portugal: a compar-
ative analysis,” American Journal of Educational Research,
vol. 5, no. 5, pp. 546–551, 2017.

[2] N. Huang, “Analysis and design of university teaching
evaluation system based on JSP platform,” International
Journal of Education and Management Engineering, vol. 7,
no. 3, pp. 43–50, 2017.

[3] J. A. Moreno-Murcia, Y. Silveira Torregrosa, and N. Belando
Pedreño, “Questionnaire evaluating teaching competencies in
the university environment. Evaluation of teaching compe-
tencies in the university,” Journal of New Approaches in
Educational Research, vol. 4, no. 1, pp. 54–61, 2015.

[4] S. Liu, P. Chen, and P. Chen, “Research on fuzzy compre-
hensive evaluation in practice teaching assessment of com-
puter majors,” International Journal of Modern Education and
Computer Science, vol. 7, no. 11, pp. 12–19, 2015.

[5] L. Zhou, H. Li, and K. Sun, “Teaching performance evaluation
by means of a hierarchical multifactorial evaluation model
based on type-2 fuzzy sets,” Applied Intelligence, vol. 46, no. 1,
pp. 1–11, 2016.

[6] J. Porozovs, L. Liepniece, and D. Voita, “Evaluation of the
teaching methods used in secondary school biology lessons,”
Journal of Pedagogy and Psychology “Signum Temporis”, vol. 7,
no. 1, pp. 60–66, 2015.
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With the rapid development of the information age, the efficiency of image information dissemination has been improved and the
way of information dissemination has gradually moved from text information to image information. In the process of using
equipment to take pictures, because of some objective reasons, the images taken are different from the ideal images taken by the
equipment, so the interference brought by these objective factors to the images is eliminated, thus presenting a more realistic
image process. In the process of network propagation, degraded images show different characteristics in the network. In the
process of propagation, images degenerate again, which makes it difficult for images to be authentic or restored. In this paper, an
SIR model is selected from three classical infectious disease models to simulate and reflect the propagation path and influence of
degraded images and the influence of degraded images on propagation is evaluated by extracting the moderate and degree
distribution of undirected network. In addition, the distribution and integration between nodes are evaluated to distinguish the
average road sources. Based on the SIR propagation model, a propagation model of information timeliness is constructed. By
describing the update of subjective attitude values of nodes and then defining the probability function of state transition between
different nodes, the model has higher fitting and adaptability. Finally, using BA, WS, Facebook, and Sina Weibo as the base map
and setting the network environment parameters, based on the SIR model, the propagation of degraded images in different
network environments is analyzed and the influence results of degraded images in network propagation are obtained.

1. Introduction

With the rapid development of the information age, image
information has become an important source of informa-
tion. In the last century, the main media of information
dissemination still stayed in words and information was
basically obtained from words. Until the popularity of
modern television and the slow establishment of the In-
ternet, people’s quality of life and ways have changed greatly
with the development, which affects the way of information
acquisition. Now, people are more willing to obtain useful
and relevant information from images and often spread the
information in the form of images. It is very efficient and
rapid for the visual propagation of images on the network.
,e study in [1] mentioned the segmentation of superpixel
images, which will increase a series of complexity for the

flow of superpixel images in the network. Previous studies
often focus on deblurring of degraded images, such as the
data-driven method proposed by Li et al. [2] to remove the
blurring of images and Pan et al. [3] and others using dark
channels to process degraded images. In fact, degraded
images can interact with low resolution (LR) and high
resolution (HR) to achieve better propagation effect on the
network, as mentioned in [4].

,e main way of image dissemination is to rely on the
network, and the information in online social networks
reflects social hotspots, influence, and other factors [5]. Bae
and Lee’s [6] content analysis of the 13 most influential
tweets mentioned by more than 3 million users of Twitter
can judge the emotional impact of these messages on users.
Not only Bae but also Xiong et al. [7] established an
emotional independent cascade model and analyzed the
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mode and influence of social networks in emotional
transmission. Mei et al. [8] help enterprises and govern-
ments standardize public opinion by extracting information
from online social networks. Yi et al. [9] propose a social
connection strength model to verify the importance of in-
formation in social connections. ,e study in [10] describes
the propagation characteristics of sudden information on
the Internet from the perspective of information entropy.
,e propagation of image information in the network is also
similar to the social network information propagation
model. In order to deeply understand the propagation path
and influence of image information in the social network, it
is necessary to establish a feedback model [11]. Liu et al. [12]
established an information model NFSIR (negative feedback
susceptible to infection) which introduces attenuation pa-
rameters and noise figure to study the information feedback
brought by images. Most models are based on the incidence
of infectious diseases. For example, a susceptibility-infec-
tion-elimination (SIR) model is established based on the
classical susceptibility-infection-hibernation-elimination
(SIHR) model mentioned in [13] to describe the trans-
mission probability of images. ,e study in [14] analyzes
influential nodes through the SIR model based on the
community mediator. Both Granell et al. [15] and Melesse
and Gumel [16] are based on epidemic propagation models.
,e former uses microscopic Markov chain to analyze the
probability of information propagation, while the latter uses
Lyapunov function to analyze the equilibrium point and
stability. ,e research work on degraded images is insuffi-
cient, and the research on degraded images only focuses on
the restoration of related algorithms and technologies but
does not pay attention to the problem of propagation in the
network. ,ere is no comparison in various network en-
vironments. ,e method proposed in this paper simulates
the propagation analysis of images in different network
environments.

,is paper analyzes the epidemic propagation model,
simulates a degraded image, puts the image in four preset
network environments, and analyzes its propagation path
and influence in four different network environments.

2. Degraded Images and Related Theories of
Image Propagation

2.1. Overview of Degraded Images. Compared with high-
definition images, degraded images are low-resolution im-
ages produced by various disturbances. ,ere are many
reasons for image degradation, such as camera shaking,
shooting object moving, out of focus, and so on, which will
cause image blurring. Different pixels will also be lost in the
process of network propagation. ,e propagation of images
in the network is also led by degraded images.

2.2. Overview of Image Propagation and Related Models.
Picture dissemination refers to the interactive flow of in-
formation and the support of pictures. ,e way of image
transmission has changed greatly in the ever-changing
society. ,e advent of new social media has connected

everyone. Everyone has a good understanding of the
characteristics of images, and the participation of image
dissemination process is stronger, which enables images in
online social networks to spread to millions of users in a
short time [17]. However, the image will be distorted and
the image pixel will be reduced after countless times of
transmission. In order to explore these problems and the
path of image propagation, researchers have carried out a
lot of related research around image propagation, including
image propagation modeling, image influence, popularity
prediction, image traceability and other image propagation
models, which can be divided into two categories: pre-
diction model and interpretation model [18]. Prediction
models mainly include independent cascade model and
linear threshold (LT) model. ,e information cascade
model is that an activated node deactivates the surrounding
inactive nodes with a certain probability. ,e linear
threshold model is used in the process of image propa-
gation modeling. Image propagation, information propa-
gation, and epidemic propagation models have high
similarity. ,erefore, the image disseminator and receiver
can be divided into three categories: Susceptible state (S),
which means that the image information has not been
received, but there will be a great probability to spread the
image after receiving the information. Secondly, the in-
fection state (S) means that the image has been received and
will be transmitted again. Finally, the immune state (R)
means that no matter whether the image has been accepted
or not, the image will not be propagated next time. ,e
combination of the three states can be summarized into
three common models.

2.2.1. SI Model. Susceptible S nodes and infected I nodes are
combined into the SI model. ,e transition of these two
nodes happens from susceptible node S to infected node I
with an average probability of λ, which is a special feature of
the model. ,at is, susceptible nodes will remain infected
after being converted to infected nodes, as shown in Figure 1.

,e proportion of susceptible node S is expressed as S (t),
and infected node I is expressed as I (t) as follows:

dS(t)

dt
� −λI(t)S(t),

dI(t)

dt
� λI(t)S(t).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

,e higher the λ value, the higher the probability of node
infection and the faster the propagation speed.

2.2.2. SIS Model. ,e susceptible state S and infection state I
are combined into the SIS model, and the probability of S
node transforming into I node is λ. ,e sensed I node will be
transformed into S node again with probability μ. ,e
transmission process of influenza virus is similar to it [19], as
shown in Figure 2.

,e proportion of S nodes and I nodes is expressed by S
(t) and I (t), as follows:
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dS(t)

dt
� −λI(t)S(t),

dI(t)

dt
� λI(t)(t) − μI(t),

S(t) + I(t) � 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

2.2.3. SIR Model. ,e SIR model is based on the SI model
and has a new immune state R, from sensing node infection
probability λ and node infection probability μ to immune
state, and this immune state will not return to infection state.
,is process is similar to smallpox and chickenpox, which
will produce antibodies to immunize against similar viruses
after being cured [20], and its state transition diagram is
shown in Figure 3.

,e S-I-R transformation condition is that the image or
similar image has been received before. Because of the
characteristics of the network environment, the nodes in the
network will have the probability to receive the same image
information again. When this happens, the nodes will no
longer spread the image information.

S (t), I (t), and R (t) can be used to represent the dif-
ferential of the proportion of susceptible nodes, infected
nodes, and immune nodes, respectively, as follows:

dS(t)

dt
� −λI(t)S(t),

dI(t)

dt
� λI(t)S(t) − μI(t),

dR(t)

dt
� μI(t),

S(t) + I(t) � 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

3. Image Propagation Network Analysis

3.1. Using Statistical Characteristics to Describe the Structural
Characteristics of the Image Propagation Network. In order
to better analyze the image propagation network, we can

effectively describe the structural characteristics of image
propagation network with the help of statistical features. In
this study, the following commonly used statistical features
are mainly used.

3.1.1. Degree and Degree Distribution. Degree is described as
an important attribute node and an important statistical
characteristic in the network. In an undirected network [21],
the degree Ki of node i is the number of edges connecting
node i. Network average < k > refers to the average of all
nodes in the network.,e degree on the node can be divided
into outgoing and incoming according to the characteristics
of the degree, and the sum of the degree is the sum of the two
divided degrees. For nodes that exist in degrees, the two
degrees divided into out and in can be converted into outer
joints and inner joints. ,e specific expression is as follows:

K
out
i � 􏽘

N

j�1
aij, (4)

K
in
i � 􏽘

N

j�1
aji. (5)

3.1.2. Average Path Length. ,e shortest path is the one with
the least number of connected edges between nodes. ,e
distance between two points is the number of sides on the
shortest path. ,e average distance of degraded image
propagation in the network can usually be expressed by L,
that is, the average path length value. ,e analysis of the
characteristics of existing networks can often be measured
by the convergence and dispersion of their separated states.
,e specific expression is as follows:

L �
1

1/2N(N − 1)
􏽘
a≥b

dab. (6)

3.1.3. Aggregation Coefficient. ,e aggregation coefficient
refers to the ratio of edges to the number of adjacent nodes.
,rough the uniform distribution of the aggregation coef-
ficient, the local characteristics of the network can be re-
flected [22].,e coefficients in real networks are often higher
than those in random networks, and nodes gather into
clusters in social networks.,e clustering coefficient of node
i is expressed as follows:

Ci �
Ei

Ki(K − 1)( 􏼁/2
�

2Ei

Ki(K − 1)
, (7)

where Ki is the degree of node i and Ei is the number of
connected edges between neighboring nodes of node i. Users
can discuss the distribution system of each node in the

S I
λ

μ

Figure 2: Node state transition diagram of the SIS model.

S I
λ

Figure 1: Node state transition diagram of the SI model.

S I R
λ μ

Figure 3: Node state transition diagram of the SIR model.
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network. Propagating the connection between nodes is like
the communication of information between users, and in-
formation is only connected along nodes. Assuming that a
propagation node j in the network propagates a message to
node i at time t+ 1 and the attitude values of node j and node
i at time t are S

j
tand Si

t, then according to the non-Bayesian
social learning method, the degree value of node i is updated
as shown in

S
i
t+1 � S

i
t + S

j
t − S

i
t􏼐 􏼑ϕ(i, j). (8)

If there are n propagation nodes j1, j2, . . ., jn propa-
gating information to node i at time t+ 1 and the state value
of the propagation node at time t is S

j1
t ,S

j2
t . . .S

jn

t , then the
value of node i is updated as shown in

S
i
t+1 � S

i
t +

1
n

􏽘

n

jn∈T(i)

S
jn

t − S
i
t􏼐 􏼑ϕ(i, j), (9)

where T(i) � j1, j2, . . . , jn􏼈 􏼉 denotes the set of nodes that
propagate information to node i and ϕ(i, j) ∈ [0, 1] denotes
node j’s influence of attitude value on node i. If node i
makes the time T unknown and the attitude value is 3, the
propagating node J propagates the message to node i at the
time t + 1; then, node i changes from unknown to prop-
agating the probability calculation of the broadcast node as
shown in

p
i
st � S

i
t+1 + 1 − S

i
t+1􏼐 􏼑v0. (10)

,e influence of ϕ(i, j) ∈ [0, 1] at node j is brought into
the following formula:

p
i
st � S

i
t + S

j
t − S

i
t􏼐 􏼑ϕ(i, j)􏼐 + 1 − S

i
t + S

j
t − S

i
t􏼐 􏼑ϕ(i, j)􏼐􏽨 􏽩v0,

(11)

where S
j
t represents the attitude value of the node under the

influence of propagation node j at time t+ 1, v0 ∈ [0, 1]

represents the value of information, and the value represents
the quality of information. (1 − Si

t+1)v0 is used for node
transfer. ,e probability psc of node i changing from the
eunknown state to informed state is calculated as follows:

psc � 1 − psi. (12)

When (1 − Si
t+1)v0 is brought into the node state i, it can

be expressed as the following formula:

psc � 1 − S
i
t + S

j
t − S

i
t􏼐 􏼑ϕ(i, j)􏼐 + 1 + S

i
t + S

j
t − S

i
t􏼐 􏼑ϕ(i, j)􏼐􏼐􏽨 􏽩􏽮 􏽯.

(13)

If node i is in an informed state at time t, considering the
social reinforcement effect [23], the user will continuously
receive the same information from neighboring nodes for
many times in a period of time. ,e benefit value generated
in the propagation node with a strong social influence is
recorded as the propagation probabilitypci, which is cal-
culated as shown in

pci � 1 − 1 − psi( 􏼁e
− b(n− 1)

. (14)

Putting psi into node state i can be expressed as

pci � 1 − 1 − S
i
t+1 + 1 − S

i
t+1􏼐 􏼑v0􏽨 􏽩􏽮 􏽯e

− b(n− 1)
. (15)

Here, b represents the degree of social reinforcement and
n represents the cumulative number of times that node i
received information at time t+ 1. For an informed node
that has not been exposed to the information again for a long
time and thinks that the informed node has forgotten the
information as time goes by, there is no longer possibility of
spreading information, and then, it is transformed into an
immune node, and its transformation probability is calcu-
lated as follows:

pcr � 1 − pci. (16)

If node i is a propagator at time t, then pii is the
probability that node i remains propagated at time t+ 1 and
pri is the probability that node i becomes an immune node at
time t+ 1. ,e probability of node i maintaining the
propagation state at time t+ 1 under the influence of ad-
jacent nodes is calculated as follows:

pii � S
i
t+1 − S

i
t+1β, (17)

where β is the aging rate of information and Si
t+1β refers to

the role played by the aging rate of information in the
process of state transition. In the propagation process, if
node i comes into contact with the immune node at time
t+ 1, it becomes an immune node with a probability of β.
,en, the probability of keeping the propagation state is
1− β. If there are n propagation nodes andm immune nodes
in the neighbor node, the probability of the node remaining
in the propagation state is calculated as follows:

pii � 􏽙
jn∈T(i)

S
i
t+1 − S

i
t+1β􏼐 􏼑 · (1 − β)

m
.

(18)

,e probability that the propagation node i becomes an
immune node is calculated as follows:

pir � 1 − pii. (19)

,e probability of pii changing from a propagating node
to an immune node is expressed by the following equation:

pir � 1 − 􏽙
jn∈T(i)

S
i
t+1 − S

i
t+1β􏼐 􏼑ϕ i, jn( 􏼁􏼑􏽨 􏽩 · (1 − β)

m+n
.

(20)

On the Internet, all information follows the product
principle and goes through the dissemination boom until the
decline law disappears. ,erefore, a message will not spread
indefinitely [23]. Degenerated images will change state with
nodes in the process of transmission. When they reach the
immune state, they will gradually exit from the propagation
state.When there are no propagation nodes in the network, the
whole propagation process ends. Figure 4 shows the propa-
gation process of information timeliness changing with time.

,e trend of the whole time change, that is, the image in
social network from initial state to declining state, can be
roughly summarized into three sections, in which the initial
period is from point A to point B, the peak period is from
point B to point C, and the falling period is from point C to
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point D. ,e peak value can be understood as the theoretical
upper limit of propagation in the current network, that is,
the maximum number of infected nodes. ,e change rule of
the degraded image can be clearly seen as a conic structure,
and the three-stage pattern can be briefly understood as
climbing in the initial period, reaching the maximum in the
peak period and falling in the trough period, and finally
approaching zero. Usually, the initial dissemination period
of social network information is much shorter than the
recession period [24]. ,e probability calculation of trans-
forming a propagation node into an immune node con-
sidering the timeliness of information is as follows:

pir � S
i
t − S

i
te

− λ t− ts( ) � S
i
t 1 − e

− λ t− ts( )􏼒 􏼓, (21)

where e− λ(t− ts) represents the timeliness of information in
social networks at the current moment. λ denotes the in-
formation aging coefficient. In the network, when infor-
mation is transmitted, the state of system users changes
dynamically with time.,emodel is constructed on the basis
of differential equations, in which four nodes and propa-
gation probability have been proposed above, and the state
transition mechanism is described as shown in Figure 5.

,e information propagation rule in the SIR model can
be described as that after a propagation source j publishes a
message, its neighbor nodes first come into contact with the
message and if they think that the message has propagation
value, they will forward comments to more people with
probability psi. Otherwise, you will be transformed into an
insider with a probability of psc. ,e probability that users
will spread information only once is very limited. Consid-
ering the social reinforcement effect [25], in the process of
information dissemination, similar information from
neighbor communication nodes will be receivedmany times.
,e probability of informed users spreading information will
increase and become a communicator with a probability of
pcr or just for simple browsing. After a period of time, it
gradually forgets to become immune with probability pcr

and the information is widely spread or loses its attraction
after the upsurge, which no longer has communication value
and gradually withdraws from people’s field of vision and
changes into immune with probability pir, after which the
information will no longer be spread in any form.

4. Experimental Simulation Analysis

4.1. Data Preparation

4.1.1. Data Background. Firstly, a degraded image is prepared
as the material of the model experiment. ,e degraded image
refers to the pixel size of the popular network image, and the
pixel distribution of the degraded image size is shown in Table 1.

According to the distribution ratio in Table 1, the
original image with a pixel size of 1920×1080 is selected as
the experimental target as shown in Figure 6.

,en, the degradation image required by the experi-
ment is obtained by degrading the image in Figure 6 as
shown in Figure 7.

We use PyCharm to build python running environment,
the NetworkX toolkit to generate BA scale-free network and
WS small-world network, and use Sina and Facebook net-
works to simulate the SIR model. Specific network pa-
rameters are shown in Table 2.

In order to verify the effectiveness of this model, sim-
ulation experiments are carried out in different network
environments and the changes of each node in the network
with time are analyzed. ,rough the conclusions of Table 1
for the network environment for the real image propagation
simulation, Table 2 is also a simulation environment and the
purpose of the experimental environment and the real image
propagation network environment is highly similar.

,e degree <k> of nodes exists in the homogeneous
network, β refers to the probability of the susceptible body
transforming into an infected body, c refers to the proba-
bility of the infected body transforming into a susceptible
body, and the effective transmission rate is λ:

λ �
β
c

. (22)

p(t) denotes the density of infected individuals in the
network at time t, and when the network size tends to∞, it is
determined by the average field theoretically available:

zp(t)

zt
� −p(t) + λ〈k〉p(t)[1 − p(t)]. (23)

Formula (23) is equal to 0, and the steady-state density p
of infected individuals is obtained:

p �

0, λ< λc,

λ − λ
λ

, λ≥ λc.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(24)

,e propagation threshold is as follows:

tim
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time
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Figure 4: Graph of information timeliness change.
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Figure 5: Node state transition diagram.
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λc �
1

〈k〉
. (25)

When the critical value of infected individual size
gradually decreases in the uniform network, the information
will not spread in a large area. Affected by weak nodes, they
quickly become infected people, resulting in a large amount
of information dissemination. At the initial time, it is

assumed that there are propagation nodes in the network
and the rest are unknown nodes. Susceptible individuals are
easily influenced by infected individuals and quickly become
infected, resulting in a large amount of information dis-
semination. At the initial time, it is assumed that there is a
propagation node in the network and the rest are all un-
known nodes. Set the parameters as follows: λ� 2, v00.5,
b� 0.2, ϕ(i, j) � 0.5, and β� 0.1. ,e degraded images are
brought into the SIRmodel for simulation analysis. For three
different states S, I, and R on the BA network and WS
network, the state change curves of different nodes with time
are obtained as shown in Figures 8 and 9.

According to the propagation curve of the network
diagram in Figures 8 and 9, the propagation law of the
network is basically the same as that of the SIR model. In the
initial stage, some nodes enter the propagation mode. With
the increase in propagation time, the number of propagation
nodes also increases. In the stage of information explosion,
the propagation nodes increase to the maximum and the
decline speed of unknown nodes accelerates. After the
propagation reaches the peak, the degraded image slowly
goes downhill and the propagation node and unknown node
tend to zero, while the immune node r is close to 1. ,e peak
value of propagation node in BA network is around 5, while
the peak value of propagation node inWS network is around
7, which indicates that the information propagation speed in
BA network is faster than that in WS small-world network.
For degraded images, the probability of being infected in
four network environments under SIR model is shown in
Figure 10.

For degraded images, the probability of infected persons
in four network environments under SIR model is shown in
Figure 11.

,rough the analysis of Figures 10 and 11, in the sim-
ulated SIR model, the probability of network infection and
nonstandard small-world network infection decreases rap-
idly with the extension of time and basically reaches the
lowest level at 8 ms. However, XinLang and Facebook have a
slower decline, and there is a probability that some people
will be infected in the end. For infected nodes, XinLang and
Facebook are both close to 1, indicating that degraded
images will always spread to users’ information circle over
time in social networks. In the process of social network
information dissemination, users’ positive attitude will
promote information dissemination, while negative attitude
will inhibit information dissemination. In order to study the
influence of user attitude on information dissemination, the
initial user attitude is set to [−0.5, 0], [0, 0.5], and [0.5, 1]
under the condition of keeping the above parameters un-
changed. By analyzing Figure 12, it can be seen that the node
model with positive attitude in the propagation process has
faster propagation speed, wider propagation range, and
shorter peak time than the node model with negative
attitude.

,e maximum speed of maximum infection rate (MIR)
is to spread the network together with the number and
proportion of nodes in the process of information dis-
semination, which can measure the influence of the whole
network in the range of nodes. Figure 13 shows the changes

Table 1: Picture pixel distribution proportion.

Pixel size Baidu (%) Weibo (%) Facebook (%)
690× 544 4 1 2
1024× 576 14 6 9
1280× 720 33 38 37
1600× 900 8 5 4
1920×1080 36 43 44
2560×1080 5 7 4

Figure 6: Original image.

Figure 7: Degraded image after processing.
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Figure 8: SIR model of the BA network.

Table 2: Parameter settings.

Network name Number of nodes Average number of edges Average Degree correlation coefficient Clustering coefficient
BA 2000 5991 3 −0.0758 0.02117
WS 2000 5100 2.5 −0.01472 0.26179
XinLang 4167 12954 2.4 −0.4271 0.07627
Facebook 8156 60603 7.1 −0.1464 0.3571
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Figure 9: SIR model of the WS network.
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of the maximum infection ratio in different network envi-
ronments, where the horizontal axis V is the information
value and the vertical axis is the maximum infection ratio.

Analysis of Figure 13 shows that the maximum infection
ratio increases with the increase of V, that is, the higher the

value of information, the wider its spread range. In the whole
experiment, the initial propagation node is set as one. If the
propagation node is added, the propagation speed will in-
crease and the corresponding time to reach the propagation
peak will also decrease.
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Figure 10: Comparison of s (t) under four networks.
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5. Conclusion

For the propagation of degraded images on the network, we
choose the SIR model as the most representative propaga-
tion model. By improving the model, we define the state
transition probability function between different nodes, set

various parameters of the environment, and consider var-
ious influencing factors. By comparing four different net-
work environments, we carry out simulation experiments. It
is found that the proportion of propagation nodes in the
simulated BA and WS networks of the SIR model is small
and the propagation process is relatively smooth. Secondly,
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Figure 12: Influence of node attitude value on propagation.
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it is found that the information transmission speed in
Facebook is faster than that in Sina and the information
coverage is wider, but the information cannot cover the
whole network. In addition, the subjective attitude and
information value of users have a significant impact on
information dissemination, which accords with the dis-
semination law of degraded images in actual social networks.

Data Availability

,e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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-e method of computational intelligence to monitor and evaluate the concentration of students in the teaching process can
promptly and effectively adjust the learning plan and improve the learning effect. In this article, clustering algorithm and fuzzy
control methods are used to construct a research model of students’ attention in class. In addition, this article uses the existing
MATLAB-based image feature recognition algorithm to detect and obtain facial features and analyze the main features of facial
expressions through computational techniques to realize the judgment of attention. In addition, this article optimizes the
traditional AdaBoost algorithm to save computing time and improve operating efficiency and system performance stability.
Finally, this article constructs the functional modules of the research model according to actual needs and designs experiments to
verify the performance of the model. Experimental research results show that the model constructed in this article has a
certain effect.

1. Introduction

Attention refers to the direction and concentration of
people’s psychological activities to certain objects. Con-
centration is the ability to pay attention, that is, the ability to
point and focus one’s psychological activities (perception
and thinking, etc.) on a certain thing or process [1]. Western
scholar Weinberg believes that the ability to focus attention
on clues related to action performance in a complex external
environment is to focus on attention. Students’ attention
refers to the ability of students to pay attention, that is, the
ability of students to focus on specific goals without being
interfered by external irrelevant stimuli in the process of
learning. When students’ attention is distracted, they are
often hesitant and slow in learning and examination.

Attention is not an independent psychological process, it
is closely connected with all psychological activities, such as
feeling, perception, memory, imagination, thinking, and
emotion, and it is a kind of consciousness quality (or
characteristic) of these psychological processes. Attention
includes four basic qualities [2]. (1)-e breadth of attention,
that is, the scope of attention: it refers to the number of

attention objects that people can clearly understand or grasp
at the same time, which is from extremely narrow to very
broad. -e narrow attention filters out most of the infor-
mation, while the broad attention can simultaneously obtain
a wide range of information. -e scope of attention varies
from person to person, and children’s scope of attention is
usually smaller than that of adults. However, the scope of
attention will be greatly improved with the growth of
children and conscious training. (2) -e stability of atten-
tion: it refers to the ability to focus attention on a specific
object or activity in a certain period of time, that is, the
ability to keep attention on a certain activity for a long time.
(3) -e distributivity of attention: it refers to the ability to
distribute attention to different objects at the same time on
the premise of skilled skills and normal excitability of the
cerebral cortex. Because people’s attention is limited, the
allocation of attention requires individuals to allocate two or
more kinds of information in time. When the object of
attention is not complex and familiar, people can notice one
or more objects at the same time. (4) Transform of attention:
it refers to the ability of an individual to adjust his attention
from one object or activity to another according to a certain
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purpose. -e speed of attention transfer is not only the
embodiment of thinking flexibility, but also the basic
guarantee of rapid information processing and judgment.

-ere are many factors that affect attention, and it
usually refers to an emotional state caused by critical or
unexpected external changes, which are caused by our
feelings of the external environment. When stimulated by
the emergency, the body will produce obvious changes, such
as heart rate, blood pressure, and muscle tension, which will
make the emotion highly intensified, and then produce a
sense of anxiety.When individuals feel unable to adapt to the
task they are facing and cannot grasp the surrounding en-
vironment, they often have negative self-suggestion and
anxiety. -is will cause the excitability of the cerebral cortex
to shift, cause internal inhibition, unable to concentrate, and
hinder technical performance.

-is article mainly uses student feature recognition
methods to count the number of students and their con-
centration in real classrooms. In the classroom monitoring
environment, the faces of students at different shooting
angles and distances are dense and tiny, so there are false
detections and missed detections in the face detection. In a
natural state, students bowing their heads, lying on their
desks, and obscured by books all cause varying degrees of
difficulty in face detection and concentration analysis. -is
article fully studies the current domestic and foreign re-
search status of face detection and expression recognition
methods, analyzes the difficulties and problems in face
detection and subsequent expression recognition in the
classroom, and proposes corresponding improvements.

2. Related Work

In recent years, wearable multiphysiological parameter ac-
quisition equipment has been one of the key research di-
rections of many research institutions at home and abroad,
and new research results have continuously emerged in this
field. From the perspective of its development process, it can
be seen that the first generation of wearable multi-
physiological parameter collection equipment focused on
fragmented physiological parameter detection, such as
monitoring blood oxygen concentration, pulse rate, blood
sugar, and blood pressure signal [3], and the product forms
are mainly represented by rings, glasses, gloves, earphones,
etc. [4]. -e second-generation multiphysiological param-
eter collection equipment enriches the categories of collected
physiological parameters, integrates EEG signals, ECG
signals, EMG signals, respiration rate, body temperature,
etc., and reflects the characteristics of centralized wearable
products [5]. -e third-generation multiphysiological signal
acquisition equipment mainly relies on the development of
semiconductor technology and material science and tech-
nology. It has the characteristics of flexibility and minia-
turization, such as electronic skin and epidermal electronic
equipment, which are still in the research stage [6]. At
present, among the abovementioned three generations of
wearable multiphysiological parameter collection devices,
the second-generation wearable multiphysiological param-
eter monitoring device has the highest practicability and

application prospects. For example, the world’s first wear-
able physiological signal monitoring system is a smart
wearable motherboard (Georgia Tech Wearable Mother-
board) developed by Georgia Tech, which is used in the
detection of casualties of soldiers on the battlefield during
combat [7]. -e product uses the fabric material integrated
with optical fiber and fabric as a template to monitor human
body temperature signals, ECG signals, and other physio-
logical signals, while simultaneously detecting the bullet
wounds of soldiers in battle. -e LifeShirt developed by the
American company VivoMetrics is the world’s first moni-
toring system that realizes noninvasive, mobile, and con-
tinuous collection of physiological signals, and is currently
widely used in more than 1,000 hospitals around the world
[8]. Moreover, the sensors built into the LifeShirt can realize
the simultaneous detection of more than 30 physiological
parameters. -e BioHarness monitoring belt produced by
Zephyr in the United States realizes the combination of
portable multiphysiological signal detection and a chest
strap with multiple sensors distributed. Moreover, it can
realize the synchronous detection of human body’s elec-
trocardiogram signal, respiration signal, body temperature
signal, movement, and posture change, and its collected data
can be sent to the host computer in real time to apply
Acknowledge Software for data processing and further
analysis [9]. LifeMonitor developed by the British Equivita
Company is a wearable system that realizes dynamic
monitoring of vital signs [10]. -e multiphysiological in-
formation monitoring system can realize the collection,
transmission, and storage of physiological signals such as
ECG signal, heart rate, respiration rate, temperature, exer-
cise information, blood oxygen concentration, blood pres-
sure signal, and body temperature signal, and it applies
professional analysis software for data analysis and pro-
cessing. Moreover, the system has Global Positioning System
(GPS) positioning function and is easy to wear. Because it
uses skin-friendly high-tech breathable fabrics, it weighs
only 38 g while being beautiful and comfortable, making it
easy to wear for a long time.

-e literature [11] developed an emotional learning
system. -e system analyzes human emotions and learning
states based on Naive Bayes classification and K-nearest
neighbor classification and classifies them based on α waves
and θ waves to infer the subject’s mental state. -e literature
[12] found that the potential signals collected at the human
head are related to cognitive tasks and emotions. In the
research and analysis, the author applied the principal
component analysis method to the power spectrum analysis
of the collected EEG data and applied the data subspace
characteristics to derive and predict the error rate of the
subjects in a continuous attention experiment. After ob-
serving the changes in the alpha wave power spectrum of the
evoked EEG signal, the author found that when the alpha
wave changes at a lower frequency, it can characterize some
of the characteristics of attention, such as expectation and
alertness to a certain extent. -e literature [13] discovered
that the spectral characteristics of EEG signals can be used to
predict the degree of concentration. -e results of the study
show that the β-band (4–7Hz) in the EEG signal is related to
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the drowsiness tendency, the α-band (8–13Hz) is related to
alertness and brain activity, and the c-band (>20Hz) is
related to visual information processing and attention in-
formation.-e research institute at the University of Sydney
in Australia once proposed feature extraction based on the
driver’s EEG signal and classification of fatigue and con-
centration based on feature values, used trend measurement
to analyze and evaluate the driver’s mental state, and finally
achieved good experimental analysis results [14].

In the study of Shanghai Jiao Tong University, the re-
searchers asked the subjects to browse the pictures in the
picture library and synchronously collect the EEG signals
during the experiment [15]. -e experimental results show
that the collected EEG signals contain information that can
effectively identify the subjects’ emotion and concentration.
-e results of related studies show that certain information
contained in the human body’s bioelectrical signals can be
used to identify emotional states and focused states. Based
on the characteristics of nonlinearity and high latitude of
EEG signals, the amplitude, stability, and power spectral
density of EEG signals can be used to analyze and evaluate
the state of concentration. In addition, some scholars
combine physiological information such as ocular signals
and heart rate with EEG signals to perform comprehensive
analysis [16].

3. Face Detection Module Based on the
Viola–Jones Algorithm

In face detection, the Viola–Jones face detection algorithm is
a very classic algorithm, it is widely used because of its fast
and efficient detection effect, the algorithm includes pre-
processing, feature extraction, training classifier, and other
positioning algorithms, and all steps constitute a complete
detection target positioning algorithm system. Because of
the fast positioning and high accuracy of this method, it has
quickly become the first choice for face detection and po-
sitioning. Although the Viola–Jones face detection algo-
rithm was originally used to detect frontal face images, as the
Viola–Jones algorithm has become more mature in recent
years, the detection of side face images has becomemore and
more efficient and accurate, so this article adopts the classic
Viola–Jones algorithm to realize face detection. Figure 1
shows a block diagram of the face recognition system. -is
article mainly explains the algorithm used in this article from
the face detection [17].

-is algorithm mainly includes the following important
parts:

(1) It describes the common attributes of the face by the
Haar-like rectangle features and then performs
detection

(2) It establishes a feature called integral image, and
based on the integral image, several different rect-
angular features can be quickly obtained

(3) It uses the optimized AdaBoost algorithm, that is, the
optimized Better AdaBoost classifier for training to
distinguish between human faces and nonhuman
faces

(4) It establishes a cascaded hierarchical classifier with
high detection rate

-e common attributes of the face by Haar-like
rectangular features are described as follows: generally
speaking, the facial features of a person will show some
basic common characteristics. For example, the nose is
generally a high bright area of the face, which means that
the brightness of the nose will be higher than that of the
face. -e surrounding cheeks are much brighter, and the
human eye area is much darker than the cheek area. For a
human face image, the relative positions of the eyebrows,
nose, eyes, mouth, etc., are regular and followable. Among
them, they are for the human face. For the midline, they
are almost symmetrical [18].

-erefore, the Haar-like feature considers the rectan-
gular area adjacent to a specific position of a facial feature,
and the pixels in the rectangular area at each position are
added and then subtracted, and the final result is calculated.
It basically corresponds to the following situations:

Image input

Student image preprocessing

Student detection and
positioning

Student feature extraction

Student feature recognition

Output concentration results

Figure 1: Block diagram of the face recognition system.
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[1, −1], [1, −1, 1], [−1, 1], [−1, 1, −1],

1 −1

−1 1
􏼢 􏼣.

(1)

To calculate the Haar-like features, all pixels in the
rectangular area need to be summed. -e size of the rect-
angular area that can be formed by an image is different. If
each rectangular area uses the pixel and then summation
method, this will undoubtedly increase the amount of cal-
culation. -erefore, the Viola–Jones face detection algo-
rithm uses a very sophisticated data structure called an
integral image.-e principle of the calculation of the integral
image is very simple; that is, for any point in the image, the
integral image value of that point is equal to the sum of all
the pixels located in the upper left corner of the point. -e
expression is as follows [19]:

I(X, Y) � 􏽘

x′ ≤ x

􏽘

y′ ≤y

f x′, y′( 􏼁.
(2)

Moreover, the integral image satisfies the relationship of
the following formula:

I(x, y) � f(x, y) + I(x − 1, y) + I(x, y − 1) − I(x − 1, y − 1).

(3)

Among them, I represents the integral image, f repre-
sents the original image, and x, y, x′, y′ represent the po-
sition of the pixel. -erefore, the integral image of an image
records the sum of all pixels in the upper left corner of each
pixel on this image. If the upper left corner of an image is
regarded as the origin of the coordinates of this image, then
the above expression is the discrete sum of all pixels from the
origin to the pixel, and it can also be regarded as an ex-
pression of integral. -erefore, this is also the origin of the
name of the integral image. Using integral images, we can
calculate the pixel sum of any point on an image or the pixel
sum of a rectangular area. -e calculation of the integral
image pixel sum has a library function
I � intergral lmage(img) in MATLAB that can be called
directly [20].

After obtaining this integral image, the pixels of each
rectangular area in the image can be quickly calculated, as
shown in Figure 2.

To obtain the pixel sum of the rectangle abcd, the integral
image formula is used, and the expression formula is as
follows [21]:

Sabcd � I(a) + I(d) − I(b) − I(c). (4)

-ismeans that the sum of pixels in any rectangular area,
that is, the sum of pixels in the upper left corner of the image,
can be represented by the four points on the integral image.

-e training process of the classic AdaBoost classifier is
as follows.

-e training set is given by (x1, y1), . . . , (xn, yn), where
yi ∈ −1, 1{ } represents the correct category label of xi,
i � 1, . . . , N. -e initial distribution of samples on the
training set is as follows:

D1(i) �
1
N

. (5)

Among them, t � 1, . . . , T. -e weak classifier
ht: X⟶ −1, 1{ } is calculated, and the error of the weak
classifier on the distribution Dt is as follows:

εt � pDt
ht xi( 􏼁≠yi( 􏼁. (6)

-e weight of the weak classifier is calculated as follows:

αt �
1
2
In

1 − εt

εt

􏼠 􏼡. (7)

-e distribution of training samples is updated as
follows:

Dt+1(i) �
Dt(i)exp −αiyiht xi( 􏼁( 􏼁

Zt

. (8)

Among them, Zt is the normalization constant. -e final
strong classifier is as follows:

Hfinal(x) � sign 􏽘
T

t�1
αtht(x)⎡⎣ ⎤⎦. (9)

-ere is no restriction on the style of the weak classifier,
and it can be a decision tree based on multidimensional
features, or even SVM. However, usually each weak classifier
is constructed based on a certain dimension in all features,
and the output results are only +1 and −1 (for binary
classification). -erefore, during training, each iteration
selects the weak classifier corresponding to the one-di-
mensional feature with the best classification effect under the
current training set distribution.

In the prediction, after inputting a sample, the classic
AdaBoost adds weighted −1, +1{ } value output by all weak

a b

c d

Figure 2: Pixels in the rectangular area of the Haar-like feature.
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classifiers as the final result. To get different accuracy and
recall rates, users can set different thresholds. For example,
when the output is 0.334, if threshold � 0 is set, the clas-
sification result is g, and if threshold � 0.5 is set, the clas-
sification result is m.

-e Better AdaBoost classifier is an extension and im-
provement of the classic AdaBoost classifier. Each weak
classifier of the classic AdaBoost classifier only outputs 1, 0{ }

or +1, −1{ }, so the classification ability is weak.-e output of
each weak classifier of Better AdaBoost is a real value (this is
the reason it is called “Better”), which can be considered as a
degree of confidence. Moreover, when it is combined with
LUT (100k-uptable), the ability to express complex functions
is stronger than the classic AdaBoost.

-e training process of the Better AdaBoost classifier is
as follows [22].

-e training set is given by (x1, y1), . . . , (xn, yn), where
yi ∈ 1, −1{ } represents the correct category label of xi,
i � 1, . . . , N. -e initial distribution of samples on the
training set is as follows:

D1(i) �
1
N

. (10)

Among them, t � 1, . . . , T.

(1) -e value space X of each dimension feature is di-
vided into several disjoint subspaces X1, . . . , Xn.

(2) -e parameter value on each subspace is calculated
as follows [23]:

W
j
i � p xi ∈ Xj, yi � 1􏼐 􏼑 � 􏽘

txi∈Xj,yi�1
D(i),

1 ∈ +1, −1{ }.

(11)

(3) -e output of each weak classifier is calculated as
follows:

∀x ∈ Xj, h(x) �
1
2

In
W

j
+1 + ε

W
j
−1 + ε

􏼠 􏼡. (12)

Among them, ε is a small normal quantity, which is
used to smooth the output. h(x) is actually a
piecewise linear function, which outputs a different
value in each subspace.

(4) -e normalized factor is calculated as follows [24]:

Z � Z 􏽘
j

��������

W
j
+1W

j
−1

􏽱

. (13)

-e product of the weighted sum of positive and
negative samples on each subspace is calculated and
then added.

(5) -e weak classifier h(x) that minimizes z is selected
as the weak classifier selected in the iteration:

Zt � minZ,

ht � argminZ.
(14)

(6) -e sample distribution is updated as follows:

Dt−1(i) � D(i)exp −yihi xi( 􏼁􏼂 􏼃. (15)

-e final strong classifier H is expressed as follows:

H(x) � sign 􏽘
T

i�1
ht(x) − b⎡⎣ ⎤⎦. (16)

Among them, b is the threshold, and it is
defaulted to 0.

Face recognition and eye recognition are inseparable.
Face recognition is the premise of eye recognition, and eye
recognition is the premise of judging the concentration of
students in class because the dynamics of human eyeballs
and the speed of blinking are the most intuitive way to judge
whether students are taking lessons seriously. However,
there are few studies that combine the quality of teaching
with human eye recognition. Most of them combine human
eye research with driver fatigue to determine whether the
driver is fatigued. Most of the literature uses human eye
recognition to judge. For example, the literature on the
method and application of eye feature recognition for fa-
tigued drivers and the literature on driver fatigue detection
based on human eye recognition all mention that when the
driver is fatigued, the blinking frequency of the eyes will slow
down, and the focus will not be concentrated enough, which
may easily lead to a car accident.

When the human eye area is detected, the next job is to
judge the open and closed state of the human eye. In the
human eye detection in this article, the state of the human
eye is simply divided into two parts: eyes open and eyes
closed. If we define the samples in one state (such as eyes
open) as positive samples and the samples in the other state
(such as eyes closed) as negative samples, then the AdaBoost
classifier is trained by extracting their Haar-like features.
-en, this process is simpler than the process of human eye
positioning. -is is because the negative samples of the
human eye positioning process are theoretically random, so
a large amount of negative sample data is needed, and a
classifier with a cascade structure needs to be constructed. In
the state recognition process, there is no need to construct a
cascade structure of classifiers, and only one layer of clas-
sifiers is needed to maximize the distinction between pos-
itive and negative samples.

-is method can well recognize the eye state of the
subject wearing glasses (including contact lenses and frame
glasses). Here, it is necessary to distinguish the testee
wearing glasses and the testee not wearing glasses into two
different samples. -at is to say, when the testee wears
glasses, the classifier trained by the sample wearing glasses
should be used. When the glasses are not worn, the classifier
trained on the samples without glasses is used. -rough
experiments, this method can increase the average recog-
nition accuracy of general individuals by about 8%, while the
average recognition accuracy of individuals wearing glasses
can be increased by 8% to 12%.
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First, the features involved in training are analyzed. -e
five typical Haar-like features are all obtained through the
difference in rectangular integrals. In other words, the es-
sence of Haar-like features can be considered as a gradient
feature. -erefore, we define the amount of edge informa-
tion of an image to be expressed by the following formula:

H � 􏽘
x

􏽘
y

􏽘

8

m�1
I(x, y) − Im

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (17)

Among them, Im represents the 8 domain points cor-
responding to the point I(x, y) in the image.

According to the knowledge of biology, the human eye
area has a relatively obvious grayscale change relative to the
human face area. For the detection and positioning of the
human eye, the first step is to determine that the human eye
is not blocked, and then, the grayscale enhancement
transformation on the grayscale image of this image is
performed. Finally, a reasonable grayscale threshold is set, so
that the human eye part of the binarized image obtained by

the image enhancement transformation can be clearly
distinguished.

4. Research Model of College Students’
Classroom Concentration Based on
Computer Statistical Analysis and
Fuzzy Control

-e AdaBoost algorithm is a very effective sample learning
algorithm, and it also has a good classification effect for
training the human eye classifier and can quickly determine
the state of eyes open and eyes closed through the human eye
cascade classifier. -is method can be combined with the
process of detecting and judging the state to realize the effect
to be tested. -e process of using the AdaBoost algorithm to
achieve human eyes open and closed classifier training can
be described as shown in Figure 3.

-is article analyzes the main features of facial expres-
sions to realize the judgment of the degree of concentration.

Face area

Open eyes classifierClosed eye classifier

data transmission Whether eyes are open

Record eye status

Whether eyes are open

No
No

Yes

Yes

Figure 3: Diagram of the location and classification of eye status.
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d1

d2

d3

d4

Figure 4: Schematic diagram of facial expression parameters.

Face/eye/mouth sample
Non-human face/non-

human eyes/non-
mouth samples

Algorithm training
classifier

Face/eye/mouth
detector

Video capture image

Face/eye/mouth
detection

Fuzzy reasoning of
facial features

Attention type
recognition

Output result

Figure 5: System design framework.
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Because the most obvious changes in facial expressions
during the learning process are the eye and mouth features,
this article uses the eye height of the extracted picture under
the same pixel background, eye width, mouth height, and
mouth width. Four sets of data information methods are the
four sets of facial expression parameters (d1, d2, d3, and d4)
in the following schematic diagram. We find the degree of
concentration by analyzing the changes in the extracted
model parameters. At high moments, the eye height data are
generally larger, or the eye height changes positively in the
original normal state, and the mouth is usually closed or
slightly opened at this time; when the concentration is low,
the eyes are usually smaller or closed, or the eyes were
originally opened or normal, but the height of the eyes
showed a significant negative change; that is, the eyes have a
tendency to become smaller or closed, and themouth usually
has a more obvious tendency to open. Figure 4 shows a
schematic diagram of the characteristic parameters that have
changed significantly during the extracted learning process.

In this article, the AdaBoost algorithm is used to detect
and locate the face, eyes, and mouth, and then, the fuzzy
inference method is used to determine the student’s learning
status. -e design framework of the concentration recog-
nition system is shown in Figure 5.

-e test samples used in this experiment are all pictures
of the emotional state of online distance education learners
in the learning process collected by computers. According to
the data analysis mentioned in the previous article, we set to
capture facial expression pictures every 1 s and then analyze
the detected pictures.

As shown in the main flowchart of the algorithm in
Figure 6, the main research of this article is to use MATLAB

Get the video

Take pictures

Face recognition

Facial feature recognition

Head up (head down)
algorithm

Face contour recognition

Eye openness algorithm

Profile algorithm

Combination of three
algorithms

Figure 6: Main flowchart of the algorithm.

Table 1: Statistical table of the accuracy of feature recognition of
system.

Number Feature extraction accuracy (%)
1 73.51
2 74.79
3 84.20
4 82.44
5 84.42
6 76.65
7 74.54
8 80.74
9 88.76
10 76.15
11 72.47
12 79.96
13 73.03
14 83.73
15 89.01
16 84.73
17 78.55
18 86.60
19 87.98
20 85.59
21 75.07
22 73.70
23 74.75
24 84.91
25 79.33
26 84.98
27 87.69
28 85.73
29 76.92
30 85.65
31 77.58
32 88.53
33 89.90
34 81.38
35 88.61
36 78.80
37 88.96
38 72.34
39 78.87
40 76.01
41 83.74
42 88.45
43 76.57
44 87.43
45 82.41
46 74.91
47 73.76
48 74.01
49 83.03
50 85.28
51 74.19
52 81.55
53 79.40
54 77.29
55 72.14
56 75.87
57 89.61
58 73.05
59 78.64
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as a processing tool to perform face detection, so as to
determine the realization process of students’ concentration
in class. -e system is mainly divided into a picture ac-
quisition module, a digital image processing module, a face
detection module, and a face feature recognition module.
-e first is to intercept the picture we want to judge the focus
of the target from each frame of video and then preprocess
the picture to remove the complex background or irrelevant
information of the picture.

5. System Performance Verification

After constructing the college students’ classroom con-
centration analysis system based on computer statistical
analysis and fuzzy control methods, the next step is to
study the effect of the college students’ classroom con-
centration analysis system based on computer statistical
analysis and fuzzy control methods. Moreover, this article
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Figure 7: Statistical diagram of the accuracy of feature recognition
of system.

Table 2: Statistical table of the accuracy of concentration recog-
nition of system.

Number Accuracy of concentration recognition (%)
1 64.09
2 78.06
3 64.14
4 67.19
5 64.85
6 71.73
7 72.16
8 83.99
9 77.43
10 65.06
11 64.90
12 69.83
13 72.39
14 83.16
15 77.25
16 74.73
17 71.60
18 78.72
19 72.03
20 82.76
21 68.73
22 73.32
23 72.37
24 65.64
25 83.87
26 64.25
27 75.60
28 79.28
29 73.45
30 73.71
31 70.11
32 66.21
33 84.53
34 84.41
35 70.01
36 84.24
37 81.76
38 80.38
39 65.02
40 78.67
41 77.42
42 67.38
43 68.10
44 71.12
45 75.59
46 83.59
47 78.34
48 76.79
49 65.40
50 64.61
51 66.09
52 71.83
53 66.70
54 64.93
55 70.39
56 65.19
57 78.99
58 68.66
59 70.13
60 77.06

Table 1: Continued.

Number Feature extraction accuracy (%)
60 79.84
61 75.49
62 75.67
63 87.91
64 74.88
65 83.33
66 75.94
67 75.33
68 72.56
69 81.32
70 87.05
71 87.88
72 84.73
73 89.73
74 82.97
75 90.85
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combines statistical methods to verify system perfor-
mance. -is article uses the system to monitor the class of
75 students of a certain major in a university and calculate
the result of feature recognition, as shown in Table 1 and
Figure 7.

From the above analysis, it can be seen that the college
students’ classroom concentration analysis system based on
computer statistical analysis and fuzzy control methods
constructed in this article has a certain accuracy in the
recognition of students’ classroom features. On this basis,
this article uses the system to identify students’ class con-
centration, and the results are shown in Table 2 and Figure 8.

From the above analysis results, the college students’
classroom concentration analysis system based on computer
statistical analysis and fuzzy control methods constructed in
this article performs well in student concentration recog-
nition and can be used as an auxiliary system for college
teachers’ teaching.

6. Conclusion

With the rapid development of hybrid artificial intelligence
technology, the intelligent education model of human-
computer collaboration makes education a traceable and
visible process. Creating an intelligent and technological
learning environment to conduct personalized, humanized,
and intelligent concentration state evaluation during the
process of autonomous learning and to achieve self-feedback
and evaluation of their learning effects is of great significance
to optimizing the teaching process and promoting learners’
deep learning. -is article combines computer statistical
analysis and fuzzy control methods to construct a classroom
concentration researchmodel for college students, builds the
functional modules of the concentration research model
based on actual needs, and designs experiments to verify the
system performance.-e experimental research results show
that the system constructed in this article has a certain effect.
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In order to improve the teaching effect of programming courses, this article applies network topology to the construction of
programming course teaching platform system and constructs a teaching framework combined with intelligent teaching mode. In
addition, this article takes the opportunistic social network composed of mobile smart terminal devices as the application
background and briefly introduces the concept, characteristics, and application scenarios of the opportunistic social network. In
addition, the typical message forwarding algorithm currently studied in this paper is analyzed. Taking into account the social
attributes and forwarding willingness of nodes, in order to increase the message transmission rate and reduce message
transmission delay and network overhead, twomessage transmission strategies are proposed to improve the operating effect of the
programming course teaching platform. Finally, this paper verifies the effectiveness of the network topology in the teaching of the
algorithm and programming of the intelligent teaching mode through experimental research.

1. Introduction

In the information age, the widespread application of In-
ternet and other network technologies has caused tremen-
dous changes in the way of teaching and learning. Moreover,
various new teaching methods using microclasses, micro-
videos, andMOOCs as the media are gradually taking shape,
and new learning methods such as personalized learning,
mobile learning, and flipped learning are gradually be-
coming popular. As the main place for imparting knowledge
and skills and cultivating quality talents, schools must
comply with the requirements of education informatization.
At the same time, key changes have taken place in the
development of teachers’ curriculum, the establishment of
education and teaching models, the update and delivery of
learning materials, and the way students learn. ,is is a
response to the development trend of the times and an
inevitable requirement for the development of education [1].

As a new type of teaching form to promote teaching
performance, the flipped classroom mode is the key to ef-
ficiently flip educational elements such as teaching concepts,

teacher and student roles, teaching methods, and evaluation
methods [2]. ,at is, before class, students watch the
learning videos independently and complete knowledge
transfer, and in class teachers and students conduct dis-
cussions and exchanges, conduct collaborative exploration
and internalize knowledge, and evaluate and reflect after
class, and provide timely feedback. It reverses the traditional
teaching model, reshapes the role of teachers and students
and the relationship between teachers and students, high-
lights the dominant position of students, improves learning
enthusiasm, and improves teaching effect and quality [3].

Object-oriented programming course is a very impor-
tant language practice course learned by computer majors.
,is course focuses on cultivating students’ ability to solve
practical problems independently through algorithm design
and is highly professional and practical. With the devel-
opment of Internet technology, the requirements for stu-
dents’ object-oriented programming have gradually
increased, but there are still many problems in the classroom
teaching of programming courses. ,e above-mentioned
problems will seriously affect the teaching effect, deviate
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from the teaching goal of the programming design course,
and cause the quality of training students to decline.
,erefore, we reform the programming curriculum and
traditional teaching mode by adopting the MOOC-based
flipped classroom teaching concept. At the same time, we
make full use of MOOC’s rich and high-quality online re-
sources while flipping the main role of teachers and students
in the classroom and pay more attention to the interactive
process and feedback of classroom teaching, to further
optimize the teaching quality and effect of programming
courses [4].

Since most students ignore the review of the class, the
teacher will pay more attention to the teaching of basic
grammar knowledge in the classroom teaching of the
program design course and lack the training and concern for
students to solve problems. Most teachers believe that
students can make students master the concept, grammar,
and knowledge points and then practice the teaching ob-
jectives of the course in accordance with the experimental
guidance in the experimental course. But in fact, this kind of
teaching does not enable students to really internalize in the
early stage of classroom and absorb the knowledge points. In
the next year, secondary students can not flexibly use
knowledge points to solve practical problems.

,e teaching resources of program design courses are
still based on textbooks and experimental guidelines, lacking
students’ way to explore, practice, and solve problems. ,e
final exam of the programming course is due to the paper
test, so the form of assessment is mainly based on the
theoretical knowledge, ignoring the essence of the pro-
gramming course. As long as the assault review before the
exam, you can get a high score, and practice and practice.
,e ability is not significantly improved. ,erefore, the
traditional teaching model of the reform program design
curriculum, enriching teaching resources, improving stu-
dents’ learning energy and learning efficiency, has become
an important research topic in teaching reform.

,is article combines the social cognitive network to
optimize the flipped classroom teaching mode of pro-
gramming courses and combines the information trans-
mission improvement algorithm to improve the
transmission efficiency of teaching resources and further
enhance the flipped classroom teaching effects of pro-
gramming courses.

2. Related Work

With the development of a large number of online social
networks at home and abroad, related research on online
social network analysis and mining has attracted great at-
tention from scholars at home and abroad. In today’s society,
due to the prevalence of social software, social network
applications have had a significant impact on people’s
clothing, housing, and transportation.

People pay more and more attention to large-scale
network graph data compression technology. Literature [5]
proposed a technique for compressing the original image
when it is divided. However, it is still not very good to meet
the requirements of fast query. Literature [6] proposed a

dictionary-based compression method. ,is method is to
compress web page data. It sorts the URLs in the web page
graph in lexicographical order. Since URLs that are close in
sequence often contain similar neighbors, using this prop-
erty can achieve a better compression effect. However, due to
general social network graph data, nodes often do not have
dictionary attributes, and the compressed places cannot be
found in lexicographic order. Literature [7] proposed an FRS
algorithm, which defines a social network data node rear-
rangement technology to achieve the purpose of node
rearrangement and then achieve the purpose of compres-
sion. Literature [8] proposed BFS-based technology, which
also uses the rearrangement method of nodes and uses the
difference between adjacent rows in the adjacency table after
sorting to store graph data, so as to achieve the purpose of
compression. Literature [9] proposed a multipoint lineari-
zation of neighborhood query, which uses some data
structures to achieve compression purposes, such as
quadtrees. Literature [10] showed that the data in the actual
graph in reality has the characteristics of power law dis-
tribution. Using this feature, literature [11] used the
structural equivalence method to transform the points and
edges in the original graph into structures with equivalent
meanings to achieve the purpose of compression. Literature
[12] proposed a method based on attributes, nonoverlap-
ping, and covering node groups to achieve the purpose of
compression. ,e above method considers the problem of
thinking from the perspective of how to reduce the size of the
original image data and does not consider what content will
be lost due to the reduction of the scale and how much
impact it will have on the perception of the original image.

Graph aggregation is very important in many fields, but
at present, there is relatively little research and analysis work
on the basis of graph aggregation. ,e definition of graph
aggregation is to discard some noncritical information in the
original graph data and reconstruct a similar simple graph to
achieve the purpose of easily analyzing the original graph. In
this way, intuitively speaking, it introduces some uncertain
factors in the data. For example, when accurate query is
required, due to the loss of additional information, there is a
certain degree of uncertainty for the query results [13].
Literature [14] developed an algorithm to understand large-
scale graph data through graph aggregation, which found
key structures in graph data. Although the algorithm can
find these key structures, it is found through experiments
that the structure found by the algorithm is not completely
accurate. For example, in the actual graph data, it should be a
clique structure, but the algorithm recognizes multiple star
structures. ,is is because the algorithm does not consider
the relationship between the words in the proposed graph
vocabulary dictionary, which leads to errors in the final
recognition of key structures. At the same time, the algo-
rithm only applies to static large-scale graph data, not to
large-scale social network graphs, and has no evolutionary
research.

Literature [15] found in teaching practice that when
students encounter problems in classroom learning, teachers
need to give students targeted help or guidance instead of
imparting systematic knowledge in the classroom. As a
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result, it changed the way of knowledge transfer in the
classroom and allowed students to watch the recorded
teaching videos before class and answer questions and tests
in the classroom and provided students with learning tasks
to promote students to complete the internalization of
knowledge. Subsequently, based on the practical reflection
on flipped teaching, literature [16] proposed new concepts
such as flipped classroom, mastered classroom, and flipped
learning. Moreover, it emphasized that flipped classroom is
only an entry point for teaching innovation, rather than a
goal or end point. From flipped classroom to mastery
classroom, the ultimate goal is flipped learning. Literature
[17] mentioned that the top students have a high degree of
participation in classroom activities under the traditional
teaching mode, while the diligent middle school students
have equal opportunities to participate in classroom activ-
ities under the flipped classroom mode. ,erefore, flipped
classroom teaching can ensure that more students partici-
pate in classroom teaching activities. Literature [18] con-
structed a flipped classroom teaching model and conducted
experimental demonstrations.

3. Flipped Classroom Network Model of
Programming Courses

,is article defines the network topology including the
connected graph composed of nodes and links, which is
G�(N, L). Among them, N represents the set of all nodes in
the network, and N � N1, N2, . . . , Nm􏼈 􏼉(m≥ 1), ∀Ni ∈ N,
and Ni represents the i-th node in the opportunistic social
network, L represents the set of communication links be-
tween nodes, and L � L1, L2, . . . , Lk􏼈 􏼉(m≥ 1) ,
k ∈ [0.n(n − 1)/2], ∀Li ∈ L, and Li represents the i-th
communication link in the network.

Node activity represents the number of times a node has
encountered other nodes in the community in a period of
time, denoted as NAi. Among them, Cij represents the
number of times that the nodeNi and the nodeNj meet in the
period T, and the calculation formula is shown in the fol-
lowing equation [19]:

NAi � 􏽘
m

j�1,j≠ i

Cij. (1)

,e larger the value of 􏽐
k
j�1 Mi,j(t), the higher the ac-

tivity of the node, and the greater the probability that the
node leaves the local community, indicating that the node
encounters other community nodes more frequently in the
current time period.

,e frequency of encounters refers to the ratio of the
total number of encounters between node i and node j in the
time period t to the total number of encounters between
node j and other nodes from the initial state, namely,

P(i,j) �
Mi,j(t)

􏽐
k
j�1 Mi,j(t)

. (2)

Among them, Mi,j(t) represents the total number of
encounters between node i and node j during message

forwarding in the time period t in the network, 􏽐
k
j�1 Mi,j(t)

represents the total number of encounters between node i
and other nodes in the network, and k represents the number
of nodes in the network.

Encounter probability estimation: Encounter probability
estimation refers to the probability of meeting between two
nodes in the next time period based on the historical in-
formation of the nodes and the network environment
without contact.

In order to predict whether two nodes will meet within a
specific time Tc, it is predicted whether the node will meet
other nodes within the next time Tc since the previous timeT
they met, that is, whether the current encounter time interval
is shorter than Tc +Tl.

Pcp � P Il <Tc + T1( 􏼁. (3)

It can be seen from Tc +Tl that the entire problem has
been transformed into an estimate of the current time in-
terval It, and the waiting time is Tl, so Il ≥Tl and

Pcp � P Il <Tc + T1 | Il ≥Tl( 􏼁. (4)

,rough the conditional probability formula, we can get

P Il <Tc + T1 | Il ≥Tl( 􏼁 �
P Il <Tc + T∩ Il ≥T( 􏼁

P Il ≥T( 􏼁
. (5)

From formulas (3)–(5), we can get

Pcp �
f Tl < I<Tc + Tl( 􏼁

f(l < I)
. (6)

In formula (6), the function f(x) represents the encounter
frequency of x, and the encounter frequency is reflected by
historical encounter information. In short, historical in-
formation can be used to estimate the probability of
encounter.

Bayesian probability: It is an interpretation of the
proposition probability proposed by Bayesian theory and the
process of estimating the posterior probability through prior
historical information.

,e Bayesian probability between the node and other
nodes is calculated by the following formula [20]:

P ik|j( 􏼁 �
P ik( 􏼁P j | ik( 􏼁

􏽐
z
k�1 P ik( 􏼁P j | ik( 􏼁

. (7)

Among them, i1, i2, i3...in...iz represent the number of
nodes existing in the network, and k represents the number
of historical encounter nodes of node i.

When the node message is forwarded, the source node
determines the prior probabilities
P(ik | j) � P(ik)P(j | ik)/􏽐

z
k�1 P(ik)P(j | ik) and P(j | ik)

through historical encounter data, then calculates P(ik | j)

using formula (7), and determines the probability of en-
countering the node with other nodes through comparison.
,e source node can use a variety of probabilities of en-
counter to determine, thereby improving accuracy.

Because the mobile nodes in the opportunistic social
network are dynamic and social, the smart device nodes that
make up the network are divided into different
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communities, which are intracommunity and intercom-
munity methods. ,e nodes belong to the same community,
and the nodes are closely connected, and the number of
encounters is high. Between communities, because nodes
encounter fewer times when forwarding messages, the
probability of encounters is also reduced.

After dividing different communities according to the
social attributes of the node, the node represents the indi-
vidual carrying the mobile device, the edge where the node is
located represents the social relationship between the mobile
device carriers, and the weight of the edge represents the
strength of the social relationship between the mobile device
carriers. ,e nodes in the network are divided according to
the above method, and the result is shown in Figure 1 [21].

A single copy mechanism is used in many messaging
methods and the forwarding or reception of the message
directly when the node and nodes meet. In this case, there is
no better encounter opportunity during forwarding. In
order to solve the above problem, this paper proposes a
method of selecting a Bayesian probability tree forwarding
node selection method. ,is method combines the source
node to the probability of the income node and the Bayesian
probability between the nodes to select the next forwarding
node. In addition, the node carries the node as the root node
of the tree, and the node encountered by the node as the
second- and third-level nodes of the tree. ,e Bayesian
probability value satisfying these nodes is located on the side
where the two nodes are located, and the contents of the tree
node indicate that the message is successfully delivered by
each node to the target node.

,is paper mainly contains nodes I, A, B, C, and D in a
network, as shown in Figure 2(a) below. Node i stores the
generated message and forwards it to the target node J,
which meets node A at a certain time T0; if it only depends
on the probability of transmitting the message and the node,
it will not be determined; send it to the node A and consider
the next chance. Whether to send a message to the next node
α is determined according to the BFANS algorithm, as
shown in Figure 2(b) below. In this case, the transmission
probability size of the root node and the value of the
Bayesian probability condition satisfying the node are ob-
tained, and finally the probability value is encountered with
the node. In case of the node, after encountering the node A,
the probability of multiplying the node B by the B node to
the target node J probability is higher than the transmission
probability of the node I to A, and the node i stores the
message after the node A is encountered. Node I hopes to
meet the node B; repeat the above steps until the target node
J meets and forwards the message.

,e application scenario of opportunistic social network
is shown in Figure 3. Under the premise that there is no end-
to-end transmission path between node S and node D, the
source node S wants to send a message to the target node
D. In this case, the message needs to be forwarded with the
opportunity of encountering other nodes in the network.
,erefore, node S will select an intermediate node from a
group of neighbor nodes (Nq), so that the message is finally
transmitted to node D through multihop communication.
We assume that S chooses node N, and N forwards the

message to N because there is no other neighbor node to
forward it. However, node N exhibits selfishness due to
resource constraints such as storage and energy and discards
the message instead of forwarding it to node D. Due to
resource constraints, it is difficult to detect the selfish be-
havior of nodes in the opportunistic social network, which
reduces the message delivery rate and extends the trans-
mission time.

Before analyzing specific problems, we first give the
relevant assumptions of the system model:

(1) ,e network connectivity graph is G � (V, E), where
V represents the set of all nodes in the network, and
E � e � (u, v)|u, v ∈ V{ } represents the set of node
edges. ,e network G can be represented by a matrix
A of size |V| × |V|, and the value of A is as follows
[22]:

AI,J �
1, ei,j ∈ E

0, ei,j ∉ E

⎧⎨

⎩ (8)

(2) Nodes in the network are rational and selfish nodes;
that is, nodes misrepresent their own information in
order to maximize benefits, rather than mis-
representing other information.

(3) For other nodes in the network except the target
node, the node has only two choices: forwarding or
discarding.

In opportunistic social networks, location changes
often occur according to the mobility of nodes. In order to
predict the meeting position of the nodes, the calculation
model based on the distance prediction of the nodes first
calculates the angle formed by the moving speed of the
nodes and the distance between the nodes. Secondly, the
moving position of the node at the next moment is
predicted and the distance is calculated. Finally, the
Merkle hash tree is used to detect the existence of selfish
nodes, and the best forwarding node is selected to
complete the message forwarding through the node co-
operative forwarding mechanism.

Encounter distance calculation: ,e moving speeds of
the carrying node C, the neighbor node N, and the target
node D are Vc

�→
, Vn

�→
, and Vd

�→
, respectively, and the angles

formed by the node C, the neighbor node N, and the target
nodeD are ωc andωn, respectively.,e calculation process is
shown in formulas (9) and (10) [23]:

1

2 3

4 5

6 7

Figure 1: Results of community division.
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cos ωc � cos < Vc
�→

, Vd
�→
> �

Vc
�→

· Vd
�→

Vc
�→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 Vd
�→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

, (9)

cos ωc � cos < Vn

�→
, Vd
�→
> �

Vn

�→
· Vd
�→

Vn

�→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 Vd
�→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

. (10)

Among them, the angle calculation of ωc � cos− 1(Vc
�→

·

Vd
�→

/|Vc
�→

||Vd
�→

|) and ωn � cos− 1(Vn

�→
· Vd
�→

/|Vn

�→
||Vd

�→
|) is shown

in Figure 4, ωc represents the angle formed by the moving
speed of the node carrying the message and the target node,
and ωn1, ωn2, and ωn3 represent the angle formed by the
moving speed of the neighbor node to the target node,
respectively.

Average speed indicates the ratio of the distance between
the previous position of the node and the current position in
time ΔT. ,e previous position of node C is represented by
coordinates (c0x;.coy), the current position is (cx, cy), and the
previous position of node N is (n0x, n0y), and the current
position is (nx, ny). ,e calculation process of the average
speed of node C and node N is shown in formulas (11) and
(12):

Vc �

��������������������

cx − c0x( 􏼁
2

+ cy − c0y􏼐 􏼑
2

􏽱

ΔT
,

(11)

Vn �

��������������������

nx − n0x( 􏼁
2

+ ny − n0y􏼐 􏼑
2

􏽱

ΔT
. (12)

i
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3
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j

(a)

j

Pij

Paj

Pcjbaj Pdj

(b)

Figure 2: ,e generation process of Bayesian probability tree. (a) Network situation. (b) Bayesian probability tree.
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Figure 3: Application scenarios of opportunistic social networks.
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Encounter distance indicates the distance between the
node’s moving position and the current position at the next
moment in time ΔT. ,e positions of node C, node N, and
node D at the next time are (c1x, c1y), (n1x, n1y), and (d1x,
d1y), respectively. Among them, (d1x, d1y) represents the
sum of the distance from the current position and the
distance moved at the next moment, which is calculated by
formula (cx + ΔT × V0x, cy + ΔT × V0y) and formula
(nx + ΔT × V1x, ny + ΔT × V1y).

Lc �

������������������������������������������

d1y − cy + ΔT × V0y􏼐 􏼑􏼐 􏼑
2

+ d1x − cx + ΔT × V0x( 􏼁( 􏼁
2

􏽲

,

Ln �

�������������������������������������������

d1y − ny + ΔT × V1y􏼐 􏼑􏼐 􏼑
2

+ d1x − nx + ΔT × V1x( 􏼁( 􏼁
2

􏽲

.

(13)

,e Merkle hash tree is a binary tree that maps a set of
nodes to a set of fixed-size strings, as shown in Figure 5.
Among them, each leaf node carries a given value, and the
value of internal nodes including the root node is obtained
by hashing of two child nodes, and a Merkle hash tree is
constructed according to the data packets carried by the
node and the distance of encounter.

Among them, η ∈ (0, ..., 2H − 1, H≥ 1) represents the
index value stored by the leaf node, and H≥ 1 represents the
height of the Merkle tree. ,e hash value stored by the node

is represented by yh[i], where h � 0, ..., H represents the
height of the node in the tree (the height of the leaf node is 0,
and the height of the root node is H), and i � 0, ..., 2H− h − 1
is the position count of the node from left to right.
f: (0, 1)∗ ⟶ (0, 1)n is the hash function, and the hash
value of the leaf node is calculated by the function f, where ⊗
represents the connection operation, and the hash value of

D

N

N

D

C

C

N

NC

N
N

Current
position

Next
location

Figure 4: Calculation of the included angle of node moving speed.

η=2

y2[0]

H=2

Figure 5: Example of Merkle hash tree.
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the nonleaf node in the Merkle tree is calculated as shown in
the following formula:

yh+1[i] � f yh[2i]⊗yh[2i + 1]( 􏼁. (14)

We assume that the source node and the target node
are legitimate nodes, and the relay node is selfish. ,e
Merkle hash tree creates the first level of the tree by
hashing the number of messages, and the value of the
nodes hashed in the first level becomes the leaf hash. After
that, every two leaf hashes are paired and hashed to create
a new hash value, until a hash value is finally created, and
this node becomes the Merkle root node (y3[0]), as shown
in Figure 6.

In the opportunistic social network, the Merkle hash tree
will be used to check whether there is a message loss during
the forwarding process between the source node and the

target node. If a message is removed, its parent node will
change. Once the parent node changes, it will cause the root
hash value of the entire Merkle tree to change. ,e source
node embeds the Merkle root in the head of each message
and sends it to the target node through the intermediate
node, as shown in Figure 7.

,e algorithm in this paper is compared with the
traditional Epidemic and Prophet algorithms in terms of
message delivery rate, average delay, and routing cost ratio.
,e definitions of the three indicators are introduced
below.

3.1. Message Delivery Rate. ,e message delivery rate refers
to the proportion of the total number of messages that can
successfully reach the target node to the total number of
messages sent by the source node. ,e calculation formula is

Merkle Root

Level 2

Level 1

Levels

y2[0]

y1[0]

y2[1]

P0 P1 P2 P3 P4 P5 P6 P7

Figure 6: A Merkle tree containing 8 messages.

Source P0 y3[0] P1 y3[0] P2 y3[0]

y3[0]PmN1N2Destination

Figure 7: ,e embedding root node to the forwarding node.
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Dratio �
R

S
. (15)

In this formula, R represents the total number of mes-
sages successfully sent to the target node, and S represents
the number of messages that the source node has sent to the
target node.

3.2. Average Delay. ,e average delay is the ratio of the total
time of messages sent by the node to the total number of
successfully reaching the target node. ,e calculation for-
mula is

T � 􏽘
i�1

Ti

R
. (16)

Among them, Ti represents the message transmission
delay for the i-th node to send a message to the target node
within time T, and R is the total number of messages
successfully reaching the target node.

3.3. Routing Cost Ratio. It represents the ratio of the total
number of messages that the node fails to reach the desti-
nation to the total number of messages that successfully
reach the destination under the conditions of the experi-
ment. ,e calculation formula is

Rratio �
􏽐

n
j�1 Si − R􏼐 􏼑

R
. (17)

Among them, Rratio represents the routing cost ratio of
the message forwarding process, and 􏽐

n
j�1 Si represents the

total number of messages sent by the source node to the
destination node.

4. Optimization of the Flipped Classroom
Teaching Mode of Programming Courses
Based on Social Cognitive Network

In this paper, the optimization analysis of the flipped
classroom teaching mode of programming courses is carried
out by transferring part of the cognitive network. In the
teaching process, students should be guided to understand
the relationship between the core concepts and key capa-
bilities of this chapter. ,e relationship between the core
concepts and key capabilities of “Algorithm and Program” is
shown in Figure 8.

On the basis of sorting out and analyzing the research
of the flipped classroom model, according to the partic-
ularity of the information technology curriculum and the
specific situation of the school, this paper designs a three-
stage flipped classroom model process including “before
class, knowledge transfer,” “in class, knowledge

Program design mobile learning platform
based on flipped classroom
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Figure 10: ,e overall structure design of the system.
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internalization,” and “after class, evaluation and reflec-
tion.” ,e tasks in the preclass stage include the following:
teachers make microclasses, design self-learning task lists,
and supervise learning, and students watch microclasses
to self-learn, complete self-learning task lists, and record
confusion. ,e tasks of the in-class stage are as follows:
teachers guide inquiry, guide communication, guide
practice, and practice, and students carry out problem
exploration, exchange and discuss, and implement
practice. ,e tasks in the after-school phase are as follows:
teachers perform guidance and evaluation, and students
show results and perform evaluation and reflection. ,e
design of the flipped classroom teaching process is shown
in Figure 9.

,e mobile learning platform is developed based on the
mobile terminal platform and is mainly used in mobile
devices, such as smart phones and tablet computers, in-
cluding an operating system, middleware, and some key
platform applications.Moreover, it can be ported to different
hardware platforms. ,e system consists of two parts: the
foreground and the background. ,e front desk functions
include user login, user registration, interactive communi-
cation module, course learning module, and learning re-
source module. ,e background is the system management
module, which is mainly operated by the administrator,
including student management and resource management.
Figure 10 shows the overall structure of the mobile learning
platform.

After constructing the above system, the performance of
this system is verified through experimental teaching
methods, and the teaching effect is counted. ,e results
obtained are shown in Table 1 and Figure 11 below.

From the above research, we can see that the flipped
classroom teaching system of programming courses based

Table 1: Statistical table of evaluation of the teaching effect of
flipped classroom of programming courses based on social cog-
nitive network.

NO Teaching evaluation
1 86.31
2 91.19
3 87.96
4 81.39
5 90.09
6 86.07
7 87.86
8 92.90
9 91.19
10 86.07
11 89.99
12 86.46
13 89.15
14 92.34
15 86.93
16 84.47
17 91.50
18 90.81
19 85.67
20 91.59
21 92.50
22 80.55
23 91.43
24 85.89
25 91.44
26 84.80
27 91.08
28 92.48
29 83.42
30 92.16
31 91.93
32 79.54
33 88.35
34 90.97
35 80.82
36 84.79
37 82.76
38 90.38
39 84.02
40 81.30
41 83.36
42 83.41
43 85.95
44 84.66
45 91.41
46 84.44
47 83.43
48 82.01
49 86.77
50 92.19
51 87.66
52 84.42
53 81.96
54 86.71
55 92.62
56 81.19
57 86.95
58 81.30

Table 1: Continued.

NO Teaching evaluation
59 84.46
60 91.36
61 80.06
62 79.51
63 86.89
64 82.73
65 92.24
66 87.49
67 90.44
68 85.17
69 86.57
70 82.21
71 83.70
72 84.11
73 85.45
74 89.65
75 92.97
76 82.16
77 85.11
78 81.76
79 82.71
80 89.65
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on social cognitive network constructed in this paper has
good teaching effects and can effectively improve the
teaching quality of programming courses.

5. Conclusion

,e emergence of the flipped classroom has provided a new
direction and injected fresh vitality for the reform of edu-
cation and teaching. Based on the relevant theories and
practices of microclasses and flipped classrooms, this paper
creatively combines microclasses, flipped classrooms, and
high school algorithms with programming teaching based
on the actual teaching work. Moreover, this paper combines
social cognitive network and wireless information dissem-
ination technology to design a three-stage model of flipped
classroom teaching based on microclasses and apply it to the
teaching practice of algorithm and programming. In addi-
tion, this paper analyzes the optimization of the flipped
classroom teaching mode of programming courses through
the transfer of part of the cognitive network. Finally, this
paper designs an experiment to verify the performance of the
system constructed in this paper. ,e research results show
the effectiveness of flipped classroom based on social cog-
nitive network in algorithm and programming teaching.
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Traditional sports aid systems analyze sports data via sensors and other types of equipment and can support athletes with
retrospective analysis, but they require several sensors and have limited data. )is paper examines a sports aid system that uses
deep learning to recognize, review, and analyze behaviors through video acquisition and intelligent video sequence processing.
)is paper’s primary research is as follows: (1) With an eye on the motion assistance system’s application scenarios, the network
topology and implementation details of the two-stage Faster R-CNN and the single-stage YOLOv3 target detection algorithms are
investigated. Additionally, training procedures are used to enhance the algorithm’s detection performance and training speed. (2)
To address the issue of target detection techniques’ low detection performance in complicated backgrounds, an improved scheme
from Faster R-CNN is proposed. To begin, a new approach replaces the VGG-16 network in the previous algorithmwith a ResNet-
101 network. Second, an expansion plan for the dataset is provided. (3) To address the short duration of action video and the high
correlation of image sequence data, we present an action recognition method based on LSTM. To begin, we will present a motion
decomposition scheme and evaluation index based on the key transaction frame in order to simplify the motion analysis
procedure. Second, the spatial features of the frame images are extracted using a convolutional neural network. Besides, the spatial
and temporal aspects of the image sequence are fused using a two-layer bidirectional LSTM network. )e algorithm suggested in
this research has been validated using a golf experiment, and the results are favorable.

1. Introduction

More and more people are devoting their time to sports such
as golf and skiing as China’s burgeoning sports and health
industry becomes more active. When there is no systematic
learning, beginners may not develop their technical level
because of nonstandard movements, and in certain cases,
they may even injure themselves playing sports. To achieve
continuous improvements, you must assess and analyze
your efforts constantly. Traditionally, sports coaches have
done one-to-one coaching. High labor costs and poor
flexibility are difficulties for the company. As it currently
stands, there is a problem that has to be fixed when it comes
to teaching and training. In professional athletes’ daily
training, they use sports assist devices. Professional training
analysts, modeling the athletes based on motion sensor data,
use the data of the limbs to track and correct the specifics of
the athletes’ motions. Because of the high price and the need
for specialized motion sensors, the present sports aid system

is difficult and costly for sports enthusiasts who are not
professional athletes [1–8].

)ese recent advances in computer vision and natural
language processing, made possible by a boost in the amount
of training data and the addition of sophisticated feature
expression capabilities, have been achieved using deep
learning. A great number of practical achievements have
been accomplished in the target detection, machine trans-
lation, and action identification departments. Many vision
tasks are based on object detection, which is a research issue
in computer vision. As a result, face recognition, autono-
mous driving, and target tracking have all seen widespread
use in real life. )is traditional target detection method
extracts characteristics artificially, and the results are
sometimes inferior due to poor feature extraction or in-
adequate recognition. Deep convolutional neural networks
can automatically extract task-related feature information
from enormous data because of the development of con-
volutional neural networks. Traditional machine learning
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methods, which can easily be implemented by specifying
rules for feature extraction, have clear advantages. )e deep
learning target detection technique, on the other hand, has
improved the accuracy and speed of detection significantly.
By further expanding the applications of computer vision, it
increases the overall value. Another field of computer vision
study is semantic analysis of video, specifically human action
recognition, which has a variety of possible applications,
such as human-computer interaction and gesture recogni-
tion. )e primary goal of it is for videos. Pure static graphics
no longer serve as a proper means of describing video as-
pects. Human motion recognition hence has to assess the
temporal features in addition to extracting the spatial fea-
tures of each frame of video. Recurrent neural networks are
now frequently employed in machine translation, text
generation, and personalized recommendation applications.
Recurrent neural networks and convolutional neural net-
works are being combined to address the demanding
problem of processing video sequences [6–15].

)is paper studies the exercise assistance system, which
does not require sensors. It can recognize movements only
through video sequences, which is convenient for users to
quickly review and analyze their movements in real time. It
not only enriches the learning methods of sports but also
provides new ideas for the development of sports assistance
systems, which is extremely important for the promotion of
the development of sports events.

)e contribution of this paper can be summarized as
follows: (1) the detection efficiency of target detection al-
gorithm is improved in complex background; (2) a sports
recognition algorithm based on LSTM is proposed, which
can fuse spatial features as well as temporal features; and (3)
the proposed method achieved advanced performance.

2. Related Work

Literature [16] proposed a deep convolutional neural network
AlexNet. In the ImageNet competition that year, excellent
results were achieved, which proved the huge potential of
convolutional neural networks in image processing tasks.
Literature [17] proposed R-CNN, which used a selective
search algorithm to generate about two thousand candidate
regions for each image. )en through the forward propa-
gation of the convolutional neural network, feature extraction
was performed on each candidate area, and finally, the feature
information of each candidate area was classified using linear
SVM. R-CNN can output and correct the bounding box. mAP
can reach 58.5%, which was a relatively large improvement
compared to the previous algorithm. However, the selective
search method needed to extract feature values and classify
each candidate frame. )is process generated a lot of re-
dundant calculations, which consumed a lot of memory and
calculation time, and the average processing time for each
picture was about 3 s. )e fully connected layer as a classi-
fication also required a fixed-size input and forced conversion
of the size of the input image would also cause image dis-
tortion. In literature [18], the Faster R-CNN was designed for
the problem that the candidate region generation algorithm
was too time-consuming and space-consuming.)e principle

of the Faster R-CNN was as follows: first, the image was
extracted from the convolutional network to learn the feature
and output to the RPN network, and then the RPN network
determined in the classification layer that the anchor belonged
to the foreground or the background and finally converted the
region of interest into a feature vector. At the same time, it was
output to the type recognition classifier and the border
correction regressor. Faster R-CNN replaced the fully con-
nected layer with a fully convolutional layer, which truly
realized end-to-end calculation, and the detection speed and
accuracy had been further improved. Literature [19, 20]
proposed the YOLO series of algorithms. Divide the input
image into several grids. If the target object’s center was in the
grid, each grid needed to predict the value of N boundary
candidate boxes and output the position coordinates and
confidence of each boundary box. End-to-end training could
be achieved. Although the detection performance was not as
good as the two-stage algorithm, its detection speed was
faster. But it could only detect target objects that fall into the
grid. When a grid contains multiple target objects that are
close to each other, the detection performance is relatively
poor.

Literature [21] proposed a dual-stream convolutional
network, which divided the network into two independent
streams, and the spatial convolutional stream learned the
spatial characteristics of a single frame of pictures. )e
optical flow convolutional flow learned the optical flow
sequence that represents the characteristics of video timing
information. Finally, the two network streams were fused
and output. )e dual-stream network used a single-frame
image and optical flow field bands to represent the spatial
and temporal characteristics of the video sequence. How-
ever, it was difficult to represent the spatial characteristics of
long-term video using a single-frame image. In view of the
limitations of the dual-stream model for the sampling of
long-term video sequences, literature [22] proposed a time
segmentation network to improve the input of the dual-
stream network. )e long video was randomly divided
into K segments and input into K dual-stream networks. Use
random sampling to sample image frames from fragments
and input them into the spatial convolution stream. Finally,
the results of K optical flow networks were merged to obtain
the final result, which obtained a high score of 94.2 on the
UCF101 dataset. Literature [23] extended the two-dimen-
sional convolutional neural network directly to the three-
dimensional convolutional neural network. By adding in-
formation in the time dimension, the two-dimensional
convolution kernel was extended to the three-dimensional
convolution kernel, and the convolution kernel slides in the
time dimension.)e features of the time dimension could be
effectively extracted. Literature [24] designed the I3D net-
work, extended the pooling kernel to three dimensions, and
added the optical flow information to the three-dimensional
convolutional neural network. Literature [25] added the idea
of jump connection of residual network and deepened the
network depth of the three-dimensional convolutional
network. )e proposed network structure based on the
three-dimensional convolutional network neural network
was relatively simple and inherited the weight sharing and
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integration of the convolutional network. )e three-di-
mensional convolutional network was limited by the width
of the convolution kernel, and it was difficult to learn long-
time information. Literature [26] designed an action rec-
ognition algorithm based on a double stream network for
hockey action analysis. )e network first obtained human
body posture information through a partial affinity field,
secondly used optical flow field to extract time features, and
finally combined posture information and optical flow to
estimate the hockey player’s movements. Literature [27]
proposed that SoccerNet was used for football game video
analysis. According to the image information of the football
game video, it automatically recognized the key event time
nodes in the football game, such as red and yellow cards,
goals, and replacement players.

3. Target Detection Based on Deep Learning

With the continuous development of deep learning, target
detection algorithms have gradually replaced traditional
target detection algorithms. )e proposal of R-CNN first
applies deep learning technology to target detection tasks.
Fast R-CNN is improved and optimized on the basis of
R-CNN and has achieved good performance in detection
efficiency and training time.

)e current research on target detection algorithms is
divided into two branches: one is the two-stage target de-
tection with priority in detection accuracy, represented by
Faster R-CNN. )e feature information is classified and
output. )e regional suggestion network can output
according to the feature information of different scales. Since
the algorithm performs regression correction on the target
object frame in the process of generating candidate regions
and classifying, the algorithm has good detection accuracy;
the other is single-stage target detection algorithm with
priority on detection speed, and its representative is the
YOLO series of algorithms. )e principle of the algorithm is
as follows: divide the picture into a fixed-size network and
use a priori box of preset size to directly perform feature
extraction and classification on the a priori box of each grid.
Due to the entire process is required, the speed of YOLO is
faster. Aiming at the application scenarios of the motion
assistance system, this chapter compares and analyzes the
current mainstream target detection algorithms based on
deep learning. Finally, a comparative experiment is carried
out on the motion video keyframe image dataset, and its
application scenarios are analyzed according to the detection
performance of different algorithms.

3.1. Faster R-CNN. It is the first target detection algorithm
that can be trained in an end-to-end method. )e subse-
quent two-stage target detection algorithm is basically im-
proved according to the idea, and Faster R-CNN is
considered to be a milestone of the two-stage target de-
tection algorithm. As shown in Figure 1, the workflow of
Faster R-ANN is as follows: first, the input image is extracted
by the backbone, and then the feature map is input into RPN
to obtain the proposal. Cut out the feature map of the

candidate area and output it to the ROI Pooling to generate a
candidate area, and finally output it to the classifier for type
classification and the regression to correct the prediction
frame.

Faster R-CNN introduces RPN to extract candidate
regions. )is is a CNN that can share features of the con-
volutional layer and extract candidate regions from this. )e
extracted part of the candidate region is embedded into the
network, which in a true sense realizes the end-to-end target
detection. After obtaining the candidate area, perform target
classification and bounding box regression. RPN′ imple-
mentation is as follows: use a 3×3 sliding window to generate
a feature vector of length 256 or 512 on the feature map
extracted by the network, and then output this feature vector
to two fully connected layers for prediction of the center
coordinates; width and height of the candidate area are used
to predict whether the candidate area belongs to the fore-
ground or the background. )is sliding window method can
ensure that the regression layer and the classification layer
cover the entire space of the feature map. For each sliding
window, k region suggestions can be predicted at the same
time, so there are 4k outputs for the regression layer, that is,
the 4 coordinate parameters corresponding to the candidate
region, and the classification layer is 2k, that is, whether the
candidate region is the target or the background. )e k
candidate regions are the parameterization of k anchors.
Each anchor has a strong translation invariance, which is
beneficial to improve the quality of detection.

L pi􏼈 􏼉, ti􏼈 􏼉( 􏼁 �
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where i is the anchor index, pi is the prediction probability of
the anchor i target, if the anchor is positive, p∗i is 1, oth-
erwise, it is 0, and ti represents the 4 coordinate parameters
of the predicted candidate frame. t∗i represents the coor-
dinate parameters of the real target frame corresponding to
the positive anchor. )e specific classification loss and re-
gression loss functions are as follows:
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where R is the robust loss function, as illustrated in the
following equation:

smoothL1
(x) �

0.5x
2
, if |x|< 1,

|x| − 0.5, otherwise.

⎧⎨

⎩ (3)

Faster R-CNN uses VGG-16 as the backbone network. It
has achieved relatively good results in ImageNet classifi-
cation tasks, and its model compatibility is relatively high. It
is widely used as a feature extraction network in various
image analysis tasks. Since the target detection task not only
needs to classify the image but also needs to locate the target,
the ability to extract features may have an important impact
on the accuracy of the model. An improved scheme of
objection detection is proposed, using ResNet-101 instead of
source code VGG-16 as the backbone network of the target
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detection algorithm. Compared with VGG, the ResNet-101
network has a deeper network structure and can extract
richer image feature information. Simultaneously, the net-
work training efficiency is improved by using the residual
module, and the network inference speed is accelerated.

3.2. YOLO. )e YOLO algorithm is proposed by Redmon
et al. It is the representative work of a single-stage target de-
tection algorithm. Its core idea is to transform target detection
into a regression task. Different from the two-stage algorithm,
the input image can directly output the type information and
position information of all detected targets in the image after
one inference. In the case of ensuring the accuracy and efficient
performance of the target detection task, the entire network
only uses a single convolutional neural network, which greatly
promotes the training speed and reduces the detection time. As
shown in Figure 2, the principle of the YOLO algorithm: first
divide the input image into grids, and stipulate that each
network is only responsible for detecting objects whose target
center falls in the current grid.

Suppose that each grid can predict B target objects, and
each box needs to output 4 pieces of position information,
that is, the center point coordinates of the target object, the
relative height and width of the border, and the confidence
of the object corresponding to the output border. )e

confidence of a five-dimensional tensor represents whether
the box contains the target object and the accuracy of the
position of the box relative to the real object, which is de-
fined as follows:

confidence � Pr(Object) • IOUtruth
pred , (4)

where Pr(Object) represents whether the center of the de-
tected target object falls in the box; if it falls in the box, its
value is 1; otherwise, it is 0. )e latter represents the in-
teraction ratio between the predicted object box output by
the network and the box of the actual position of the object.

)e total loss of YOLO consists of three parts. )e
formula for classification loss is as follows:

Lcls � 􏽘

S2

i�0
1obji 􏽘

c∈classes
pi(c) − 􏽢pi(c)( 􏼁

2
, (5)

where i is the index of the grid, S is the size of the grid
division, c is the category of the objection, and pi(c) rep-
resents the probability that i-th grid contains c target object.
1obj indicates whether there is a target object in the grid i; a
value of 1 means that the center of the target object falls in
this box; otherwise, it is 0.

)e loss function of the bounding box regression is

Lbbox � λcoord 􏽘

S2

i�0
􏽘

B

j�0
xi − xi
′( 􏼁
2
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��
wi
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􏽢wi
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where B means that each grid can output B boxes and λcoord
means balance factor.

)e loss function of confidence is

Lconf � 􏽘
S2

i�0
􏽘

B

j�0
1objij Ci − 􏽢Ci􏼐 􏼑

2
+ λnoobj 􏽘

S2

i�0
􏽘

B

j�0
1noobjij Ci − 􏽢Ci􏼐 􏼑

2
,

(7)

where Ci is the confidence of j-th output box; 1noobj indicates
whether the j-th output box of the grid i contains the de-
tection target, if it contains a value of 0; otherwise, it is 1;
λnoobj means balance factor.

)erefore, the final loss function of YOLO is

L � Lcls + Lbbox + Lconf . (8)

In the estimation process of YOLO, although the output
between grids will not conflict, when predicting large size or
adjacent objects, multiple grids may predict the same object.
At this time, YOLO uses a nonmaximum suppression al-
gorithm to filter out redundant output boxes. )e confidence
of the final output box is equal to the product of themaximum
value P of the category prediction of the grid output and the
maximum value of the confidence of the current grid output
box. )is can also filter out some mostly overlapping boxes.
)e confidence level of the detected object is output, and the
box and category are considered at the same time so that the
output of the confidence level is more credible.

3.3. Data Enhancement. Aiming at the problem of complex
light sources that may appear in the actual detection scene of
golf courses and the problem from different viewpoints and
distances, we propose a data enhancement strategy to

Image CNN Feature map

RPN

ROI pooling FC layer FC layer

FC layer

Bounding box

Class

Figure 1: )e structure of Faster R-CNN.
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expand the dataset. For the open-air golf situation, where
light is relatively strong, the overexposure environment of
the camera is simulated by increasing the exposure value as
well as the contrast. For underexposure environments such
as cloudy days or in the shade of trees, reduce the exposure
and contrast of the original image to increase the pro-
portion of dark parts of the image. For the problem of the
target object scale that does not need to be brought about by
the camera angle and distance, three hybrid data en-
hancement methods are used: (1) random image transla-
tion, which translates the image in the horizontal or vertical
direction; (2) random image zoom; (3) random zoom out
or zoom in the image.

4. Action Recognition Based on LSTM

Action recognition based on LSTM is to add a recurrent
neural network. )is kind of hybrid network has the ad-
vantages of both CNN and RNN and can obtain information
in the time dimension very well. Moreover, LSTM can tackle
the problem of RNN due to the disappearance of gradients
and cannot handle long-term video well. )e problem has
shown good results in capturing spatial motion patterns,
time-series, and long-term dependencies.

4.1. LSTM Unit. Traditional neural networks, such as con-
volutional neural networks, have no memory function and
cannot pay attention to the relationship between feature
information at adjacent moments. Recurrent neural networks
(RNN) are mainly used to analyze time-series sequences and
can extract the time-series features. RNN combines the
hidden layer with the input and outputs it to the hidden layer.
In this way, RNN can combine the information at the pre-
vious moment to output, and the formula for forward
propagation is as follows:

st � σ Wsxt + Ust−1 + bs( 􏼁,

ot � Wost + by􏼑,
(9)

where Ws is the weight parameter of the input data at the
current moment, U represents the weight parameter of the
hidden state at the previous moment in the hidden state, Wo

is the weight of the hidden state and output at the current
moment, b represents the offset, and σ function represents
the activation function.

RNN is very successful in tasks such as speech recog-
nition and text generation. RNN can transmit characteristic
information from front to back. )eoretically, the long-term
dependence relationship can be solved; that is, the output at
time t contains all the characteristic information at time 0-t,
but this is not the case. Because in the training process, RNN
also has the problem of gradient disappearance and gradient
explosion, which makes the parameters of the neural net-
work unable to be updated correctly. )erefore, the long-
distance information often cannot be transmitted to the
subsequent output sequence, which makes the input feature
information of the network incomplete and ultimately af-
fects the stability. RNN generally has a relatively good an-
alytical power for data with a short distance between related
information.

In order to solve the gradient explosion and disappearance,
previous research proposed an LSTM network. LSTM unit
records sequence information. )e input and output of the
LSTM unit are controlled by the switch of the control gate.)e
input gate can control the current input information to par-
ticipate in the transmission ofmemory cells, and the forget gate
can control the transmission of previous memory cells. )e
output gate can control how much information the memory
unit can output at the current moment.

Each unit of the RNN needs to be connected in series to
ensure that the hidden state of each layer will propagate
backward through the network. Compared with the

Final detections

Class probability map

Bounding boxes + confidence

S × S grid on input 

Figure 2: )e mechanism of YOLO.
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traditional RNN, the LSTM network has several more door
controls. Both the number of parameters and the number
of calculations will rise sharply. When the network needs to
predict a longer interval, a multilayer parallel network can
be used for recognition tasks. In the action recognition task,
the output of the task is to assign an action label to the input
video sequence, while in the action detection task, it is
necessary to output the correct label on all keyframes of the
input video sequence. For example, for a 100-frame video
sequence, for action recognition tasks, the network only
needs to detect any 50 frames of data to output the correct
label. In motion detection, if the predicted output tags are
not continuous, multiple motion fragments will be gen-
erated. )is is because LSTM can only transfer the char-
acteristics of timing information in one direction, and the
input information at the later stage of the sequence cannot
participate in the output at the early stage of the sequence.
)rough this multilayer bidirectional LSTM network, each
output of the sequence can use the input information. In
the task of motion detection, discrete motion fragments can
be automatically supplemented into continuous motions
through multilayer bidirectional LSTM network propa-
gation back and forth. )e Softmax layer of the multilayer
two-way LSTM network provides a score for each action
category, and the behavior of the LSTM network is taken as
the score for each action.

4.2. Golf Swing Algorithm. Donahue et al. [28] proposed an
LCRN, which can achieve end-to-end training, take full
advantage of CNN’s strong ability to extract image infor-
mation, and make the network have the ability to process
timing information by adding LSTM. LCRN is composed of
input layer, feature extraction layer, LSTM layer, and output
layer. CNN is used to process variable-length video single-
frame pictures and output the extracted feature maps of the
single-frame pictures to the LSTM network. )e final output
layer produces a variable-length output.

)is paper uses an action recognition algorithm based on
LSTM. Similar to the method of LRCN, the single-frame
picture of the input video obtains the feature map of the
single-frame picture through the feature extraction network,
and then the feature map is globally averaged and pooled
and then input into the two-layer bidirectional LSTM
network as shown in Figure 3. )e LSTM network can add
time-dimensional feature information to the spatial features.
)e double-layer LSTM network ensures that image features
can be transmitted in both directions, and the time feature of
each frame of image can fully combine the frame infor-
mation in the front and back directions.)e two-layer LSTM
network further integrates the characteristic information of
the single-layer LSTM network. After passing through two
fully connected layers, LSTM’s output is input to the
Softmax layer for classification, and finally, the classification
result of each frame of the input video sequence is obtained.

Time characteristics are the key to golf swing recogni-
tion. Generally, the process from Address (A) to Top (T) is
the same as the process from Top (T) to Impact (I), except
that the swing direction is opposite. )e image features are

basically the same. At the same time, athletes often carry out
repeated pretargeting process before Address (A), and the
video sequence may contain multiple points similar to the
Address (A) image feature. It is difficult to distinguish if the
time sequence feature is not added. )e action recognition
network based on the long and short-term memory network
can accurately predict the keyframes of the model through
the context information of the video sequence by adding the
LSTM unit. )e spatial features of the output of the feature
extraction network pass through the two-layer two-way
LSTM network to add timing features, then pass to two fully
connected layers, and finally pass through the Softmax
classifier to realize the mapping of spatiotemporal features to
the posterior probability. )e definition of the Softmax
function is as follows:

Si �
e

zi

􏽐jej

. (10)

Each frame of image will get a posterior probability
distribution vector of all types, and the final output form is
the mapping et � (p1, p2, . . . , pc) of all event probabilities
and the final output of the model (e1, e2, . . . , eT), where T

represents the sequence length and c represents the category
of the output frame. )is model c has 9 output frame types,
including 8 golf swing motion keyframes and 1 invalid
frame.

5. Experiments and Discussions

5.1. Evaluation of Golf Detection. )e model after the
training convergence is tested, and detection accuracy of golf
ball, the detection accuracy of the golf club head, the average
accuracy of the model, and the average detection speed of a
single picture are, respectively, detected.)e detection result
is illustrated in Figure 4.

mAP of Faster R-CNN is 73.7%, and mAP of YOLOv3 is
62.7%. From the experimental data, it can be seen that Faster
R-CNN has a better performance than YOLOv3. Because
Faster R-CNN’s RPN network can extract more prior
frames, its recall rate is higher than that of YOLOv3.
However, because the two-stage target detection algorithm
must first extract the candidate frame and then classify
according to the features in the classification frame, it needs
to enter two classifiers, and the calculation amount is much
larger than YOLOv3, so its detection speed is also much
slower than YOLOv3. )e detection speed of YOLOv3 is
0.03 s.

Use the data enhancement scheme to expand the data,
and train Faster R-CNN with the expanded data. )e de-
tection result is illustrated in Table 1; using the enhanced
dataset for training, the accuracy of target detection under
complex light sources has been improved, and mAP of
Faster R-CNN has increased by 4.3%. Especially under
complex light sources, the detection performance of the
model trained with enhanced data has been significantly
improved. But for the golf ball in the distant state, due to the
small size, the detection rate of the target object is still very
low.
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)is paper uses ResNet-101 instead of VGG-16 in the
source code as the backbone network of the target detection
algorithm and trains the improved Faster R-CNN model
after data enhancement. )e detection performance is
verified on the test set as shown in Figure 5.

ResNet-101 can extract higher-dimensional image fea-
ture information, and the improved Faster R-CNN’s mAP is
as high as 85.2%. )e CNN model has increased by 7.2%.
Due to the deeper network structure of ResNet-101, the
parameters in the network have also increased exponentially.
However, due to the role of the residual module, the average
of a single image can be seen from the detection results. )e
detection speed is only 0.081 seconds slower than the
original structure. Because the motion assistance system

does not require high real-time performance, the use of the
improved Faster R-CNN can significantly improve the
performance.

5.2.EvaluationonActionRecognition. )eaction recognition
algorithm based on the LSTM is very important for the se-
lection of the input sequence length T. )is paper uses dif-
ferent sequence lengths T for experimental records, and the
experimental result is illustrated in Figure 6. Under the
condition of the other parameters unchanged, check the
impact on the accuracy of the model. Affected by the
hardware performance of the machine, when the sequence
length T is too large, some comparative experiments need to
reduce the batch size to ensure the GPUmemory space. Batch
processing can improve the training speed of the model and
make full use of GPU parallel computing capabilities, relying
on the advantages of weight sharing of convolutional neural
networks; through one calculation, multiple input video
samples are calculated in parallel, which greatly improves the
training efficiency. However, batch processing is only helpful
for the improvement of model training speed, and the size of
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Figure 4: Detection performance comparison between FasterR-
CNN and YOLOv3.
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Table 1:)e impact of data augmentation on the accuracy of model
detection.

Model Data enhancement mAP
Faster R-CNN Yes 73.7
Faster R-CNN No 78.0
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Figure 5: Target detection accuracy of the improved model.
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batch processing has relatively little effect on the accuracy of
model detection.

In the real-time state and slow-motion state, the de-
tection efficiency of each keyframe of the action recognition
model is tested. Figure 7 provides the detection accuracy of
each keyframe of the model in the GolfDB test set. )e PCE
of the keyframe and the average value of the overall PCE are,
respectively, detected for the slow-motion and real-time
video data. In general, the overall performance of the model
recognition is good, and the accuracy of the action recog-
nition is 73.4%. Experiments have found that the detection
rate of Address (A) and Finish (F) keyframes is worse than
other frames. )ese frames have two common character-
istics. First, the swing speed of the clubhead in and around
the frame is relatively low. Since Address (A) is the be-
ginning of the golf swing, its initial speed is 0, Finish (F) is
the end of the swing, and its final speed is also 0. Secondly,
the frame can only use the feature information in one di-
rection. For the Address (A) frame, the image before the
frame has no annotation information, and for the Finish (F)
frame, there is no annotation information for the subsequent
images. )ese two factors make it difficult for the model to
accurately locate Address (A) and Finish (F) in time.

Experiments have found that the detection rate of Top
(T) relative to adjacent frames is also relatively low, which
may be due to the change in speed direction when the golf
club is lifted to the highest point. )e club speed of the
surrounding frames is also relatively low, but because the
golf club head stays at the top for a relatively short time and
the distance between the Top (T) and the surrounding
keyframes is relatively small, the Top (T) frame is compared
with the Address (A) and Finish (F) which have a relatively
little reduction in detection performance. At the same time,
because the front swing is generally faster than the back-
swing, the frame detection performance of the front swing is
generally better than the backswing. Compared with slow-
motion samples, the detection efficiency of keyframes in

each stage of real-time video is also more accurate, which
further verifies the assumption that the model is sensitive to
speed.

6. Conclusions

)is paper studies the golf detection method and the golf
swing motion recognition method for video sequences.
Faster R-CNN and YOLOv3 models are trained using the
golf dataset. )rough comparative experiments, Faster
R-CNN has better detection than the YOLOv3 algorithm.
mAP of Faster R-CNN is 73.7%, and the average speed of a
single image is 0.19s. )e detection accuracy of YOLOv3
reaches 62.7%, and the average detection speed is 0.030s.
Aiming at the complex lighting background that may appear
in the golf course, the dataset is enhanced, and the open-air
glare environment of golf is simulated by increasing the
exposure and contrast of the picture by reducing the ex-
posure and contrast while increasing the dark information
method to simulate the insufficient light environment such
as the shade of the stadium. By zooming and rotating the
image, it simulates the scale problem of the target object in
the image taken by the mobile phone or camera at different
distances and different angles. Using ResNet-101 instead of
VGG-16, ResNet-101 has a deeper network structure and
can extract richer information. For action recognition al-
gorithms, this paper proposes an action recognition network
based on LSTM. )e spatial information of each frame is
input into the two-layer two-way LSTM, and the temporal
features can be extracted. Finally, temporal and spatial
features are input into the Softmax classifier to classify each
frame of the image. According to different input sequence
lengths, the final accuracy of the model is analyzed exper-
imentally. For the difference in keyframe detection accuracy,
the actual scene of the golf swing is analyzed. )e network is
trained on the GolfDB dataset, and the final detection ac-
curacy of the model is 73.6%. With a tolerance of about 3
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frames, the performance of the action recognition algorithm
is as high as 88.5%.
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Traditional aerobics training methods have the problems of lack of auxiliary teaching conditions and low-training efficiency. With
the in-depth application of artificial intelligence and computer-aided training methods in the field of aerobics teaching and
practice, this paper proposes a local space-time preserving Fisher vector (FV) coding method and monocular motion video
automatic scoring technology. Firstly, the gradient direction histogram and optical flow histogram are extracted to describe the
motion posture and motion characteristics of the human body in motion video. After normalization and data dimensionality
reduction based on the principal component analysis, the human motion feature vector with discrimination ability is obtained.
)en, the spatiotemporal pyramidmethod is used to embed spatiotemporal features in FV coding to improve the ability to identify
the correctness and coordination of human behavior. Finally, the linear model of different action classifications is established to
determine the action score. In the key frame extraction experiment of the aerobics action video, the ST-FMP model improves the
recognition accuracy of uncertain human parts in the flexible hybrid joint human model by about 15 percentage points, and the
key frame extraction accuracy reaches 81%, which is better than the traditional algorithm. )is algorithm is not only sensitive to
human motion characteristics and human posture but also suitable for sports video annotation evaluation, which has a certain
reference significance for improving the level of aerobics training.

1. Introduction

Aerobics aims to show athletes’ ability to perfectly complete
difficult movements and continue complex and high-in-
tensity sports under the accompaniment of music. How to
carry out scientific training is the basis and key link of
excellent aerobics, which has become an important scientific
research topic [1]. Traditional aerobics training methods are
based on the analysis of previous competitions and training
cases, they lack auxiliary teaching and real-time analysis, and
the training efficiency is low. Artificial intelligence and
computer-aided system is a computer science and tech-
nology, including robot, language, image recognition, and
expert system [2]. In recent years, artificial intelligence
technology has been widely used in aerobics teaching and
practice. )is is of great significance to improve the training
quality of aerobics athletes and help coaches formulate
reasonable sports plans.

Some teachers’ traditional training ideas are deeply
rooted and difficult to accept the new training mode. In the
concept of many aerobics teachers, aerobics training does
not need the aid of multimedia teaching means. It only needs
to demonstrate aerobics movements and then let students
practice [3]. )is traditional teaching concept mainly exists
in some older aerobics teachers. Because of the deep-rooted
teaching concept and poor adaptability, it is difficult to
accept new ideas and keep pace with the times. )ere are
loopholes in the Computer-Aided Instruction (CAI) system.
Although a few schools in our country have begun to use the
computer-aided teaching system to carry out aerobics
teaching activities [4], but due to the limited scope of ap-
plication, there are still some loopholes in the system, such as
the lack of teaching feedback module in the established
computer-aided teaching system, so there are still some
problems in the information communication with students,
which cannot let students learn well. It is difficult to
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understand students’ views and opinions on aerobics
teaching. Some teachers have not fully played a guiding role
in the dependence of the computer-aided instruction
system. Since the CAI system is a kind of auxiliary means,
the teaching theme should be the interactive process be-
tween teachers and students. However, with the help of the
computer-aided instruction system, many teachers have
developed a kind of dependence on it. )e aerobics
teaching mode has changed from the previous demon-
stration mode to the video demonstration mode and the
students’ self-practice mode. )is dependence on the
computer-aided instruction system not only fails to achieve
the purpose of further promoting the effect of students’
aerobics practice but also causes students to have confused
psychology under the condition of teachers’ more relaxed
supervision, which will affect the teaching quality [5].
)erefore, although the computer-aided instruction system
helps teachers to share a lot of work, the teacher’s teaching
guidance function is still irreplaceable. In the actual
training process, teachers need to master the computer-
aided instruction system in the teaching process of the
component to avoid making it become the dominant
aerobics teaching.

From the problems existing in the practice of intelligent
computer-aided aerobics training, it is worth in-depth re-
search on how to carry out aerobics training based on in-
telligent auxiliary software. )erefore, starting from the
design of the computer-aided aerobics training practice
system, aiming at the problems existing in the intelligent
computer-aided aerobics training application system, this
paper puts forward the aerobics feature extraction method
under intelligent computer-aided modeling and gives the
aerobics evaluation scheme. Firstly, in order to maintain the
spatiotemporal continuity of the FMP model in motion
video human body pose estimation, the ST-FMPmodel with
spatiotemporal continuity is obtained by establishing time
continuity constraints between the vertex pairs of human
parts in adjacent frames, and then, the ST-FMP model is
simplified by embedding spatiotemporal constraints be-
tween uncertain human parts in adjacent video frames. )e
N-best optimization algorithm is used to estimate the hu-
man posture parameters, which improves the efficiency of
solving the human posture parameters in a motion video.
)en, the relative position characteristics and motion di-
rection of each part of the human body are used to describe
the motion characteristics of each part of the human body,
and the Laplace scoring algorithm is used for feature se-
lection to form a locally discriminated human motion
feature vector. Finally, the key frames of the motion video
are determined by the ISODATA dynamic clustering al-
gorithm. Finally, the effectiveness of intelligent assistant
software in aerobics training is analyzed through
experiments.

2. Related Works

An intelligent computer-aided aerobics training applica-
tion system is the basis of realizing intelligent-assisted
training. When constructing the application system of

intelligent computer-aided aerobics training, we need to
determine the framework of the system first. )e frame-
work of the intelligent computer-aided aerobics training
system is shown in Figure 1. )e determination of the
frame structure is the first step to establish the intelligent
computer-aided instruction system, which needs to be
carried out under the premise of making clear the purpose
and task of aerobics training. )en, combined with the
focus of the system, the overall framework is designed on
the basis of the syllabus. In order to make aerobics teaching
activities more effective, the design of the overall frame-
work structure should be concise, intuitive, clear, and
interrelated [6]. Combined with aerobics training mate-
rials, the design of the computer-aided teaching system is
divided into four main modules: basic theory of action
module, training site and evaluation principle module,
action training and difficult motion playback module, and
assessment and evaluation module.

)e basic theory module of action mainly includes the
common research methods of aerobics technical move-
ments, sports teaching theory, training methods, and other
related units. )e teaching site and evaluation principle
module mainly includes aerobics formation layout, clothing
specifications and related decoration, judgment standard,
referee’s responsibility, analysis of common judgment errors
of aerobics referee, and troubleshooting unit in the form of
human-computer interaction. )e motion teaching and key
and difficult point motion playback module mainly includes
the technical action analysis unit, essential analysis unit,
basic teaching method unit, error prone action analysis unit,
standard action demonstration unit, key and difficult motion
analysis unit, and action video decomposition teaching unit.

)e CAI system contains rich teaching resources, in-
cluding text, animation, video, sound, and pictures.
)erefore, in the process of establishing the computer-aided
instruction system, the collection of relevant materials is
very important. In order to enrich the teaching resources of
the CAI system as much as possible, in the preparation stage
of materials, we need to follow the following procedures:

(i) Ask experienced aerobics teachers to determine the
scope of CAI materials and select qualified materials
according to specific teaching objectives and tasks.
After determining the material, you can write the
design text, record the sound, and choose the ap-
propriate background music.

(ii) Shooting video teaching resources, including
standard action video and wrong action video, for
students to learn and learn from.

(iii) Take a video of referees in aerobics competitions.
Using a JVC digital camera, the organization, di-
vision of labor, and gesture process of aerobics
competition referees are completely photographed.
Finally, with the help of 3D animation technology
and image processing software, the materials are
assembled into teaching resources with teaching
value and inserted into the corresponding plate after
the completion of the computer-aided instruction
system.
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Finally, a computer-aided instruction system can be
established. Authorware 6.0 is a kind of multimedia vi-
sualization development work, which is based on the
flowchart, so it can be selected as the operation platform of
aerobics calculation and auxiliary teaching system [7].
Based on the Authorware 6.0 development platform, the
calisthenics intelligent computer-aided teaching system
can easily realize the classification of aerobics teaching
modules and store the corresponding teaching resources.
)en, the navigation icon is used to convert different
modules, the framework is used to turn pages of different
teaching contents, the scroll function of the text is used to
realize the continuous reading of a long text, and the “hot
area response” and “button response” in the interactive
icon help students to convert between image, text, and
video more easily and use teaching resources
conveniently.

No matter students or teachers, as long as they click the
corresponding module, they can get the required teaching
resources on the corresponding window and easily realize
the jump between different modules. At the same time, the
human-computer interaction mode can reflect the problems
existing in the process of students’ aerobics learning more
carefully and then continuously improve, greatly improving
the effect of aerobics teaching. In addition, the real-time
analysis and assessment mode in the comprehensive eval-
uation module can also exercise the students’ observation
ability, analysis ability, and comprehensive control ability,
improve the interest of aerobics teaching, attract students to
explore constantly, and then make progress in the process of
exploration. )e establishment of the intelligent computer-
aided instruction system overcomes the problems of mo-
notonous teaching mode and low-teaching effect in the past,
stimulates students’ learning enthusiasm, and makes the
teaching quality achieve a qualitative leap.

3. Aerobics Feature Extraction Based on
Intelligent Computer-Aided Modeling

3.1. Human Pose Estimation Model with Spatiotemporal
Features. With the application of intelligent computers
aided in aerobics training, it is urgent to develop an adaptive
key frame extraction technology which can accurately reflect
the characteristics of human body movements. Considering
the good performance of the pose recognition method of the
rigid human body model [8], this paper proposes to embed
the temporal and spatial characteristics of human body parts
in the flexible hybrid articulated human body model (FMP),
so as to improve the robustness of human body and motion
recognition and determine the key frames of an aerobics
athletes’ action video by using the human posture param-
eters and motion characteristics.

In the FMPmodel, different affine deformations (such as
rotation or bending) of each part of the human body are
called the mixed type of the part, which is referred to as the
mixed type [9]. Because the same human body part cor-
responds to several mixing types, the human posture pa-
rameters in an image I are determined by the position
information of each part and their mixed types. In general, a
K-relation graph G � (V, E) is used to describe a pose in I.
)e vertex set V represents the human body parts (such as
the head, upper limbs, and trunk), and the edge set E⊆V × V

represents the consistent constraint relationship between
different human positions. According to the definition of
FMP, the problem of parameter estimation of the human
posture p in an image I can be formalized as the problem of
cost minimization, which is shown as follows:

C(I, p)∝ 􏽘
u∈V

φu I, p
u

( 􏼁 + 􏽘
(u,v)∈E

ϕu,v p
u

− p
v

( 􏼁, (1)

where φu(I, pu) is an appearance model, which represents
the cost of recognizing the human body part u at the position
pu of the image I; ϕu,v(pu − pv) is a deformation model
(usually assumed to be a spring energy model), which
represents the deformation cost between two human parts u

and v.
When using the FMPmodel to estimate the body posture

in an Aerobics Athletes’ action video, in order to maintain
the continuity of human posture parameters in time and
space, a temporal feature edge is added between pu

t and pu
t+1

in adjacent frames It and It+1 to form a flexible hybrid
articulated human model (ST-FMP) with spatiotemporal
characteristics [4]. In ST-FMP, the continuous error of the
human posture defined by a time-series feature edge is
calculated by an optical flow difference between pu

t and pu
t+1:

θ pt, pt+1, It, It+1( 􏼁 � 􏽘
u ∈ V

p
u
t+1 − p

u
t − f p

u
t( 􏼁

����
����
2

2
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where f(pu
t ) is the optical flow value from It to It+1 esti-

mated at put. Suppose that the frame image set of an aerobics
athlete’s action video is I � I1, I2, . . . , IT􏼈 􏼉. )e estimated
attitude parameter sequence is P � p1, p2, . . . , pT􏼈 􏼉. )en,
using the ST-FMP model, we can obtain the cost of I as
follows:
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Figure 1: Framework of intelligent computer-aided aerobics
training system.
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C IT, pT( 􏼁 + 􏽘
T−1

t�1
C It, pt( 􏼁 + λ1θ pt, pt+1, It, It+1( 􏼁, (3)

where C(IT, pT) represents the cost of the estimating human
posture pT from the image IT obtained according to formula
(1), t is the frame number of an aerobics athletes’ action
video, λ1 is the normalized constant, and θ(·) is the spa-
tiotemporal continuity error expressed in equation (2).

3.2. ST-FMP Solution Based on Uncertain Position
Optimization. FMP is a rigid human body model, which
can be represented by a Markov random field (MRF). )e
parameters of human body parts can be determined by the
machine learning method. When FMP is used to estimate
human posture parameters in a single frame image, MRF
is regarded as a tree or star graph structure and is solved
by confidence propagation BP. With the introduction of
time constraint, a large number of loops will be generated
in ST-FMP, which needs to be solved by minimizing
equation (3) with an approximate algorithm such as cyclic
confidence propagation (LBP) [10]. However, the LBP
algorithm is a graph maximum clique problem, which has
exponential complexity and low-time efficiency in a long
video pose estimation.)erefore, this paper designs a two-
stage ST-FMP algorithm based on uncertain human body
parts.

3.2.1. Generating the Candidate Human Pose Sets.
Firstly, the N-best algorithm and formula (1) are used to
generate Kb human pose sets from a single frame image in
O(K2

bT) time without considering the space-time continuity
constraint of human posture [11]. Due to motion blur and
self-occlusion, some human body parts in Kb, such as the
elbow (LE, RE), wrist (LW, RW), knee (LK, RK), and ankle
(LA, RA), identified by eight white points in Figure 2(a), are
difficult to estimate accurately. )erefore, in this paper, the
uncertain part of It+1 and 􏽥pt+1 is introduced into the attitude
estimation of IT. With the help of local time continuity of
human body parts (represented by four dotted lines in
Figure 2(a)), the accuracy of the human posture estimation is
improved as follows:

C It, pt( 􏼁 + 􏽥C It+1, 􏽥pt+1( 􏼁 + 􏽥λ1 􏽘
u ∈W

􏽥p
u
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u
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t( 􏼁

����
����
2

2

,

(4)

where W ⊂ V represents the set of uncertain parts and 􏽥λ1 is
the normalized constant; except that 􏽥C(·) only calculates the
appearance cost and deformation cost of uncertain parts in
W, the meaning of 􏽥C(·) in formula (1) is the same.

3.2.2. Determining the Optimal Solution. After obtaining the
Kb attitude parameters of each frame image, the dynamic
programming algorithm is used to determine the optimal
attitude parameters of each frame in O(K2

bT) time by
minimizing formula (3) as follows:

min
pt∈Pt,∀t

C IT, pT( 􏼁 + 􏽘
T−1

t�1
C It, pt( 􏼁 + λ1θ pt, pt+1, It, It+1( 􏼁,

(5)

Since the two steps of the ST-FMP method can be
completed in O(K2

bT), the two-stage ST-FMP algorithm
based on uncertain human body parts significantly reduces
the time complexity of the LBP-based ST-FMP algorithm.

3.3. Description of Motion Characteristics of Human Body
Parts. At present, the humanmotionmodel used for motion
capture and motion recognition cannot be used directly
because of the lack of accurate motion parameters such as
joint angular velocity and displacement velocity. )erefore,
this paper designs a human motion feature description
model based on relative position characteristics and motion
direction of human body parts [12]. If the upper left corner
of a single frame image is taken as the coordinate origin, the
width and height directions are x and y axes, and pixels are
taken as the unit to establish the coordinate system, it is
assumed thatCu � (Cu

x, Cu
y) is the center position coordinate

of the human body part pu, and (Cx, Cy) is the position
coordinate of human center of gravity. In this paper, the
position information lu � (xu, yu) of a human body part is
defined as the relative position between (Cx, Cy) and
(Cu

x, Cu
y), which is shown as follows:

lu � x
u
, y

u
( 􏼁 � C

u
x − Cx, C

u
y − Cy􏼐 􏼑. (6)

At the same time, the motion direction Vu
t of pu at time t

is defined as the composite vector of the motion directions of
all moving points in pu shown as follows:

V
u
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t
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􏽘
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u
t

v
u,i
t , (7)

where vu,i
t are the movement directions of the ith pixel in pu

at time t and ξu
t is the collection of all moving points in pu at

time t. In this paper, we estimate vu,i
t by comparing the dense

optical flow of adjacent frames It+1 and It+1. With the help of
formulas (6) and (7), the feature matrix composed of motion
direction and relative position information of human body
parts can be used to represent the human motion features in
a frame image. Suppose that ju � (xu, yu, Vu

t ) ∈ R3 is the
motion characteristic of pu at time t, and x is the motion
feature of the image Ii containing d(d � 26) human parts at t
time, then the motion characteristics of an aerobics athlete
action video with the frame number T can be expressed as
f � [J1, J1, . . . , JT] ∈ R3 d×T.

According to the above definition, Ji is the 78-dimen-
sional motion vector and f is the 78 × T vector matrix.
Experiments show that the time complexity of the key frame
extraction in 78 × T high-dimensional motion feature space
is high, and a large amount of data redundancy and noise
information will directly affect the accuracy of the key frame
extraction. In order to improve the expression ability of local
features of motion vectors, Laplacian scorching (LS) [13] is
used to reduce the dimension of motion vectors to
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determine more discriminative human motion features.
Firstly, a k-nearest neighbor graph Gk is constructed; then,
the similarity of two connected nodes in Gk is calculated by
using the thermal kernel function to obtain the Laplacian
score Lr of the rth motion feature; finally, the first
n(1≤ n≤ 3 d) motion features with smaller Lr are deter-
mined as the body posture feature vector of the aerobics
athlete’s action video.

4. Aerobics Evaluation Based on Intelligent
Computer-Aided Modeling

Usually, the differences between two aerobics athletes in an
action video about human body movements are mainly
manifested in the differences of the body posture, shape, and
movement speed. )erefore, this paper uses HOF and HOG
to extract the human motion features in the aerobics ath-
letes’ action video and completes the coding of human
motion features in the video by fisher vector technology.

4.1. Human Posture Shape Feature Extraction. )e posture
feature of the body movement in an aerobics video is a static
local topological structure of human body parts.)e existing
research results show that, even if the position of the gra-
dient direction cannot be accurately obtained, the local
dense gradient feature (HOG feature) can accurately rep-
resent the static features such as the human shape and
position [14]. )erefore, the posture characteristics of aer-
obics athletes in an action video can be described by HOG
characteristics. Figure 3 shows the HOG characteristics of an
aerobics athlete after visualization.

Firstly, the frame image of 240× 320 pixels is divided
into different cells according to the size of 40× 40 pixels.
)en, the [1, 0, 1] template is used to convolute the hori-
zontal and vertical directions of the image, and the gradient
size and direction of each pixel are calculated as follows:

M(x, y) �

������

I
2
x + I

2
y

􏽱

,

θ(x, y) � tan− 1Iy

Ix

∈ 0∘, 180∘􏼂 ),

(8)

where Ix and Iy represent the horizontal and vertical gra-
dient values, respectively; M(x, y) represents the gradient
size; and θ(x, y) represents the gradient direction.

)en, the gradient direction from 0° to 180° is divided
into 16 bins. At the same time, every four cells are combined
with a block of 80× 80 pixels. In the same block, the Eu-
clidean norm of histogram is used to normalize each cell.
Since each unit contains 16-dimensional feature vectors,
each block has only one 4×16� 64-dimensional feature
vector. )e local features of the human posture and shape in
each frame image are represented by hog feature vectors
with a dimension of 6× 8×16� 768.

4.2. Human Motion Feature Extraction. According to the
principle of the optical flow field, the gray change of a human
body image in adjacent video frames can better reflect the
motion characteristics of the human body [15]. )erefore, in
this paper, the Lucas Kanade algorithm (LK algorithm for
short) [16] is used to estimate the optical flow vector of each
point in the image, and the motion information of the
human body is determined by the optical flow histogram
(HOF) feature [17]. When the LK algorithm is used, it is
assumed that the optical flow remains unchanged in a small
local area of the adjacent frame images. )en, the velocity
characteristics of the human motion from time t to time t +

Δt can be determined by the least-squares method.
According to the LK algorithm, after obtaining the optical
flow of each pixel in the frame image, this paper first divides
a 240× 320-pixel frame image into 6× 8� 48 cells and then
discretizes the optical flow vector in each cell into 16 bin
directions and normalizes them to obtain the
6× 8×16� 768-dimensional HOF feature vector.

4.3. Automatic Scoring of Aerobics Athletes’ Action Video.
In order to complete the automatic scoring of aerobics
athletes’ action videos, the aerobics athletes’ action videos in
the training dataset are divided into three categories
according to the manual scoring results and the action
completion quality. )e STLPFV algorithm is used to obtain
the action features of each segment of aerobics athletes’
action videos, and then the k-neighbor algorithm is used to
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Figure 2: Local action time continuity of uncertain parts. (a) Nondeterministic position and (b) time continuity constraint.

Scientific Programming 5



complete the motion feature modeling. When the aerobics
player’s action video is scored automatically, the FV code of
the target aerobics athlete’s action video is generated by the
STLPFV algorithm [18]. Finally, the KNN distance between
the action video of target aerobicsathletes and the action
video of aerobics athletes with three different scores is
classified, and the least-squares method is used for automatic
scoring [19].

C � cl, cm, ch􏼈 􏼉 is the classification center set of three
kinds of actions obtained by the k-nearest neighbor algo-
rithm. If a triple KNN(si) � pi � [p

(l)
i , p

(m)
i , p

(h)
i ] is used to

represent the KNN distance vector between the target
aerobics athletes’ action video si and C (where
p

(l)
i , p

(m)
i , p

(h)
i , respectively, represent the probability values

of si belonging to three different score action videos), then
the weight of si on C is as follows:

wi � p
(l)
i cl + p

(m)
i cm + p

(h)
i ch. (9)

Weight wi obtained by formula (9) needs to be calibrated
as the corresponding action score. In this paper, the least-
square method and action video training set are used to
establish the linear relationship model between weight wi

and action score. )e specific method is to assume that
Y(α) � y

(α)
i |i � 1, 2, . . . , n􏽮 􏽯 is the score set of all kinds of

actions in C (where n represents the number of action videos
and α ∈ l, m, h{ } represents three types of action videos with
different scores, i.e., low score, medium score, and high
score), which is shown as follows:

ρ(α)
, wi􏼐 􏼑 � argmin

y
(α)

i
∈Y(α)

y
(α)
i − ρ(α)

0 wi + ρ(α)
1􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, (10)

where ρ(α) � ρ(α)
0 , ρ(α)

1􏽮 􏽯 represents the coefficient value
vector obtained by solving formula (10) of an action
video training set. At this time, the target aerobics
athletes’ action video si corresponding score is defined as
follows:

S
∗
i ρ(α)

, wi􏼐 􏼑 � ρ(α)
0 wi + ρ(α)

1 . (11)

Accordingly, the flow of the automatic scoring algorithm
of an aerobics athletes’ action video based on the STLPFV
method is shown in Figure 4. It includes the following parts:

(1) )e STLPFV method is used to calculate the human
motion characteristics in the motion video si of
aerobics athletes, and the FV code is obtained.

(2) )e KNN distance between si and C is calculated by
the k-neighbor algorithm, and the probability
KNN(si) that si belongs to all kinds of action scores
in C is obtained. Weight wi is calculated by formula
(11).

(3) According to the KNN distance, si is classified as the
first kind of a motion video.

(4) )e action score s∗i corresponding to si is calculated
by equation (11).

5. Experiment and Analysis

)is paper takes the key frame of aerobics action video as an
example to carry out the simulation experiment. )e ex-
perimental results are compared with the results of the
manual extraction and the extraction results of the latest
aerobics athletes’ action video key frame algorithm [20].

5.1. Training and Evaluation Criteria of Experimental Data
Samples and Characteristics. At first, three students were
invited to do 120 s public aerobics twice, and a video with
640× 480 resolution was recorded by an ordinary webcam at
the sampling frequency of 20 frames/S. )en, 300 images were
selected from each of the six sets of videos as experimental data
from the 10th rhythm. Finally, in 1800 frames of images,
according to Figure 2(a), 13 joint positions of each aerobics
movement are manually marked. In the simulation experiment,
900 images of the first pass and the second pass are selected as
the training sample dataset and the test sample dataset.

In the process of training, in order to enrich the human
motion characteristics of the positive samples, the rotation
(according to the four angles of −15°, −7.5°, 7.5°, and 15°) and

(a) (b)

Figure 3: HOG characteristics of aerobics athletes’ action visualization. (a) )e action of aerobics athlete and (b) action visualization HOG
feature.
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mirror image operation are used to expand 900 training
samples into 10× 900 positive samples, which are recorded
as Φ∗p. )en, by adding key points at the midpoint of two
adjacent joint positions in Figure 2(a), the coordinates of 26
flexible human body parts in each image in Φ∗p are calcu-
lated. Finally, the HOG features of each human body part are
calculated by using a 5× 5-pixel HOG unit, and parameters
such as φ(I, lu) and ϕ(lu, −lv) in formula (3) are determined
by the linear support vector machine.

All the key frames in the test sample set are extracted
manually, and the common key frame extraction accuracy is
taken as the evaluation standard of algorithm performance
[21], which is shown as follows:

Accuracy � 􏽘
m

i�1

δ fi, ri( 􏼁

n
, (12)

where n and m represent the number of key frames extracted
manually; fi and ri represent the key frames extracted by
algorithm, respectively; and δ(·) is the similarity function
between fi and ri. When fi and ri are the same, δ(·) value is
1; otherwise, it is 0.

5.2. Comparison of the Effectiveness of Spatiotemporal Feature
Embedding in Uncertain Parts. In order to detect the ac-
curacy of the manikin embedded with a uncertain part of the
temporal and spatial features in the video, three different ST-
FMP models are used to realize the human body parts, and
the comparative experiments of elbow and knee parts are
carried out according to different error pixel thresholds. )e
experimental results are shown in Figure 5.

As can be seen from Figure 5, compared with the FMP
model, the accuracy of the uncertain part can be significantly
improved within a certain pixel error range by using the ST-
FMP algorithm to estimate the human posture in the aer-
obics athlete’s action video. Taking the error threshold of 20
pixels as an example, the accuracy of the elbow and knee
obtained by the ST-FMP algorithm is about 15% and 19%
higher than that of the FMP model, respectively. However,
when the pixel error threshold is large (e.g., greater than 40
pixels) or small (such as greater than 10 pixels), the accuracy
difference is not significant.

According to Figure 5, only when the time continuity of
the uncertain part of the upper limb (lower limb) is

maintained, the recognition accuracy of the elbow and wrist
(knee and ankle) will be higher than that of the FMP model,
but lower than that of the ST-FMP algorithm. )e experi-
mental results show that the ST-FMP algorithm can sig-
nificantly improve the recognition performance of
nondeterministic parts in aerobics athletes’ action videos by
optimizing the recognition results of human body parts by
local time continuity constraints.

)is paper also compares the performance of the FMP
model, ST-FMP model, and their different implementations
in the key frame extraction of the aerobics athletes’ action
video. )e experimental results are shown in Figure 6.

According to the results shown in Figure 6, two con-
clusions are obtained as follows:

(1) When the accuracy error is less than 30 pixels, the
accuracy of the ST-FMP algorithm is higher and
more stable, which is about 11% higher than that of
the FMP algorithm. In addition, when the time
continuity constraint of the upper limb (lower limb)
is added, the extraction accuracy of FMP model key
frames will be improved by about 3%.

(2) When the error accuracy is greater than 35 pixels, the
performance of the ST-FMP algorithm is still better
than that of the FMP model, but the accuracy rate is
reduced by about 15%. At the same time, when the
accuracy error is 30 pixels and the key frames are
extracted by the ST-FMP algorithm with the dif-
ferent number of motion features, the accuracy curve
of the algorithm does not fluctuate violently, and the
performance is stable in the range of 15–60 motion
feature numbers, as shown in Figure 7. )e exper-
imental results show that the ST-FMP algorithm is
sensitive to human posture estimation results and
the local topological structure of the human body,
and spatiotemporal constraints of uncertain parts
play an important role in key frame extraction
performance.

5.3. Performance Comparison of Key Frame Algorithms.
In order to compare the performance of the key frame al-
gorithm, the simulation experimental results of the ST-FMP
algorithm are compared with the operation results of the
KFE algorithm based on priori in reference [22] and the
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Figure 4: )e automatic scoring process of aerobics athletes in STLPFV.
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motion block-based key frame extraction algorithm (re-
ferred to as the motion block algorithm) in reference [23], as
shown in Table 1.

)e experimental results in Table 1 show that the accuracy
and recall rate of the ST-FMP algorithm are better than the
other two algorithms. First of all, as can be seen from Table 1,
the accuracy rate of the ST-FMP algorithm is about 18% and
26% higher than KFE algorithm and motion block algorithm,
respectively. )e KFE algorithm uses predefined motion di-
rections of 16 blocks to represent humanmotion features, while
the ST-FMP algorithm uses the first 15 LS humanmotion pose
eigenvalues of each action video to represent the human
motion. )erefore, the ST-FMP algorithm uses less redundant

motion feature vectors, less noise, and accurate expression of
local motion of human body parts, which is conducive to
improving the accuracy of key frame and action recognition.

Secondly, it can be seen from Table 1 that the recall rate
of the ST-FMP algorithm is significantly better than the
other two algorithms, with an average of 23 and 13 per-
centage points higher, respectively. )e KFE algorithm and
motion block algorithm belong to key frame technology
based on the difference of image bottom features.)ey select
key frames by comparing the motion changes in different
regions of the image. )e ST-FMP algorithm describes the
local motion characteristics of human body parts, which is a
semantic model in essence. It can analyze and understand
the human actions in the aerobics athletes’ action video from
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the higher level aspects such as the participation the parts of
the human body movement and its movement change trend.
By using semantic rules such as the human posture similarity
to select key frames, it can obtain more accurate and con-
sistent with people’s cognitive process key frame results.

)e experimental results show that the ST-FMP algorithm
can better express the local topology of the human body and
support the key frame selection based on semantic rules. It is
not only closer to the manual extraction results but also more
suitable for the key frames based on feature extraction. At the
same time, because the ST-FMP divides human body parts into
different flexible parts, identifies the human posture through
the local topology of flexible parts, and reduces continuous
error of the human posture estimation by using temporal
feature edge constraint, so it has strong robustness in complex
scenes.

6. Conclusion

Aiming at the problems of lack of auxiliary teaching conditions
and low-training efficiency in traditional aerobics training
methods, this paper proposes a local space-time preserving
Fisher vector (FV) codingmethod andmonocularmotion video
automatic scoring technology. )e experimental results show
that the ST-FMP model significantly improves the recognition
accuracy and attitude estimation performance by maintaining
the spatiotemporal continuity of uncertain parts of the human
body and embedding the spatiotemporal characteristics of local
actions, and the key frame set obtained is more in line with
people’s cognitive process.)e algorithmproposed in this paper
still has some problems to be improved and optimized. For
example, the intelligent computer-aided training system lacks
the function of real-time tracking andmonitoring in the process
of aerobics training.)erefore, how tomonitor and evaluate the
level of aerobics training in real time according to the human
movement characteristics and human posture sensitivity in
aerobics training is the next problem to be solved [24].
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In order to improve the effect of urban landscape design, this paper combines big data technology with digital technology. For
scenes and solutions containing SDS paths, a processing method similar to photon graphs is used and added to the calculation of
two-way optical path tracking. In the processing scene, this paper uses the two-way optical path tracking method to perform
specular reflection or refraction from the subpath starting from the light source and then store information such as the light energy
of the points on the diffuse reflection surface or the directional reflection surface. Moreover, this paper combines the actual needs
of urban landscape design to construct an urban landscape design system based on big data technology and digital technology.
Finally, this paper designs experiments to carry out urban landscape simulation and design effect evaluation. From the test results,
it can be seen that the system designed in this paper basically meets the needs of urban landscape planning and design.

1. Introduction

Place spirit is the core concept of place theory, and the two
spiritual attributes of direction and identity together constitute
place spirit. Direction refers to people’s ability to clarify the
relationship between themselves and the environment, and
identity refers to people’s identification with themselves
through meaningful connections with the surrounding envi-
ronment in the place, which is a spiritual affirmation and
belonging [1]. In modern society, people are unfamiliar and
alienated from their living environment and lose their sense of
identity. ,at is why they promote the generation of lost space.
During the design process, attention is paid to the analysis of
the needs of the crowd, and after the investigation and analysis,
the spatial transformation to cater to the living environment
preferred by the residents around the site would inevitably
make the lost space regain its vitality.,e use of a positive place
structure and a rich place spirit can create a place where people
are happy and unwilling tomove. It will inevitably promote the
establishment of place spirit, and the problem of lost space
spirit loss can be solved [2].

In the process of transforming and designing the lost
space of urban landscape, the creation of spatial ambiguity is
mainly to create diversified activity spaces and rationally lay
out the five elements of urban space: roads, boundaries,
regions, nodes, and landmarks. From the overall perspective,
it meets the psychological and behavioral needs of different
groups of people and provides facilities for people to stop,
talk, and rest. ,e facilities and space design can meet the
requirements of different activities. Moreover, the design
should analyze the social crowd activities of all age groups,
so that the space can serve all kinds of people. In the space
design, various spaces are planned in a unified manner, and
a diverse landscape space is created to meet the conversion
of functions. In the creation of details, the design can
provide public facilities with multiple functions, landscape
sketches for people to play and participate, vertical tree
ponds, etc. [3].

Due to the severe lack of interaction and communication
with users, lost spaces often give people a negative im-
pression of darkness and chaos, and they are not attractive to
people. In the redesign of the lost space, it attracts people to
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have a full range of perceptual experience of the space
environment, mobilizes the enthusiasm and interest of
people to participate in activities, attracts people to integrate
into the environment, and promotes a good interactive
communication between people and the landscape, em-
phasizing space. ,e continuity and fluidity of the “lost” can
be dispelled, and the beautiful enjoyment brought by the
space environment can be felt from all angles. Once people
develop a habit of this feeling, it can effectively extend the
user’s stay in the landscape space. ,rough the transfor-
mation of leisure and entertainmentmethods, the interactive
landscape has enhanced public communication and adjusted
according to public feedback to make its own functional
form more perfect. For example, the fountain facilities and
interesting landscape sketches in the square enable people to
directly touch and appreciate them at close range, thus
leaving a good memory for people’s travel, which can easily
promote people’s reexperience and effectively add space to
the space. Vitality. Another design method is to use high-
tech materials and technology to create a changing and
dynamic space effect. New things are more likely to attract
people’s attention, so as to attract people’s extensive par-
ticipation, mobilize people’s enthusiasm, and activate the
atmosphere of the place, thereby enhancing the landscape,
and the vitality of the space.

,is paper combines big data technology and digital
technology to analyze the three-dimensional structure and
performance of urban landscapes and provides a theoretical
reference for subsequent urban landscape design.

2. Related Work

,e 3D reconstruction technology based on multiview ge-
ometry [4] needs to use the projection relationship between
the image sequence obtained from different perspectives in
the same scene and the target scene to restore the geometric
spatial position of each image feature in the image sequence,
so as to achieve the three-dimensional reconstruction of the
geometric model of the target scene. Generally, three-di-
mensional reconstruction is achieved based on multiple
cameras simultaneously shooting scene sequence images
from different perspectives, or based on monocular cameras
time-sharing shooting scene image sequences from different
perspectives. Multiview geometric 3D reconstruction mainly
solves some problems in the motion recovery structure
method, such as feature matching and viewpoint corre-
spondence [5]. ,e multiview geometric method usually
includes four main steps: image feature extraction and
matching, calculation of multiview geometric constraint
relations, iterative optimization of estimation results, and
dense reconstruction of sparse scenes. Literature [6] pro-
posed that when the spatial relationship between two pro-
jections is unknown, the related perspective projection
relationship is described to realize a simple algorithm for
reconstructing the three-dimensional structure of a scene.
,e corresponding problem of image points in different
perspectives in the same scene is solved. When the image
matching problem is solved, the 3D reconstruction of the
scene can be simplified to find the relative direction of the

two viewpoints, that is, the geometric constraint relation-
ship. Since then, the three-dimensional reconstruction based
on the multiview motion restoration structure kicked off.
Literature [7] conducted a detailed study on the nature of the
essential matrix that can express the geometric constraint
relationship. Literature [8] proposed the basic matrix,
explained its basic properties, and solved the geometric
constraint relationship between two images. ,e concept of
the basic matrix was promoted, and the theory of multiview
geometry continued to develop and grow. Literature [9]
proposed the Scale Invariant Feature Transform (SIFT) al-
gorithm. ,e local features extracted by the algorithm re-
main unchanged against rotation, scale scaling, and
brightness changes, and they also maintain a certain degree
of stability against viewing angle changes, affine transfor-
mations, and noise. ,e emergence of this algorithm makes
the problem of matching between images from different
perspectives in the same scene better solved. ,e first two
steps of the multiview geometric reconstruction process
have been solved, and the initial reconstruction results have
been obtained at this time. In order to optimize the initial
three-dimensional reconstruction results, modern methods
often use the bundle adjustment method (BA) to optimize
the cost function of the total reprojection error. ,e cost
function can be used to determine the model parameters and
camera pose of each camera at the same time, so that the
difference between the image measurement value and the
model prediction value can be minimized. ,is step is the
most critical in large-scale 3D reconstruction [10].

Literature [11] uses the sparse beam adjustment method
as the underlying optimization engine to incrementally
reconstruct the target three-dimensional scene by inputting
the disordered image set, image feature points, and their
matching results. With the development of multicore pro-
cessors and GPUs, the GPU-based SIFT algorithm SiftGPU
[12] appeared. In addition, an efficient beam adjustment
method based on the conjugate gradient method has been
proposed one after another, called Multicore Bundle Ad-
justment (MBA) [13]; on the basis of both MBA and
SiftGPU, Wu once again proposed an incremental SFM
software package called VisualSFM [14]. VisualSFM not only
has a good graphical interactive interface, but also visualizes
each step of the SFM, allowing users to clearly understand its
operation process. ,e most important thing is to obtain the
output camera’s motion posture, trajectory, and recon-
struction from the input image sequence. ,e three-di-
mensional scene structure completely realizes the process
steps of SFM from beginning to end [15]. ,e estimation of
the 3D model in SFM is usually calculated by calculating the
spatial position of the feature points from the static scene
image to generate a point cloud with the target model
structure as the output result, but the structure of the point
cloud is sparse, and it is impossible to complete some of the
real society. Requirements, such as 3D printing, so the sparse
model needs to be densified [16]. Based on multiview stereo
vision (multiview stereopsis (MVS)) theory, literature [17]
proposed patch-based multiview stereo software (PMVS),
which combines sparse key points into a block structure and
performs three steps of matching, expansion, and filtering.
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Processing gets more matching points and generates dense
point cloud. When the data set is large, the amount of
calculation in the intensive reconstruction process is huge,
which causes the operation to be time-consuming. In order
to improve the computing efficiency, the new version
PMVS2 is optimized on the basis of PMVS, which has
improved speed and quality [18]. Clustering views for
multiview stereo (CMVS) [19] includes PMVS2 and some
additional features. It not only groups and clusters the input
image data set, but also processes multiple data sets in
parallel to achieve faster and dense reconstruction under
large data sets. It also removes redundant image data and
improves the accuracy of reconstruction. Literature [20]
believes that although the traditional SFM method based on
point feature detection and matching can obtain the correct
camera pose, the number of available matching features is
small, and the number of accurate 3D space points is ex-
tremely limited. Although MVS solves this problem, how-
ever, the computational complexity is relatively high. In view
of the rich linear features of the building, a reconstruction
method based on the straight line segment as the bottom
layer feature is proposed, and pure geometric constraints are
used to match the straight line segments in different images
to achieve the reconstruction of the building, and geometric
structure reconstruction.

3. Big Data and Digital Landscape 3D Structure
Design Algorithm

,e ray tracing method is a collection of methods that can
actually display objects. ,e ray casting algorithm is the
prototype of the ray tracing method.,e algorithm idea is to
track the light that reaches the viewpoint in the opposite
direction and go through any pixel of the screen to find the
first object that intersects the opposite light. After that, it
calculates whether the object is illuminated by the light
source and finally returns the color value of the intersection
point.,emethod of ray projection only considers the direct
illumination of the object, so the reflection, refraction,
penumbra, and other effects of the light on the surface of the
object are difficult to present. Methods such as ray tracing
improve the ray casting method.

Flux: the total energy of light passing through a certain
surface or area in unit time.,e unit is watts (W) and is
usually represented by w.
Irradiance: the density of light energy passing through a
surface or area in a unit of time. Its unit is (W/m2) and
is usually represented by E, namely,

E �
dΦ
dA

. (1)

Intensity: the light energy within a unit solid angle in a
given direction in a unit time. Its unit is (W/m2) and is
usually represented by I, namely,

I �
dΦ
dω

. (2)

Radiance: the light energy within a unit solid angle in a
given direction passing through a vertical unit area in
unit time. Its unit is (W/(m2·sr)) and is usually
expressed by L, namely,

L �
dΦ

dω · dA
⊥. (3)

Among them, L0(p,ω0) � Le(p,ω0) + 􏽒 is the pro-
jection of dA in the ω direction.

,e rendering equation was first proposed by James
Kajiya. It is an approximate expression of Maxwell’s elec-
tromagnetic formula, and it removes the processing of
diffraction phenomenon that is basically irrelevant to the
display effect in Maxwell’s equation.

,e rendering equation is expressed as

L0 p,ω0( 􏼁 � Le p,ω0( 􏼁 + 􏽚
δ2

p,ω0,ωi( 􏼁Li p,ωi( 􏼁 cos θi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌dωi.

(4)

Among them, p is a point on the surface of the object, ω0
is the direction of the emitted light on the unit sphere, and ωi

is the direction of the incident light. Li(p,ωi)|cos θi| is the
influence of the self-luminescence on the surface of the
object on the emitted light. ,e integral form of
􏽒δ2(p,ω0,ωi)Li(p,ωi)|cos θi|dωi is calculated as the influ-
ence of incident light in all directions of the hemispherical
surface (δ2) on the outgoing light. Among them, (p,ω0,ωi)

is the two-way reflection distribution function.
Figure 1 uses a two-dimensional picture to illustrate the

meaning of the rendering equation. ,e surface of the object
seen at the viewpoint position is transmitted through the ω0
direction. In order to calculate the amount of light energy
from this direction, it is necessary to know all the light
energy at the location of the R point, and then according to
the total light energy of the R point and the ω0 direction, the
light energy received by the viewpoint can be obtained. ,e
light energy at the R point may come from two situations:

(1) Self-luminous objects
(2) Other light-emitting surfaces or reflective (refract-

ing) surfaces transfer light energy to the R point

,e above two cases are solved separately and added
together to get the total light energy at the point R.

,e physical meaning of the bidirectional reflectance
distribution function (BRDF) refers to the ratio of the ra-
diation micro-increment to the radiation micro-increment
in the reflection direction. When the material of the object,
the angle of reflection, and the angle of incidence are de-
termined, BRDF is calculated as a constant. It is defined as
follows:

p,ω0,ωi( 􏼁 �
dLr p,ω0( 􏼁

dEi p,ωi( 􏼁

�
dLr p,ω0( 􏼁

Li p,ωi( 􏼁cos θidωi

.

(5)
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Among them, L is the luminous flux per unit steradian
and E is the luminous flux per unit area. θi is the angle
between ωi and the normal vector, as shown in Figure 2.

BRDF is expressed as the relationship between incident
and reflection of an object. However, this is not enough to
describe the propagation process of light. Among them, a
more common situation is that after the light intersects the
object and has an effect, part of it will be decomposed into
reflected light, but the other part will be further transmitted
into the object, as shown in Figure 3.

,is part of the light energy may be absorbed by objects
(Fresnel Conductors, such as some metals) and may further
propagate downward (such as glass) and exist as refracted light.
,erefore, when dealing with the light propagating inside the
object, it is necessary to define the bidirectional transmittance
distribution function (BTDF) and use it for processing.

According to different objects, the performance of re-
flected (refraction) light varies. We can divide the reflection
(refraction) models of objects into the following categories.

3.1. Mirror Reflection/Refraction. ,e reflection (refraction)
is concentrated in one direction. For mirrors, the reflection
angle is equal to the incident angle, as shown in Figure 4.

3.2. Diffuse Reflection/Refraction. It is also called Lambert
reflection. When the object is sufficiently rough, the
brightness of the reflected light is constant in the 2π -space of
the target point. ,at is, the reflected brightness does not
change with the change of the observer’s line of sight, as
shown in Figure 5.

3.3. Directional Reflection/Refraction. It is also called non-
Lambert reflection. ,is reflection is between diffuse re-
flection and specular reflection. In this model, the brightness
of the reflected light in each direction is different, as shown
in Figure 6.

It is available that, for the above several types of re-
flection and refraction models, in addition to specular re-
flection, the direction of the reflection angle can be clearly
known according to the angle of incidence. ,e other two
types have countless possibilities in the direction of the
reflection or refraction angle under the condition of a clear
angle of incidence. Conversely, considering the situation of

reverse ray tracing, under the condition of a certain viewing
angle, according to the rendering equation, there are
countless directions of light energy that affect the point and
then affect the final color of the point.

Since the solution is an integral equation, and the in-
tegral parameters are uncertain, this equation cannot be
calculated in one time. It can only be approximated by
sampling. Under the condition of increasing number of
samples, the approximate result is getting closer and closer
to the correct solution.

,e definition of Monte Carlo method is as follows.
,e integral equation 􏽒

b

a
f(x)dx is calculated by sam-

pling method, and the integral value is calculated by Monte
Carlo method as

FN �
b − a

N
􏽘

N

i�1
f Xi( 􏼁. (6)

In the above equation, N points are sampled in the
integration range, and the solution of the integral equation is
estimated with the sampling value of these N points.

Now, we prove that if there is enough N, FN is ap-
proximately equal to 􏽒

b

a
f(x)dx; that is, prove

E[FN] � 􏽒
b

a
f(x)dx.

E FN􏼂 􏼃 � E
b − a

N
􏽘

N

i�1
f Xi( 􏼁⎡⎣ ⎤⎦

�
b − a

N
􏽘

N

i�1
E f Xi( 􏼁􏼂 􏼃⎡⎣ ⎤⎦

�
b − a

N
􏽘

N

i�1
􏽚

b

a
f(x)

1
b − a

dx⎡⎣ ⎤⎦

�
1
N

􏽘

N

i�1
􏽚

b

a
f(x)dx⎡⎣ ⎤⎦

� 􏽚
b

a
f(x)dx.

(7)

When f(x) cannot be expressed by an explicit equation
(such as solving a rendering equation), the Monte Carlo
method is a good choice. ,e method mentioned above is to
sample randomly within the integration interval. However, if
we can roughly know the curve shape of f(x), we can for-
mulate a probability distribution function p(x) based on the
approximate curve trend of f(x). Moreover, we set the curve
shape that is more suitable for f(x) and perform sampling
and calculation according to the following formula:

FN �
1
N

􏽘

N

i�1

f Xi( 􏼁

p Xi( 􏼁
. (8)

In the case of sufficient N, FN is approximately equal to
􏽒

b

a
f(x)dx. However, the sampling strategy is based on p(x),

and there are more samples in the peak part of p(x). If p(x)
fits the shape of f(x) very well, then a smaller number of

p

Point of sight

ωt

ω0

Figure 1: Basic reflection/refraction model.
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samples can be used to get a more similar result to
􏽒

b

a
f(x)dx.
According to the general Monte Carlo method, we can

apply it to the solution of rendering equations. ,is is also
the basis of all the following solution algorithms. For ex-
ample, for diffuse reflection model or directional reflection
model,

L0 p,ω0( 􏼁 � Le p,ω0( 􏼁 + 􏽚
δ2

p,ω0,ωi( 􏼁Li p,ωi( 􏼁 cos θi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌dωi

� Le p,ω0( 􏼁 +
1
N

􏽘

N

i�1

p,ω0,ωi( 􏼁Li p,ωi( 􏼁 cos θi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

p ωi( 􏼁
.

(9)

For non-SDS paths, the integral solution method is the
same as the bidirectional optical path tracking. ,e specific
method is described below.

Figure 7 is a schematic diagram of two-way optical path
tracking. In the schematic diagram, there are two sublight
paths, P1′ ⟶ P2′ ⟶ P3′ from the line of sight, and Pl′-
>P2′->P3′ from the light source. It can be seen from the
figure that these suboptical paths can form up to 3∗ 3, and a
total of 9 complete optical paths are available for use. Now,
we connect P3 and P2′ and assume that there is no ob-
struction between these two points, and the planes where the
two points are located are both diffuse reflection surfaces. At
this time, the light starts from the light source and passes
through P1′, P2′, P3, P2, and P1 and finally reaches the line
of sight position. ,is constitutes a complete optical path, so
that this complete path will affect the light energy at point P1

Point of sight

Point of sight

ωt ω0

Figure 2: Distribution function of bidirectional reflection.

p

Reflection ray

Propagates into the object

Point of sight

ωt

ωt

ω0

Figure 3: ,e propagation mode of light.

p

Reflection ray

Point of sight

Injection Angleωt ω0

Figure 4: Specular reflection model.

p

Reflection ray

Point of sight

ωt

ωt
ω0

ω0

ω0

Figure 5: Diffuse reflection model.

p

Point of sight

Reflection ray

Injection Angle
ωt

ω0

Figure 6: Directional reflection model.
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and eventually return to the line of sight position via line 1.
In this way, we can get the specific color value received by the
line of sight.

,e formula is expressed as follows:

C �
Le P0′, P

′⟶ P1′
0􏼒 􏼓

p P0′, P
′⟶ P1′
0􏼒 􏼓

·
P1′, P1′⟶ P0′, P1′ ⟶ P1′, P2′

p P
′⟶ P2′
0􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠. P2′, P2′ ⟶ P1′, P2′ ⟶ P3′( 􏼁·

P3, P3⟶ P2′, P1⟶ P2( 􏼁 ·
P2, P2⟶ P3′, P2⟶ P1( 􏼁

p P2⟶ P3( 􏼁
·

P1, P1⟶ P2, P2⟶ P0( 􏼁

p P1⟶ P2( 􏼁
􏼠 􏼡.

(10)

First, we know the two sublight paths PI⟶P2⟶P3
and P1′ ⟶ P2′ ⟶ P3′ and define the light source sam-
pling position as Po’ and the line of sight sampling position
as P0. According to the Monte Carlo method, according to
the probability distribution function at the light source, the
light energy value of the auspicious point is divided by the
probability distribution function value here. At position P2′,
according to the probability distribution function at P2′, the
BRDF is also divided by the value of the probability dis-
tribution in the sampling direction P1′ ⟶ P2′. ,en, the
light energy throughput from position P2′ to position P3 is
calculated by BRDF, and the calculation is performed up to
the viewpoint position. ,e result C is the final light energy
received by the viewpoint.

When calculating the energy of the light path, the weight
of the light path needs to be considered. During the light
path tracking process, the same light path may be repeated
many times. For example, at a certain moment, the following
situation may occur.

In Figure 8, the generated path is the same as that in in
Figure 7. ,e only difference is that they are obtained from
different subpaths.

,erefore, for each complete path, a certain weight needs
to be added. We assume that there is a complete path 1, and
its length is n. As long as the suboptical path from the line of

sight (assuming the length is s) and the suboptical path from
the light source (assuming the length as t) satisfy s+ t− 1� n,
path 1may be generated.What needs to be ensured is that, in
all cases, s and t satisfy the sum of their weights to 1.

Eric Veach explained, on the basis of experiments, that
the best weighting equation is as follows:

w(s, t) �
p
β
j

􏽐
s+t−1
i�0 p

β
i

�
1

􏽐
s+t−1
i�0 p

β
i /p

β
j􏼐 􏼑

.

(11)

Among them, pj refers to the probability distribution
function. On this basis, Eric Veach pointed out that the
equation performs best when the index is β � 2.

In the actual calculation process of the two-line optical
path tracking, if calculated according to the original
weighting equation, it will consume a lot of time. After
modifying the original equation, a simple calculation
method can be obtained. If it is assumed that pi is
expressed as the length of the subpath starting from the
line of sight in the total optical path with a total length of
n, then

P1 P2

P2
P1

P3

P3
1′

2′
3′

1

2

3

Point of sight

′

′

′

Figure 7: Schematic diagram of two-way optical line tracking.
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pi+1

pi

�
p e0⟶ e1( 􏼁 · p e1⟶ e2( 􏼁 · · · p ei−1⟶ ei( 􏼁

p e0⟶ e1( 􏼁 · p e1⟶ e2( 􏼁 · · · p ei−2⟶ ei−1( 􏼁

�
p l0⟶ l1( 􏼁 · p l1⟶ l2( 􏼁 · · · p ln−i−2⟶ ln−i−1( 􏼁

p l0⟶ l1( 􏼁 · p l1⟶ l2( 􏼁 · · · p ln−i−1⟶ ln−i( 􏼁

�
p ei−1⟶ ei( 􏼁

p ln−i−1⟶ ln−i( 􏼁
.

(12)

,us, we can get the result of any pi/pj from the result of
pi+1/pi. For example,

pi+2

pi

�
pi+2

pi+1
·
pi+1

pi

. (13)

,e simplicity of this method lies in the fact that the
vertex results of the subpath in the middle of a bidirectional
optical path tracing all need to be reused. In this way, the
ratio of pi+1/pi can be stored in the vertex structure, and only
a few multiplications are required each time the weight is
calculated.

For the SDS path, the two-way optical path tracking will
completely ignore this type of path. At this time, it is
necessary to use a method similar to the photon graph to
process the SDS path for calculation. Such a method will
bring a certain deviation to the result. In terms of robustness,
this hybrid method is not as good as any unbiased method.
However, this method can reuse the subpath starting from
the light source, and the use of the vertices on these subpaths
is not a pure two-way optical path tracking to calculate
whether there is a speed block between any two points. Each
calculation must traverse the entire ray acceleration struc-
ture, and its traversal speed is related to the scene com-
plexity. ,e processing method similar to the photon graph
is only to search for the vertex position related to the current
calculation process, so the calculation efficiency of this
method will be relatively high.

,e common photon map method to calculate the light
energy of the current point (N-nearest) is as follows:

L P, ω0
�→

􏼐 􏼑 ≈ 􏽘
n

j�1

P,ωIJ
��→

, ω0
�→

􏼐 􏼑ϕj Pj,ωIJ
��→

􏼐 􏼑

πr
2 . (14)

For the light energy of R position with direction ω0
�→, it is

to multiply the light energy of all known points in the circle
with radius r by BRDF and statistically estimate the light
energy of R position with direction ω0

�→, as shown in Figure 9.
,e gray point is the required R position. It will look for

all photons within the radius r around itself and estimate the
light energy at its own location. It is easy to get that the
smaller the r, and the more the photons in the range of r, the
closer the light energy of the final position of R to the light
energy that R correctly carries. For the final image produced,
the larger r and the smaller the number of photons, the more
blurred the image. On the contrary, the image is clearer and
closer to the correct result. Of course, the solution time is
longer.

Modifying the calculation method of the photon dia-
gram, the solution method of the SDS path can be obtained.
We assume that there is an SDS path scenario as shown in
Figure 10.

At this time, it is necessary to add all the points within
the radius of r to the process of calculating the light energy of
the diffuse reflection point. In the above figure, the viewpoint
is traced down through the mirror position P1, and light is
emitted to a point P1e on the diffuse reflection surface. ,e
light source traces down through the mirror position P2 and
emits light to point P2l on the same diffuse reflection surface.
When we need to calculate the brightness of point P1e, we
need to consider P2l. When point P2l is within the range of
P1e with radius r, point P2l is included in the calculation
range.

L P1e,ω0( 􏼁 ≈ P1e, P1e⟶ P1, P1e⟶ P2( 􏼁

· ϕ P2l, P2l⟶ P2( 􏼁 ·
1
πr

2.

(15)

As with the photon graph method, these P2l -type points
can be reused.

P1 P2

P2
P1

P3

P3
1′

2′
3′

1

2

3

Point of sight

′

′

′

Figure 8: Schematic diagram of the weight problem.
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4. Three-Dimensional Structure Analysis of
Urban Landscape Based on Big Data
Technology and Digital Technology

To build a three-dimensional landscape platform, we need
to understand its system composition. ,e architecture
can reflect the operation flow and data flow. ,e system
structure of the 3D landscape basic platform will be in-
creased or tailored according to the specific application.
,e general 3D landscape basic platform includes several
functional modules such as rendering module, data

management module, engine module, and editing mod-
ule. ,e system structure shown in Figure 11 is a system
structure diagram of several functional modules that
should be considered when researching and developing
this basic platform. On this platform, the design of 3D
data model, spatial data management, and 3D engine
design are the key parts of the platform design. A good
platform design should also provide users with flexible
editing functions and secondary development interfaces.
Users can also customize their own data management
mode and choose flexible VR algorithms.

r

Figure 9: ,e way the photon map method calculates the rendering equation.

P2P1

r

Light source

Mirror

 Diffuse surface

Mirror

P2l

P1e

Figure 10: Dealing with SDS issues.
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3 D symbol library
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Figure 11: System structure diagram of the urban three-dimensional landscape basic platform system.
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After constructing the above-mentioned urban land-
scape three-dimensional structure analysis system based on
big data technology and digital technology, the performance
of the system is verified. ,is paper designs multiple groups
of urban three-dimensional structures to test the system
performance and count the three-dimensional structure
simulation effects and actual design effects. ,e three-di-
mensional simulation effect is quantitatively analyzed by
postdesign evaluation, and the results shown in Table 1 and
Figure 12 are obtained.

From the above analysis, the urban landscape three-
dimensional structure analysis system based on big data
technology and digital technology proposed in this paper has
good design and simulation effects, and the system designed
in this paper can be used for auxiliary research in the three-
dimensional design and analysis of urban landscape.

5. Conclusion

,e landscape design business of the Urban Space
Planning and Design Institute has been developed so far,
and the development environment it faces has also be-
come more complicated. If an enterprise wants to realize
its own development, it must have an overall plan for the
future development direction, business field, and ad-
vantages of the Urban Space Planning and Design In-
stitute. In addition, the Urban Space Planning and Design
Institute must consciously adjust its own internal and
external environmental changes in strategic planning, so
as to better adapt to environmental needs and promote the
long-term development of the enterprise. At present,
domestic and foreign experts and scholars have insuffi-
cient research on the related strategies of urban space
planning and design enterprise landscape business de-
velopment. ,e research on this topic will help better
improve this theory and provide a reference for the de-
velopment of corporate landscape business in urban space
planning in the later period. ,is paper combines big data
technology and digital technology to analyze the three-
dimensional structure and performance of urban land-
scapes, which effectively improves the scientific nature of
urban landscape design.
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Table 1: Evaluation of the design effect of the urban three-dimensional landscape basic platform system.

Number Simulation effect Design effect Number Simulation effect Design effect Number Simulation effect Design effect
1 95.70 87.68 22 94.89 73.96 43 91.02 70.58
2 95.30 89.16 23 86.14 79.14 44 93.73 86.71
3 89.84 89.09 24 95.66 87.36 45 95.36 84.24
4 91.46 74.26 25 93.04 88.22 46 91.71 83.11
5 96.48 76.37 26 92.08 73.53 47 96.31 70.78
6 90.90 83.84 27 90.08 86.97 48 92.64 76.28
7 90.52 76.47 28 93.56 83.02 49 91.06 86.23
8 89.58 69.86 29 90.55 84.11 50 92.55 78.12
9 96.54 76.26 30 95.08 87.05 51 90.42 86.02
10 87.91 78.01 31 94.89 77.47 52 89.17 70.77
11 86.68 76.23 32 95.62 74.27 53 90.96 83.36
12 89.82 71.63 33 92.48 79.63 54 95.98 81.38
13 87.11 79.88 34 94.04 89.76 55 91.59 78.18
14 87.38 90.99 35 88.75 88.22 56 89.24 90.04
15 95.95 69.93 36 86.25 74.18 57 86.28 80.59
16 90.95 73.52 37 92.11 71.01 58 92.01 71.14
17 90.08 87.06 38 87.24 70.74 59 91.01 78.64
18 91.49 88.16 39 95.67 85.47 60 95.45 87.98
19 93.75 81.19 40 95.98 76.32 61 89.29 90.67
20 88.60 88.92 41 89.76 70.55 62 96.08 71.89
21 92.28 84.98 42 91.63 89.29 63 88.59 80.98
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In order to improve the effect of intelligent terminal container management, this paper improves the Internet of ,ings and big
data technology, analyzes the RFID middleware architecture based on the actual needs of container handling management, and
proposes a new method of RFID middleware load balancing. Moreover, this paper combines the Internet of ,ings technology
and big data technology to analyze the terminal container loading and unloading process and build a corresponding intelligent
system. After constructing a terminal container handling intelligent management system based on the Internet of ,ings and big
data technology, the performance of the system is verified, and multiple sets of simulation data are used to conduct research. ,e
experimental research results show that the terminal container handling management system based on the Internet of ,ings and
big data constructed in this paper basically meets the actual needs of use.

1. Introduction

With the rapid development of China’s terminal container
transportation industry, major port group companies are
facing unprecedented challenges. At present, most domestic
ports still adopt manual or semimechanical methods to
complete the collection and recording of container data in-
formation, which is inefficient and slow [1]. Customs, na-
tional inspection, and other government supervision
departments also use image processing pattern recognition
technology to identify the number of containers. ,is pro-
cessing method only has a recognition rate of 80% to 98%, the
container traffic management and tracking monitoring are all
in an isolated state, and it is impossible to realize the efficient
and automated production of terminal containers. Moreover,
it is also a heavy and slow fatigue job for government workers
[2]. Improving the operational efficiency of terminal con-
tainers is directly related to the economic benefits of various
enterprises. ,e use of manual implementation to identify
and count the vehicle numbers and container numbers of
terminal containers is likely to cause duplication of work,

human errors, time delays, stagnation of goods, and low
efficiency. ,erefore, in order to avoid the waste of container
resources in the terminal, it is an urgent issue to improve the
automatic management capabilities of terminal containers
and modern management facilities [3].

,e main transportation method of the former port lo-
gistics is container transportation. With the continuous
growth of port transportation, resource competition among
ports has become more intense.,e competitive advantage of
each port comes from hard conditions such as port geography
and hinterland economy and its management. ,e service
level, operation and production efficiency, equipment and
facilities conditions, and other automation, informationiza-
tion, modernization, and technical indicators are also ex-
tremely important factors that reflect the competitiveness of
the port. Since the 1990s, with the increasing requirements for
port operation efficiency, production costs, and sustainable
development, port automation has become a new era of port
development due to its significant advantages such as efficient
operation, low labor costs, and superior safety and reliability
Since the 1990s, with the increasing requirements for port
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operation efficiency, production costs, and sustainable de-
velopment, port automation has become the general trend of
the new era of port development by virtue of its significant
advantages such as efficient operation, low labor cost, safety,
and reliability. Up to now, more than 30 automated terminals
have been applied and put into actual production in many
countries around the world and have achieved good opera-
tional results. ,e emergence and in-depth development of
automated terminals has become a major change in the
sustainable development of ports in the future.

,is paper combines the Internet of ,ings technology
and big data technology to analyze the terminal container
loading and unloading process and build a corresponding
intelligent system to provide a reference for subsequent
intelligent container loading and unloading and
management.

2. Related Work

For a long time, domestic and foreign scholars have carried
out many researches on the optimization of container ship
loading. Aiming at the problem of container loading, liter-
ature [4] first established a 0–1 planning model based on the
optimization goals of the smallest amount of container tip-
ping in the yard and the shortest quay crane moving distance.
However, due to the large number of variables in the model
0–1, it is difficult to solve the problem when the scale is large
and the practicability is not strong. Aiming at the problem
that the problem model is difficult to solve, literature [5]
simplified the above planning model by ignoring the ship
weight stability constraint. ,e optimization goal is also set to
minimize the amount of container dumping in the yard, and
the number of variables is reduced compared with the pre-
vious one. Literature [6] took the minimum amount of
container dumping in the yard and the stability of ship weight
as the optimization goals, established a multiobjective integer
programming model, and used the weighting method to
obtain the noninferior solution of the problemmodel. On the
basis of the previous research on container dumping in the
storage yard, literature [7] first proposed a simple method for
estimating the amount of container dumping in the container
yard in combination with the operation of the container yard.
It is defined as the basic amount of container dumping, which
simplifies the problem of loading and arranging containers. In
the following research, this method will be used as the re-
search basis to analyze the container transportation situation
in the terminal in detail. Literature [8] proposed that when
analyzing and studying the distribution and arrangement of
containers in the yard of ships, factors such as the weight of
the container and the distance of the destination port should
be taken into consideration. Literature [9] summarized the
main methods currently used to study the automatic stowage
of container ships and used mathematical modeling methods
to optimize the research progress of ship stowage from the
perspective of the ship and the port. Literature [10] described
in detail the main characteristics of container ship stowage
and unilaterally optimized ship stowage based on the linear
programming method from the perspective of ship weight
stability. Literature [11] proposed three strategies for carrying

containers for container yard operations, used the integer
programmingmethod to establish a mathematical model, and
used the CPLEX solver to accurately solve small-scale cases.
,e above-mentioned research on the problem of container
loading and packing is mainly based on the mathematical
model method to solve the problem. After that, the re-
searchers used heuristic algorithms based on rule setting to
further study the problem of container loading and packing.
Based on the in-depth analysis of the causes of the container
tipping problem in the container yard, literature [12] estab-
lished a rule-based heuristic algorithm for the container
loading and arranging problem based on the known container
yard storage status and the container ship stowagemap, which
takes minimizing the amount of box turnover as the opti-
mization goal. ,e results show that the case-solving effect is
good.

Literature [13] additionally considers the actual con-
straints of port customs clearance. Moreover, on this basis, it
constructed a heuristic algorithm with the optimization
objective of minimizing the amount of container dumping
based on the known yard container storage status and
container ship stowage map. In addition, it designed nu-
merical experiments to verify the effectiveness and practi-
cability of the algorithm. In recent years, the emergence of
intelligent optimization algorithms such as genetic algo-
rithm, tabu search algorithm, simulated annealing algo-
rithm, and particle swarm algorithm has provided new ideas
and methods for solving optimization problems. Literature
[14] compared the container stowage problem with the
traveling salesman problem. On this basis, it considered the
constraint conditions of ship stability, heel, and trim mo-
ment and established a problem model with the optimiza-
tion goal of minimizing the amount of tank tipping.
Moreover, it used a genetic algorithm to solve the problem.
However, there are deficiencies; that is, the algorithm code is
too long, the solution space is too large, and so on.

Literature [15] constructed an optimization algorithm
based on a parallel tabu search to find the optimal ship
loading sequence based on the known container ship
stowage map. Literature [16] used a genetic algorithm to
solve the problem with the minimum amount of box
dumping as the optimization objective. Literature [17]
regards the influencing factors such as the volume of con-
tainer dumps, ship stability, strength, and operability as
evaluation strategies and also uses genetic algorithms to find
the optimal ship loading sequence. Literature [18] combined
the actual loading and unloading of the container terminal to
analyze themain reasons for the tipping of containers during
container loading in the yard and put forward related
control methods based on the given ship loading plan and
yard. For the storage status of containers, a mathematical
model with the smallest amount of unloaded containers as
the optimization objective is established, and the genetic
algorithm is used to solve them under different unloading
rules. Literature [19] regards the container turnover rate of
the yard as a constraint, takes the weight stability of the ship
after loading as the optimization objective, establishes an
integer programming problem model for solving the con-
tainer loading sequence, and uses an algorithm based on
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particle swarm optimization to design and solve it. Literature
[20] established a model based on the given container
loading and stowage map, taking the minimum amount of
unloading as the optimization objective, and proposed a
parallel genetic particle swarm algorithm to solve it. ,e
simulation experiment was carried out through Matlab, and
the solution effect was better. Most of the above researches
are based on known ship loading and loading plans from a
single perspective of container loading sequence. Literature
[21] considered the relationship between container loading
sequence and ship stowage, based on the idea of two-stage
hierarchical solution, and designed an algorithm based on
SWO-HES two-stage optimization to solve the small-scale
problem of a single shell position of a ship.

3. Internet of Things and Big Data Processing
Algorithms Applied to Container
Unloading Management

,is paper analyzes the architecture of RFID middleware
and proposes a new method of RFID middleware load
balancing. ,is method is based on ALE (Application Level
Events). ,is method defines the workload on the RFID
middleware as ALE’s ECSpecs, and ALE’s ECSpecs are sent
from the RFID application.,erefore, the workload of RFID
middleware is to migrate ECSpecs from middleware with
higher load to middleware with lower load by managing
components.

ALE provides a set of flexible interfaces with standard
functions, which are realized through RFID middleware.
,erefore, ALE defines a set of standard interfaces with
aggregation, filtering, and counting functions.

Figure 1 shows the role of ALE in an RFID system. An
RFID application layer requests the RFID middleware to
collect and transmit EPCs information through the ALE
interface. When requesting EPCs information, the RFID
application layer specifies EPCs related to ECSpec. ,e three
fields of EPCs are actually sent to the RFID application layer.
,e reading field specifies the EPCs information collected
from the reader. ,e boundary section specifies the time
stamp of the collection and the report generated. ,e
ECSpec report specifies a filter that removes EPCs that are
not related to the RFID application layer.

,e ALE interface uses the logical name for the meaning
reader. Logical reader is an abstract name. ,is abstract
name refers to one or multiple physical readers that can be
regarded as a group. For example, there are three RFID
readers on a door carrying a lock in a warehouse. It is very
simple and convenient to compile these three physical
readers into a group of logical readers.,e RFIDmiddleware
maintains the mapping information between the logical
reader and the physical reader. Figure 2 is a class diagram of
the relationship between the concepts mentioned, shows the
dependencies between the various components, and also
shows the architectural relationship in ALE.

,e load of the RFID middleware mentioned here is
mainly caused by the collection and filtering of the tag data
read by the connection with the reader. A large number of

data tags have to be processed so as to cause the load of the
middleware. ,erefore, in order to reduce the load of the
middleware, we need to effectively manage the large amount
of raw label data processed by the middleware. As discussed
in the previous section, the ECSpec sent by the RFID ap-
plication layer defines a set of readers and tag data that is
meaningful to the RFID application layer. In other words, an
ECSpec determines a set of readers and notes data infor-
mation processed by the RFID middleware. ,erefore, we
can manage the load status of the RFID middleware by
controlling the ECSpec assigned to the middleware.

For the method of achieving load balancing of RFID
middleware by migration, Figures 3(a) and 3(b) can be used
to explain the overall process of this method. Figure 3(a)
shows two application servers, and an RFID application is
running in each application server. ,ere are a total of six
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Figure 1: RID middleware architecture diagram with label data
flow.
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Figure 2: Basic concept diagram in ALE.
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ECSpecs distributed among three middleware servers. ,e
connection between the RFID application server and
ECSpecs represents the process of ECSpecs distributed by
the RFID application.

Suppose we find a large amount of ECSpecs label data,
ECSpec1, ECSpec2, and ECSpec3 will cause middleware 1 to
overload. In order to reduce the load on middleware 1, we
need to move ECSpecs from middleware 1 to other types of
low-load middleware. For example, by moving ECSpec3 on
middleware 1 to middleware 2 with the lowest load, the load
on middleware 1 is reduced, so that middleware 1 is not
overloaded. Since ECSpecs directly determines the label data
that a large amount of middleware will process, the load
status of the entire system caused by ECSpec3 is now bal-
anced by migrating from middleware 1 to middleware 2.
,is situation is shown in Figure 3(b). ,e algorithm de-
scribed above only occurs when the processing capabilities
of the middleware components are the same. In the figure,
middleware 1, middleware 2, and middleware 3 all have the
same ability to process label data.

It is worth noting that the migration of ECSpec3 did not
lead to changes in the distribution of RFID applications and the
use of ECSpec3.,eRFID application does not even notice that
the originally allocated ECSpec3 has migrated from one
middleware to another. ,is situation is determined by the
properties of ECSpec itself. As described in the previous sec-
tion, each ECSpec specifies the destination location and this
result is transferred by the ECSpec through the Notification
component of the URI. ,erefore, the result of ECSpec is even

still routing migration from the original location to the des-
tination. ,erefore, we can safely migrate the ECSpec of the
overloaded middleware to the lightest-loaded middleware
without worrying about the distribution of RFID applications.

As mentioned above, we balance the system load by
migrating the same ECSpec from the overweight middleware
to the overweight middleware. In addition, because RFID
applications have no dependencies on certain RFID mid-
dleware, migration can occur without considering RFID-
related applications. ,erefore, when we choose to migrate
ECSpec, we can ignore the related RFID applications.

Compared with the independence of RFID applications,
RFID readers that are closely related to ECSpec can also be
considered for migration and distribution of ECSpec. As we
discussed in the previous section, each ECSpec has a
specification on the logical reader/writer that can read
meaningful ECSpec. In other words, ECSpec specifies a
specific logical reader/writer that can read tag data. Since the
RFID reader is usually connected to an RFID middleware,
the reader designated by ECSpec can also be reassigned to
another middleware to which ECSpec will move. For ex-
ample, in Figure 4 showing ECSpec, the configuration of an
RFID system and the relationship between the RFID reader
and ECSpec are considered. Suppose that we choose to move
ECSpec3 to middleware 2; in this case, the related readers R4
and R5 should be moved to middleware 2. At the same time,
ECSpec3 will also be migrated to middleware 2. ,is is
because ECSpec3 must be connected to R4 and R5, and each
reader can only be connected to one RFID middleware.
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Figure 3: Example diagram of the migration algorithm of ECSpec for RFID middleware load balancing. (a) Before migration. (b) After
migration.
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Dynamic weighted load algorithm distribution ECSpecs is
feasible. According to the above migration and aggregation
methods, it can be described as a distributed function to show
the intuitiveness of the algorithm. ,e distribution of RFID
middleware ECSpecs can be identified by comparing and
calculating distributed functions. ,e formula is as follows:

Y(i) � L(i) × ei + R(i) × er + M(i) × em. (1)

Among them, Lmax(i) represents the maximum and
affordable number of effective connections of the reader/
writer connected to the i-th RFID middleware. L(i) repre-
sents the load status of the i-th RFIDmiddleware server.,is
can be expressed as follows:

L(i) �
LW(i) × ew + Ln(i) × en

Lmax(i)
+ Lm(i) × ec. (2)

R(i) represents the degree of correlation between the i-th
RFID middleware and ECSpecs, which is expressed as
follows:

R(i) � RW(i) × eW + Rn(i) × en. (3)

M(i) represents the number of readers that need to be
migrated for the i-th RFID middleware, which is expressed
as follows:

M(i) � MW(i) × eW + Mm(i) × em. (4)

LW(i) represents the number of readers running on the
i-th RFIDmiddleware server. Ln(i) represents the number of
nonoperational readers on the i-th RFID middleware server.
Lm(i) represents the load of the machine on the i-th RFID
middleware server. ,is is expressed as follows:

Lm(i) � Lcpu(i) × ecpu + Lmem(i) × emem. (5)

Lcpu(i) represents the CPU utilization of the i-th RFID
middleware server. Lmem(i) represents the memory utili-
zation of the i-th RFID middleware server. Similarly, RW(i),
Rn(i), MW(i), and Mn(i) are also expressed in the above
method. Moreover, ei + er + em � 1 and ei, er, em, ew, en,

ec, ecpu, emem are corresponding weights.
In order to describe the load status of each node, reader,

and middleware cluster, a convenient calculation method is
defined, which is expressed as follows:

T �
􏽐 L(i)

􏽐 Lmax(i)
,

T(i) �
L(i)

Lmax(i)
.

(6)

In view of a clear understanding of the load balancing
under the set dynamic weights, we must first define the
load of the three-state nodes of T(i). (A) Light load: this
refers to a computing node with a small number of
connections and a low machine load of the reader. (B)
Heavy load: this refers to a computing node with a large
number of connections and a high machine load of the
reader. (C) Moderate balance: this refers to a state between
heavy load and light load. ,is state is |T(i) − Ts|<Θ,
where Ts is the average and Θ is the deviation. ,e cor-
responding balance states Lcpu(i) and Lmem(i) of the
utilization rate of the RFID middleware server are simi-
larly expressed as described above. Moreover, when T
changes, ei: er: em will also change. When T is a light load,
then ei will take a larger value. When T is a heavy load, ei

and em will take larger values. In the same way, when
Lcpu(i) and Lmem(i) change, ecpu and emem also change.
When Lcpu(i) and Lmem(i) are in a light load state, ecpu and
emem will take smaller values together, and vice versa. In
addition, Lm(i) is proportional to ec. When T(i) changes,
ew: en will change accordingly. When T(i) exhibits a heavy
load, ew will take a larger value, and vice versa.

Figure 5 shows the relationship between the components
of RLBA. ,e components MLT and RLT are middleware.

Middleware Load Table (MLT) and Reader Load Table
(RLT) provide component management.,e IMLTManager
interface of MLTand the IRLTManager interface of RLTwill
perform update and retrieval in each middleware.,erefore,
other components can access them by using the corre-
sponding interface.

All nodes begin to perform calculation work. After a
period of implementation, the node starts to check
whether it is a heavy load node. If the node is overloaded,
it will try to distribute its own jobs in the relevant domain.
If it is assumed that the heavily loaded node is Lp, there
are M nodes in the relevant domain, and these nodes are
L1, L2, ......, Lm. ,erefore, the average load is

Middleware 1

ECSpec1 ECSpec2 ECSpec3 ECSpec4

Middleware 2

ECSpec5
R1 R2 R3 R4 R5

R6 R7

Before assignment

(a)

Middleware 2

Middleware 1
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R1 R2 R3

R4 R5 R6 R7
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(b)

Figure 4: Distribution diagram considering the dependency of the reader. (a) Before assignment. (b) After assignment.

Scientific Programming 5



Lavg �
1

m + 1
Lp + 􏽘

M

i�1
Li

⎛⎝ ⎞⎠. (7)

In order to achieve uniform distribution, the load can be
obtained as Nm by transmitting the overloaded load node to
other nodes in the relevant domain. First, a hm value is set.
,is value is set to move all load nodes to the heaviest load
node in the heavy load-related domain. If there is Lavg >Lm,
the expression of Nm is

Nm + Lp − Lavg􏼐 􏼑
hm

􏽐
M
i�1 hi

􏼢 􏼣. (8)

,en, the task can be sent to all relevant nodes at this
time.

,e start strategy at the receiving end is to use a light load
start strategy. ,is strategy requires all other nodes to send
tasks to this light node, and other nodes also use this strategy
to send tasks to nodes other than the specified node like this
light node. ,is strategy must first set an M value. ,is M
value has the same effect as theM value of the sender startup
strategy above, and it is also a critical value for distinguishing
between heavy load and light load. ,e definition of the
relevant domain here is the same as the above definition, and
the same is true for all nodes to start performing calculation
tasks. As time goes by, once a node detects that it is a light
node, it also tries to distribute the load to itself in the relevant
domain. ,e formula at this time is the same as formula (7),
so that the value of Lavg can be calculated.

In order to achieve uniform distribution, the load can be
obtained as Nm by transmitting the overloaded load node to
other nodes in the relevant domain. ,e Nm formula listed
here is the same as formula (8), except that the condition
here is Lavg <Lm.

Figure 6 is the architecture diagram of the agent-based
RFID middleware. In this figure, the JADE platform is based
on JAVA. In the past few years, mobile agent system
technology has become an exciting new field of computer
science. ,ere are a large number of methods, toolkits, and
platforms of different qualities and maturities in this field,
including Grasshopper, IBM Aglet, and JADE (Java Agent
Development Framework).

Each instance running in the JADE runtime environment
is called a container, and this container contains multiple
agents. A group of running containers is called a platform.
Figure 7 shows the architecture of the JADE platform.

Partial view: once the system starts, this special main
container must always be executed on a platform, and
through this special container, other containers can be
registered. In addition to being able to accept registrations
from other containers, the main container is different from
other containers in that the main container is loaded with
two special agents. AMS (Agent Management System) that
can provide naming services (e.g., make sure that each agent
on the platform has a unique name) is a representative
authoritative platform. DF (Directory Facilitator is a di-
rectory service provider) provides a yellow pages service in a
specific way. In this way, an agent finds other agents that can
meet the needs of the agent in order to obtain the target.

Because the mobile agent’s RFID middleware load ar-
chitecture is built on the agent’s RFID middleware archi-
tecture, but the mobile agent has a few more functional
components that are not available in the agent, and the
others are developed based on the agent architecture.
Moreover, mobile agents and agents are built on the RLBA
architecture, and both can and must run on JADE to some
extent. Figure 8 is the architecture class diagram shared by
mobile agents and agents.

MLT

Middleware
Chooser

LoadMoniter

ReaderReallocater

RLT RLB
agent

ReaderChooser

LoadCollecter

Balancing
Trigger

IRL manager

ILoadMoniter

IMiddleware Chooser

IBalancing Trigger

IBalancing Trigger

iReaderChooser

iReaderReallocater

IML manager

ILoadcollector

Figure 5: Proxy FD load balancing component diagram.
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Figure 8 is a class diagram of RLBA, which explains how
RLBA and its components perform RFID middleware load
balancing. JADE platform provides RLBA extended agent
class. ,e agent class is used to initialize the runtime envi-
ronment of the agent. GLT and RLT can be used to support
RFID middleware load balancing decisions. RLBA is also
composed of five components: load monitor, balance trigger,
middleware selector, reader/writer distributor, and reader/
writer selector. Another important class is NodeCriteria,
which provides the definition of the equilibriummetric name,
maximum threshold, minimum threshold, and initial type.

4. Intelligent Terminal Container Management
System Based on Internet of Things and Big
Data Technology

Business research and demand analysis cannot be successful
once we need to continue to refine and research. ,is

requires an excellent program developer to have a com-
prehensive understanding of the overall process of the in-
vestigated business and continue to refine it from the
shallower to the deeper. We not only need to understand the
relationship between terminal companies and various port
logistics links but also need to understand the independent
work responsibilities of each business department, each job
position, and the relationship between each position. Fig-
ure 9 shows the business relationship between container
terminals and various port logistics links.

Import unloading business refers to the process of
unloading containers loaded on arriving ships from the ship
to the dock site within a predetermined plan. ,e specific
unloading process mainly involves several aspects shown in
Figure 10.

After constructing a terminal container handling intel-
ligent management system based on the Internet of ,ings
and big data technology through the above analysis, the
performance of the system is verified. ,is paper uses
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Figure 6: Architecture diagram of agent-based RFID middleware.
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Figure 8: RLBA class diagram.
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Figure 9: Business relationship between container terminals and various port logistics links.
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Figure 10: Division of container terminal business.

Table 1: Simulation effect verification of terminal container handling intelligent management system.

Number Scheduling effect Loading effect Management effect
1 79.32 94.37 86.07
2 88.09 90.55 94.23
3 83.52 88.57 89.96
4 89.94 86.76 91.42
5 93.21 87.85 94.97
6 81.70 86.92 96.65
7 93.50 80.08 92.69
8 83.65 83.17 94.01
9 87.49 95.19 90.63
10 83.00 93.90 96.18
11 83.13 87.30 90.08
12 91.18 91.31 95.86
13 86.39 87.87 88.26
14 82.31 89.56 90.98
15 83.73 86.49 95.34
16 83.24 85.93 92.15
17 80.28 95.35 86.47
18 87.41 92.69 94.28
19 80.02 88.56 95.42
20 90.17 88.25 91.05
21 90.76 81.25 94.12
22 80.30 95.53 82.55
23 88.12 86.00 90.58
24 83.59 90.44 88.70
25 92.49 86.31 85.30
26 93.77 95.39 84.77
27 86.69 93.42 86.19
28 83.70 91.09 95.39
29 93.03 88.53 90.34
30 79.59 88.58 84.93
31 80.90 88.54 85.70
32 82.12 88.24 89.50
33 79.14 81.69 91.93
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multiple sets of simulation data to count the container
dispatching effect, loading effect, and management effect,
and the test results shown in Table 1 and Figure 11 are
obtained.

From the above research, it can be seen that the terminal
container handling management system based on the In-
ternet of ,ings and big data constructed in this paper
basically meets the expected needs, and the system can be
used for auxiliary management in subsequent practice.

5. Conclusion

Terminal container handling is a key part of the daily
production activities of the port. ,e overall economic
benefits of a container port are closely related to the loading
quality of container ships in the port. ,e loading quality of
ships directly affects the ship’s port time, maritime navi-
gation safety, and the efficiency of terminal loading and
unloading operations, which in turn affects the port’s rep-
utation status and operating costs. ,e current large-scale
development of container ships makes the loading and
unloading tasks of ships in ports more arduous and the
loading process more complicated. How to use the oppor-
tunity of the booming development of automated container
terminals to integrate informatization, intelligent technol-
ogy, and advanced management methods to rationally carry
out container loading and dispatch, improve terminal ser-
vice levels and ship transportation efficiency, and improve
the competitiveness of the port itself and the transportation

efficiency of the shipping industry is an urgent problem to be
solved. ,is paper analyzes the loading and unloading
process of containers in the terminal by combining the
Internet of ,ings technology and big data technology and
constructs the corresponding intelligent system. ,e ex-
perimental research results show that the terminal container
handling management system based on the Internet of
,ings and big data constructed in this paper basically meets
the expected needs, and the system can be used for auxiliary
management in subsequent practice.
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Logistics Performance Index in international trade,” Applied
Economics, vol. 46, no. 24, pp. 2982–2992, 2014.

[14] D. Alem, A. Clark, and A. Moreno, “Stochastic network
models for logistics planning in disaster relief,” European
Journal of Operational Research, vol. 255, no. 1, pp. 187–206,
2016.

[15] N. Boysen, S. Emde, M. Hoeck, and M. Kauderer, “Part lo-
gistics in the automotive industry: decision problems, liter-
ature review and research agenda,” European Journal of
Operational Research, vol. 242, no. 1, pp. 107–120, 2015.

[16] M. Coe, “Missing links: logistics, governance and upgrading
in a shifting global economy,” Review of International Political
Economy, vol. 21, no. 1, pp. 224–256, 2014.

[17] S. A. R. Khan, D. Qianli, W. SongBo, K. Zaman, and Y. Zhang,
“Environmental logistics performance indicators affecting per
capita income and sectoral growth: evidence from a panel of
selected global ranked logistics countries,” Environmental
Science and Pollution Research, vol. 24, no. 2, pp. 1518–1531,
2017.

[18] V. Sundquist, L.-E. Gadde, and K. Hulthén, “Reorganizing
construction logistics for improved performance,” Con-
struction Management and Economics, vol. 36, no. 1,
pp. 49–65, 2018.

[19] F.-S. Chang, J.-S. Wu, C.-N. Lee, and H.-C. Shen, “Greedy-
search-based multi-objective genetic algorithm for emergency
logistics scheduling,” Expert Systems with Applications,
vol. 41, no. 6, pp. 2947–2956, 2014.

[20] H. Soleimani and K. Govindan, “Reverse logistics network
design and planning utilizing conditional value at risk,”
European Journal of Operational Research, vol. 237, no. 2,
pp. 487–497, 2014.

[21] X. Bing, J. M. Bloemhof-Ruwaard, and
J. G. A. J. van der Vorst, “Sustainable reverse logistics network
design for household plastic waste,” Flexible Services and
Manufacturing Journal, vol. 26, no. 1-2, pp. 119–142, 2014.

Scientific Programming 11



Research Article
Recognition Algorithm of Popular Elements of Ethnic Minority
Traditional Clothing Based on PCA

Hu Juan

West Anhui University, Lu’an 237012, China

Correspondence should be addressed to Hu Juan; 631418020431@mails.cqjtu.edu.cn

Received 6 September 2021; Revised 22 October 2021; Accepted 27 October 2021; Published 8 November 2021

Academic Editor: Le Sun

Copyright © 2021 Hu Juan. ,is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Image recognition of ethnic minority costumes is helpful for people to understand, carry forward, and inherit national culture.
Taking the minority clothing image as the research object, the image enhancement and threshold segmentation are completed; the
principal component features of the minority clothing image are extracted by PCA method; and the image matching degree is
obtained according to the principle of minimizing the Euclidean distance. Finally, the calculation process of the PCA method is
optimized by a wavelet transform algorithm to realize the recognition of popular elements of minority traditional clothing. ,e
comparative experimental results show that the PCA+BP neural network algorithm is better than the other two recognition
algorithms in recognition rate and recognition time.

1. Introduction

,e fast-paced modern life makes the traditional ethnic
minority clothing face the crisis of disappearance.,e digital
protection and inheritance of ethnic minority clothing
culture are urgent. With the development of science and
technology, some advanced technical means have been used
to protect and inherit the clothing culture of ethnic mi-
norities [1]. As one of the constituent elements of clothing,
ethnic minority clothing color is a symbol of inheriting
national culture. Using increasingly mature image pro-
cessing technology to process the clothing image of Huayao
Dai has great significance and value for the study of ethnic
minority clothing color [2].

Literature [3] in order to use the set information in the
image set to improve the image recognition accuracy and
robustness to image changes so as to greatly reduce the
influence of factors such as posture, illumination, occlusion,
and misalignment on the recognition accuracy, an image set
prototype and projection learning algorithm (lpsop) for
image set classification is proposed. ,e algorithm learns
representative points (prototypes) and an orthogonal global
projection matrix for each image set so that each image set in
the target sub-space can be optimally classified into the

nearest prototype set of the same kind. It not only can reduce
the interference of redundant images but also can reduce the
storage and computing overhead. ,e learned projection
matrix can greatly improve classification accuracy and noise
robustness. ,e experimental results on UCSD/Honda,
CMU MoBo, and YouTube cellulitis show that Lpsop has
higher recognition accuracy and better robustness than the
current popular image set classification algorithm. However,
this method considers the characteristics of many elements
of ethnic minority traditional clothing, resulting in the
decline of recognition accuracy.

In reference [4], aiming at the problems of low matching
accuracy, long operation time, and low recognition accuracy
in the traditional remote sensing image template matching
and recognition process, a remote sensing image template
matching intelligent recognition method based on STACS is
proposed. ,rough the analysis of the remote sensing image
measured by the man-made satellite survey system (STACS),
the gradient is used as the feature to match the remote
sensing image template. Combined with dot algorithm, the
secondary gradient features of remote sensing image are
removed, and only the gradient direction with large am-
plitude is used as the feature quantity to complete template
matching;,e neighborhood pixel difference method is used

Hindawi
Scientific Programming
Volume 2021, Article ID 4834944, 10 pages
https://doi.org/10.1155/2021/4834944

mailto:631418020431@mails.cqjtu.edu.cn
https://orcid.org/0000-0002-8879-4559
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4834944


to recognize the target features of remote sensing images.
,e experimental results show that the proposed method has
a high accuracy of remote sensing image template matching,
short operation time, and high recognition accuracy and has
certain practical value. However, this method has not been
applied to the recognition of popular elements of ethnic
minority traditional clothing, and the recognition time and
recognition accuracy need to be further considered.
According to clothing design theory, clothing schools can be
identified by a set of visually distinguishable style elements,
which show obvious visual appearance characteristics and
reflect high-level fashion style, thus better describing
clothing schools. Reference [5] proposed an automatic
classification method of clothing types based on visually
distinguishable style elements, replacing the previous low-
discernibility features or fuzzy keywords to identify clothing
types. Hierarchical image segmentation identifies and or-
ganizes image elements as tree structures. Tree structure
represents the semantic information of the image.,is is one
of the most basic computer vision problems. ,e emphasis
of reference [6] is on images from visual design, such as
graphical interfaces, posters, and presentations. Extracting
hierarchies from these images allows quantitative analysis of
visual design choices and replication of designs from hand-
drawn or hard copy. Reference [6] puts forward a more
accurate method, which integrates the general design
principles of visual design.

Principal component analysis (PCA) is a widely used
algorithm in intelligent recognition. Its principle is to
extract the main components of ethnic minority traditional
clothing by using K-L transform, construct the feature
popular element space, project the test image to this space,
obtain a set of projection coefficients, and identify it by
comparing with each popular element. PCA method has
achieved a good recognition effect, but the amount of
calculation is large [7]. Wavelet transform denoises and
extracts features from the image by constructing a wavelet
basis, which not only effectively avoids the interference of
noise and redundant data [8] but also accurately locates the
boundary points, which is helpful to improve the eigen-
values of popular elements in ethnic minority clothing.
After a series of image preprocessing, the PCA features of
clothing images are obtained by PCA, and the image
recognition is carried out according to the principle of
minimum European distance.

,e research contributions of the thesis include the
following:

(1) In this paper, minority clothing image is taken as the
research object, image enhancement, and threshold
segmentation are completed; the principal compo-
nent analysis method is adopted to extract the
principal component features of minority clothing
image; and image matching degree is obtained
according to Euclidean distance minimum principle

(2) ,e calculation process of the PCA method is op-
timized by the wavelet transform algorithm to realize
the recognition of popular elements of minority
traditional clothing

(3) ,e comparative experimental results show that the
PCA+BP neural network algorithm is better than
the other two recognition algorithms in recognition
rate and recognition time

,e remainder of this paper is organized as follows.
Section 2 introduces the overall structure design of the al-
gorithm. Section 3 discusses image preprocessing. Section 4
discusses feature extraction and image recognition. Section 5
discusses the experiment and analysis. Section 6 presents the
conclusions of the study.

2. Overall Structure Design of the Algorithm

,e whole algorithm is mainly composed of two modules:
image preprocessing, feature extraction, and image recog-
nition. ,e overall structure of the algorithm is shown in
Figure 1.

,e image preprocessing part consists of three parts:
image graying, image enhancement, and threshold seg-
mentation. ,e weighted average method is used to convert
the color image into the gray image, and the histogram is
used to expand the dynamic range of image gray value so as
to enhance the overall contrast of the image and make the
details of the image clearer. After the threshold is deter-
mined by an iterative method, the image is segmented to
segment the target and background in the picture.

,e feature extraction and image recognition module is
composed of three parts: extracting PCA features, estab-
lishing a classifier, and image recognition. It mainly extracts
the PCA features of the target obtained by threshold seg-
mentation by PCA, establishes a classifier by using Euclidean
distance, inputs the PCA features into the classifier as an
input, recognizes the image, and outputs the recognition
results.

3. Image Preprocessing

Since the image is easily affected by the image itself and
external factors, it is necessary to carry out image pre-
processing [9], optimize the image, reduce the amount of
calculation, retain useful information, and minimize useless
information. Preprocessing mainly includes image en-
hancement and threshold segmentation. In this paper, the
weighted average method is used to convert the color image
into a grayscale image, as shown in Figure 2.

,e image enhancement part completes histogram
equalization and histogram normalization, as shown in
Figures 3 and 4.

Image segmentation is helpful for image recognition,
and the quality of image segmentation directly affects the
effect of subsequent image processing [10]. ,e basic idea of
threshold segmentation is that the foreground region in the
image, that is, the extracted target and background region
belong to two different gray sets. ,e two gray sets can be
segmented by using a threshold T belonging to the gray level
so that the image can be segmented into foreground region
and background region.

Based on the idea of approximation [11], the iterative
method first selects an approximate threshold T, divides the
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Figure 2: Color images are converted to grayscale images.

Input minority costume 
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Figure 1: ,e overall structure diagram of the algorithm.
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Figure 3: Equalization of the histogram: (a) original image, (b) histogram of the original image, (c) image after square equalization, and
(d) histogram after equalization.
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image into two parts R1 and R2, and calculates the mean
value of regions R1 and R2 µ 1 and µ 2,

Select a new segmentation threshold t� (µ 1 + µ 2)/2,
repeat the above steps until µ 1 and µ 2 until there is no
change. ,e segmentation results in this paper are shown in
Figure 5.

4. Feature Extraction and Image Recognition

Feature extraction is a key part of image recognition. ,e
purpose of feature extraction is to retain image information
as much as possible in order to achieve effective recognition.
Whether the feature extraction is good or bad is directly
related to the result of image recognition. In this paper, PCA
(principal components analysis) based on principal com-
ponent analysis is used to realize the recognition of ethnic
minority clothing images.

4.1.�eoretical Basis of PCA. Principal components analysis
(PCA) is widely used in pattern recognition and data
compression [12]. Its main advantage is to reduce the di-
mension and remove the redundancy of the data. Its method
is to decompose the characteristics of the covariance matrix
of the sample and calculate the characteristic vectors and
eigenvalues of the covariance matrix. ,e feature vectors
corresponding to several larger eigenvalues are found as the
principal components of the analyzed data, that is, PCA
features represent the original data so as to achieve the
purpose of dimensionality reduction and redundancy.

PCA method uses the linear combination of principal
component vectors to minimize the mean square error.
Mathematically, it can be verified that the PCA method can
use eigenvalues to realize projection vector [13].

Let xi|i � 1, . . . , N􏼈 􏼉 be a set of n-dimensional vectors,
expressed as matrix form X � [x1, x2, . . . , xN], and average
all columns of X to obtain

x �
1
N

􏽘

N

i�1
xi, (1)

where N is the total number of samples and x is the average
value of all samples.

Let X � [x1, x2, . . . , xN ], then the covariance matrix St

corresponding to data X can be defined by the following
formula:

St �
1
N

(X − X )(X − X)
T

�
1
N

􏽘

N

i�1
xi − x( 􏼁 xi − x( 􏼁

T
. (2)

Suppose: m is the rank of matrix St and
λi|i � 1, 2, . . . , m􏼈 􏼉 is the nonzero eigenvalue of matrix St;
wi|i � 1, 2, . . . , m􏼈 􏼉 represents the corresponding eigenvec-
tor of matrix St; and λ1 ≥ λ2 ≥ · · · ≥ λm, the formula is as
follows:

Stwi � λiwi, i � 1, 2, . . . , m. (3)

In principal component analysis, set
W � [w1, w2, . . . wm], where W represents the principal
component matrix and wi represents the principal com-
ponent contained in the data.

Convert any n-dimensional random vector x to obtain
the following formula:

y � W
T
(x − x

−
). (4)

Original image

(a)

Histogram of original image

(b)

Histogram specified image

(c)

Specified histogram

(d)

Figure 4: Specifications of the histogram: (a) original image, (b) histogram of the original image, (c) histogram specified image, and
(d) specified histogram.

Figure 5: Images before and after the iterative segmentation.
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,e new m-dimensional vector y is obtained from
formula (4).

According to the mathematical demonstration theory,
the transformation of the two is mainly projection, and
vector y is the projection coefficient, which is the result of
the transformation of vector x under the PCA algorithm.
Reconstruct y to obtain data:

x
∧

� Wy + x
−
. (5)

In popular element recognition, PCA-based methods
can be divided into adaptive PCA-based methods and
empirical PCA-based methods.

4.2. Typical Algorithms. In the PCA algorithm, the main two
key items are eigenvector and eigenvalue of the covariance
matrix.

According to the above analysis, the dimension of co-
variance matrix St is n × n. ,ere are many dimensions and
the amount of direct calculation data is very large.,erefore,
a method to solve this problem is proposed.

Set a new matrix St
′, then:

St
′ � (X − X

−

)
T
(X − X

−

). (6)

It is easy to find that the dimension of matrix St
′ is N × N.

With the help of the theory of linear algebra, it can be proved
that matrices St and St

′ have the same eigenvalues, so the
eigenvalues corresponding to St can be obtained by calcu-
lating the eigenvalues of St

′, but it is much easier to calculate
the eigenvalues of St

′ because of N≪ n.
Assuming that W represents the eigenvector of matrix St

and Q represents the eigenvector of matrix St
′, it can be

further proved that W and Q satisfy the following
relationship:

W � XQΛ− 1/2
, (7)

where Λ is a diagonal matrix, Λ � diag[λ1, λ2, . . . ,

λN] ∈ ΡN×N, and λ1 ≥ λ2 ≥ · · · ≥ λN.
From the above results, the eigenvalues and eigenvectors

of matrix St can be obtained through matrix St
′. However, the

dimension of St
′ is much smaller than that of St, so this

method can reduce the amount of calculation and improve
the overall operation speed.

,e traditional PCA algorithm includes the following
steps [14]:

Converting a set of data xi|i � 1, 2, . . . , N􏼈 􏼉 into matrix
X � [x1, x2, . . . , xN]

Calculate the average value x of the group of data and
construct the matrix X � [x1 , x2 , . . . , xN ]

Calculate the covariance matrix St corresponding to X

Calculate the eigenvalue of the covariance matrix
St and eigenvector matrix W, where the eigenvalue
corresponds to the eigenvector one by one, and the
eigenvalues are arranged in order from large to small

,e fast PCA algorithm is as follows:

Calculate matrix St
′ � (X − X)T(X − X)

Calculate the eigenvalue of matrix St
′ and eigenvector

military Array Q, where the eigenvalue corresponds to
the eigenvector one by one, and the features are
arranged in the order of large to small
Construct diagonal matrices Λ, Λ � diag[λ1, λ2, . . . ,

λN] ∈ ΡN×N, and λ1 ≥ λ2 ≥ . . . ≥ λN

According to formula (7), the eigenvector matrix W is
calculated using X, Λ and Q

4.3. Improved PCA Algorithm Based on Wavelet Transform.
,e identification of popular elements can help the algo-
rithm achieve a better recognition effect. ,erefore, feature
extraction can better improve the recognition degree of
popular element recognition algorithm. In this paper, an
improved principal component analysis algorithm based on
wavelet transform is proposed.

4.3.1. Algorithm Analysis. In this paper, a principal com-
ponent analysis algorithm based on wavelet transform is
proposed. Its basic idea is:

Firstly, the image is decomposed into four sub-graphs by
wavelet transform. ,en the total scatter matrix is calculated
according to the within class mean of the sub-graph, and the
optimal projection matrix is obtained. ,e samples are
projected so that each original image corresponds to four
feature matrices.

,e nearest distance method is used to classify the
images, and four recognition results are obtained [15].
According to the importance of low-frequency components
and high-frequency components, appropriate weighting and
sorting are carried out to obtain the final results.

4.3.2. Algorithm Flow. ,e flow chart of this algorithm is
shown in Figure 6.

Based on the above analysis, the image recognition
method based on PCA first converts the sample image into a
feature vector set, which is the set of basic components of the
sample image, and projects it into the feature expression
space, that is, PCA sub-space. ,en, the PCA feature
extracted from the image to be recognized is projected into
the feature expression space. By calculating the Euclidean
distance between its projection point and the PCA feature of
the sample image in the feature expression space [16], the
recognition is carried out according to the principle of
minimizing the Euclidean distance. ,e algorithm is de-
scribed as follows:

(1) Obtain the clothing image set t optimized by pre-
processing in the image library. Suppose there are n
national costume images in the image library, and n
sample images are obtained after image pre-
processing. Each sample consists of its pixel gray
value to form a vector Xi; then the pixel number of
the sample image is the dimension
M�width ∗ height of Xi; and the vector constitutes
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the n-dimensional sample vector set t� {x1, x2, . . .,
xn}, with the size of n×m.

(2) Calculate the average vector U of the sample vector
set t to obtain the mean image.

(3) Calculate the difference x between each image and
the mean image, that is, subtract u from (2) from
each element in the t set to centralize the sample
image.

(4) Calculate the covariance matrix s.
(5) ,e eigenvector VI and eigenvalue of covariance

matrix s are obtained λi.
(6) Arrange the eigenvalues and their corresponding

eigenvectors in descending order.
(7) ,e cumulative contribution rate is calculated, and

then according to the cumulative contribution rate,
K eigenvectors corresponding to eigenvalues are
selected from the eigenvectors to form the principal
component.

(8) For clothing recognition, the PCA features of all
samples are projected into the PCA sub-space. After
optimizing the image to be recognized, the PCA
features are extracted and projected into the PCA
sub-space. ,e nearest distance between the vector
after PCA feature projection of a sample and the
vector after image projection to be recognized is
found, that is, the popular element of clothing image
to be recognized.

4.3.3. Algorithm Implementation. ,e algorithm proposed
in this paper is divided into the training stage and the
recognition stage.

(1) Training Phase. C represents the category of popular
elements and sets the category to ω1,ω2, . . . ,ωc. Set n(i) as
the number of training samples of the i-th human company,
N � 􏽐

C
i�1 n(i) as the image overview of the training samples,

and each popular element image sample Aij as the m × n

image matrix. ,e sample Aij is decomposed by a first-order
wavelet to obtain a 2× 2 module image matrix:

Aij �
Aij􏼐 􏼑11 Aij􏼐 􏼑12

Aij􏼐 􏼑21 Aij􏼐 􏼑22

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦. (8)

(2) Finding the Global Dispersion Matrix. Each class of
training samples is calculated to obtain the average popular
elements of each image in each class:

ηkl( 􏼁i �
1

n(i)
􏽘

n(i)

j�1
Aij􏼐 􏼑

kl
⎛⎝ ⎞⎠

i

, (9)

where i � 1, 2, . . . , C; j � 1, 2, . . . , n(i); k � 1, 2; and
l � 1, 2.

n(i) is the number of training samples of class i; M �

4􏽐
C
i�1 n(i) � 4N is the total number of sub-block matrices

obtained from training samples. ,en the overall dispersion
matrix is

Start

Training set ethnic costume
image

Test set ethnic costume
images

Wavelet transform Wavelet transform

Extracting popular element
features

Extracting popular element
features

Projection matrix

Nearest distance
method

Weighted Sorting

End

Figure 6: Principal component analysis algorithm based on wavelet transform.
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Gt �
1

M
􏽘

C

i�1
􏽘

n(i)

j�1
􏽘

2

k�1
􏽘

2

l�1
Aij􏼐 􏼑

kl
− ηkl( 􏼁i􏼐 􏼑

T
Aij􏼐 􏼑

kl
− ηkl( 􏼁i􏼐 􏼑.

(10)

,rough demonstration, it can be proved that Gt is a
nonnegative definite matrix. ,en calculate the matrix after
projection processing. ,e method is as follows: first, set the
first r of Gt as the maximum eigenvalue so as to obtain the
eigenvector corresponding to this eigenvalue, specifically
expressed as X1, X2, . . . , Xr. Let P be the optimal projection
matrix, P � [Z1, Z2, . . . , Zr].

(3) Feature Extraction of Training Samples. First, calculate
the average popular elements of all training sample book
sub-images, which are expressed as follows:

η �
1

M
􏽘

C

i�1
􏽘

n(i)

j�1
􏽘

2

k�1
􏽘

2

l�1
Aij􏼐 􏼑

kl
, (11)

where i � 1, 2, . . . , C; j � 1, 2, . . . , n(i); k � 1, 2; and l � 1, 2.
,en, the projection matrix is used to extract the cor-

responding features.
Setting: Aij represents the training sample set recognized

by wavelet transform, and the following results are obtained:

Aij �
Aij􏼐 􏼑11 Aij􏼐 􏼑12

Aij􏼐 􏼑21 Aij􏼐 􏼑22

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦. (12)

,e characteristic matrix of is as follows:

Bij �
Aij􏼐 􏼑11 − η􏼐 􏼑P Aij􏼐 􏼑12 − η􏼐 􏼑P

Aij􏼐 􏼑21 − η􏼐 􏼑P Aij􏼐 􏼑22 − η􏼐 􏼑P

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦. (13)

(4) Identification Phase. For test sample T, first decompose
the first level wavelet and then obtain four sub-graphs:

T �
T11 T12

T21 T22
􏼢 􏼣. (14)

,en the characteristic matrix is obtained as follows:

Bt �
T11 − η( 􏼁P T12 − η( 􏼁P

T21 − η( 􏼁P T22 − η( 􏼁P
􏼢 􏼣. (15)

,e characteristic matrices (T11 − η)P, (T12 − η)P,
(T21 − η)P, and (T22 − η)P of each sub-graph are obtained.

,e nearest distance method is used to judge the cate-
gory of the four sub-blocks of the test sample:

Calculate the Euclidean distance between ((Aij)11 − η)P

and (T11 − η)P:

d Aij􏼐 􏼑11 − η􏼐 􏼑P, T11 − η( 􏼁P􏼐 􏼑 � Aij􏼐 􏼑11 − η􏼐 􏼑P − T11 − η( 􏼁P
�����

�����F

� tr Aij􏼐 􏼑11 − η􏼐 􏼑P − T11 − η( 􏼁P􏼐 􏼑
T

Aij􏼐 􏼑11 − η􏼐 􏼑P − T11 − η( 􏼁P􏼐 􏼑􏼔 􏼕,
(16)

where superscript represents four sub-graphs,
respectively.

If d(((Aij)11 − η)P, (T11 − η)P) � mini(((Aij)11 − η)P,

(T11 − η)P), the sample T to be tested belongs to class l.
In the same way, find out the classes of the other three

sub-graphs, assuming that the classes of the other three sub-
graphs are ωm, ωn, and ωo, respectively.

(5) Weighted Sorting. Each sub-graph will get a recognition
effect based on wavelet transform, and the highest recog-
nition rate is the low-frequency sub-graph [17], followed by
the vertical and horizontal sub-graphs. It can be inferred that
the diagonal sub-graph has a low recognition rate.

After getting all the processed pictures, we can get the
corresponding processed pictures by arranging and
weighting them accordingly. ,is picture has both high-
frequency effective recognition and low-frequency stability.
It has obvious advantages, which can effectively enable us to
improve the overall recognition rate of recognition in flow
element recognition.

5. Experimental Results and Analysis

5.1. Experimental Environment and Popular Element
Library. Experimental environment

PC operating system: Windows10
Hardware: Intel (R) Core (TM) i3-2350M CPU, 4GB
memory, 500GB hard disk
Algorithm simulation software: MATLAB
Experimental picture selection

First, 20 clothing pictures of the 5 famous ethnic groups
of Bai, Buyi, Hani, WA, and Miao are selected, and the
popular elements are identified by identifying the optimized
ethnic minority clothing images by using the proposed PCA-
based ethnic minority traditional clothing popular element
recognition algorithm.,is experiment is programmed with
MATLAB. During the test, each nation selects 20 clothing
images for comparison. ,e experimental results of the
algorithm are shown in Table 1.
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,e experimental results show that the average correct
recognition rate of the algorithm is 82%, and the algorithm
has certain feasibility and correctness. Among them, the
correct recognition rate of Hani clothing image is 85%, Bai
and Miao 84%, Buyi 82%, and finally Wa 75%. Hani na-
tionality has the highest correct recognition rate because its
clothing edge lines are obvious, which is very different from
that of other nationalities, and it is easy to identify popular
elements.

5.2. Experimental Steps and Results Demonstration. ,e
experiment in this paper is carried out in three
environments:

Comparison between improved algorithm and classical
algorithm.,e improved algorithm proposed in this paper is
compared with the classical algorithm. ,rough compari-
son, it is verified whether the proposed algorithm has a better
recognition effect.

Experiment on the number of training samples. Com-
pare the recognition rate of the algorithm when taking a
different number of training samples.

Weight experiment. ,e weights are assigned according
to the weights of different components for the identification
of popular elements.

5.2.1. Experiment 1: Comparison between Improved Algo-
rithm and Classical Algorithm. ,e specific design of this
experiment is as follows:

Training samples: randomly select any 20 popular el-
ement images of each character, a total of 100
Test sample: remaining images; 100 sheets in total

,is algorithm:

Step 1: Image processing: the initial image is decom-
posed by wavelet to obtain a 2× 2 pixel matrix.
Step 2: Image feature extraction: extract the feature
matrix of four sub-graphs for training and testing
samples.
Step 3: Image classification: the nearest distance
method is used for classification, and four recognition
results are obtained for weighted sorting.
Step 4: Wavelet bases commonly used in wavelet
transform include Haar wavelet base, Daubechies
wavelet base, biorthogonal wavelet base, Symlets
wavelet base, and so on. In this paper, the experiments
of sym4, bior3.7, bior1.3, dB4, and Haar wavelet bases
are carried out, in which sym4 performs best. ,ere-
fore, sym4 is selected as the wavelet base of the algo-
rithm proposed in this paper.
Step 5: ,e average value of 10 experiments for each
experimental result can make the data more accurate;

comparative experiment: the proposed algorithm is
compared with ca-m2dpca and m2dpca.

,e specific experimental results are shown in Figure 7.
As shown in Figure 7, the algorithm proposed in this

paper has certain advantages compared with other algo-
rithms. ,e main reasons are as follows:

Wavelet transform is introduced to improve the rec-
ognition efficiency.
Weighted sorting of four subgraphs. ,e recognition
accuracy is improved.

After processing, the algorithm proposed in this paper
has the characteristics of low frequency and is very stable. At
the same time, it also has the characteristics of high fre-
quency, which improves the recognition rate.

5.2.2. Experiment 2: Training Sample Experiment. In the
experiment, the accuracy and efficiency of popular element
recognition are also affected by the number of training
samples. ,e more samples, the better the recognition effect.
Because there are more samples, the more features recog-
nized and the more fully trained, the better the recognition
effect. In order to better verify the training samples and
determine their effectiveness, a comparative experiment is
proposed in this paper.

Randomly select k images of ethnic minority costumes
as the training set
,e remaining 10-K images of ethnic minority cos-
tumes are used as the test sample set
Wavelet basis selection sym4

In MATLAB, if you want to improve the experimental
accuracy, you need to carry out the average value of 10
experimental results. ,e specific data are shown in
Figure 8.

As shown in Figure 8, the number of samples collected is
also the key to the recognition effect, but the image collection
of popular elements is a very huge project.

When the number of samples collected is small, the
identification of epidemic elements will be affected
With the increase of the number of samples, the rec-
ognition rate of the three algorithms will increase
,e recognition rate of the algorithm proposed in this
paper is significantly higher than that of ca-m2dpca and
m2dpca

When the number of training samples is greater than
4, the recognition rate of the algorithm mentioned in this
paper can reach 0.965, which effectively reflects the effi-
ciency and effectiveness of the algorithm proposed in this
paper.

Table 1: ,e PCA identification rate.

Algorithm Bai nationality (%) Buyi nationality (%) Hani nationality (%) Wa nationality (%) Miao nationality (%)
PCA 84 82 85 75 84

8 Scientific Programming
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Figure 7: Comparison of recognition rates of various algorithms under different discrimination vectors.
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Figure 8: Identification rates of different training sample identification in the ORL database.

Table 2: Results of the weight experiments.

Recognition methods Training set 1 Training set 2
CA-M2DPCA 0.93 0.88
Principal component algorithm based on wavelet (low frequency 0.6, vertical 0.3, horizontal 0, and diagonal
0.2) 0.94 0.91

Principal component algorithm based on wavelet (low frequency 0.6, vertical 0.2, horizontal 0.1, and
diagonal 0.2) 0.936 0.946
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5.2.3. Experiment 3: Weight Experiment. Selection of
training samples: randomly select 5 popular element images,
a total of 150.

Test sample selection: the remaining popular element
images are not used as this part, a total of 50.

In the experiment, different sub-graphs have different
weights. ,e low-frequency component has the main charac-
teristics of popular elements, and the results are relatively stable.

Wavelet still selects sym4.
In this paper, MATLAB is used for simulation experi-

ment. Two groups of training samples are randomly selected
and given different weights.,e specific experimental results
are shown in Table 2.

Compared with ca-m2dpca, the principal component
analysis algorithm based on wavelet proposed in this paper
obtains the experimental results: the principal component
analysis algorithm based on wavelet proposed in this paper
can effectively recognize the expression changes and increase
the recognition rate. After increasing the horizontal weight,
the recognition rate has been greatly improved.

6. Conclusion

,is paper compares and analyzes the image enhancement
effects of histogram equalization and histogram specification
through experiments. Combined with the characteristics of
ethnic minority clothing images, histogram specification is
used to enhance ethnic minority clothing images. ,e al-
gorithm can stretch the gray range and increase the contrast
of the target image. ,e bimodal method, iterative method,
and Otsu method are used to separate the foreground from
the background. ,e nearest neighbor classifier is used to
take the PCA features extracted by PCA as the input vector
to realize image recognition.,e average correct recognition
rate of this algorithm is 82%, and there is still a lot of work to
be further improved.
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Cross-border e-commerce logistics cost prediction algorithm does not consider logistics distribution scheduling, and logistics
information interchange is not enough, which leads to confusion of logistics cost parameters and large deviation. )erefore, an
intelligent prediction algorithm of cross-border e-commerce logistics cost based on cloud computing is designed. Introduce cloud
computing platforms, optimize the scheduling of cross-border e-commerce logistics distribution tasks, and select the targets for
the scheduling of cross-border e-commerce logistics distribution tasks from the aspects such as the shortest waiting time required
by customers, the degree of resource load balance, and the costs consumed in completing cross-border e-commerce logistics
distribution tasks, and design logistics scheduling process. On this basis, the logistics distribution data are classified, the as-
sociation rules between the data are mined, and the monitoring of abnormal values in the cost forecasting process is completed. In
order to eliminate the interference caused by the difference of different cost management interval, the function value is calculated
by weighted Euclidean distance. Design feedback forecast mechanism to realize intelligent forecast algorithm of cross-border
e-commerce logistics cost. Experimental results show that the proposed algorithm has better accuracy of cross-border
e-commerce logistics cost prediction and higher completion rate of logistics tasks.

1. Introduction

)e development of cross-border e-commerce and that of
cross-border logistics complement each other. )e devel-
opment of cross-border logistics greatly promotes the de-
velopment of cross-border e-commerce, and the rapid
development of cross-border e-commerce also provides
greater development space and more development oppor-
tunities for cross-border logistics [1]. Cross-border
e-commerce has developed rapidly, but cross-border lo-
gistics has not yet adapted to its development, and the two
cannot achieve coordinated development. Cross-border
logistics network systems lack synergies, specifically man-
ifested in the lack of synergies in warehousing, trans-
portation, customs, distribution, and other logistics
functions, the lack of synergies in the connection between
China’s logistics, international logistics, and the logistics in
the destination country, and the lack of synergies between
cross-border logistics and the logistics environment such as

language, customs, technologies, and policies [2]. At present,
the main modes of cross-border logistics include interna-
tional postal parcels, international express delivery, overseas
warehouses, international logistics lanes, border ware-
houses, bonded zones and free trade zones, cargo logistics,
third-party logistics, and fourth-party logistics. For the fu-
ture development of cross-border e-commerce logistics, it is
necessary to promote the coordinated development of cross-
border e-commerce and cross-border logistics and the co-
ordination of cross-border logistics networks, promote the
upgrading of the logistics outsourcing mode represented by
the fourth-party logistics by adopting multiple cross-border
logistics modes, realize the localized operation of cross-
border logistics, and strengthen the cooperation with local
logistics companies [3].

In order to optimize the research on cross-border
e-commerce logistics costs, some good results have been
achieved. Reference [4] takes four main factors such as
distribution vehicle transportation, cold chain energy
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consumption, cargo loss, and time window punishment as
the research object, constructs the cost model of each factor,
and determines the objective optimization function of cost
optimization in the process of cold chain logistics distri-
bution. )e ant colony algorithm is used to solve the ex-
ample of cost optimal objective function in the process of
cold chain logistics distribution, and the optimization
roadmap of cold chain logistics distribution path network is
obtained. As mentioned in [5], in order to effectively reduce
logistics cost, it is necessary to study the logistics cost
problem under multicustomer random demand factors.
When studying the logistics cost of an enterprise, assuming
that the demand of the demander obeys the Poisson dis-
tribution, the ordering cost, goods cost, inventory occupancy
cost, and transportation cost of the enterprise are calculated,
respectively. )ese four variables are sorted out and solved
by genetic algorithm to achieve the global optimization. Big
data has become an important direction in the development
of modern information technology. PERSONA is the
mathematical modeling of users in the real world. It is the
concrete application of big data in economic life. By rep-
resenting user information through different things and
statistics, they can be well correlated and matched. Based on
PERSONA, integrated EOQ system, derived sales forecast-
ing system, and inventory control system. Reference [6]
builds a perfect dynamic architecture. From the initial B2B
model to the network retail model and then to the eye-
catching C2B model, people are concerned about the status,
problems, and suggestions of e-commerce model, but there
is a lack of corresponding theoretical research among
e-commerce models. Reference [7] studies the path, theo-
retical mechanism, and future development direction of
cross-border e-commerce mode.

However, the above two methods ignore the consider-
ation of logistics distribution scheduling, and the amount of
logistics information interaction is not enough, resulting in
confusion of logistics cost parameters and large errors in cost
prediction. )erefore, an intelligent prediction algorithm of
cross-border e-commerce logistics cost based on cloud
computing is designed.

Our contribution is threefold:

(1) We designed an intelligent prediction algorithm of
cross-border e-commerce logistics cost based on
cloud computing.

(2) )rough the introduction of cloud computing
platform, we optimize the scheduling of cross-border
e-commerce logistics and distribution tasks and
design the logistics scheduling process from the
minimum waiting time required by customers, the
load balancing degree of resources, and the cost
consumed in completing cross-border e-commerce
logistics and distribution tasks.

(3) Clustering logistics distribution data, mining asso-
ciation rules between amounts of data, complete the
monitoring of outlier points in the process of cost
forecasting. In order to eliminate the interference
caused by the difference between different cost

management intervals, weighted Euclidean distance
is used to calculate the function value.

)e remainder of this paper is organized as follows.
Section 2 introduces cloud computing cross-border
e-commerce logistics distribution task scheduling. Section 3
discusses the logistics distribution cost prediction method
based on cloud data mining technology. Logistics distri-
bution cost prediction method based on cloud data mining
technology. Section 4 discusses simulation experiment
analysis. Section 5 presents the conclusions of the study.

2. CloudComputingCross-BorderE-Commerce
Logistics Distribution Task Scheduling

Cloud computing is a business computing model that pro-
vides resources for a fee as a service. )e resource services
provided by it fall into three categories: platform as a service,
software as a service, and infrastructure as a service [8, 9].
)ey provide different services and focus on different types of
applications, but they all have resource problems and
scheduling problems for cross-border e-commerce logistics
distribution tasks. Cross-border e-commerce logistics dis-
patching in cloud computing is related to the stability of cloud
services, the utilization of resources, operating costs, and the
quality of service. )erefore, cloud computing cross-border
e-commerce logistics distribution task scheduling problem is
of great theoretical and practical significance. In the cloud
computing environment, there are many dynamic and un-
certain factors in the resource and its load. When dispatching
and optimizing cross-border e-commerce logistics distribu-
tion tasks of cloud computing, the objectives of dispatching
cross-border e-commerce logistics distribution tasks of cloud
computing shall be selected from the aspects such as the
shortest waiting time needed for customers, the degree of
resource load balance, and the costs consumed in completing
cross-border e-commerce logistics distribution tasks [10].

(1) Minimum waiting time required by the customer:
)e minimum amount of waiting time needed for
the customer is

Tmin � maxj�1 􏽘

sum Vj( 􏼁

i�1
t(i), (1)

where t(i) represents the execution time of cloud
computing cross-border e-commerce logistics dis-
tribution tasks on the virtual machine and sum(Vj)

represents the total number of cross-border
e-commerce logistics distribution tasks allocated on
the virtual machine.)e time spent in processing the
cross-border e-commerce logistics distribution task
is the ratio of the command length Ai of the cross-
border e-commerce logistics distribution task to the
execution speed v of the virtual machine [11],
expressed as

t′ �
Ai

v
. (2)
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(2) Resource load balancing degree:
)e calculation formula of resource load balancing
degree on virtual machine is

c �

�����������������������

􏽐
m
j�1 sum tj􏼐 􏼑 − sum tj􏼐 􏼑􏼒 􏼓

2

m

􏽶
􏽴

,
(3)

where sum(tj) represents the total time for the
multiobjective logistics distribution task to be exe-
cuted on the virtual machine, sum(tj) represents the
average time consumed by the virtual machine to
execute the multiobjective logistics distribution task,
and m represents the resource load balancing
probability on the virtual machine.

(3) Cost for completing multiobjective logistics distri-
bution tasks:

)e formula for calculating the cost for completing the
multiobjective logistics distribution task is as follows:

M � 􏽘
m

j�1
sum Vj􏼐 􏼑 × Tmin × c. (4)

Formula (4) fully reflects the cost of cloud computing
cross-border e-commerce logistics and distribution tasks
handled on virtual machines, and the cost of completing
cross-border e-commerce logistics and distribution tasks is
closely related to the central processor [12], bandwidth
performance [13], and memory of the virtual machines.

Based on the shortest waiting time, the resource load
balance, and the cost of completing the multiobjective lo-
gistics distribution task, this paper measures the scheduling
effect of the multiobjective logistics distribution task and
establishes the following mathematical models.

min t′, minM,

s.t. 􏽘
m

j�1
aij � 1 aij ∈ [0, 1] i � 1, 2, . . . , n.

⎧⎪⎪⎨

⎪⎪⎩
(5)

Using the shortest waiting time target needed for the
customer, the time spent in processing the cross-border
e-commerce logistics distribution task is calculated, and the
calculation of resource load balance degree and the cost for
completing the multiobjective logistics distribution task is
combined to establish a mathematical model to measure the
scheduling effect of the multiobjective logistics distribution
task, and the target of the scheduling of multiobjective lo-
gistics distribution task in cloud computing is selected [14].

In cloud computing, there are some constraints among
the optimization objectives of multiobjective logistics dis-
tribution task scheduling. )erefore, we can determine the
optimal multiobjective function of multiobjective logistics
distribution task scheduling based on the understanding of
the impact of each step on the scheduling process.

Assuming that, in the cloud computing multiobjective
logistics distribution task set, Nfirst represents the first
processing multiobjective logistics distribution task and
Nlast represents the last processing multiobjective logistics

distribution task, then the processing time of the cloud
computing multiobjective logistics distribution task set can
be calculated by using the followingformula:

tsum � te Nlast( 􏼁 − ts Nfirst( 􏼁. (6)

Define that the number of multiobjective logistics dis-
tribution tasks in the cross-border e-commerce logistics
distribution task set of cloud computing is N, and the
calculation formula is

N � Nlast − Nfirst. (7)

For the operation cost ctotal required by the cloud
computing multiobjective logistics distribution task set in
the processing process, assuming that the cost required by
the multiobjective logistics distribution task Ti on the virtual
machine per unit time is ci, then ctotal can be expressed as

ctotal � 􏽘

p

i�1
ci · te Ti( 􏼁 − ts Ti( 􏼁( 􏼁. (8)

If the computing performance of multiobjective logistics
distribution task on virtual machine is good enough, the
value of ci in formula (8) will be greater.

Load balancing for cloud computing multiobjective
logistics distribution tasks on virtual machines is not the
same as the more the cross-border e-commerce logistics
distribution tasks assigned on virtual machines, the better
the load balancing effect [15]. Define the estimated execution
time of all cross-border e-commerce logistics distribution
tasks on a virtual machine as T″, expressed as

T″ � 􏽘
u−1

i�0

amount Ti( 􏼁

N
􏼠 􏼡, (9)

where u represents the number of multiobjective logistics
distribution tasks assigned to the virtual machine [16].
Define that the average expected execution time of all
multiobjective logistics distribution tasks on virtual ma-
chines is T, and the calculation formula is

T �
1
P

· 􏽘
N−1

j�0
tsum(N), (10)

where w represents the number of multiobjective logistics
distribution tasks assigned to the virtual machine and p

represents the number of multiobjective logistics distribu-
tion tasks in the set of multiobjective logistics distribution
tasks.

Define that the load balance variance of cross-border
e-commerce logistics distribution task scheduling is E,
which is expressed as

E �

��������������������
􏽐

N−1
j�0 tsum(N)/u􏼐 􏼑 − T􏼐 􏼑

􏽱

w
. (11)

)e smaller the value of E, the better the load balance of
multiobjective logistics distribution tasks in the data center
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in the process of cloud computing multiobjective logistics
distribution task scheduling [17].

For cloud computing users, they must spend the lowest
cost in the shortest time. )erefore, the minimum values of
tsum and csum are taken. Considering that cloud computing
belongs to a commercial service mode, when designing
Pareto dominance relationship, the time and cost related to
user interests are higher in priority than load balancing.
)erefore, the objective function of cloud computing
multiobjective logistics distribution task scheduling is
constructed, as shown in the following formula:

tsum � min te Tlast( 􏼁 − ts Tfirst( 􏼁( 􏼁,

csum � min te Ti( 􏼁 − ts Ti( 􏼁( 􏼁,

E � min
�������������

tsum/u( 􏼁 − VL( 􏼁

􏽱

/w􏼒 􏼓.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

By calculating the processing time of cloud computing
cross-border e-commerce logistics distribution task set, the
number of multiobjective logistics distribution tasks in the
cross-border e-commerce logistics distribution task set is
defined, and the load balance variance of multiobjective
logistics distribution task scheduling is calculated according
to the expected execution time of all multiobjective logistics
distribution tasks on the virtual machine. )e objective
function of cloud computing multiobjective logistics dis-
tribution task scheduling is constructed.

)e basic flow of cloud computing multiobjective lo-
gistics distribution task scheduling optimization algorithm is
shown in Figure 1.

To sum up, from three aspects: the shortest waiting time,
the resource load balance degree, and the cost of completing
the multiobjective logistics distribution task, this paper
selects the target of multiobjective logistics distribution task
scheduling of cloud computing, designs the optimization
algorithm of multiobjective logistics distribution task
scheduling of cloud computing, and realizes the scheduling
of multiobjective logistics distribution task.

3. Logistics Distribution Cost Prediction
Method Based on Cloud Data
Mining Technology

Data mining technology [18, 19] aims to process large
amounts of data with complex information types and diverse
structural forms.)e cross-border e-commerce logistics and
distribution industry is developing rapidly, and some
companies regard cross-border e-commerce logistics and
distribution as an extension of their development.)erefore,
the financial sector has higher requirements for estimating
the cost of cross-border e-commerce logistics and distri-
bution. Traditional cost forecasting methods, less consid-
eration of the impact of factors, for the division of relevant
data are not careful, which makes managers query related
data and database smaller; forecasted cost value will affect
the development of enterprises. So, a new cost forecasting
method is studied. )is method uses cluster analysis, clas-
sification analysis, anomaly analysis, cluster analysis, and

correlation analysis to improve the accuracy of cost pre-
diction by finding the hidden rules.

3.1. Clustering Logistics Distribution Data. Cloud data
mining technology is related to computer science. )rough
data collection, regression analysis, data clustering, associ-
ation rules, and neural network methods, hidden data in-
formation with special association attributes can be grabbed
from massive data to predict or forecast the relevant data.

Cross-border e-commerce logistics and distribution
costs are mainly generated in the distribution process and
distribution links, mainly including sorting costs, circulation
and processing costs, assembly costs, and transportation
costs. At present, there is a method that uses fuzzy self-
defense algorithm to optimize multiobjective task sched-
uling. )is method has a good convergence effect [20].
Sorting expenses shall include sorting manual expenses and
sorting equipment expenses; circulation and processing
expenses shall include the sum of expenses such as circu-
lation and processing equipment, processing materials and
wages and bonuses of management personnel, workers, and
the relevant personnel engaging in processing activities in
the course of circulation and processing; assembly expenses
shall include assembly materials, labor, and the relevant

Start

Encode multi-objective tasks
according to practical problems

Initialize multi-objective task set
and set t=0

Calculate the fitness of multi-objective tasks and
update pBest and gBest

Update the speed and position of multi-
objective tasks

Is it the maximum number
of iterations?

End

t=t+1

N

Y

Figure 1: Cloud computing cross-border e-commerce logistics
scheduling process.
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auxiliary expenses; transportation expenses shall include
vehicle expenses and other operating overhead expenses.
)erefore, after the distribution cost is refined, there are
many types of expenses and the second-level items are more
cumbersome. )erefore, the data clustering means in cloud
data mining technology [21] shall be used to organize the
data information into several different classes or clusters
according to the approximation of the data related to the
distribution cost, so as to ensure that there are certain at-
tributes among amounts of data of the same class or cluster
and certain differences among different classes or clusters.
)erefore, the calculation formula for the data relating to the
distribution costs of cluster cross-border e-commerce lo-
gistics is

C � 􏽘
m

i�1,i≠j
􏽘

m

j�1
a

j
− b

i
􏼐 􏼑

2
, (13)

wherem represents the number of clusters after clustering, i
and j, respectively, represent the clusters with one charac-
teristic attribute, nj represents the number of items in the
data cluster, j represents a data item in the data cluster j, and
bi represents a data item in the initial central node in the data
cluster i.

3.2. Mining Association Rules between Amounts of Data.
According to the cost data cluster after clustering, find out
the internal relationship between different pieces of infor-
mation in the same characteristic data. Each structure is
usually used to enumerate the possible data class clusters,
generally including y data class clusters of different phases;
there may be multiple frequent data class clusters, and there
will be K rules [22]. )erefore, in these complex and
cumbersome data sets, find all frequent data clusters that
meet the minimum support threshold and then mine as-
sociation rules with high confidence from these clusters. )e
possible rules between frequent data clusters can be
expressed by the following formula:

G � 􏽘
g�1

C
y

g
􏼠 􏼡 · 􏽘

y−g

d�1

y − g

d
􏼠 􏼡⎡⎣ ⎤⎦, (14)

where G is the possible association rules analyzed according
to the clustering data cluster of formula (14), g represents the
number of candidate clusters, and d represents the support
count of each candidate cluster. According to these possible
association rules, the degree of interest between these rules is
measured. Let A � μ1, μ2, . . . , μn􏼈 􏼉 represent the set of all
items. If X⊆A, it means that X is a pattern. When there are
f amounts of data information in this pattern, X is called the
f item set. Suppose that data D is a set of distribution costs,
where each expense data F is a set of items, and each data
type is represented byH, E, and I Q. U and V are two cluster-
like item sets; there are U⊆A and V⊆A and U∩V � δ, and
the cost data F contains U; if and only if U⊆F, the asso-
ciation rule is U⟹V[u, v]. Support is the probability that
both U and V exist in database D; that is, when confidence
appears, U and V also appear, which represents the strength
of association rules. At this time, the support is expressed in

support(U⟹V) � P(U∪V). )e cost data support after
mining is shown in Table 1.

According to the frequent data cluster items in Table 1,
the support between all amounts data is calculated to obtain
the association degree of each relationship between the
amounts of data and find out the association rules between
different costs.

3.3. Outlier Detection of Cost. Most of the existing cost
forecasts focus on the total cost after cost management
accounting and do not consider the current cost deviation.
)erefore, this paper proposes an outlier detection method,
which can control the quality and quantity of input pa-
rameters under the condition of multidimensional cost
management data environment, use the optimal distance
function to make different cost management dimensions
having the same importance, then find out the cost di-
mension beyond cost management, and clarify the direction
of cost management.

)e concept of outlier detection: firstly, calculate the
distance between two objects in the cost management data
set X, accumulate the distance between different objects and
other objects, and formulate z to represent the total amount
of expected outliers; then the z objects with the largest sum
of distances are outliers.

If xi and xj are proposed to represent two cost man-
agement sample objects in X, and dij represents the distance
between xi and xj, then the distance matrix H of G can be
formulated as

ψ �

d11 d12 . . . d1n

d21 d22 . . . d2n

⋮ ⋮ ⋮ ⋮

dn1 dn2 . . . dnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (15)

)e deviation degree δi of xi is proposed as the sum of
row i in distance matrix ψ:

δi � 􏽘

n

j�1
dij. (16)

3.4. Distance Function Determination. In the concept of
isolated point, the key point of cost management data
analysis is to calculate the distance between one-to-one
amounts of corresponding data. In the data set, all data
objects are represented by many kinds of dimensions,
such as classification dimension, continuous dimension,
and time dimension. Different dimension data have dif-
ferent measurement algorithms. Outlier detection dis-
cusses the distance measure of continuous data types, and
the most common distance is Euclidean distance. In the
cost management data set, in order to eliminate the in-
terference caused by the differences of different cost
management intervals, the value of the function is cal-
culated by weighted Euclidean distance. )e formula is as
follows:

Scientific Programming 5



RE
TR
AC
TE
Dxi − xj

�����

����� �

������������

􏽘

N

k�1

xik − xjk􏼐 􏼑
2

σ2

􏽶
􏽴

, (17)

wherein σ represents variance. It can be seen from the above
definition that the greater the deviation degree δi, the farther
the distance between object i and the remaining objects, and
the greater the possibility that it is an isolated point. In fact,
after calculating all δi, you can arbitrarily specify the z value
to view the isolation degree of different cost management
data objects, and you can also rely on the proposed isolation
points to realize automatic detection, so as to obtain the
approximate value distribution exceeding cost management
in the cost management data set, so as to provide a strong
basis for subsequent cost management prediction [23].

3.5. Design of Cost Forecasting Algorithm. Based on the data
association rules, a feedback forecasting mechanism and a
cost forecasting algorithm are designed to predict the total
cost of cross-border e-commerce logistics distribution. After
the cost data mining is completed, a large amount of cost
information is obtained, which is taken as the feedback
information for forecasting. Before the control, the deviation
threshold for forecasting the cross-border e-commerce lo-
gistics costs is set. When the cross-border e-commerce lo-
gistics costs exceed the range of deviation thresholds, the
cost feedback information is collected to forecast the cross-
border e-commerce logistics costs. )e specific control
mechanism is shown in Figure 2.

From the feedback control in Figure 2, in the intelligent
forecast of cross-border e-commerce logistics, the expected
cost and the actual cost are used to calculate the cost de-
viation, and then the cost deviation rate is obtained. In the
phase of logistics distribution, if the deviation rate of cost is
less than the set deviation threshold, the project construction
needs to be satisfied and no feedback control is required. If
the deviation of cost is greater than the set deviation
threshold, the trigger control mechanism can obtain the
project cost information through the cost data mining
technology in real time and adjust the overall project cost
according to the cost information.

In general, the distribution cost is mainly related to the
labor cost and the transportation vehicle and equipment
cost. So, in the process of forecast, the direct labor cost and
transportation cost are calculated according to the dispatch
of the managers, stevedores, and transportation personnel in
the two processes of distribution and transportation. Based
on the regression difference moving average method, the
distribution cost is predicted according to the linear time

series. )e time series of dynamic changes can be trans-
formed into a stationary one by several time difference
calculations. Set a parameter as ω, treat it as the difference
degree, use ω, χ, and q to build prediction model, model the
transformed stationary sequence, and then replace it with
the original sequence. )e prediction algorithm based on
parameters ω, χ, and q is as follows:

Q � 􏽘
m

χ�q

φm εχ + cq − εq􏽨 􏽩, (18)

where Q represents the predicted cost of cross-border
e-commerce logistics distribution and φm represents the m

rules between expense amounts of data. εp represents the
model under characteristic parameter p, and cq represents
the model under characteristic parameter q; εq represents the
random error under the characteristic parameter q.

In the process of calculation, the stability of time series
should be ensured. When the data series has the charac-
teristic of volatility, it should be treated by difference. At this
point, cloud data mining technology is used to predict the
cross-border e-commerce logistics distribution costs at this
stage.

4. Simulation Experiment Analysis

In the simulation platform, the cloud computing cross-
border e-commerce logistics cost prediction algorithm is
added to the category of data center broker, and the ant
colony algorithm-based logistics distribution cost prediction
algorithm proposed in [4] and the logistics cost prediction
algorithm under multicustomer random demand proposed
in [5] are used as the experimental control group. Quan-
titatively analyze the intelligent prediction results of cloud
computing cross-border e-commerce logistics cost from
three aspects: deadline violation rate, virtual machine, and
resource utilization.

)is experiment uses the data recorded by the financial
management department of a large cross-border

Table 1: Frequent cluster support of cost data.

Distribution
area

Type of goods
delivered Frequent class cluster (%)

N1 H 69
N2 E 88
N3 I 90
N4 Q 54

Node of
project

distribution

Expected value of logistics cost

Feedback
link

Deviation

Less than deviation threshold

Actual
cost

Actual cost and
deviation

analysis results

Cost input required for Logistics

Figure 2: Feedback forecast of cross-border e-commerce logistics
cost.
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e-commerce logistics enterprise to forecast the transportation
costs for the current year by year based on the 450GB dis-
tribution costs recorded from 2010 to 2020 through the es-
tablishment of the Hadoop experimental cloud platform. )e
simulation environment is composed of simulation com-
puter, special server, real-time changing LCD screen, and
network stable routing. )is experiment selects two com-
puters with the samemodel and same configuration.)eCPU
of the computer is 3.4GHz, 8GB memory, and 500GB hard
disk space; high speed computing network and gigabit storage
network are selected, and the wireless route-connected
computer is opened. )e operating system of the computer is
Ubuntu 18.04, and the Java execution environment is jdk-
7u21-linux-i586. It logs into the simulation software MAT-
LAB 2016a and tests the software program.)e software runs
smoothly and runs on the Hadoop platform.)e platform can
work normally in single machine mode, pseudodistributed
mode, and complete distributed mode. Set up a data cluster, a
total of 26 nodes, including 2 management nodes, 1 IO node,
and 23 compute nodes; specify node01-node23, when man-
agement node finds variable cost data; timely modify the path
set to 192.168.0.201. After the preparation, according to the
selected subjects, the experiment began.

4.1. Experimental Analysis of Outlier Detection in Cost
Prediction. In the above set prediction index samples, an
index is randomly selected as the experimental standard, and
the isolated points between attributes in the index are de-
tected by the proposed method. )e results are shown in
Figure 3.

It can be seen from the experiment of extraction project
indicators for the service lanes in Figure 3 that cost man-
agement serving driveway data exist in the two data con-
centrations, the two dots; that is, the target cost management
of the normal price and the other three separate data points
are detected by the method of isolated points; these isolated
points represent. In the distribution of cost management
data, a phenomenon of premium appears, but the degree of
premium is low.

4.2. Comparison of Logistics Time Consumption under Dif-
ferent Algorithms. By setting different quantities of cloud
computing cross-border e-commerce logistics delivery tasks,
the maximum completion time of the three methods is
compared, and the results are shown in Figure 4.

As can be seen from the results in Figure 4, the maxi-
mum completion time of the three methods is also getting
longer with the increase of the number of cloud computing
cross-border e-commerce logistics distribution tasks. )e
logistics cost prediction algorithm proposed in [5] under the
random demands of multiple customers not only improves
the advantages and disadvantages of the traditional method,
but also takes into account the multiobjective property.
Compared with the ant colony algorithm-based logistics
distribution cost prediction algorithm proposed in [4], it has
a shorter maximum completion time. )e ant colony al-
gorithm-based logistics distribution cost prediction algo-
rithm proposed in [4] has the problem of slow convergence,

resulting in a long completion time. )e cloud computing
cross-border e-commerce logistics cost method plans the
three objectives of the shortest waiting time of customers,
the load balancing degree of resources, and the cost of
completing the cross-border e-commerce logistics distri-
bution task as a single objective evaluation function and
takes them as the scheduling target, achieving good
scheduling effect.

4.3. Comparison of Logistics Task Completion Rate under
Different Algorithms. By setting different quantities of cloud
computing cross-border e-commerce logistics delivery tasks,
the three methods are compared for the failure rate of
deadline, as shown in Figure 5.
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Figure 4: Comparison results of maximum completion time of
cloud computing cross-border e-commerce logistics task
scheduling.

Attribute 1
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Figure 3: Outlier detection results of the proposed method.
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)e increased amount of cross-border electricity dis-
tribution tasks can be seen from the results of Figure 5, with
cloud computing, based on the fuzzy self-defense cross-
border electricity distribution algorithm of cloud computing
task scheduling optimization method, and authors in [5]
proposed many customers under the random demand of the
logistics cost prediction algorithm which is maintained in a
lower cutoff time not completed. However, the deadline

completion rate of cloud computing distribution task
scheduling optimization method based on fuzzy self-defense
algorithm is relatively low, about 5%. )e ant colony al-
gorithm-based logistics distribution cost prediction algo-
rithm proposed in [4] takes the cutoff time as a constraint
condition, and the optimization of the distribution task
scheduling algorithm is not in place, which affects the final
scheduling effect.
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Figure 5: Test results of unfinished rate of deadline of cross-border e-commerce logistics task scheduling.

Table 2: Cost prediction deviation comparison of different algorithms (unit: ten thousand yuan).

Logistics cycle )is paper designs the algorithm Reference [4] algorithm Reference [5] algorithm Actual cost
1 2.42 2.44 2.35 2.48
2 2.75 2.69 2.56 2.78
3 2.95 2.28 2.37 2.92
4 2.82 2.05 2.45 2.71
5 2.88 2.72 2.68 2.82
6 2.94 3.11 3.20 2.92
7 3.36 3.73 3.18 3.39
8 3.69 3.12 3.58 3.66
9 2.76 3.24 3.43 2.74
10 3.01 3.60 3.18 3.01
11 3.64 4.03 4.10 3.64
12 3.99 4.60 4.28 3.99
13 4.88 4.22 4.56 4.80
14 4.52 5.40 4.35 4.51
15 4.85 5.88 5.12 4.83
16 4.23 5.46 5.35 4.22
17 4.15 5.56 5.64 4.15
18 4.95 5.21 5.83 4.90
19 5.02 5.37 5.97 5.02
20 5.58 6.09 6.37 5.58
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4.4. Comparison of Logistics Cost Forecasting Errors under
Different Algorithms. Table 2 shows the statistical results of
actual cost control in 20 logistics cycles of three test groups
with different algorithms.

According to Table 2, the total cost of the logistics project
of the experimental group is also basically consistent with
the expected cost, and the error is very small. However, the
logistics project cost of [4] algorithm and [5] algorithm is
quite different from the expected cost. )e test results of the
above three stages verify that the proposed cost intelligent
prediction method is more effective than the two traditional
prediction algorithms. As can be seen from the experimental
results, the prediction results obtained by our method are
closer to actual cost. )is shows the effectiveness of the
proposed method.

5. Conclusion

In recent years, cross-border e-commerce logistics and
transport industry have developed rapidly. In order to better
predict logistics costs, this study designed a cross-border
e-commerce logistics cost intelligent prediction algorithm
based on cloud computing. Introduce cloud computing
platforms to optimize the scheduling of cross-border
e-commerce logistics distribution tasks. On the basis of
selecting the target of cloud computing cross-border
e-commerce logistics distribution task scheduling, by con-
structing the target function of cloud computing cross-
border e-commerce logistics distribution task scheduling,
this paper realizes the scheduling of cloud computing cross-
border e-commerce logistics distribution task and optimizes
the effect of intelligent prediction of cross-border e-com-
merce logistics cost. Experimental results also show that the
proposed algorithm has higher accuracy and higher com-
pletion rate of logistics tasks and has significant advantages
over the existing algorithms.
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[2] M. Labouré, “Pensions: the impact of migrations and cross-
border workers in a small open economy,” Journal of Pension
Economics and Finance, vol. 18, no. 2, pp. 247–270, 2019.

[3] D. Pamucar, K. Chatterjee, and E. K. Zavadskas, “Assessment
of third-party logistics provider using multi-criteria decision-
making approach based on interval rough numbers,” Com-
puters & Industrial Engineering, vol. 127, pp. 383–407, 2019.

[4] Z. X. Zeng, C. D. Zou, J. F. Wei, H. Lu, E. Lv, and Q. Ruan,
“Optimization of distribution cost model of cold chain lo-
gistics for litchi based on ant colony algorithm,” Packaging
Engineering, vol. 40, no. 11, pp. 58–65, 2019.

[5] J. D. Han, X. F. Yang, and Q. Tian, “Logistics cost control
under stochastic demand of multiple customers,” Price:?eory
& Practice, vol. 417, no. 3, pp. 157–160, 2019.
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Football is one of the favorite sports of people nowadays. Shooting is the ultimate goal of all offensive tactics in football matches.
*is is the most basic way to score a goal and the only way to score a goal. *e choice and use of shooting technical indicators can
have a great impact on the final result of the game. *erefore, how to improve the shooting technique of football players and how
to adjust the shooting posture of football players are important issues faced by coaches and athletes. In recent years, deep learning
has been widely used in various fields such as image classification and recognition and language processing. How to apply deep
learning optimization to shooting gesture recognition is a very promising research direction.*is article aims to study the football
player’s shooting posture specification based on deep learning in sports event videos. Based on the analysis of target motion
detection algorithm, target motion tracking algorithm, target motion recognition algorithm, and football shooting posture
classification, KTH andWeizmann data sets are used. As the experimental verification data set of this article, the shooting posture
of football players in the sports event video is recognized, and the accuracy of the action recognition is finally calculated to
standardize the football shooting posture. *e experimental results show that the Weizmann data set has a higher accuracy rate
than the KTH data set and is more suitable for shooting attitude specifications.

1. Introduction

*e recognition of human behavior is a hot topic of new
research in the field of machine vision and artificial intel-
ligence. Computer algorithms are used to automatically
recognize human behavior from collected videos, that is, to
classify and label video clips of human motion behavior
[1, 2]. Compared with the research of still image recognition,
behavior recognition pays more attention to how it perceives
the temporal and spatial dynamic changes of the human
body in the image sequence [3, 4]. Deep learning is a kind of
machine learning, and machine learning is the only way to
realize artificial intelligence. *e concept of deep learning
comes from the research of artificial neural network. Mul-
tilayer perceptron with multiple hidden layers is a deep
learning structure. Deep learning combines low-level fea-
tures to form more abstract high-level representation

attribute categories or features so as to find the distributed
feature representation of data. *e motivation of studying
deep learning is to establish a neural network simulating the
human brain for analytical learning, which simulates the
mechanism of the human brain to interpret data.

In recent years, many scholars have conducted related
research on action recognition and have achieved good results.
Some scholars believe that the convolutional neural network is
a deep model that can be directly used as the original input.
However, this type of model is currently limited to a type
specifically used to process 2D action input, so we have de-
veloped a special 3D-CNN model to process action recogni-
tion.*is type of feature representationmodel ismainly used to
perform 3D convolution from space. *e corresponding fea-
tures are extracted from the dimensions of time and time so as
to capture and encode the motion data and information in
multiple adjacent frames. *e developed model generates
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multiple channel feature information from multiple input
frames at the same time, and the final feature expresses that the
model combines all channel information [5]. In addition, some
scholars have given a set of training videos. First, by extracting
local motion and its appearance characteristics, they are
quantified into a visual vocabulary, and then the vocabulary
related to nearby points of interest and its direction is formed.
*e candidate neighborhood composed of central interest
points shows how to learn in this way to form the most useful
configuration class-specific distance function [6]. Some re-
searchers have a method of recognizing human movements
based on gesture primitives. In the learning mode, the pa-
rameters representing gestures and activities are estimated
from the video. In the running mode, the method can be used
in video or still images. In order to recognize the gesture
primitives, the researcher extended the method based on the
orientation gradient histogram.*e descriptor proposed in [7]
can better deal with joint poses and cluttered backgrounds.
Because the current deep learning network has broken through
the bottleneck of many traditional methods in many appli-
cation fields and has achieved great success, it has received
more and more attention from various fields of research and
wide application and the international market, and they have
built many efficient deep learning network frameworks
themselves. *e convolution neural network is constructed by
imitating the visual perception mechanism of biology, which
can carry out supervised learning and unsupervised learning.
*e parameter sharing of convolution kernel in its hidden layer
and the sparsity of interlayer connection enable the convo-
lution neural network to learn lattice features, such as pixels
and audio, with less computation, stable effect, and no addi-
tional feature engineering requirements for data.

*is paper uses deep learning algorithms to extract the
features of football players’ shooting posture in the KTH and
Weizmann data sets, analyze and calculate the accuracy of
their action recognition, and then compare them to select a
data set that is more suitable for standardizing football
players’ shooting posture. In addition, deep learning em-
phasizes the depth of model structure. *e importance of
feature learning is clarified. In other words, the feature
representation of the sample in the original space is
transformed into a new feature space through layer by layer
feature transformation so as to make classification or pre-
diction easier. Compared with the method of constructing
features by artificial rules, using big data to learn features can
better describe the rich internal information of data.

*e remainder of this paper is organized as follows.
Section 2 introduces the different detection strategies in detail.
Experimental results are given and deeply analyzed in Section
3. Finally, we summarize our contributions in Section 4.

2. Research on Football Players’ Shooting
Posture Norm Based on Deep Learning in
Sports Event Video

2.1. Moving Target Detection

2.1.1. Light Field Flow Method. Optical flow is based on the
instantaneous speed of the object at the imaging level,

reflecting the speed of the actual object’s displacement in
space. *is is a way to find the correlation of object motion
by using the time change of pixels in the video sequence and
the correlation information between adjacent images and
calculate the motion information of the object [8].

*e field of view of moving objects tends to be con-
tinuous and smooth. Based on the continuous smoothness of
the field of view, the overall smoothness of the field of view is
considered a limiting condition and becomes a variable
problem. *e following is the global energy formula (1)
based on the two-dimensional image:

E � 􏽚 􏽚⌊ Ixu + Iyv + It􏼐 􏼑
2

+ α2 ‖∇u‖
2

+‖∇v‖
2

􏼐 􏼑⌋dxdy.

(1)

Among them, for the image at one point, Ix, Iy, and It

are used to represent the difference in the corresponding
direction.

Besides, the advantage of optical flow method is that it
can accurately detect and identify the position of moving
heliostat without knowing the scene information, and it is
still applicable when the camera is moving. *e disadvan-
tages of optical flow method are mainly reflected in the large
amount of calculation and long time-consuming, which is
not applicable in the case of strict real-time requirements;
because the changing light will be incorrectly recognized as
optical flow, this method is sensitive to light, which will
affect the recognition effect.

2.1.2. Difference between Frames. *e frame difference
method is currently the most widely used method for
moving target detection and extraction. *e principle is to
place two or three image frames next to the video frame
sequence, distinguish the pixels corresponding to the two or
three images, and extract the trajectory or contour of the
moving target. First, it removes the pixels at the corre-
sponding positions in the adjacent frame images to obtain
the difference between the images and converts the differ-
ence image into a grayscale image. *en, if there is a small
change in the environment, appropriate limits are set. If the
value of a pixel is less than the threshold, it is considered as
the background [9, 10].*e process of interframe differential
transmission is basically illustrated in Figure 1.

*e basic process of the frame difference method is as
follows:

(1) *e difference image is obtained as follows:

Dk(x, y) � fk(x, y) − fk− 1(x, y)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (2)

(2) Binarization processing of difference image is as
follows:

Rk(x, y) �
0, Dk(x, y)<T,

1, Dk(x, y)≥T.
􏼨 (3)

In addition, the advantages of the interframe dif-
ference method are simple algorithm implementa-
tion and low programming complexity. It is not
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sensitive to scene changes such as light and can adapt
to various dynamic environments with good sta-
bility. Its disadvantages are as follows: it can not
extract the complete area of the object but only the
boundary. It also depends on the selected interframe
time interval. For fast-moving objects, it is necessary
to select a smaller time interval. If the selection is
inappropriate, when the objects do not overlap in the
front and back frames, they will be detected as two
separate objects; for slow-moving objects, a larger
time difference should be selected. If the time se-
lection is inappropriate, when the objects almost
completely overlap in the front and back frames, the
objects will not be detected.

(3) Mathematical morphological processing is per-
formed on binary images.

2.1.3. Background Difference Method. *e general concept
of the background difference method is to remove the
background and leave moving objects, which requires a
predefined background pattern. *e training image is used
to obtain the model parameters. Once the background
model is defined, the relative pixel values of the existing
image and the background image are subtracted to identify
the desired animation target. Once you have the original
background, you need to update the background, update the
method background model of the method, then calculate the
difference between the two images, delete the two images,
and use the image threshold to reach the foreground target
[11, 12]. Algorithm expression is as follows:

fb(x, y, t) �
1, if |f(x, y, t) − f(x, y, 0)|>T,

0, others.
􏼨 (4)

Among them, fb(x, y, t) is the image at time t and
f(x, y, 0) is the background image at time t.

It should be noted that in the moving target detection
based on the background difference method, the accuracy of

background image modeling and simulation directly affects
the detection effect. No matter any moving target detection
algorithm, it shouldmeet the processing requirements of any
image scene as much as possible. However, due to the
complexity and unpredictability of the scene, as well as the
existence of various environmental interference and noise,
such as the sudden change of illumination, the fluctuation of
some objects in the actual background image, the jitter of the
camera, and the impact of moving objects entering and
leaving the scene on the original scene, it makes the
modeling and simulation of background more difficult.

2.2. Moving Target Tracking. *e moving target tracking
process is shown in Figure 2.

2.2.1. Feature-Based Tracking Method. Feature-based
tracking methods mainly rely on the ability of the target to
track the target, such as feature extraction and feature
matching. First, the target attribute is derived, and then the
structure of the video image sequence is used to extract the
target attribute, then the structure mapping or search
mapping method of the video image sequence is used to find
the corresponding attribute point, and finally the location
and trajectory of the target information of the traffic
matching result are calculated according to the following
formula. Because the overall characteristics of the target are
not considered, only the local characteristics of the target are
identified, and the anti-interference effect is good, and the
monitoring target is not affected by scale changes or
distortion.

2.2.2. Tracking Algorithm Based on Kernel Density
Estimation. *e estimation method based on kernel density
is currently widely used in the fields of pattern recognition
and computer vision. It can create a target model based on
the feature probability density distribution of the target
image. Since the kernel function has progressive fairness,
continuity, and uniform continuity, the gradient estimation
of the density function determined by the kernel function
can be applied to the entire image space. When estimating
the boundary region, there will be boundary effect in kernel
density estimation. On the basis of univariate kernel density
estimation, the prediction model of value at risk can be
established. By weighting the coefficient of variation of
kernel density estimation, different var prediction models
can be established. Parameter estimation can be divided into
parametric regression analysis and parametric discriminant
analysis.

2.2.3. Region-Based Matching Algorithm. *e algorithm of
interest mapping based on grayscale images is also called the
algorithm of interest mapping to specific areas. All the gray
information based on the image in the area is used to calculate
the similarity between gray information in a certain way. *e
region-based mapping method not only needs to directly
extract the features of the region but can directly use all
available grayscale image information, which can improve the

difference Binarization

Morphological
processing

Target extraction

fk Dk

Rk
Fk-1

Figure 1: Flow chart of the interframe difference method.
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accuracy and robustness to a certain extent. One of its main
shortcomings is that the amount of calculation errors is large,
and it is difficult to meet real-time requirements. Choosing
areas with insufficient gray information as feature areas will
increase the error rate of matching.

*e basic idea of gray matching is as follows: from the
statistical point of view, the image is regarded as a two-di-
mensional signal, and the statistical correlation method is used
to find the correlation matching between signals. *e corre-
lation functions of the two signals are used to evaluate their
similarity to determine the homonymous points. Gray
matching determines the corresponding relationship between
the two images by using some similarity measures, such as
correlation function, covariance function, sum of squares of
difference, and sum of absolute values of difference.

2.3. Moving Target Recognition. *e target recognition
movement can be simply considered as a combination of
feature derivation and classifier recognition.*e recognition
process is generally shown in Figure 3.

*e related recognition algorithm is as follows:

(1) Convolutional Neural Network. For 2D-CNN net-
works, the convergence function can only receive 2D
feature maps from the spatial dimensions of the
input information. For video information, it is
necessary to record motion information in a series of
continuous video frames. In response to this situa-
tion, 3D-CNN uses 3D convergence and aggregation
functions to simultaneously download 3D feature
maps in both time and space dimensions. *e 3D
concatenation function can be considered as a 2D
convergence layer stack, so the generated 3D feature
map also connects partially continuous input frames.
For the 2D rotation function, the value (x, y) at any
position on the j-th feature map of the i-th plane is
calculated as follows:

v
xy

ij � tanh bij + 􏽘
m

􏽘

Pi− 1

P�0
􏽘

Qi− 1

q�0
w

pq

ijmv
(x+p)(y+q)

(i− 1)m
⎛⎝ ⎞⎠, (5)

where m is the feature map of the (i − 1) layer
connected with the current feature map.
Convolution layer parameters include convolution
kernel size, step size, and filling, which together
determine the size of convolution layer output
characteristic graph, which is a super parameter of
convolution neural network. *e size of the con-
volution kernel can be specified as any value smaller
than the size of the input image. *e larger the
convolution kernel is, the more complex the input
features can be extracted.

(2) Self-Phase Matrix. *e self-similar table is a graph
that can reflect the periodic characteristics of the
system. In many dynamic systems, state cycle is a
relatively important phenomenon. In order to
graphically represent the periodic characteristics of
this dynamic system, a recursive diagram can be used
to show the retrospective nature of the state in the
phase space. *e recursive diagram is defined as
follows:

enter Target
initialization 

Feature
extraction 

Target
model 

Target
search Output

generate Discriminate

Figure 2: Moving target tracking process.

Low-level data
perception

Classifier

Feature
selection

Feature
extraction

Pretreatment

Figure 3: Moving target recognition process diagram.
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R(i, j) � H ε − ‖ x
→

(i) − y
→

(j)‖2( 􏼁, x
←

(i) ∈ Rm
, i, j � 1, . . . , N, (6)

where N refers to the number of states x
→

(i) under
consideration and H is a step function.

(3) LSTM Neural Network. *e LSTM neural network is
designed to solve the problem of long-distance de-
pendence, and it can store long-term information
without particularly complex over-tuning parame-
ters.*e internal structure of LSTM is more complex
than that of RNN. *rough this complex calculation
process, LSTM has long-term memory, excellent
data processing capabilities with time series capa-
bilities, and improved network performance.

*e operation process of LSTM is as follows:

it � σi wi · ht− 1, xt􏼂 􏼃 + bi( 􏼁,

Dt � σc wc · ht− 1, xt􏼂 􏼃 + bc( 􏼁.
(7)

Equation (8) calculates ft of the value of forget gate at
time t.

ft � σf wf · ht− 1, xt􏼂 􏼃 + bf􏼐 􏼑. (8)

Formula (9) calculates Ct of the new state value of the
state information at time t.

Ct � ft ∗Ct− 1 + it ∗Dt. (9)

Among them, Ct represents the state of information
transfer, h is the value of the hidden layer, and b represents
the bias top.

In addition, LSTM usually performs better than time
recurrent neural network and hiddenMarkovmodel, such as
in piecewise continuous handwriting recognition. LSTM is a
kind of neural network containing LSTM blocks or others.
In order to minimize the training error, the gradient descent
method, such as the sequential back-propagation algorithm,
can be used to modify the weight each time according to the
error.

2.4. Football Shooting Posture Classification

2.4.1. Instep Shooting. Instep shots have strong firepower
and are mainly used for firing when turning around. When
the ball falls in front of or slightly away from the body, you
can shoot with the inner instep. It can temporarily change
the angle of a shot. For example, when the diagonal line is
inserted directly, the goalkeeper will have the opportunity to
inevitably move to the nearest position to close the nearest
corner. At this time, a half-turn shot can be made. Shoot it
into the furthest corner.

2.4.2. Shooting outside the Instep. Shooting from outside the
instep is very threatening, sudden, and highly concealed. It
can shoot the ball from various directions including front,
side, and back and can shoot straight and curved balls.

2.4.3. Arch Shooting. Arch shooting is suitable for high
precision, low power consumption, various short shots, and
free throws.

2.4.4. Shot from the Back of the Foot. Forefoot shooting is
more powerful, more accurate, and the most widely used.
*is is the basic footwork of shooting footwork.

2.4.5. Toe Shot. A tiptoe shot is fast and sudden. If the
competition in front of the goal is fierce, you may not have
time to move your legs. Shooting with a tiptoe can win
surprisingly, but sometimes the accuracy is relatively low.

2.5. ;e Difference between Existing Works and Our Work.
Compared with the traditional machine learning algorithm,
the target detection task needs to be divided into multiple
subtasks, which is very cumbersome and time-consuming.
*e deep learning algorithm used in this paper can effec-
tively realize end-to-end training and learning and greatly
reduce the working time. In addition, the accuracy of the
traditional machine learning algorithm is limited, and the
deep learning algorithm can achieve very high accuracy with
the help of a large amount of data.

3. Experiment

3.1. Data Collection. With the development of video data
acquisition equipment, a large amount of video data is
poured into us every day. It provides useful video data for the
recognition research of human behavior. Personal collection
of video data including actions, consumes a lot of resources,
and the collected data are relatively one-sided, so the rec-
ognition results may not fully reflect fairness and impar-
tiality. *erefore, this article uses the public data set as the
experimental verification set of this article, namely, the KTH
and Weizmann data set.

3.2. Feature Extraction. Deep learning is used to calculate
the displacement vector field dt of the pixel (x, y) between
two consecutive frames at t and t+1 and find the function u
and v that minimizes the energy function. *e K-proximity
calculation has data items and smoothing items to form the
optimization of the global energy function. *e mathe-
matical form is expressed as follows:

EGlobal � EData + λESmooth. (10)

Among them, EData is a data item.

4. Discussion

4.1. KTHData Set Result Analysis. After the KTH data set is
preprocessed, 50 single-frame image data sets of the
shooting postures of 5 types of football players are obtained.
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*rough many experiments, the final recognition ac-
curacy rate on the KTH data set is 90.2%. It can be seen from
Table 1 and Figure 4 that the recognition rate of the four
shooting postures exceeds 90%, of which the accuracy rate of
instep shooting is 91%, the accuracy rate of arch shooting is
90%, and the accuracy rate of front instep shooting is 92%.
*e accuracy rate of toe shots is 94%, while the accuracy rate
of shots from the outside of the instep does not reach 90%,
only 84%. It can be seen from the experiment that the results
obtained by the method in this article have a higher accuracy
rate, which fully reflects the advantages of deep learning to
automatically extract features. *e deep learning method is
to automatically extract features, which has more general-
ization ability and reduces the cost of manpower and ma-
terial resources and greatly saves the cost of human action
recognition.

4.2. Analysis of Weizmann Data Set Results. After pre-
processing theWeizmann data set, 45 groups of single-frame
image data sets of the shooting postures of 5 types of football
players are obtained.*e form of a chart is used to intuitively
reflect the recognition accuracy of each human body action
category. *e recognition rate of each category is shown in
Table 2 and Figure 5.

*e average recognition rate of this method on the
Weizmann data set is 95.2%, of which the accuracy rate of
the inner instep shot is 99%, the accuracy rate of the outer
instep shot is 94%, the accuracy rate of the instep shot is 95%,
and the accuracy rate of the instep shot is 95%. *e accuracy
rate is 91%, and the accuracy rate for tiptoe shots is 97%.

5. Conclusions

As modern society has put forward higher requirements for
human-computer interaction technology and effects, whether
it is widely used in people’s leisure and entertainment,
medical care, intelligent monitoring, and other technologies
and applications closely related to people’s daily life or some
specialized motion correction and other aspects of motion
recording technology has greatly promoted the development
of human motion recognition research. *is paper uses deep
learning algorithms to identify and analyze football shooting
postures in sports event videos in the KTH and Weizmann
data sets. *e results show that the Weizmann data set has
higher accuracy than the KTH data set and is more suitable
for shooting posture specifications. Deep learning is the in-
ternal law and representation level of learning sample data.
*e information obtained in the learning process is very
helpful to the interpretation of data such as text, image, and
sound. Its ultimate goal is to make machines have the ability
of analysis and learning like people.

Data Availability

*e experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Table 1: Accuracy of various types of action recognition.

Shot type Accuracy (%)
Instep shot 91
Outside instep shot 84
Arch shot 90
Forefoot shot 92
Toe shot 94
Average of all test sets 90.2
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Figure 4: Accuracy of various types of action recognition.

Table 2: Accuracy of various types of action recognition.

Shot type Accuracy (%)
Instep shot 99
Outside instep shot 94
Arch shot 95
Forefoot shot 91
Toe shot 97
Average of all test sets 95.2
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Figure 5: Accuracy of various types of action recognition.
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*ere are many different types of sports training films, and categorizing them can be difficult. As a result, this research introduces
an autonomous video content classification system that makes managing large amounts of video data easier. *is research
provides a video feature extraction approach using a support vector machine (SVM) video classification algorithm and a mix of
video and audio dual-mode characteristics. It automates the classification of cartoons, ads, music, news, and sports videos, as well
as the detection of terrorist and violent moments in films. To begin, a new feature expression scheme, the MPEG-7 visual
descriptor subcombination, is proposed based on an analysis of the existing video classification algorithms, with the goal of
addressing the problems in these algorithms.*is is accomplished by analyzing the visual differences of the five video classification
algorithms.*emodel was able to extract 9 descriptors from the four characteristics of color, texture, shape, andmotion, resulting
in a new overall visual feature with good results. *e results suggest that the algorithm optimizes video segmentation by
highlighting disparities in feature selection between different categories of films. Second, the support vector machine’s multivideo
classification performance is improved by the enhanced secondary prediction method. Finally, a comparison experiment with
current related similar algorithms was conducted. *e suggested method outperformed the competition in the accuracy of video
classification in five different types of videos, as well as in the recognition of terrorist and violent incidents.

1. Introduction

*e rapid expansion of Internet and 4G network bandwidth
has resulted in the explosive proliferation of various mul-
timedia video streams in recent years. A good example is the
rise of sports and entertainment. People in current culture
can access all types of sports games on the Internet at any
time and from any location. *e large demand has resulted
in a massive number of video resources; however, the tra-
ditional human annotation approach for text retrieval has
significant limits and cannot cope with the increasing de-
mand in its existing form. As a result, the researchers
propose that the video frequency information is retrieved
and processed using an automatic video categorization
method. In entertainment, education, security, military, and
other industries, automatic video classification has a large
commercial potential. Reference [1] proposes a network
video classification method based on two-way

communication of heterogeneous information. Wen Xian
proposes a video image distortion detection and classifica-
tion method based on convolutional neural network [2].
Reference [3] proposed an improved local feature vector
classifier for fast video classification. However, all the above
methods train and classify the features of the whole video
without considering the training of video frame classifier.

Traditional text-based information query technology
cannot meet the expectations of users due to the enormous
number of video information data and the absence of
structure in the form. Despite the fact that current digital
video can be labeled in a variety of ways at the production
stage, automatic video classification technology is still
needed. *e following are the reasons: to begin with, many
previously existing videos have not been labeled, making
classification extremely difficult. While human tagging can
fix this problem, it is a time-consuming and costly operation,
and keeping up with the continually rising amount of films
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will be challenging in the near future. Another point, which
is also the most important, is that while current video
watermarking technology is gradually improving, such that
video can add watermark to produce phase or label, its
resistance to attack ability is limited after adding water-
marks or video label, and all of this information can be lost
if some man-made error or accident occurs. While the
content-based method can prevent these issues, the cate-
gorization detection results of the video will not change
because it is based on the actual material. As a result,
automatic categorization technology is still required to
manage and alter video. As an example, television is one of
the current household’s developing directions toward in-
telligent personalized development. It is hoped that with
automatic content identification, TV video filtering, and
brightness contrast based on broadcast content of adaptive
control and intelligent function in the implementation
process, these functions cannot be independent of the
automatic classification of video. *erefore, the develop-
ment of video classification technology is of great signifi-
cance in various fields.

*is article, in conjunction with this paradigm, focuses
on two types of important technologies for video infor-
mation transmission control: automatic categorization
based on video content and covert tag based on video
concealed channel. Media websites can automatically classify
video content and refine it to all kinds of programs (such as
comedy movies, perfume advertisements, MTV, badminton
programs, and weather news) using automatic video clas-
sification technology and perform automatic preliminary
screening of bad video information. Implementation tech-
nology based on video concealed identity can distinguish
between different video sources, the media must release
video information unified hidden identification technology
processing on its website according to management re-
quirements, and by detecting the hidden on the video
identification it can distinguish between publishing media
sites and provide real-time monitoring and tracking video.
*erefore, this paper proposes an automatic sports video
frequency classification method based on support vector
machine. *e experimental results show that the proposed
method can realize classification quickly and obtain high
classification accuracy.

2. Video Classification Methods

*e phenomenal growth of various multimedia video
streams has coincided with the rapid expansion of Internet
and 4G network bandwidth. A good example is the rise of
sports and entertainment. People in current culture can
access all types of sports games on the Internet at any time
and from any location.

Literature [4] suggested a sports video classification
method based on a type marking shot and a bag of words
model, which resulted in high classification accuracy. Fur-
thermore, literature [5] proposes the notion of principal
component analysis based on an updated SVM algorithm to
further improve classification efficiency, resulting in a rapid
classification speed. As a result, this research provides a

support vector machine (SVM)-based automatic sports
video categorization approach that combines the visual bag
of words model with principal component analysis tech-
nology from the previous literature. Figure 1 depicts the
visual automatic categorization approach for sports videos
used in this paper, as well as its principle. Frame recognition
and video classification are the major components of this
approach. *e upper half is divided into frame recognition,
which essentially completes the development of an image
training database and the collection and extraction of key
characteristics, as shown in Figure 1. *e lower section is
divided into video classification, whichmostly completes key
frame extraction, outlier elimination, and type judgment in
the video stream. Visual vocabulary, word frequency vector
generation, and video classifier are three of the most popular
components.

Video content analysis is a more advanced step of video
processing that investigates the use of machines to analyze
and identify the content or semantics of video in order to
reach a definitive conclusion. However, in order for the
computer to recognize the video, it is required to first obtain
different visual features. Video feature extraction is the
process of extracting these features, which are a form of
representation and description of the video content. *e
original attributes or properties of video, encompassing both
visual and auditory modes, are referred to as video features.
Some of these aspects are natural features that humans can
sense directly, such as a region’s color, texture, or intensity;
others, such as transform spectra, histograms, and moments,
are artificial features that require variation or measurement.
*e traits that identify one sort of video from another are
extracted as a result of feature extraction.*e results of these
feature extraction are expressed in certain ways for the
computer to understand. In this paper, a series of repre-
sentative audio and video features are extracted from visual
and audio modes, which serve as the basis for constructing
an automatic video classification algorithm.

2.1. Analysis and Extraction of Bimodal Features. Bimodal
feature refers to both visual and audio modes. Feature
analysis is the basis of video content analysis. It exists in each
process of video content analysis technology. It directly
restricts the description ability of media object content and
affects the quality of subsequent content analysis and the
effectiveness of application system. *is section analyzes
video features from visual and audio modes.

Human vision is a significant source of information.
Visual perception accounts for 80% of the information
people acquire from their surroundings. As a result, visual
elements play a critical role in video classification research.
Domain-specific visual features are related to specific ap-
plications, such as facial features, fingerprint features, and
handwriting, whereas universal visual features are used to
characterize the common features of all movies, such as
color and texture. *e object studied in this paper is the
classification of video types, rather than the classification of
specific objects, so the general visual features are mainly
used. *e following is a detailed introduction [6].
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2.1.1. Color Features. In content-based video feature ex-
traction, there are a variety of color expression approaches.
Other methods include the cumulative histogram, color
correlation vector, color correlation graph, color clustering,
and mass-tone-based algorithms [7].

In computer image processing, the image must be
represented by data, color space is a means of using data to
represent color, and there can be a range of data repre-
sentation modes, or color spaces, for a color representation.
*e two color spaces utilized in this article are introduced
briefly as follows. *ere are two types of color spaces: RGB
and HSV [8].

*e RGB (Red-Green-Blue) spatial model: this is the
most basic image processing model, which is based on
Cartesian coordinates and is frequently used in image dis-
play. However, the color space has nothing to do with the
intuitive color concept. Each color image, according to this
concept, is made up of three primary color planes, with each
pixel point consisting of red, green, and blue primary colors.

HSV spatial model (Hue-saturation-Value): Alvy Ray
Smith established this concept in 1978. It is a three-color
model that has been transformed in a nonlinear way. *is
color model is a perception-based color scheme. H stands for
the chrominance of dominating spectral hues, S for color
saturation, and V for brightness in this spatial model. HSV
color attribute mode is a way of defining color based on hue,
saturation, and lightness, the three primary color charac-
teristics [9].

2.1.2. Texture Features. Texture, like color, is a significant
aspect of an image. However, there has not been a consistent
and clear meaning for the term texture. When we talk about

the texture of an image, we usually refer to its degree of
roughness, smoothness, and regularity. It refers to changes
in the grayness or hue of picture pixels that are spatially
related to statistics in image processing. Image texture can be
analyzed in a variety of ways, the most common of which are
statistical and structure approaches.*e statistical method is
the first texture analysis method proposed and has been
playing an important role; this method is the use of texture
statistical characteristics and laws to describe the texture. It
is applicable to the widespread existence of natural texture
and also to artificial texture, and it has been in a relatively
mature stage [10].

(1) Methods based on spatial domain, such as gray
histogram statistics and gray cooccurrence matrix:
the principle of them is simple, easy to implement,
and suitable for natural texture.

(2) Methods based on transform domain features, such
as Fourier transform and Gabor transform:
according to the human vision mechanism, this kind
of methods uses the filter which obtains the good
localization feature simultaneously, so as to obtain
the more ideal texture characteristic [11].

(3) Methods based on models, such as the simultaneous
model andMarkov random field model: its downside
is that it requires a lot of computation and that
expressing natural texture with a single model is
challenging. Structure analysis, unlike statistical
methods, shows that complex texture can be made
up of simple texture primeless arranged and merged
according to particular criteria. *e issue comes in
extracting pimples and defining arranging rules that
can be used with standard texture photos. Since we

Feature clustering

Key frame extraction

Outlier removal

Word frequency 
vector Video classifier

Feature extraction

Feature extraction

Type judgment

Visual vocabulary

Image training library

The video streams
Video classification

The frame to identify

Figure 1: Schematic diagram of the automatic classification method of sports video.

Scientific Programming 3



analyze various kinds of videos, including artificial
video and natural video, and the texture is not
necessarily regular, this paper adopts widely appli-
cable statistical methods to analyze the texture.

2.2. Classification Modeling Module. *is module is divided
into two parts: the classifier training module and the classifi-
cation determination module. *e training module’s major
duty in this system is to train the SVM classifier using the
training data as input. *e selection of SVM classifier pa-
rameters, such as the kernel function and parameter deter-
mination in the kernel function, is the fundamental problem
addressed in this module. *is system’s training module is
expected to determine the best optimal parameters for reducing
structural risk. *e classification decision module’s major
purpose is to evaluate video classification results and predict
unknown video types. *e fundamental difficulty for the SVM
classification model is how to address numerous classification
problems with a binary classifier, and classification outcomes
will differ depending on the decision-making approach used.
*e categorization decision’s substance and enhanced meth-
odology will be discussed in depth below. Based on the fusion
of MPEG-7 visual descriptors and support vector machine
(SVM) classifier, this paper proposes the process of automatic
video content classification algorithm [12]. *e algorithm
process can be divided into the following seven steps:

(1) Input video samples and preprocess the original
video data after sample screening, including mirror
head segmentation, video frame extraction, and
other contents

(2) Based on the analysis of video content and style, the
method proposed in Section 2 is used to extract 9
Kinds ofMPEG-7 visual descriptors and fuse them as
the overall features of the video

(3) *e video features are combined into feature vector
space and divided into five types of training data to
prepare for the learning and training of support
vector machine

(4) *e improved classification algorithm proposed in
this paper is used to construct the multiclassification
model of support vector machine

(5) *e training data in step 3 is used for learning and
training, and the best parameters of the classifier are
obtained by cross validation method

(6) *e optimal parameters C and c were used to train
the whole training set to obtain the support vector
machine model

(7) *e obtained classification model is used to predict
the samples of unknown categories, so as to judge the
video category

3. Support Vector Machine (SVM) Theory

Vanpik [13, 14] and his colleagues from Bell LABS proposed
the support vector machine (SVM) as a new machine learning
technique based on statistical learning theory. It employs a

novel method of learning. SVM’s learning and training criteria,
unlike earlier learning methods, are based on the objective
function rather than traditional minimization. Training SVM is
comparable to finding the objective function with the biggest
boundary, i.e., solving a large-scale quadratic programming
problem, according to the idea of least structural risk (QP).

It is a method for determining the best classification
surface in the original space or the high-dimensional space
produced after projection in order to distinguish between
two types of samples. Maximizing the gap between the two
categories ensures the lowest experience risk (0) in statistical
learning theory; maximizing the classification gap actually
lowers the confidence range in the generalization bounds
and so minimizes the real risk. We hope to identify a hy-
perplane in the Rd space for a set of data, and that this
hyperplane can partition this set of data into two groups
(such as class A and class B). Figure 2 depicts the distinction
between classes A and B.

By comparing the left and right Figure 2, we can find that
the hyperplane (dotted line) found in the left figure has a
close distance between two parallel hyperplanes (solid line)
tangent to two groups of points [15], while the right figure
has a large margin. Since we hope to find the parameter that
separates the two groups of data points more widely, we
consider the figure on the right to be a better hyperplane
[16]. Given the training data set,

xi, yi􏼈 􏼉, i � 1, 2, . . . , n, xi ∈ R
d
, xi ∈ 1, −1{ } . (1)

We hope to use the training data to find an optimal
hyperplane H in order to classify the unknown xi. Principle
of SVM is shown in Figure 3.

In Figure 3, the solid line is the hyperplane we found,H1
and H2 are called support hyperplane, and we hope to find
the best classification hyperplane to maximize the gap be-
tween the two support hyperplanes.

H1: w
T
x + b � 1,

H2: w
T
x + b � −1.

(2)

3.1. Support Vector Machine Binary Classification Algorithm.
*e reason why we choose SVM as the classifier is that SVM is
not only guaranteed by statistical learning theory as its gen-
eralization, but also, on the premise of correct use, its accuracy
is not far from that of K nearest neighbor, neural networks,

Figure 2: Comparison of classification hyperplane.
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decision tree, and other methods. However, the advantage of
SVM is that it is easier to use [17]. *e following is a brief
introduction to SVM.

Let the linearly separable set of samples xi, yi􏼈 􏼉, i �

1, 2, . . . , n, xi ∈ Rd, xi ∈ 1, −1{ } be category markers. As-
suming that the training set can be linearly divided by a
hyperplane, the hyperplane is denoted as wTx + b � 0, which
satisfies

∀y � 1, wx + b≥ + 1,

∀y � −1, wx + b≤ − 1.
(3)

If the sum of the closest distances between the two training
points and the hyperplane is satisfied at the same time, the
interval reaches the maximum. Because the distance between
the support vector and the hyperplane is 1/‖w‖, the distance
between the support vectors is 2/‖w‖.*erefore, the problemof
constructing the optimal hyperplane is transformed into the
following constraint minimization problem:

min
1
2
||w||

2
st.yi w · xi + b( 􏼁≥ 1. (4)

By the Lagrange multiplier method and the intro-
duction of Lagrange multiplier, the constrained extre-
mum problem can be transformed into a simple duality
problem. By seeking the optimal solution of the duality
problem, the optimal solution of the original problem can
be obtained. Finally, the decision function of the classifier
is obtained:

f(x) � sgn 􏽘
i

aiyi w · xi + b( 􏼁⎛⎝ ⎞⎠. (5)

For the linear inseparable case, the RN is mapped to RF

space (F>N). *e dimensions of the generated attribute
space vary greatly when different mapping functions are
used. As direct dimension mapping is difficult to carry out,
in order to avoid this problem, SVM adopts the kernel
functionmechanism, making the final discriminant function
become

f(x) � sgn 􏽘
i

aiyiK xi, x( 􏼁 + b⎛⎝ ⎞⎠, (6)

where K(xi, x) is the inner product form of the attribute
space vector. Because the specific form of spatial mapping
function does not need to be known, the calculation of
classification function coefficients only involves the inner
product of the image space vector.

*ere are four types of kernel functions used in support
vector machines:

K xi, x( 􏼁 � x
T
i xj,

K xi, x( 􏼁 � cx
T
i xj + r􏼐 􏼑

d
,

K xi, x( 􏼁 � exp −c xi − xj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼒 􏼓,

K xi, x( 􏼁 � tanh cx
T
i xj + r􏼐 􏼑,

(7)

where c and d are both nuclear parameters.

3.2. Multiclassification Algorithm of Support Vector Machine.
One of the most important topics in SVM research is how to
expand the binary classification method to multi-
classification. Currently, domestic and international aca-
demics have offered a number of different promotion tactics.
It is usually possible to alter the SVM algorithm’s design or
to develop a multiclass classifier by combining numerous
two-class classifiers.*e 1-R (one-Against-REST) technique,
1-1 (one-Against-One) method, and DAG (directed acyclic
graph) method are the latter ways. *ey are introduced in
order as follows.

3.2.1. 1-R Method. One of the first SVM multiclassification
approaches proposed was the 1-R method. To create all
conceivable dichotomies, a class of training samples is
segregated from the rest of the training samples, and then a
combination method is used to combine all the trained
dichotomies to answer multiclassification issues. *is
method creates n SVMS for n classification problems, each
of which differentiates one category of data from other
categories, as shown in Figure 4.

*is method is simple and intuitive, but the disadvantage
is that there are nonseparable regions, and if the distribution
of training samples is not balanced, the accuracy will be
affected. In addition, all samples must be trained to construct
dichotomous SVM each time, and the computational and
time complexity is relatively large.

3.2.2. 1-1 Method. *e 1-1 method is also a classification
method based on two types of questions, but the two types of
questions here are extracted from the original multitype
questions. *e specific method is to select two different
categories to form a SVM subclassifier by the 1-1 method.
*ere are n(n − 1)/2 SVM subclassifiers in this way.

In the test, the “voting method” is adopted; that is, each
test sample will get a possible category number after a di-
chotomous SVM, that is, one vote. After the sample passes
all dichotomous SVM, the votes obtained are counted, and
the category with the highest number of votes is the category
that the sample is most likely to belong to. Figure 5 shows the

–b

Origin

|W|

Margin

W

H2

H1

Figure 3: Principle of SVM.
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1-1 voting process. For example, there are 5 types of samples,
among which type 1 has 2 votes, type 2 has 4 votes, type 3 has
1 vote, type 4 has 1 vote, and type 5 has 2 votes; then, the final
classification result is 2 types.

3.3. 0e Nature and Implementation of Support Vector
Machines. *is section briefly discusses the basic mathe-
matical properties of SVM and its implementation:

(1) *e statistical learning theory underpins SVM.
Traditional nonparametric approaches, such as the
closest domain or neural network, aim to reduce
classification error in the training sample set as much
as possible. SVM reduces structural risk, which is the
chance of misclassifying data points collected at
random from fixed data sets with uncertain proba-
bility distributions. When classifying an arbitrarily
distributed test data set, the SVM theory provides the
upper limit of the chance of misclassification.

(2) SVM concentrates classification-related information
contained in the training data set into support vector,
which greatly reduces the subset of training data that
is effective for classification, thus improving the
efficiency of classification.

(3) By selecting different kernel functions, different
classifier structures can be established. It can be
p-order polynomial classifier, Gaussian RBF

classifier, or multilayer perceptron MLP and other
different structures. Structure of SVM algorithm is
shown in Figure 6.

(4) SVM is usually classified in high-dimensional space,
and the relationship between computational effi-
ciency and training success rate must be compre-
hensively considered in practical application.

*e main ideas of SVM training are as follows:

(1) Replace the original proposition with a uniformly
increasing objective function dual proposition.

(2) Find decomposition algorithm so that only a small
part of the data in the training sample set can be
processed.

(3) *e best solution must meet the QP problem’s KKT
condition. *e QP issue in SVM is defined as the
search for the global minimum of a basin-like ob-
jective function. *e minimal value can only be
found by using a hypercube and a hyperplane. *e
objective function of the D-matrix in the QP
problem is usually basin-shaped (positive definite) or
flat-bottle-shaped (positive semidefinite) and cannot
be saddle-shaped (nondefinite). As a result, either a
single global optimum solution or a continuous
equivalent optimal solution exists for SVM.

4. Simulation Experiment Analysis

*e experimental platform of this paper is Windows 7
system PC, and the simulation experiment environment is
MATLAB 2012. Multiple types of mixed sports video data
sets were used for classifying experiments. *e storage size
was 11.2GB, the duration was 3 000min, and it contained up
to 46 videos. Video content includes seven categories:
basketball, badminton, football, table tennis, snooker, tennis,
and volleyball.

1 vs 2
2

1 vs 3
1

1 vs 4
4

1 vs 5
1

2 vs 3
2

2 vs 4
2

2 vs 5
2

3 vs 4
3

3 vs 5
5

4 vs 5
5

Figure 5: 1-1 strategy of SVM.
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Figure 6: Structure of SVM algorithm.
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Figure 4: 1-R strategy of SVM.
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In addition, recall rate and precision rate were used as
evaluation indexes. *e calculation formula of recall R and
precision P are as follows:

R �
􏽐

M
i�1 ai

􏽐
M
i count Gi( 􏼁

,

P �
􏽐

M
i�1 ai

􏽐
M
i count Ei( 􏼁

,

(8)

whereM represents the number of mixed videos in the input
sports videos;Gi represents the positive example type of
mixed video Hi; Ei represents the positive example type of
mixed video Hi classification; ai indicates the number of
positive examples of correct classification in video Hi.

In order to further illustrate the effectiveness of the
proposed algorithm, the video classification results obtained
by the proposed algorithm on the sports video data set are
compared with those obtained in the [6⁃7], and the results
are shown in Figures 7 and 8.

Figures 7 and 8 show that, when compared to the other
two approaches, the proposed technique’s classification
accuracy for various types of sports films is relatively high,
indicating that the recall rate and precision rate remain high,
indicating that the suggested method is effective.

*e classification accuracy of single descriptors is
compared in this work, which indicates each descriptor’s
contribution to the total classification accuracy of videos to
some extent, as well as its usefulness in identifying a specific
class of films. Some useful and required descriptors are
chosen as the feature description for the secondary pre-
diction based on the results of the experiment. *e original
1-1 SVM was chosen for this experiment. Table 1 shows a
comparison of the categorization accuracy of a single
descriptor.

As can be seen from Table 1, among the color de-
scriptors, the overall classification accuracy of GoP is the
highest, reaching 81.8%, which indicates that the preferred
GoP descriptor can distinguish the five categories of videos
to the maximum extent. Other color descriptors also make
corresponding contributions, among which CSD has the
highest classification accuracy of sports videos, up to 91.6%,
while CCD has a good classification accuracy of sports
videos, which may be related to the relatively fixed color
information of sports videos. As a result, in terms of qua-
dratic prediction descriptors, this paper uses CSD for sports
videos and GoP for other films. Both HTD and EHD show
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good classification accuracy for cartoon video in the texture
descriptor, indicating that cartoon video frequency is the
easiest to differentiate from texture. Because cartoon video is
an artificial video, its texture is smoother than nonartificial
video, making it possible to recognize cartoon video by
texture. In this study, HTD and EHD are utilized to describe
quadratic prediction using cartoon video.

5. Conclusion

*is paper proposes a sports video automatic classification
method based on support vector machine and conducts
classification experiments using mixed sports video data sets
of various types, based on the analysis and research of
existing content-based video retrieval algorithms and the
theory of support vector machine. *e experimental results
show that the sports video classification algorithm described
in this research can efficiently manage large amounts of
sports video with complicated samples and classify them
quickly and effectively with high accuracy.
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*e data used to support the findings of this study are
available from the corresponding author upon request.
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Table 1: Comparison of classification accuracy of a single descriptor.

Descriptor DCD CLD CSD GoP HTD EHD RSD CCD MID
Cartoon 44.0 63.3 78.7 76.0 79.7 84.0 58.7 70.0 30.7
Advertising 36.4 62.1 60.5 73.3 60.5 67.3 53.0 58.3 23.5
Music 73.3 68.7 81.3 85.3 70.3 75.0 68.7 72.0 77.7
News 71.7 70.1 82.5 87.3 77.9 82.7 59.4 72.3 82.7
Sports 82.5 82.5 91.6 87.3 82.2 82.9 73.0 83.9 54.6
*e overall 61.6 69.3 78.9 81.8 74.1 78.4 62.6 71.3 53.8
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