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additional measures in place to safeguard research integrity.
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The Internet of Things, or IoT, has been widely recognized as a new perception paradigm for interacting between the digital world
and the physical one. Acting as the interface and integral part of the Internet of Things, sensors embedded within the network are
the principal components that collect the unprocessed data, and these sensors are usually deployed in unattended, hostile, or harsh
areas, which inevitably makes the sensor readings prone to faults and even anomalies. Therefore, the quality of sensor readings will
ultimately affect the quality of various data-oriented IoT services, and the sensor data are of vital importance affecting the
performance of the system. However, the data anomaly detection is a nontrivial task for IoT because sensors are usually resource-
constrained devices with limited computing, communication, and capacity. Therefore, an efficient and lightweight detecting
method is needed to meet the requirements. In this study, we deal with the anomaly data by detecting the source sensor nodes
through combination methods of the local outlier factor and time series. Simulations show that the proposed method can

effectively detect the anomaly data and presents a better normal data rate.

1. Introduction

The Internet of Things, or IoT, has received extensive at-
tention in the past few years by the research community
owning to the progress of computing and real-time con-
nections between data and devices and has been used in
many application fields such as smart home/office, auto-
mobile, and medical assistance to solve practical problems
[1-3]. The IoT depicts a future computing scenario where
everyday physical objects will be connected to the Internet
and identify themselves [4]. Nowadays, the Internet of
Things is becoming a more and more important infra-
structure component, and due to the heterogeneity of IoT
devices, the data exchange between IoT sensors and various
applications achieves rapid growth.

However, with the wide spread applications of the IoT,
security threats are also becoming increasingly prominent
[5-8]. The IoT is vulnerable to attacks from communication
channels, which has become a common security problem
[9]. IoT sensor failure may interrupt the system control [10],
thus interrupting the services provided by the IoT system.

The distributed deployment of IoT sensors makes net-
working more convenient, but it also brings more difficult
risks [11]. In addition, many IoT applications are of het-
erogeneous components such as different sensors, services,
protocols, and communication technologies like Zigbee,
WiFi, and Bluetooth, which generate the complexity of the
network management [12]. Therefore, anomaly data come
into existence accompanied by the threats, attacks, risks,
integration of heterogeneous technologies, and various IoT
applications.

In the field of data mining and statistics, anomalies are
usually referred to as either deviants or outliers [13]. The
definition of anomaly data given in [14] is that anomaly data
are data points that behave very differently from others or
conform to some predefined abnormal behaviors. The
definition of anomaly given in [15] is that it is an observation
deviating so much from others to generate uncertainties.
According to [16], the main causes of anomaly data are of
two aspects: (1) internal malfunction, i.e., noise and fault
caused by sensor hardware and software failure; (2) external
influence, i.e., specific events occur in the places where nodes
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are deployed. Essentially, anomaly-based detection is an
intrusion detection mechanism, it can be used to perceive
important network mode attacks [17], and anomaly detec-
tion refers to identifying suspicious data items, events, or
observations that are significantly different from most other
data [18]. The application of anomaly detection can make
certain contributions to the IoT data protection [19], and it is
resource friendly and provides more extensive detection,
which is very suitable for IoT sensor network applications
[20].

Nevertheless, the anomaly data detection is a nontrivial
task for IoT. The IoT nodes are usually resource-constrained
sensors with low-cost embedded systems [21], and tradi-
tional anomaly detection solutions cannot be directly ap-
plied into IoT [22]. For this reason, it is important that a
trade-off solution be found to the problem with decent
accuracy while bringing minimum overhead.

This research aims to detect the anomaly sensor data
under the IoT environment. Different from other works that
focus on analyzing the sensor data and evaluating the an-
alyzed results by certain rules, according to the dynamic
features of IoT networks, our proposed method tries to trace
and identify the source nodes that generate or cause the
anomaly data, and by identifying and confirming the sus-
pected nodes, the anomaly data can be eventually deleted
from the network. This study uses combination methods of
local outlier factor and time series. The local outlier factor is
applied to check the abnormal data so as to label the related
sensor node as suspected one. Due to the dynamic changing
environment of the IoT network, nodes might be influenced
by the temporary error or communication interference
resulting in being labeled as suspected nodes. Thus time
series method is used to evaluate and further confirm these
potential suspected nodes from the perspective of time
windows.

The main contribution of this work is to provide a
lightweight yet effective method for anomaly data detection
in IoT sensor networks, due to the fact that sensors in IoT
are usually resource-constrained devices in terms of
computing, communication, and capacity. To this end, both
the methods used in this study are of ease computing.
Specifically, the local outlier factor is a density-based
detecting algorithm which is simpler and not particularly
picky about the distribution of datasets. By contrast, most
of the other anomaly detection algorithms are based on
statistical methods or borrow some clustering algorithms
for anomaly identification; besides, the datasets obeying a
specific probability distribution are usually assumed.
Further, in the time series, instead of directly using tra-
ditional methods, Chebyshev polynomials are applied for
the approximation of time series especially in comparing
the similarity of two time series, which is also lightweight in
computing and can be done through the related polynomial
coeflicients.

The remainder of this study is organized as follows.
Section 2 presents the related works about the anomaly
detection for sensor data and related definitions and clas-
sifications. Section 3 introduces the local outlier factor and
time series methods in detail, on which our proposed
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method is based. Simulations are presented in Section 4, and
Section 5 concludes this work.

2. Related Works

Anomaly detection comes from the data mining and sta-
tistics field, and it establishes a standard model to judge
whether the relevant data match the model. According to
[23], the anomaly detection algorithm for sensor data is
classified as three aspects, i.e. (1) statistical method, which
classifies the anomalies by measuring the probability of the
measured data relative to the model; (2) proximity-based
method, which relies on the distance between measured data
to distinguish abnormal data from correct data; (3) pre-
diction-based method, in which the past measurement data
are used to train the model and it can predict the next
measured value in the sensor data.

Machine learning-based anomaly detection methods
have received much attention in the research community.
The machine learning algorithms are used on the interested
data and train the related models through the pattern ex-
traction [24], based on which the anomaly detection uses
machine learning technology to detect abnormal activities in
network traffic packets [25]. Pathak et al. [4] applied su-
pervised and unsupervised machine learning to solve the
tampering problem of sensors in the Internet of Things. In
[4], the real-time view of traffic pattern is considered to train
the unsupervised machine learning method based on iso-
lated forest for anomaly detection; it creates labels according
to the traffic pattern, uses the decision tree supervision
method to monitor all Internet of Things traffic on the
gateway, and sends an alarm to the administrator when an
anomaly is detected.

Kim et al. [13] provided a method for real-time detection
and notification of abnormal conditions through machine
learning by generating synthetic datasets for learning real-
time data anomaly detection algorithms and by testing
models based on gated recursive units and long-term and
short-term memory for predicting time series data anom-
alies. Kim et al. [13] detected and notified abnormal con-
ditions in the worker environment through sensor data. The
method is based on the prediction-based anomaly detection
method and neural network and is evaluated using synthetic
data generated from time series with trend, season, and noise
components. Kim et al. [13] further explained how to use
neural networks to detect anomalies and how to evaluate the
proposed model. Based on the combination of machine
learning and visual data analysis, Vasily et al. [26] proposed
an anomaly detection method in wireless sensor networks.
Taking a water management system as an example, the
method is tested, and the necessary datasets are generated by
using the software model for testing anomaly detection.

Different from other works that mainly focus on the
network layer and application layer, an adaptive context-
aware anomaly detection method is proposed in [10] which
centers on the physical properties of the IoT sensor system
and identifies anomalous incidents in the environment
properties of the system. This method uses a sensor asso-
ciation algorithm which can generate sensor fingerprints,
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cluster these fingerprints, and extract the context of the
system. Then, according to the contextual information and
through long short-term memory neural network and
Gaussian estimator, the anomalies in the system together
with the source could be detected.

Through distinguishing hostile events about the traffic
pattern in the distributed smart space orchestration system,
Reddy et al. [9] presented an anomaly detection system with
characteristic examination. Reddy et al. [9] used a method
based on supervised meta algorithm called bagging (which is
one of the ensemble meta estimator learning technologies
[27] and considers multiple predictors to calculate the ag-
gregation predictor) to classify and process malicious op-
erations and train the classifier-based anomaly detection to
build a clarification model according to the intrusion data
and predict the system by identifying when the system is in
an abnormal state.

The authors in [16] studied the sensor fault and external
event detection scheme in wireless sensor networks. Based
on spatiotemporal fusion, Chen et al. [16] proposed a dis-
tributed anomaly detection method for wireless sensor
networks based on one-class quarter-spherical support
vector machine (QSSVM). In this method, the QSSVM
model is trained to obtain relevant parameters, then the
trained model is used to classify the streaming data in the
network, and then the abnormal data types are determined
and divided into noise, faults, and events. By converting
unsupervised time series data into supervised form, Das et al.
[28] proposed a segmentation-based anomaly detection
method of IoT sensor data. In order to ensure that the data
are not affected by inherent noise, the method performs
Holt-Winters exponential smoothing [29] on the dataset
and then trains a long-term memory neural network for the
anomaly detection. Blockchain is a distributed network with
some unique functions such as decentralization, transpar-
ency, and system autonomy [30], which can enhance net-
work security and cooperation in the Internet of Things.

3. Preliminaries

In this research, our proposed method is mainly composed
of two components, i.e., local outlier factor and Chebyshev
polynomials-based time series, and as mentioned previously,
both the components or methods are lightweight in com-
puting and are applicable to resource-constrained IoT sensor
nodes when dealing with anomaly data. They are introduced
as follows.

Local outlier factor, or LOF, is a nearest neighbor al-
gorithm. It attributes a fault or outlier score to each sensor
reading based on the number of measurements around its
K-nearest neighbors and the number of measurements
around the sensor reading. Sensor readings with high scores
are flagged as abnormal [31]. Anomalous data or outliers are
treated as sensor data streams that are significantly different
from normal behavioral data, and outlier detection can
detect a high probability of false reads or data corruption,
thereby ensuring the quality of data collected by sensors [32].

LOF is density-based outlier detection which has a
fundamental assumption that the density around a

nonoutlier object should be similar to the density around its
neighborhood, while the density around an outlier object
should be significantly different from that around its
neighborhood. By assigning each data point an outlier factor
that depends on the neighborhood density, it then evaluates
whether the data point is an outlier. The larger the anomaly
factor of the data is, the more likely the data are anomalous.
The advantage of LOF is that it gives the degree to which a
data point is an outlier [33].

The LOF algorithm is constructed on two main com-
ponents, namely, the reachable distance and the local
reachable density [34-36]. Based on the distance between the
object p and each point in its k neighbors, the reachable
distance is defined as

reach — dist, (p, 0) = max{k — dist (0),d (p, 0)}. (1)

According to the mean distance of each data object in the
neighborhood, a density parameter can be obtained, called
the local reachable density, which is defined as

1

Lrdi (p) = ZoeNk (preach —di st (p, 0)/|Nk (p)|'

(2)

Through the mean value of the ratio of the local
reachable density of p to the local reachable density of its
nearest k neighbors, the local outlier factor of p is defined as

ZOENk (p)erk (0)/Lrdy (p)

(3)

The idea behind LOF algorithm is to calculate outliers by
drawing a circle centered on any but specific data point p, so
that at least k data points are in the circle, and see how dense
the neighborhood around p is [33].

A feature of the data generated by the IoT sensors is that
due to the observed changes in the nature of the phe-
nomenon, the data distribution may change in the network
life cycle, and the anomaly detection technology must be able
to adapt to the nonstationary data distribution to achieve the
best performance [37]. To this end, the time series approach
is applied in our proposed method.

As mentioned earlier, instead of directly using tradi-
tional time series methods, Chebyshev polynomials are
applied here as a lightweight method for approximating the
time series especially in comparing the similarity of two time
series, in which it is not necessary to calculate all polyno-
mials, and the similarity can be observed by comparing the
related Chebyshev coefficients [38]. In [39], let P, (t) be a
polynomial of ¢ with degree m and P,, (t) = cos (mcos™ ! (t)),
where t € [-1,1]. Because of cosm0O+cos(m—2)0=2
cosfcos(m —1)6, P, (t) = cos(mcos™ ! (t)) can be rewritten
into a recurrence relation, i.e., P,, (¢) = 2tP,,_, (t) - P,,_, (t),
where m>2. Due to the characteristics of Chebyshev
polynomials, for an arbitrary function f(t), it can be ap-
proximated as f(t) = ¢,Py +¢,P, +... + ¢, P,, where
Cg» ---C,, denote the coefficients of Chebyshev polynomials.
Further, according to the Gauss—-Chebyshev formula [40],
the coeflicients are defined as
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Equation (4) is only applicable to interval functions and
cannot be directly applied to the time series of coefficient
calculation. Discrete sequences need to be extended to in-
terval functions. Assume T = {(t}, ), ..., (ty, Vy)} is a time
series where —1 <t, <... <t) <1 and time ¢ is normalized in
[-1, 1] resulting in the division of interval [-1, 1] into N
disjoint subintervals as follows [39].
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Map v; into an interval function denoted by g(t) = v;
where t € I; 1<i<N. Being extended into an interval
function, the time series is defined by

(1)
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where t € I;, 1<i< N, |I;] is the length of subinterval I,, and
w (t) is the weight function defined as w () = 1/V1 — 2[39].
The Chebyshev coeflicients of time series are now calculated
as follows, and the details of the above calculation steps can
be referred to [39].
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4. Simulations

An IoT sensor cluster is formed to sense the oxygen content
of a certain workshop. The oxygen content in an ordinary
workshop environment shall be 18%~21%, or else ventila-
tion measures shall be taken if it is not within this range.
Each sensor forwards related data to a base station (BS). The
cluster consists of 80 nodes, of which 20 are malicious nodes
and 60 are normal nodes. Assume that normal sensor nodes
correctly sense and forward the data, while malicious nodes
selectively falsify or modify the normal oxygen content data
into the range rather than 18% ~ 21% so as to damage the
system. Besides, several other assumptions are also made: (1)
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all nodes form a star topology and are evenly distributed in a
circular area centered on a base station; (2) each node has a
unique ID, and the header of each packet includes source
node ID, packet group length, and packet sequence number;
(3) sensor nodes have 1% communication error and the
direct communication between each sensor node and the
base station is also assumed.

The base station regularly sends oxygen content requests
to the sensor nodes in the network. When a request ends, the
BS node firstly uses the LOF algorithm to analyze the data
received from the network, checks the abnormal data, and
labels its corresponding sender nodes as suspected ones.
Secondly, the time series method is used to track and analyze
the suspected nodes with regard to their subsequent data in
the following requests. When the analysis result is greater
than the given threshold, these nodes are confirmed to be
malicious. Then, the BS will not accept the data from these
malicious nodes any more.

Suppose d; and d; are two data time series, and let ¢; and
€, be the corresponding vectors of Chebyshev coefficients
with ¢; = [xg,....X,,] and ¢; = [¥p>..» ¥,,)- By comparing
the corresponding Chebyshev coefficients, the similarity of
the two time series can be obtained. In consideration of
computing simplicity and node energy saving, the Euclidean
distance is applied here and it is defined as

Dist(cdi, Cd,-) = (8)

A threshold y is set in this method for measuring the
distance, e.g., if Di st(cy,cy ) > u is established, it indicates
that the result of time series c]omparison is abnormal, and the
related sensor node is considered malicious and should be
isolated from the network.

In Figures 1-3, we test the normal data rate, or NDR.
NDR is the ratio of the amount of normal data received to
the amount of normal data the base station should receive. m
is the number of Chebyshev coefficients and p is the
threshold for similarity calculation. len represents the length
of the time series, making it equal to a certain number of
queries initiated by the BS in the different tests. We divide
the simulations into three groups to test the influence of
these three parameters on NDR, respectively.

In Figure 1, as the number of base station queries in-
creases, the NDR values of the three sets of comparison
parameters continue to increase, among which (m=4,
u=0.9, len=10) is the fastest followed by both (m=3,
u=0.9, len=10) and (m=2, 4=0.9, len=10), which are
relatively the slowest. For example, for the 100th query, the
NDR values of the three groups are about 0.85, 0.84, and
0.82, respectively. This is because the time series and related
similarity computations help to expand the anomalous
patterns of anomaly nodes and identify them efficiently. It
can also be noticed in Figure 1 that different coefficients have
different effects on NDR. For example, the NDR at m=4 is
significantly higher than that at m = 2. But the increase of m
means that more coefficients are needed which will definitely
make the calculation more complicated. It can be seen that
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FIGURE 1: Normal data rate (m =2/3/4, y=0.9, len =10).
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FIGURE 2: Normal data rate (m =3, 4=0.8/0.7/0.6, len = 10).

the NDR at m =4 is similar to the NDR at m = 3. Therefore,
this study recommends m = 3.

To make the similarity calculation more strict, different
thresholds y are set in Figure 2. As is shown in the test, more
anomaly nodes are being identified, resulting in higher NDR.
For instance, for the 100th query, the NDR values of the
three groups are about 0.91, 0.90, and 0.86, respectively. Note
that p should be appropriately reduced; otherwise, normal
nodes will be misjudged as anomaly nodes. This is because
normal nodes cannot guarantee 100% trouble-free operation
in the event of a communication error or even a dead
battery. As can be seen from Figure 2, the difference between

0.9 4

0.8 4

0.7 4

0.6 1

0.5 1

0.4 -

Normal Data Rate

0.3 1

0.2 1

0.1 1

0 50 100 150
Number of Queries

—=— m=3, 4y=0.7, len=15

—— m=3, y=0.7, len=20

—v— m=3, 4=0.7, len=25

FIGURE 3: Normal data rate (m =3, y=0.7, len = 15/20/25).

the NDR at y=0.7 and NDR at 4 =0.6 is small, so 4 =0.7 is
recommended. Similar test result trends can also be seen in
Figure 3, where different len values are set. For example, still
for the 100th query, the NDR with len =25 is around 0.96
and is much higher than the others. Higher len values in-
dicate larger time windows and the higher the len value is,
the better the NDR effect becomes. However, the increase of
len will also increase the complexity of calculation, so it
should be chosen wisely.

5. Conclusions

The data quality collected by sensor nodes is affected by
anomalies like abnormal events and malicious attacks, and
when the anomaly datasets enter the system, the overall
system performance would be affected making the system
unreliable. Therefore, anomaly detection is a necessary
process to ensure the quality of sensor data before it is used
for analysis and decision making. In the field of Internet of
Things, anomaly detection is an ongoing research field
aiming to provide protection against abnormal sensor
readings. In addition, due to its low price and commercial
attraction, security has not been given much priority.
Therefore, it is necessary to protect Internet of Things de-
vices and smart homes from potentially destructive ab-
normal data and related source sensor nodes.
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To address the spatial and temporal limitations of historical museums, a panoramic virtual dynamic display system for digital
museums is designed using visual interactive technology. The VM file is generated by using the Digital Museum Design module to
obtain a list of available objects, and the VM file is analysed by the Digital Museum View module to stretch and change the two-
dimensional flat map into a three-dimensional spatial map for viewers to browse. The system software designs the technical
construction process of the digital museum, uses a linearisation algorithm to calculate the number of clicks, visualises the font
according to the number of clicks reflecting the weights, and builds a tag cloud component to provide interactive services to
facilitate efficient understanding of the museum information by the viewer.

1. Introduction

When browsing through museums, people are constrained by
the conditions and time available to view ancient artefacts up
close and for long periods of time. To address the spatial and
temporal limitations of historical museums[1], digital mu-
seums have emerged. The definition of a digital museum is
narrowly defined as the reproduction of museum exhibits
through digital technology, and broadly defined as a virtual
representation of the real world that exists only within the
network [2]. As an integrated result of technological appli-
cations combined with artistic displays, the digital museum
has one of the most important characteristics—interactivity
[3]—which determines whether the visitor can have a high-
quality visual interactive experience during the visit [4].
The rapid development of technology has led to the
maturation of multimedia and VR technologies, and in-
teraction technologies have now evolved from static two-
dimensional interfaces to multidimensional information
spaces [5], with the basis for this leap forward being re-
search and design for multilevel, dynamic user behaviour in
virtual environments. Therefore, the design of a panoramic
virtual dynamic display system for digital museums based
on visual interaction technology will facilitate visitors to

access and understand museum information more effi-
ciently [6-10].

Virtual reality combined with architectural sketch
models allows the imagination to be realised and the spatial
experience to be experienced from a human perspective,
changing the building form and the relationship with the site
at any time according to the actual spatial experience [11].
The change in spatial perception brought about by the
change of form can be experienced at any time, and the
ambiguity and coherence of the design will not be inter-
rupted, while the digital graphic representation is at the same
time precise and easy to adjust later [12].

2. The Advantages of Combining Virtual
Reality with Architecture

2.1. Moving Away from the Traditional Linear Design Process.
Most designers today still prefer sketching in the early stages
of architectural design [13, 14]. Sketching is an interactive
process of visual design thinking, where the architect’s
design concept and imagination are clues to the meaning of
the sketch, while this abstract graphic medium triggers the
architect’s imagination. However, the vagueness of the
sketch design often makes the building shape limited by the
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site a large gap from the imagination, and the pre-
construction design is often we always want a “so big”
building, rather than a building with precise volume. The
current predesign process is often a combination of
sketching and sketching of moulds to find the most suitable
solution [15].

It is a process of discussing the relationship between
space and space, between building and site. This process is
often a compromise between imagination and actual scale,
between sensibility and rationality [16]. In this case, sketches
or sketches are often inappropriate in terms of their actual
size, or in other words, they are only good for looking at, but
not for using [17].

2.2. Immersive Experience Architecture. In conducting ar-
chitectural design often through the designer’s perspective of
a bird’s eye view or master plan, few designers are able to
tour the space from the user’s or visitor’s perspective, which
is largely limited by the designer’s imagination and spatial
perception [18]. Through virtual reality labs, designers can
refine their architectural proposals through 3D visualisation,
interactive controls and group discussions. This method of
learning provides a vivid learning journey that allows de-
signers to understand their knowledge better than if they
were instructed or lectured individually by a teacher, who
can ask designers to tour their own spaces as users and
experience the differences between different design per-
spectives [16]. It is often easy for junior designers to design a
building in such a way that the connection between the plan
and the fagade is severed or only one of the two is
emphasised, often resulting in windows that are well
designed on the facade but do not work well from an internal
user perspective, or even dark room for the sake of the
fagade. Often the window arrangement on the fagade is
completely different from what was thought of in the earlier
plan design. Students often prefer to follow the OMA
(Figure 1) approach of a spatial structure+curtain wall,
using floor-to-ceiling windows or simply not opening them
on the facade, but rarely do they consider the impact of
windows on the perception of space and changes in light and
shade in the interior, because the existing teaching and
architectural presentation is not sufficient to express the
changes in light and shade that windows bring to the interior
[19]. Virtual reality combined with architectural education
brings more new design ideas than traditional teaching, such
as design from the perspective of window openings and
interior light and shade or comfort of use.

2.3. Assisting Designers with a Sense of Scale. By combining
virtual reality software with modeling software such as Sketch
up and Rhino to create virtual reality scenes, designers can
experience the spatial layout, flow and building materials of
an architectural design in an ’immersion’ way, changing the
traditional situation of using only photographic materials and
drawings to describe the interior and exterior of a building. It
facilitates the designer’s understanding of the architectural
space [20]. The difficulty of translating the physical dimen-
sions of a building space into a physical perception is
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FIGUre 1: Spatialised structure of the OMA Shenzhen Stock Ex-
change Building headquarters + curtain wall design approach.

addressed. Virtual reality can be an alternative when site visits
are costly and difficult to arrange due to health and safety
issues. The combination of virtual reality experience of dif-
ferent architectural space and lectures by teachers can better
assist designers in understanding space and scale. Building
setbacks, safe evacuation distances and other codes are no
longer cold numbers for designers, and virtual reality can be
used to simulate space that does not meet the code re-
quirements in order to experience their shortcomings and
reinforce designers’ knowledge of the code requirements [20].

2.4. Emphasis on Building Structure and Construction
Techniques. Currently many designers do not consider their
designs from a construction point of view, nor from a
practical use point of view, and the building design is often
just an empty box, with sections only looking for the
simplest and best drawn sections, symbolically expressing
the position of beams, slabs and columns [21]. The tradi-
tional teaching system allows designers to understand the
construction of buildings only through classroom lectures
and pictures. The combination of virtual reality software and
BIM models allows for a realistic teaching model, showing
designers the animation of the building assembly process
and combining theory with practice. Most designers only
consider which materials or colours to use in general, but
few consider the size or modulus of the specific materials to
be used. Virtual reality allows designers to experience the
texture and effect of the material from a human point of
view, improving the details of the building [22].

3. Digital Museum Dynamic Panoramic Virtual
Display System

3.1. Overall Structural Design. The Digital Museum Dynamic
Panorama virtual display system consists of a viewer and object
database management module, a digital museum design
module and a digital museum viewing module, see Figure 2.

In Figure 2, the main function of the viewer and the
object database management module is to correct, add and
delete objects in the MySQL database and FTP server; the
main function of the digital museum design module is to
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FIGURE 2: Architectural framework of the digital museum dynamic panoramic virtual display system.

access the information of the objects for viewing, download
the information from the MySQL database and FTP server to
the local area, and the viewer sets up the two-dimensional
floor plan of the digital museum according to their needs.
The viewer sets up a 2D floor plan of the digital museum
according to their needs and then builds a VM model file
[23]; the digital museum viewer module analyses the VM
model file and displays a dynamic panorama of the digital
museum that has been built.

3.2. Digital Museum Design Module. The digital museum
design module ensures that the viewer is provided with a list of
objects available in the database according to the viewer level
after successfully logging into system. A 2D plan of the digital
museum is generated in the drawing board and images are
selected from the local plan as textures for the different areas of
the digital museum. The objects listed in the object information
list are placed in the 2D plane of the digital museum display
system and a VM file is generated, as shown in Figure 3.

The information stored in the VM file includes: the
number of vertices and the location of the different vertices in
the 2D plan of the digitised museum; the number of objects,
their IDs and their locations in the digitised museum; and the
initial position of the viewer set in this module.

3.3. Digital Museum Navigation Module. The main function
of the digital museum viewer module is to analyse the VM
file in the digital museum design module, stretch and change
the 2D plan view in the digital museum design module into a
3D spatial view [24], and provide the viewer with the viewer,
as shown in Figure 4.

The VM file containing information about the digital
museum is accessed through the Digital Museum Design
module, and the VM file is opened through the Digital
Museum Browser module to access the information con-
tained in the digital museum. Within the digital museum
display system, the viewer is able to roam through the VM
file using the keyboard [25].

3.4. Software Design

3.4.1. Digital Museum Technology Building Process Design.
The need of the viewer is fundamental to a digital museum
display system. In order to meet the needs of the viewer, the

Database
Visitors \ v
* Sign in
Draw v

Item information
* list
Drawing *
board

Generate

e

Digital museum files
(VM files)

FIGURE 3: Digital museum design module.
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FIGURE 4: Design of the digital museum browsing module.

technical construction process of the digital museum is
based on display design, human interaction theory and
visualisation techniques, as shown in Figure 5.

Theme identification and requirements analysis phase
focuses on a comprehensive analysis of the theme of the
digital museum display system. The need and feasibility of the
theme is studied, and the system structure is comprehensively
planned based on the theme, while the ultimate functions and
objectives of the digital museum are defined. The overall
architecture design phase is based on the results of the
previous analysis and defines the overall framework for the
scenarios, presentation methods and functional objectives of
the digital museum. The 3D modeling software is used to
construct the planned museum scene and the required
models, set the lighting and materials and other performance
effects, and obtain a realistic browsing experience. The
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FiGure 5: Digital museum technology building process.

interactive visualisation phase imports the completed mu-
seum scene and model into the interactive visualisation
software and optimises it for high-quality interactive visu-
alisation. Once the visualisation has been implemented, the
museum visualisation is exported as a web page or an exe-
cutable file and published on the corresponding website [1].

3.4.2. Tag Cloud Component Design. A collection of
weighted tags, known as a tag cloud, reflects the differences
in tag weight based on differential fonts and other visual-
isation, and viewers use tags to connect to relevant infor-
mation. The tag cloud component is used in the display
system, where tags are constructed by viewers and experts,
and the topics and categories of information are presented
through tags, which are used by viewers to obtain infor-
mation related to the topic. The font size in the tag cloud
component is based on tag weight. The number of tag visits
describes the tag weight and the difference in font size re-
flects the information that is more frequently viewed.

The Tag Bean Java class, which stores information such
as tag name, builds time and tag link, stores the tag topics
and their corresponding Tag Bean objects in a HashMap,
data type included in Java. The core of the Tag Cloud
component is how to scientifically map the number of tag
clicks to the differences in tag fonts. The number of clicks on
all tags in the database is unevenly distributed, similar to a
normal distribution. The system uses a linearisation algo-
rithm to calculate the number of clicks in order to distribute
the number of user clicks evenly across the foot variance
interval, as follows :

B Z (hitNum ; - meanNum )2, "
i=1,2,...m m
maxSize — minSize
= , (2)

4E
FontSize; = W (hitNum; — meanNum ) + midSize,  (3)

where: E, W and FontSize; are the average difference in label
clicks, linear slope and label i font variance, respectively;, and
meanNum are the number of clicks on label i, the total

number of labels in the database and the average of all label
clicks, respectively; maxSize, minSize and midSize are the
maximum value of the label font variance interval, the
minimum value of the label font variance interval and the
middle value of the font variance, respectively and the
middle value of the font difference.

The first step in the calculation process is to determine
the E of the total number of tag clicks; the deviation error of
the total number of tag clicks is obtained by aggregation
from -2E to 2E, and W is determined by equation (3); on this
basis, the font difference value of tag i is determined using
the values of meanNum and midSize, etc.

4. Experimental Analysis

4.1. Virtual Display Effects. The results of the virtual display
of the digital museum in Figure 6 show that the system is
able to effectively display the digital museum exhibition hall
and the exterior of the digital museum.

4.2. Practicality. The results of the questionnaire survey
were analysed in Figures 7 and 8 to verify the practicality of
the system. The results of the questionnaire survey are shown
in Figures 7 and 8. Based on these advantages, designers and
science, education, culture and health stakeholders are more
likely to use the digital museum display system to browse
and learn about museums, while institutions and enterprises
are less likely to prefer digital museums to physical museums
due to the constraints. The above findings suggest that the
digital museum virtual display system designed in this paper
has a high degree of practicality [26, 27].

4.3. VR Technology Combined with Architectural Design.
The virtual reality facility is designed to be used by groups of
30 participants and allows teachers and designers to view
designs from multiple perspectives in a three-dimensional
format and to navigate through the virtual space in real time.
The semi-immersive virtual reality lab includes several
workstations for designers and teachers dedicated to 3D
modeling and visualisation. 2-3 sets of virtual roaming
headsets, screen for display and projection equipment. The
designers work in groups to experience the virtual roaming
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FIGURE 6: Results of the dynamic panoramic virtual presentation of
the digital museum.
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FIGURE 7: Points of interest for visiting the virtual display system of
the digital museum in this paper.

experience with each other, discussing the advantages and
disadvantages of each other’s solutions, and the teachers
provide guidance in relation to the virtual roaming expe-
rience, as showed in Figure 9.

The design drawings should be carefully drawn, accu-
rately expressing the design intention, and drawn in
AutoCAD or Tianzheng, with the depth of drawing meeting
the requirements of the national architectural scheme design
depth, minimising errors and expressing the scheme cor-
rectly and vividly according to the requirements of the
assignment. The colour and composition of the drawings
and the methods of expression should be finalised. Stage 5:
Finishing stage: Production of results, modeling of the re-
sults, submission of all results, an evaluation of drawings,
selection of outstanding design works through software to
create virtual reality scenes, evaluation of architectural de-
sign from a three-dimensional perspective. Designers team
up to roam around each other to experience the architectural
scheme, and the teacher gives comments or modifications in
conjunction with the roaming experience, the effect of which
is shown in Figure 10.
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Fi1GURE 8: Changes in museum staff turnover.
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5. Conclusions

This paper builds a panoramic virtual dynamic display
system for digital museums based on visual interaction
technology, which is implemented through the viewer and
object database management module, the digital museum
design module and the digital museum browsing mod-
ule.The results show that the system can not only effectively
display the museum panorama, but also has the advantages
of comprehensive object information, technological inno-
vation, autonomous operation, time saving and animation
display compared to the physical museum, and can achieve a
full-scale, efficient and high-precision virtual display.
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In order to solve the problems of low accuracy and low efficiency of traditional sensor data anomaly diagnosis methods, a new
temperature sensor data anomaly diagnosis method based on deep neural network is proposed in this paper. Firstly, the
temperature sensor data in a running cycle is collected, and the characteristics of the temperature sensor data are extracted by the
sliding window technology. Secondly, based on the feature extraction results, a deep neural network model for anomaly diagnosis
of temperature sensor data is constructed. The feature data are input into the model, and the result obtained is the diagnosis result.
Finally, the simulation comparison experiment is carried out. The experimental results show that the error rate of feature
extraction of temperature sensor data in this method changes between —2.1% and 5.9%, the diagnosis accuracy remains above
95%, the average diagnosis time is only 59 ms, and the diagnosis efficiency is high.

1. Introduction

At present, the development speed of intelligent sensors is
getting faster and faster. Therefore, temperature sensors have
been transformed from traditional analog to digital and in-
telligent [1]. Temperature sensors mainly ensure the accuracy
of temperature data collection through the cooperation of
hardware and software, saving a lot of design and
manufacturing costs, so they have been widely used in various
social fields [2]. And temperature sensor with the support of
hardware and software will be linked with various micro-
processor temperature sensors, and the wireless network is
used to transmit data to upload, or to the specified device, but
once the sensor fails, it may result in abnormal temperature
sensor data [3], so you need to diagnose abnormal temper-
ature sensor data. Therefore, it is very important to design a
temperature sensor data anomaly diagnosis method to judge
the running state of intelligent sensors.

For the anomaly diagnosis of temperature sensor data,
relatively good research results have emerged in related fields.
For example, reference [4] proposed an anomaly diagnosis
method of temperature sensor data based on a dual prediction
model. This method mainly collected the operation data of

multiple temperature sensors. The data were cleaned and
deduplicated. Based on this, a support vector machine (SVM)
and least squares support vector machine (LS-SVM) pre-
diction model was built. The model is used to predict the
operating state of the temperature sensor data, and the ab-
normality diagnosis of the temperature sensor data is realized
by combining the prediction results. However, in practical
application, it is found that this method takes a long time to
diagnose abnormal temperature sensor data. Reference [5]
proposed a temperature sensor data anomaly diagnosis
method based on multiple lag regression model. This method
mainly takes the building wood structure as the research
object. The temperature sensor data are arranged in the
building to collect the building temperature change data.
Combined with the collected data, a multiple lag regression
model to analyze the autocorrelation is built, periodicity and
heteroscedasticity of the data. According to these charac-
teristics, the abnormal data of the temperature sensor are
diagnosed. However, this method has the problem of low
diagnostic accuracy, and the practical application effect is not
good. Ding et al. [6] proposed a method for abnormal
temperature sensor data diagnosis based on serial correlation
analysis. The temperature sensor data are collected, and the
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multi-dimensional time series of the sensor data are seg-
mented and normalized, so as to obtain the judgment matrix
of data correlation and obtain the correlation judgment result
of the data. According to the results, a time series correlation
graph model is established, and the model is used to dis-
tinguish normal temperature sensor data and abnormal
temperature sensor data. The abnormal data of the temper-
ature sensor is diagnosed. The temperature sensor data are
abnormal. However, this method has the problem of high
error rate of temperature sensor data feature extraction, which
is far from ideal application effect.

In the process of using traditional methods to diagnose
the abnormal data of temperature sensor, the performance
of the abnormal diagnosis model of building temperature
sensor data is poor because the characteristics and extraction
of temperature sensor are not analyzed. This paper aims to
solve the problem of low diagnosis accuracy and efficiency of
traditional sensor data abnormal diagnosis methods, and a
temperature sensor data anomaly diagnosis method based
on a deep neural network is proposed. Therefore, this
method has the characteristics of high temperature sensor
data anomaly diagnosis accuracy and diagnosis efficiency.
The overall design scheme of the method is as follows:

(1) Collect the temperature sensor data within a running
cycle, and use the sliding window technology to
extract the temperature sensor data characteristics

(2) Based on the result of feature extraction, a deep
neural network model for anomaly diagnosis of
temperature sensor data is constructed. The char-
acteristic data are input into the model, and the result
obtained is the diagnosis result.

(3) Compare the error rate of feature extraction of
temperature sensor data, anomaly diagnosis accu-
racy, and efficiency of temperature sensor data of
different methods through experiments.

2. Design of Temperature Sensor Data Anomaly
Diagnosis Method

2.1. Temperature Sensor Data Collection. In order to achieve
the comprehensive goal of data acquisition accuracy and effi-
ciency of temperature sensor, this paper introduces a K-means
algorithm to design the data acquisition process of temperature
sensor. The operation cycle of temperature sensor is set to
6 months, and the sampling time interval is set to 1s so as to
collect more complete and reliable data to the greatest extent.

Suppose there is a periodic temperature sensor dataset
represented by {x,,x,,...,xy}, which mainly includes N
observation series of random variable x [7, 8]. The goal of
k-means clustering is to divide dataset N into k categories, at
which a vector-value u;, is introduced, where k =1,...,K
and u;, are the central values of the first cluster. The goal of
clustering is to find each data point category and vector u;, so
that the sum of squares of the distance between each data
point and u;, can reach the minimum [9].

Suppose x,, is used to represent the node vector, and a set
of corresponding binary indicator variable r,,, is introduced,
where k = 1,. .., K means that the node vector x, belongs to
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class K, and x,, is assigned to class k; then, 1, = 1 exists, and
the objective function is defined in the following form:

N K
J= ZZrnkxn—ui. (1)

n=1k=1

In the above formula, J represents the sum of the square
of the distance between each data point and the center vector
of the cluster to which it is assigned. Now, the key is to find
the value of {r,;} and {1} to achieve the minimum value.

First, we determine the value of 7. J given by equation
(1) is a linear function of r,, so it is easy to obtain an
analytical solution for ;. Each data is independent, so we
can choose to optimize each n separately, as long as we
ensure that the value of x,, — 4} is small. Here, let 7, = 1. In
language description, we simply set the clustering of data
nodes as the nearest clustering center. The function ex-
pression is as follows:

(2)

| 1, k=argmin;x, - u,z(,
Tk =
0, other.

Here, if we take the derivative of the objective function
and make it equal to 0, then the minimum value can be
obtained, which can be expressed as

N
2 Z T (X, — ) = 0, (3)
n=1
Through solution, we obtain
T g X
u, = Zn nk n (4)
! nk

For the data type in this paper, the dataset objects in the
network are cooperative sensor node sets, and each tem-
perature sensor set is a data vector [10]. Among them, # such
dataset vectors form a set G, and the data of these n datasets
are initialized into K categories, as shown in Figure I:

The temperature sensor data acquisition process based
on the K-means algorithm is shown as follows:

(1) K objects are randomly selected from set G of node
group data set as the initial class center

(2) According to the class center value, the dataset value
in the G sets is compared with the class center value,
and the remaining n objects are divided into each
class by comparing the minimum distance value.

(3) Update the class center value and recalculate the
center value of each class through all the data values
of the classes that have been classified.

(4) Calculate the criterion function and redistribute

(5) If it meets the threshold, output the data collection
result of a periodic temperature sensor; otherwise,
return to Step 2

2.2. Feature Extraction Based on Sliding Window. Suppose
that the data of a periodic temperature sensor is expressed as
X € RN in the form of a two-dimensional matrix, where N
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FIGUure 1: Temperature sensor data acquisition process based on
K-means algorithm.

and ] represent the number of process samples and the
number of process variables, respectively. This two-di-
mensional data matrix is segmented along the sampling
direction by a sliding window H [11]; that is, matrix X is
segmented along the horizontal axis after transposing. As-
suming that the sliding step of the window is H and the data
of each window is X! € R™, the principal component
analysis method is applied to these two-dimensional ma-
trices [12], from which the temperature sensor data features
in each window can be extracted.

The projection of the original set of sample points on the
a-th principal axis constitutes the synthesis variable
t,(H x 1), where a =1,2,...,A. Assuming that the varia-
tion information carried by the fifth principal component 6
is represented by Var(t,), the following relationship exists:

Var(t,)>Var(t,)> --- > Var(t,) >0. (5)

Original sample space X = (xn]-)NX, = [x(1),...,x(D],
and a comprehensive variable ¢, is a linear combination of
x(1),...,x(J), namely:

ty=Xp, p=L (6)

In order to make ¢, carry the most original variation
information, the variance of ¢, is required to reach the
maximum value, and the variance of ¢, is

1 1
Var(t,) = 1 = P X' Xpy = piRpy. Y

In the above formula, R = X7 X is the covariance matrix
of X.

The above problems are translated into the solution of
the following optimization problems:

T
max p, Rp;. (8)
We write A, as Lagrange operator, and let
A= piRpy =M (prpy — 1), (9)

We take the partial derivatives of p; and A, of L,
respectively:

oL
5—=2Rp, -24,p, =0,
op
1 (10)
oL "
—= -1)=0.
5p. = PPl
We obtain
Rp; = A py> (11)

Var(t,) = piRp; = p; (\py) = A, pi py = Ay

We assume that p, is the first principal axis, and ¢, =
Xp, is called the first principal component [13], so the
second principal axis p, is obtained by analogy, where p, is
orthonormal p;, pI'p, =0,p32, and the second principal
component t, = Xp, is the second largest component car-
rying variation information, and Var(¢,) is second only to
Var (t;). So, we have Var(t;)>Var(t,)> --- >Var(t,)>0.
Therefore, if the data variation is used to reflect the infor-
mation in the data, the first principal component ¢, carries
the most information, followed by t, times. A total of J
principal components were extracted. Matrix X is decom-
posed into the sum of the cross product of A subspaces,
namely, principal component decomposition, and the ex-
traction results of temperature sensor data features are
obtained. The specific calculation formula is as follows:

A
TPT=ZtapaT=t1pf+t2p;+---+tAp£. (12)
a=1

In the above formula, T and P are principal component
score matrix and load matrix, respectively, t, is H x 1-di-
mensional principal component vector, and p, is J x 1-di-
mensional load vector, which is also the projection direction
of principal components [14].

2.3. Data Anomaly Diagnosis Based on Deep Neural Network
Model. Deep neural networks (DNNs) can be understood as
a neural network with many hidden layers, also known as
deep feedforward network (DEN) and multilayer perceptron
(MLP). The deep neural network has many advantages such
as high speed and low error, and has been widely used in
various fields. Therefore, this paper uses the deep neural



network model to diagnose the data anomaly of temperature
sensor. The topology of deep neural network is shown in
Figure 2.

The measures to improve the generalization perfor-
mance of the deep neural network are as follows:

(1) Use more data: on the premise of conditions,
obtaining as much training data as possible is the
most ideal method. More data can fully learn the
model and easily improve the generalization ability.

(2) Use larger batches: under the condition of the same
number of iterations and learning rate, using more
data in each batch will help the model better learn the
correct mode, and the output result of the model will
be more stable.

(3) Adjust data distribution: the data distribution in
most scenarios is uneven. If the model learns too
much about a certain type of data, its output results
will tend to this type of data. At this time, the
generalization ability can be improved to a certain
extent by adjusting the input data distribution.

In the deep neural network, the input information is
tagged, so the deep neural network can be simplified into a
simple modeling unit, as shown in Figure 3.

In order to ensure the integrity of data, a decoder was
added [15]. Therefore, the autoencoder modeling unit is
shown in Figure 4.

In order to minimize the network reconstruction error
[16], this paper constructed a new multilayer autoencoder,
whose structure is shown in Figure 5.

In order to minimize errors, this paper mainly uses the
attention mechanism to train the deep neural network
model, and the process is as follows:

The usual convolution operation in the deep neural
network can be formulated as follows:

Y=XoW. (13)

In the above formula, W is the 4-dimensional tensor, and
W i,k is the weight parameter of the position of the y-th
channel input in the i-th convolution kernel.

The attention mechanism can further constrain and
adjust each factor by observing globally and learning the
relationship between each parameter and its influence on the
result. After this restriction is introduced in the training
process of convolution, the parameters of the convolution
layer supervised by the attention mechanism can be
expressed in the following form:

a
Wik =Wk - 3t - (14)
In the above formula, att is the attention weight obtained
after global observation, and W (i)j)k’l; obtained will be used

for the final convolutional feature extraction. It can be di-
vided into two parts: channel attention and shape attention.

a c S
W(i,j,k,l) = W(i,j,k,l) . att(i)j) . att(i’k,l). (15)

The information of different channels can be considered
as the image description information extracted from
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FiGure 3: Simple modeling unit.

different angles or using different features, and the filter will
combine these feature information with different weights.
Some features are focused on, while others tend to be ig-
nored. Channel attention applies this idea.

The average response of the convolution kernel i to the
input channel y can be represented by the average value of
the filter weights of the corresponding channel, namely:

1 H-1WS-1
c
an(i)j) = mean(W(i)j,k’l)) = —H Z Z W(i,j,k,l)‘ (16)
k=0 1=0

The average response of these channels is then input into
the full connection layer used to analyze their relationships,
and the Sigmoid activation function is used as the threshold.

att® = sigmoid (fc° (avg")). (17)

In this representation, the attention weight of each
channel can be related to the filter parameters of other
channels, introducing the interaction between channels.
Similarly, the shape of the convolution kernel is usually used
to describe the importance of features extracted from dif-
ferent positions of the filter, and the response weight of each
position can be obtained by averaging the weights of all
channels at that position.

avg e = mean(W(i, j,k,l)) =C z W ik (18)

A similar attention model can then be used to obtain
shape weights.
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training of the network is completed, the weights obtained Random access memory 128 GB
by the attention mechanism can be directly solidified on the Operating system Windows 10
original parameters of the convolutional layer without Monitor resolution 1280 * 1024
recalculation during the network operation. Interface type USB
The characteristic data are input into the trained deep Network band 2.4-2.5GHz
neural network model, and the result is the anomaly di- Transmission rate 28 Mb/s
Simulation software MATLAB 7.0

agnosis result of temperature sensor data.

3. Simulation Experiment Design

3.1. Experimental Scheme. To verify the validity of the
temperature sensor data anomaly diagnosis method based
on the deep neural network designed in this paper as the
research objective, a simulation experiment scheme is
designed. The specific experimental scheme is as follows:

(1) Experimental environment: in order to ensure the
authenticity of experimental results, experimental
environmental parameters need to be designed in
detail in this experiment. The specific parameter
settings are shown in Table 1.

(2) Experimental data: multiple types of temperature
sensors are taken as research objects to keep them
running, and the operating data of temperature
sensors are taken as experimental sample data, and
the collected data are denoised to improve the au-
thenticity of the simulation results. Because the
setting of experimental parameters will affect the
simulation results, in order to maximize the accuracy
of the simulation experiment, the simulation

experimental parameters are adjusted many times in
this experiment, and the parameters in the optimal
running state of the simulation software are taken as
the initial simulation parameters.

(3) Experimental methods and evaluation indicators.

In this paper, reference [4] method and reference [5]
method are selected as experimental comparison methods,
and the practical application effects of the two methods and
the proposed method are verified by comparing the error
rate of feature extraction, diagnostic accuracy, and diag-
nostic efficiency of temperature sensor data.

Among them, the lower the error rate of temperature
sensor data feature extraction, the higher the accuracy of
data feature extraction, and the more accurate the result of
feature extraction. The diagnostic accuracy is an important
index to verify the anomaly diagnosis method of tempera-
ture sensor data. The higher the anomaly diagnosis accuracy
of temperature sensor data, the more accurate the diagnosis
result is. The diagnostic efficiency of temperature sensor data
refers to the time it takes to diagnose temperature sensor
data anomalies. The shorter the diagnostic time, the higher
the diagnostic efficiency.
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FIGURE 6: Error rate of feature extraction from temperature sensor data.

3.2. Analysis of Experimental Results

3.2.1. Data Feature Extraction Error. The error rate of
feature extraction of temperature sensor data by reference
[4] method, reference [5] method, and this method is
compared, and the results are shown in Figure 6.

According to the data in Figure 6, the error rate of
feature extraction of temperature sensor data in reference [4]
is between —12.5% and 14.65%, and that of temperature
sensor data in reference [5] is between —9.6% and 12.15%.
Compared with these two comparison methods, the error
rate of temperature sensor data feature extraction in this
method varies from —2.1% to 5.9%, which is the lowest
among the three methods. The reason is that this method
uses the K-means algorithm to collect the temperature
sensor data in an operation cycle and uses the sliding
window technology to extract the temperature sensor data
features, which improves the accuracy of temperature sensor
data feature extraction, and can lay a solid data foundation
for subsequent diagnosis and analysis.

3.2.2. Diagnostic Accuracy. The diagnostic accuracy of ab-
normal temperature sensor data of reference [4] method,
reference [5] method, and this method is compared, and the
results are shown in Figure 7.

According to the data in Figure 7, the minimum and
maximum diagnostic accuracy of abnormal temperature
sensor data in reference [4] are 73% and 93%, respectively,
and the minimum and maximum diagnostic accuracy of
abnormal temperature sensor data in reference [5] are 76%
and 91%, respectively. Compared with these two methods,
the anomaly diagnosis accuracy of temperature sensor data

obtained by the proposed method is always above 95%,
which is much higher than the two experimental com-
parison methods, indicating that the anomaly diagnosis
results of temperature sensor data obtained by the proposed
method are more accurate. The reason is that this method
constructs a deep neural network model for abnormal
diagnosis of temperature sensor data, inputs the charac-
teristic data into the model, and the obtained result is the
diagnosis result.

3.2.3. Diagnostic Efficiency. The anomaly diagnosis time of
temperature sensor data of reference [4] method, reference
[5] method, and this method is compared to test the di-
agnosis efficiency of different methods. The results are
shown in Table 2.

According to the average value of anomaly diagnosis
time of temperature sensor data of different methods after
multiple experiments, the diagnosis efficiency of different
methods can be obtained. The average value of anomaly
diagnosis time of temperature sensor data of reference [4]
method is 263 ms, and the average value of anomaly diag-
nosis time of temperature sensor data of reference [5]
method is 140 ms. Compared with these two methods, the
average value of anomaly diagnosis time of temperature
sensor data in this method is the lowest, only 59 ms, which
proves that this method has the highest efficiency and the
best practical application effect. The reason is that this
method uses the K-means algorithm to collect the tem-
perature sensor data in a running cycle, constructs a deep
neural network model for abnormal diagnosis of tempera-
ture sensor data, and inputs the characteristic data into the
model to realize abnormal diagnosis.
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TABLE 2: Anomaly diagnosis time of temperature sensor data (unit: ms).

Number of experiments Reference [4] method

Reference [5] method Method of this method

1 256
11 352
21 247
31 269
41 284
51 267
61 243
71 217
81 285
91 244
101 231
Average value 263

160 59
151 57
134 55
178 63
163 57
175 58
121 63
106 64
137 52
113 69
107 57
140 59

4. Conclusion

As people production and living standards continue to im-
prove, various sensors has been widely applied in all fields,
especially the temperature sensor because of its high precision
and convenient advantages, such as the application on a large
scale in the areas of agricultural production, scientific research
and life, but also easy to appear abnormal temperature sensor
data. Therefore, it is necessary to diagnose abnormal tem-
perature sensor data. Aiming at the problems of high error
rate of current temperature sensor data feature extraction,
abnormal diagnosis accuracy, and low efliciency of temper-
ature sensor data, this paper proposes a temperature sensor
data anomaly diagnosis method based on the deep neural
network. Finally, a comparative simulation experiment is
conducted to verify the performance of the proposed method
in data anomaly diagnosis. The experimental results show that
the error rate of feature extraction of temperature sensor data

in this method varies from —2.1% ~5.9%, the diagnosis ac-
curacy remains above 95%, and the average diagnosis time is
only 59 ms, indicating that this method has low error rate of
feature extraction of temperature sensor data, high accuracy,
and efliciency of abnormal diagnosis of temperature sensor
data. It can fully solve the problems of traditional methods
and can be widely used in the field of temperature sensor data
anomaly diagnosis.

Data Availability

The temperature sensor data used to support the findings of
this study are available from the corresponding author upon
request.
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The aim of this paper is to explore the characteristics of the use of verbal collocations in English, to compare the use of verbal
collocations in the English translation and the original English text, and then to compare and analyse the characteristics of the
choice of verbal collocations in the English text. In this paper, we take bilateral marked causative complex sentences as the object of
study and use deep learning methods to automatically explore the implied features of complex sentences while incorporating the
significant knowledge of relational words in linguistic research. The experimental results achieved an F1 value of 92.13%, which is
better than that of the existing comparison models, demonstrating the effectiveness of the method.

1. Introduction

A corpus is a large collection of natural language materials,
both written and spoken, collected systematically and sci-
entifically for research purpose. A corpus is a large collection
of authentic and reliable linguistic materials that provides a
comprehensive and accurate representation of a language or
an aspect of language, providing a wide range of verbal
material for language research and revolutionising the way
language research is conducted [1]. Since the 1980s, corpus-
based translation research has become a new research
paradigm in the field of translation research at home and
abroad. Corpus translation studies take translated texts as
the object of study and adopt the mode of combining intra-
linguistic and inter-linguistic comparisons to describe and
explain translation phenomena from a large-scale translated
text or translated language as a whole, so as to explore the
essence of translation [2, 3]. The corpus provides a new tool
for translation studies, opening up new ideas and expanding
the scope of translation research. Baker classifies translation
corpora designed for different research purposes into three
categories: parallel corpora, multilingual corpora, and an-
alogical corpora, of which Baker considers the analogical
corpus to be the most significant for translation research [4].

Through the comparative analysis of two texts in the
analogical corpus, the researcher can explore the norms of
translation in a particular historical and cultural context and
discover some specific patterns of translated texts, i.e., the
universality of translation. The salient features of the
translated language are in the area of vocabulary, mainly in
the conventionalisation of words used in the translated texts
and the emergence of new word combinations [5, 6]. This
new combination of words is a reflection of the lexical
collocation characteristic of translated texts [7]. The lin-
guistic features of the translated text are therefore high-
lighted in the lexical aspect, especially in the collocation of
words, where the differences in collocation patterns reflect
the differences between the original text and the translated
text. The lexical collocation features reflect the specific
meaning of the linguistic forms realised in the context and
truly reflect the frequently used, habitual collocation forms
of words in linguistic communication [8].

In recent years, with the continuous development of
corpus translation science, studies on the lexical collocation
characteristics of translated texts based on corpus have
emerged at home and abroad, but empirical studies on
lexical collocations in English translations of Chinese
medicine texts using corpus are not common [9, 10].
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Therefore, in this paper, the authors use the corpus to
conduct a statistical study on the use of verb-name collo-
cations in the English translation of TCM texts and the
original medical English texts and then compare and analyse
the patterns of verb-name collocations in medical texts, with
the aim of providing some reference for the English
translation of TCM texts, i.e., how to select suitable words
for collocation in the English translation of TCM texts, and
discovering lexical collocations.

2. Related Studies

Complex sentences are classified as marked or unmarked
according to whether they contain relational words or not. At
present, automatic recognition of marked compound sentence
categories is mainly based on rule-based methods and machine
learning methods. Wang et al. [11] combined the syntactic
theory of Chinese compound sentences and the theory of
relational tagging collocation to automatically identify the
relational category of biological non-full-state marked com-
pound sentences; the calculation method of semantic relat-
edness was used to calculate the relatedness of two words, so as
to identify the relational category of compound sentences [12].
Igaab and Abdulhasan [13] used decision tree algorithms to
extract features such as lexical properties to identify causal and
juxtaposition relations between Chinese sentences.

For the recognition of relationship categories of unlabeled
compound sentences, deep learning methods are mostly used
for the recognition of relationship categories of unlabeled
compound sentences due to the lack of relationship words
and the absence of obvious manual recognition features [14].
Li et al. [15] used an attention-based mechanism of con-
volutional neural network on a Chinese chapter book library
[16] for the recognition of unlabeled compound sentence
relations. Algburi and Igaab [17] combined word vectors with
lexical features as the input of the model and used CNN to
classify unlabeled complex sentence relations. The study of
unlabeled complex sentences still faces some difficulties,
namely, the difficulty of data annotation, the relatively small
amount of training data, and the uneven distribution of data
among categories, which easily leads to overfitting of the
model and makes the model’s generalisation ability insuffi-
cient. Among the many deep learning models, the trans-
former model [18] has a simple network architecture with an
attention mechanism as its main structure [19]. In this paper,
we explore the fusion of relational word features in deep
learning models to enable automatic recognition of biological
marked causal complex sentence relations.

3. Data Statistics and Analysis

3.1. Word Frequency Statistics. Word frequency is the total
number of occurrences of a word item or a class of words in
the corpus, and counting word frequency can provide
certain reference information about the stylistic or linguistic
features of a discourse. The study of word collocation should
centre on the behaviour of real words, and collocation
studies should be conducted mainly by selecting real words
as nodal words; the behaviour of functional or grammatical
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words has mostly been described in detail by grammarians
[20, 21]. Therefore, the first criterion for choosing nodal
words in this paper is real words. Moreover, of the four main
categories of real words (nouns, verbs, adjectives, and ad-
verbs), nouns and verbs have the highest collocation power,
thus further defining the nodal words studied in this paper as
verbs. The following statistics are commonly used in English
text bases: the number of tokens, number of the types, type/
token ratio, word length, average word length, and so on
[22]. In this paper, WordSmith 5.0 was used to obtain
statistics on the common parameters of the self-built TCM
English corpus and then rank the verb morphology of the
corpus in descending order of frequency [23].

3.2. Extraction of Collocations for Verbal Structures. The
collocation of these three verbs (influences, caused, and
treating) in the self-built TCM English corpus was searched
using AntConc software [24], which requires that the col-
location must be in the lexical noun form and that they serve
as an object of the sentence. Therefore, collocation that did
not meet the requirements of the study was eliminated,
leaving 200 significant collocations for each of the three
verbs. Since the BNC has its own search data analysis
function, which allows the selection of collocations in dif-
ferent genres of texts from different generations, the three
verbs (influences, caused, and treating) were directly entered
into the BNC and the collocations that met the requirements
of the study were selected and then analysed quantitatively
and qualitatively with the previous data [25, 26].

3.3. Analysis of Data. In Figure 1, the verb influence is most
often found in the native English corpus with sphere, followed
by decisions, and in the translated English corpus with factors,
followed by range; in Figure 2, the verb cause is most often
found in the native English corpus with trouble, followed by
harm, and in the translated English corpus with damage,
followed by problems; in Figure 3, the verb treat is most often
found in the passive form with damage, followed by problems.
The verb cause tends to occur in the passive form with damage,
followed by problems in the translated English corpus; from
Figure 3, the verb treat tends to occur most often with patients
in the native English corpus, followed by symptoms, while
treating tends to occur in the progressive tense in the translated
English corpus. It is often found in the progressive tense, most
often with disease, followed by pain [27].

The number of collocations of nodal words selected in the
native English corpus is significantly higher than that in the
translated English corpus, which indicates that the medical
English native texts are more varied in terms of word usage
and use a larger vocabulary than the translated texts, which is
not beyond expectation since, after all, English translations of
Chinese medical texts are mostly done by translators and are
not as rich in terms of word usage as the native English texts.
Once widely accepted, some high-frequency word combi-
nations in translated texts may enter the target language and
become the translation counterparts of several near-sense
expressions, thus partially confirming the tendency of
translated languages towards lexical simplification.
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4. The Transformer Model

4.1. Model Structure. Transformer is essentially an encoder
decoder structure, which is composed of multiattention
mechanism and feedforward neural network [28]. The
multiheaded attention mechanism combines the context
with the distant words and processes all words in parallel,
thus achieving parallel computation and capturing the global
semantic information. The structure of the RM-transformer
model used in this paper is shown in Figure 4.
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FIGURE 3: Number pairs of verb names of node word “treating.”

4.2. Model Input. In this paper, a pretrained word2vec word
vector [29] is stitched with relational word features as model
input. The 6-dimensional one-hot encoding is used for the
relational word features, and all words in the word list are
represented by the 6-dimensional relational word features.
The first dimension uses 1 and 0 to indicate the presence or
absence of a relation, and the next 5 dimensions correspond
to the 5 relations of cause and effect, hypothesis, condition,
inference, and purpose. Gensim’s word2vec model is used to
train a 122 dimensional word vector, which is then stitched
with the 6-dimensional relational word feature vector to
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obtain a 128-dimensional vector. If an input sentence is of
length n, W; (j=1, ..., n) denotes the pretrained word
vector for the jth word and R; (j=1, ..., n) denotes the
relational word vector for the jth word. Then, the vector WR
for each word is represented as follows:

WR; =W, ®R,, (M

where & indicates a splicing operation.

The multiheaded attention mechanism can obtain the
information of long-distance features and can also per-
form parallel calculation, but it cannot represent the
position information of the input sentence. Here, using
Position Embedding proposed by Google [30], each po-
sition is encoded so that the multiheaded attention
mechanism can obtain the position information of each
word. The equation for the position vector is shown in
equations (2) and (3).

) pos
Py =sin| ———— |, 2
(]»21) (10000 (ledmodel)) ( )
pos
Py =cos| ——— |, 3
(j.2i+1) (10000(21/:1,“0@1)) ©)

where j (j=1, ..., n) is used to represent the position in-
formation of the word, P; (odd and even positions) rep-
resents the position vector at the jth position, and i is the
index of each value in the vector. d,,oq. = 128 is consistent
with the dimensionality of the word vector after adding
features. At even positions, sine coding is used; at odd
positions, cosine coding is used. The vector representation of
the input model is as follows:
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Vector; = WR; + P;, (4)

where + indicates direct summation of word vectors.

4.3. Transformer Feature Extraction. Self-attention is the
calculation of the weight of each word vector on the input,
which randomly initializes a set of weight matrices Q, K, V..
Q, K, V refer to the result of multiplying the word vectors of
the input model with a random initialization matrix, and d
is the dimension of the Q, K vectors [31] and is calculated as
follows:

i
attention (Q, K, V) = softmax (%)V (5)

Vi

The self-attention layer is used to obtain the global se-
mantic information of the input sentence, and after the self-
attention layer, a feedforward layer is connected. NN uses a
one-dimensional convolution operation and first performs
an inner layer convolution operation, with the number of
inner layer filters using the parameters set by oneself, using
the relu activation function. The inner convolution opera-
tion is then performed, with the number of outer filtrators
being the same as the dimensionality of the word vector,
ensuring that the dimensionality of the input CNN is
consistent with the dimensionality of the output. After the
above process of transformer feature extraction, the output
is fed into the next transformer encoder. Once the feature
extraction is complete, a fully connected lawyer and a
software layer are used to output the probability distribution
for each category [32].

5. Experimentation and Analysis

5.1. Experimental Data. In this paper, we identify the re-
lational categories of biological marked causal compound
sentences, and the datasets are the Corpus of Chinese
Compound Sentences (CCCS), an annotated corpus from
Huazhong Normal University, and THUCNews, Tsinghua
News Classification Corpus [33]. The CCCS is a special
corpus of 658 Chinese compound sentences (447 items)
from the People’s Daily and the Yangtze River Daily [15].
The Tsinghua News Corpus THUCNews is a filtered corpus
of 14 types of short-text news items, based on historical data
from the Sina News RSS feed from 2005 to 2011 [19]. A total
of 91,646 two-sentence marked causal compound sentences
were annotated, forming a corpus abbreviated as CTCCCS
(the Corpus of Two-Sentence Causal Chinese Compound
Sentences), and the data distribution of each relationship
category in the dataset is listed in Table 1. In the experiment,
75% of the data were selected as the training set and 25% of
the data were selected as the test set, and the data were
divided as listed in Table 2.

5.2. Experimental Comparison and Analysis. The experiment
compares each of the same hyperparameter settings of the
model and the values of different weights in CNN [3, 4, 5]. It
can be known that convolution kernels of different sizes can



Scientific Programming

TaBLE 1: Data distribution of the CTCCCS corpus by relationship
category.

Relationship Number of complex sentence Scale
category instances (%)

Causal class 30180 32.93
Hypothetical class 31444 34.31
Condition class 11576 12.63
Target class 12438 13.57
Inference class 6008 6.56

capture features of different sizes, which are more effective
than data fitting using a single convolution kernel.

The number of layers in the LSTM and BiLSTM is set
to 1, and the hidden layer is set to 128. The experimental
results are listed in Table 3. The accuracy of the model was
improved by 3.27%, 0.98%, and 0.3%, respectively.
Compared to the transformer model without the addition
of relational features, accuracy improved by 13.74%.
Using a fixed sequence length of 100 in the model, the
RM-transformer improved the precision, recall, and F1
values more significantly compared to the CNN, by 3.38%,
2.83%, and 3%, respectively. The learning of long-range
features may be difficult, although multiple convolutional
kernels of different sizes are used to capture features of
different sizes.

The RM-transformer performs parallel computation
through a multiheaded attention mechanism while learning
global feature information and then learning sequential local
features through the CNN feedforward layer, thus achieving
better results than CNN.

The RM-transformer has an improvement of 1.26%
and 0.18% in F1 values compared to the LSTM and
BiLSTM, respectively, which is not particularly signifi-
cant compared to the CNN. The recall of RM-transformer
is 0.12% lower than that of LSTM. LSTM and BiLSTM are
relatively mature in dealing with input text sequences and
can learn the long-range features of the sequences, but
LSTM relies on the above information and BiLSTM relies
on the contextual information. The self-attention
mechanism in the RM-transformer enables the direct
correlation of long-range features to obtain global fea-
tures, and the RM-transformer can achieve similar effects
as the LSTM and BiLSTM. This paper has limited man-
ually annotated data, and the parallel computational
power of the transformer may be able to have better
results when experimenting on a more data-rich complex
sentence dataset. When comparing the RM-transformer
with the transformer model without adding relational
features, the F1 value increased by 11.63%, which is a
significant improvement, indicating that relational words
play a very important role in determining the relationship
of causal complex sentences. Although the deep learning
model can automatically mine the text for some semantic
and other feature information, it can be made more ef-
fective by adding some obvious manually identified
features. The results of the classification experiments for
each category of cause-effect complex sentences are listed
in Table 4.

TaBLE 2: CTCCCS dataset division.

Relationship category tlllilr?ilr?;rs:tfs Number of test sets
Causal class 22635 7545
Hypothetical class 31444 7861
Condition class 8682 2894
Target class 93287 3110
Inference class 4506 1502

TaBLE 3: Comparison of experimental results for each model.

Algorithm Accuracy Precision Recall F1

Transformer 81.35 82.33 79.05 80.50
CNN 89.79 88.84 89.44 89.13
LSTM 92.08 89.61 92.39 90.87
BiLSTM 92.76 91.99 91.96 91.95
RM-transformer 93.06 92.22 92.27 92.13

TaBLE 4: Correct classification rates for each category of causal
complex sentences.

Relationship category Accuracy (%)

Causal class 93.25
Hypothetical class 92.41
Condition class 95.20
Target class 96.85
Inference class 83.69

From Table 4, it can be seen that the recognition rate of
inferred compound sentences is significantly lower than that
of other categories. The possible reasons for the classification
errors in the experiment are as follows. (1) The corpus of the
experiment is mostly from the news corpus, and inferred
compound sentences are used infrequently, so the collected
corpus is on the low side, and overfitting occurs during the
training process. (2) There are multiple quasi-relatives
(words that can act as relatives) in the sentences, corre-
sponding to different categories. In this sentence, “since”
indicates an inferred relationship, but “that” can indicate
both a hypothetical and an inferred relationship, which
should have been judged as a hypothetical relationship
[34, 35].

Next, the dependent syntactic tree [18] can be used as
input to incorporate richer syntactic information, and the
graphical CNN model [19] can be used for the recognition of
relational categories of marked compound sentences to
further improve the accuracy of compound sentence cate-
gory recognition.

6. Conclusions

In summary, an analogous study of collocation character-
istics of verbal names in English translations based on the
corpus found the following.

(1) Compared with other texts, verbal-name colloca-
tions in the English language are more concise,
passive forms are used more frequently, verbal-name



collocation patterns are relatively fixed, and the
choice of English vocabulary reflects the professional
and concise nature of the medical language, with a
simple and logical collocation structure.

(2) The choice of words in the English translation is
somewhat narrower than that in the original English
text, and the nodal words have far less influence on
the collocations than the target language, reflecting
the fact that the translator is influenced by the source
language when translating and has certain limita-
tions in word choice, which differs from the target
language in the use of verbs.

A corpus can provide a large amount of authentic and
natural linguistic data for text translation and provide a
more objective and comprehensive picture of the charac-
teristics and intrinsic patterns of Chinese medical English.
The use of English corpus to study lexical collocation fea-
tures can help explore the universal laws of Chinese medical
English translation, grasp the characteristics of the translated
text itself, and provide a basis for the standardisation of
English terminology. At the same time, by searching the
corpus of native speakers, exploring the constitutive rules of
medical English vocabulary as well as customary collocation,
and digging deeper into the meanings of English words, new
translation ideas and translation methods can be provided
for English translations.
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Chords have a role in music for emotional expression, and the generated melodies have more richness through the constraining
effect of chords. In this paper, based on a GAN network music generation model based on chord features, a GRU network is used
in chord feature extraction in order to autonomously learn chords at 1:f—1 moments and generate chords at ¢t moments, by
saving the hidden layer state of each batch and constructing a layer of GRU combined with a generator, thus achieving the effect of
automatically learning the overall style of chords. The performance of the four models is gradually optimized by weighted
averaging, and the melodic pleasantness generated by all four models has a significant positive correlation with musical coherence

and creativity.

1. Introduction

Music is an important form of artistic expression in our lives,
closely related to us and an integral part of our lives. It can be
used to soothe the mood and express emotions, and different
tunes and melodies can express different emotions, resulting
in countless classics. This is why there are a wide variety of
styles and genres of music, which can be divided into pop,
classical and pop music (Bach, Beethoven, Mozart), jazz,
R&B, rock and roll, and vocal and instrumental music [1]. In
recent decades, with the rise of the Internet industry and the
significant improvement in the performance of computer
hardware, the cost of generating a series of digital audio files
regarding audio production, audio editing, audio recording,
etc. has significantly reduced the threshold for nonprofes-
sionals to enter the field of music, causing the number of
music creations to grow exponentially, and the music in-
dustry has become an important area of the cultural market,
with the series of Jitterbug, Racer, etc. With the emergence of
streaming media and the maturation of the Internet, the
competition for music platforms has gradually changed from
competition for copyright and content to competition for
audio diversity and multimodal content combined with

graphics and video. Users’ demand for this has also become
more urgent [2, 3].

Artificial intelligence (AI) composition is a technique for
generating digital music using algorithms, neural networks,
and other executions [4]. Al is a technology that enables
computers to learn and simulate human thought processes
and behavioral capabilities through training. Stochastic al-
gorithms, such as Gaussian noise, are often used as input in
Al compositions, which undergo a finite number of state
transitions and conditional constraints to generate the final
sequence of notes [5]. Composition is the process by which a
music creator creates music through a series of theoretical
systems such as polyphony, harmonics, orchestration, etc. It
is a process of expressing creative ideas [6]. Composing
logarithmically is a new way of composing music. Compared
with the traditional mode of music composition, it can
combine human creativity, emotional expression, aesthetics,
and other intelligent operations with the computing power
of computers, human-computer interaction systems, auto-
mation control, and other technologies to break through the
professional technical constraints of human composition
and create more novel musical effects, while saving human
costs and improving the efficiency of music composition.
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This makes it easier for nonprofessional musicians to enter
the hall of music creation and enjoy the joy of creation, while
professional musicians are assisted by computer-generated
musical works in different forms and styles to develop new
innovative ideas and muses for composers.

Most current music generation neural network models
use recurrent neural networks (RNNs) and their variants.
Neural networks used for music generation usually use all
the music information from previous events as a condition
for generating the current music, and the generated music
information will also be too repetitive, which greatly reduces
the interest of the music [7]. When using only GAN to
generate music, they are prone to unstable training, gradient
disappearance, and pattern running, and do not take into
account the time dependence, which can reduce the au-
thenticity of the generated music. The chord feature-based
GAN network music generation model (DCC_GAN) and
the overall style-based GAN network music generation
model (DCG_GAN) generate music in which the generator
CNN and the moderator CNN are trained together and
generate music melodies under the constraints of the chord
CNN module, and the generated results are fed to the
discriminator CNN, which submits the feedback to the
generator [8, 9].

Music as a kind of auditory art, brings not only auditory
feelings, but also can directly hit people’s hearts and express
their emotions, among which pop music is a style form that
can fully express human emotions through popular melodies
and words that can be combined with different cultural
backgrounds in different countries and regions around the
world to form a very different style of pop music, and with
development of deep learning, China has made some
achievements in natural language processing, speech rec-
ognition, image processing, etc., but the research in the field
of music generation is still at an elementary level, and there is
a lot of room for development [10]. In the traditional
composition field, composers need to have solid musical
skills and musicianship, and it takes a long time to create
excellent works, which is relatively difficult for people who
love music but are not strong in music. Using deep neural
networks to generate music can provide a vast creative
platform for people who love music and bring a vast market
and economic benefits, and the future is immeasurable
(11, 12].

2. Convolutional Adversarial Generative
Network-Based Model

A convolutional GAN for symbolic-domain music gen-
eration was proposed in 2017 by Richard Yang, which is
based on the principle of applying a convolutional GAN
model to the music generation domain to form a con-
volutional GAN for symbolic-domain music generation
(MidiNet). adversarial network for symbolic-domain
music generation [13]. The model is fed with a pre-
processed music melody dataset, trained by a generator
CNN and a moderator CNN, and the generated results are
fed to a discriminator CNN, which feeds the output of the
discriminator CNN to the generator CNN so that the
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whole model forms a game process and finally outputs a
better music melody.

2.1. Datasets. The input to the music generation model
based on convolutional adversarial generative networks is a
collection of popular music melodies in nope format
reprocessed to a melody bar count of 50,496 (789 MB), a
chord bar count of 50,496 (5.01 MB), a memory size of
5.01 MB, a dimension of 13, and a piano roll format with 16
note units, a pitch range of C4-B5, and random noise of
Gaussian white noise of length 100 [14].

2.2. Model Structure. The model used in this paper is based
on GAN for optimization, which has opened up a new era of
neural networks since Ian Goodfellow proposed GAN in
2014 [15].

An artificial neural network (ANN), referred to as a
neural network (NN), is a mathematical model that mimics
the behavioral characteristics of biological neural networks
and processes data to achieve human artificial intelligence
[16]. Machine learning techniques for human artificial in-
telligence [17]. A neural network is shown in Figure 1 as a
typical three-layer neural network framework, including an
input layer, a hidden layer, an activation layer, an output
layer, and a normalization process for the output.

The neural network graph has three neurons in the input
layer and four neurons in the hidden layer. An activation
function is added after the hidden layer to add a nonlinear
factor to the results of the matrix operations, mapping the
features to a high-dimensional nonlinear interval for in-
terpretation. The output layer has two neurons, and the
output of the output layer is normalized so that the data are
restricted to a certain range, thus eliminating the undesirable
effects caused by odd sample data [18].

The internal structure of the neural network: this
structure is shown in Figure 2 as a processing unit of the
neural network, x; is the input from the i-th neuron; w is the
connection weight of the i-th neuron, equivalent to the
eigenvalue. The absolute value of the weight represents the
size of the influence of the input signal on the neuron, 6, is
the bias, also known as the threshold, after the activation
function to obtain the output results, the output results are
shown in equation (1), [19].

y:f<zwixi_9>- (1)
i=1

2.3. Generative Adversarial Networks. The GAN is primarily
trained as a generator and a discriminator neural network,
where the two networks are played to obtain the better result
of the two networks. A high-performance discriminator is
used for identification [20]. The input music, which may be
generated by the generator, is identified by the discrimi-
nator, and if it is real music, the identification result is true,
and if it is generated music, the identification result is false.
The result of the identification by the discriminator gives
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FI1GURE 2: Diagram of the internal structure of the neural network.

feedback to the generator to improve its performance in
generating music, and the generator also gives feedback to
the discriminator to improve its performance in generating
music [21]. The initial stage of the GAN network (as shown
in Figure 3) is mainly used in image generation, in which the
two networks play a game, each trying to beat the other to
achieve its own performance improvement. The ultimate
goal is to use the generator network to generate music
melodies that can be faked.

2.4. Music Generation Models Based on Convolutional GAN.
The GAN is a game between a generator neural network and
a discriminator neural network in which the two networks
are trained to give the best result of the two networks, and
the identification of real and generated music is described
[22]. The two networks are eventually better; the generator
network is trained so that the generated music is highly
similar to the real music and the discriminator network is
highly discriminative. The initial stage of the GAN network
was mainly used for image generation, where the generator
and discriminator networks were used to generate the real
music. Each network tries to beat the other to improve the
performance of its own network. The ultimate goal is to use
the generator network to generate music melodies that can
be falsely described as real [23].

In the MidiNet model, it consists of a moderator CNN, a
generator CNN, and a discriminator CNN. In the moderator
CNN, the input is a two-dimensional starter bar, which is
convoluted into four layers, with each layer outputting a
corresponding starter bar to be combined with the generator
CNN; in the generator CNN, the input is a one-dimensional
chord and random noise, which is also conserved in four

3

Real music Real |¢—
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x !

| Generator ‘ I Discriminator ‘
A
Feedback

FiGURE 3: GAN network structure.

layers, with each layer combining with the starter bar
generated by the moderator to generate a new melody [24];
in the discriminator CNN, the input is either a real melody
or a generated In the discriminator CNN, the input is either
the real melody or the generated melody, and the start bars
and chords are added through two layers of convolution and
one layer of full concatenation, resulting in a discriminated
output.

2.5. Model Objectives. The total objective formula is as in
equation (2). The discriminator CNN is equation (3), and the
generator CNN is equation (4). Where x~data(x) denotes
sampling from real data, z~pc (z) denotes sampling from a
random distribution, D denotes the discriminator network,
and G denotes the generator network. In the discriminator
network equation (3), the goal is to identify whether the
input is a real melody or a generated melody, and the
generation process is shown in Figure 4. If the data comes
from real data, the discriminator probability is the maxi-
mum, and the purpose of doing log conversion is similar to
log-likelihood, which does not affect the monotonicity of the
function, but makes the operation more simple [25]; if the
data comes from a Gaussian noise distribution, the input of
the discriminator is the result generated by the generator,
then the probability of the discriminator network will fall
and 1 — D(G(z)) will rise, and then take the log conversion so
that the probability of equation (3) takes the maximum
value. For the generator network equation (4), the goal is to
generate melodies that can fool over the discriminator
network, the generation process is illustrated in Figure 5, the
data x comes from the generated data i.e., the result gen-
erated by the Gaussian noise z, then the probability of
D(G(z)) goes up and the probability of log(1 — D(G(z)) goes
down, and finally the minimum value of the generator
network is obtained.

minmaxgV (D, G) = Ex_, (x[log(D(X))]
+E,.p (»llog(1 - D(G(2))],

maxpEy  [log D(x)] + Ez~ﬁiz log(1-D(G(2)], (3)

aPdta

mingEy p(y) [log(1-D(G(2))]. (4)
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3. Experimental Results and Analysis

3.1. Experimental Results. This paper uses the music theory
rule-based music generation model, the DCC_GAN model,
and the DCG_GAN model to generate a large number of
musical melodies after training with chord constraints and
time dependence. The model with chord constraints and
time-dependent training to generate a large number of
musical melodies. The melodies generated are more co-
herent, pleasant, and innovative than those generated by the
baseline model. Here, the DCG_GAN model, for example,
generates melodies in the nyc format as shown in Figure 6,
and performs different rounds (1 epoch, 100 epoch, and 200
epoch). (100 epoch, 200 epoch) iterations, all selecting the
first two bars of the first phrase of each round for obser-
vation, and as the number of training rounds increased, the
notes became more varied and the resulting melodies more
diverse [26].

The generated music in midi format is displayed as a
piano roll in the MidiEditor software by selecting the first
four bars of each melody as shown in Figure 7.

The experimental results of the baseline model are shown
in Figure 7, which shows that the generation process tends to
level off in both the chord and melody sections.

3.2. Assessment and Analysis. There are currently no sci-
entifically rigorous and objective evaluation criteria for
music melody generation, and the main evaluation method
is based on the subjective evaluation of the user. The
evaluation perspective is based on the coherence, ear-
friendliness, and interest of the generated music melodies,
with the baseline model’s generated music melodies as a
control group, and the music theory rule-based music
generation model, the chord feature-based GAN network
music generation model, and the overall style-based GAN
music generation model. The GAN network music gener-
ation models are based on chord features and the GAN
network music generation models are based on overall style.
The four groups of models were trained for 200 rounds, and
the generated music files were processed through a python
library. The generated music files were converted from the
nyc format to midi format by the Python library piano roll,
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Figure 6: DCG_GAN model generation results (1 epoch, 100
epoch, and 200 epoch).

and then the melodies in midi format were converted to
MP3 format by MIDI 3 Pro software, and finally, the
generated music melodies were evaluated and analyzed [27].

A total of 50 people was evaluated, 40 of whom were
general listeners and 10 of whom were music professionals
(music-related learners or instrumentalists), and the three
groups of results were evaluated in terms of their melodic
coherence, fearfulness, and creativity. The results were
evaluated on a five-point scale, with 1 being the least ef-
fective, 5 being the most effective, and so on, and a weighted
average of 50 scores produced the following results are
shown in Table 1, [28].

The evaluation results were analyzed using a weighted
average method in the two-track music generation based on
chord-constrained GAN networks. For the four groups of
models, the results were calculated as 40% for 40 general
listeners and 60% for 10 music professionals, as in equation
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TaBLE 1: Subjective evaluation of experimental results of MidiNet, Rakuhari-based, DCC_GAN, and DCG_GAN models.
Ordinary audience Music professionals
Model/Performance o ) o )
Continuity Pleasant ear Innovation Continuity Pleasant ear Innovation
MidiNet 3.0 3.1 3.2 2.2 2.5 2.1
Based on music theory 3.1 31 3.1 2.6 2.6 3.2
DCC_GAN 33 3.5 35 3.0 3.0 2.6
DCG_GAN 3.8 3.8 3.6 3.6 3.8 3.2

TaBLE 2: Weighted average results of musical melodies generated by the four groups of models.

Model Average audience score Professional musician score Total score
MidiNet 3.07 2.27 2.59
Based on music theory 3.10 2.72 2.87
DCC_GAN 3.40 2.92 3.11
DCG_GAN 3.76 3.58 3.65

(5). The weighting of the three performance evaluation
metrics of coherence, earliness, and innovation was analyzed
as 5:3:2, resulting in the performance analysis of the four
groups of models in Table 2. The performance of the models
gradually improves, and the melodies generated are more
realistic and pleasing to the ear [29, 30].

xifi+XfrtXsfst-Hxfy
. :

21 fi
In music, the core of the generated results is the fear-

fulness of the generated music. Therefore, the fearfulness of
the melodies generated by the four groups of models was

?:

(5)
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TaBLE 3: Analysis of the correlation between melodic pleasantness and coherence and creativity of the music generated by the four groups of

models (Pearson correlation).

Correlation coefficient between agreeableness and

Correlation coefficient between pleasant ear and

Model . .
coherence innovation

MidiNet 0.674 0.432

Based on music 0.698 0.385

theory

DCC_GAN 0.571 0.475

DCG_GAN 0.788 0.514

correlated with the coherence and creativity, respectively,
according to the Pearson correlation coeflicient as in
equation (6). The results of the analysis are shown in Table 3
(31].

;= NYxyi—Yxi Xy
\/NZ xi2 -2 xi)z\/NZ J’iz -2 )’i)z

(6)

4. Conclusions

This paper introduces the baseline model in this experiment,
the music generation model based on convolutional
adversarial generative network, which is divided into two
subsections: the first subsection introduces the dataset used
in the model training process, including the data et format,
data type, total amount of data, and data units; the second
subsection introduces the model structure of the baseline
model, including GAN. By introducing the baseline model,
the baseline model can be better optimized for subsequent
work.
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The traditional identification methods have limited ability to identify damage location of bridge structures. Therefore, a bridge
structural damage location identification method based on deep learning is proposed. In addition, the sigmoid function is the
activation function, and the cross entropy is the cost function. Meanwhile, take the Gaussian noise as the addition method and
take the softmax as the classifier. So the constructed SDAE deep learning model can realize damage location identification of the
simply supported the continuous beam bridges. Compared with the traditional identification methods of bridge structures,
namely BP network and SVM, the proposed method shows higher identification accuracy and antinoise performance. Here, the
average identification accuracy of the method for continuous beam bridge is 99.8%. As can be seen that the proposed method is
more suitable for practical bridge structure damage location identification.

1. Intoduction

The development of social economy is inseparable from
transportation. Bridge, as an important part of trans-
portation, plays an important role in connecting the north
and south. The safety of its structure is related to the safety of
transportation, and it affects people’s life. Once the bridge
structure is seriously damaged, it will inevitably cause traffic
accidents. In order to ensure the safe operation of bridges, it
is of great significance to identify the damage of bridge
structures. With the development of data transmission and
processing technology, the nondestructive detection of
bridge structures has been widely used. At present, the
nondestructive detection and identification methods of
bridge structures are mainly based on vibration identifica-
tion methods, including the method based on modal domain
data, the method based on time domain data, the method
based on time-frequency domain data, and the method
based on intelligent algorithm. For example, Xijun Ye and
Boscato et al. proposed an adaptive signal denoising method
based on genetic algorithm and singular value decomposi-
tion. By selecting SNR as fitness function, the genetic al-
gorithm is introduced to automatically optimize p and r
parameters. Then the inverse singular value decomposition

is performed to obtain the denoised signal[1, 2]. This method
is helpful to improve the identification accuracy of bridge
structural damage location. Considering that the long-term
effect of vehicle load is an important cause of fatigue, local
damage, aging, reliability reduction, and so on, Jihwan Kim
and Lili Li et al. proposed a bridge vehicle load model and
carrying capacity evaluation method based on dynamic
weighing system [3, 4]. Xiao-qin Li and Shigiang Qin et al.
discussed the strategy and scheme of multiscale finite ele-
ment simulation of long-span bridge structures with the goal
of structural damage diagnosis and safety assessment(5, 6].
Based on the analysis of the error sources of the finite el-
ement model, an error hierarchical correction method for
the long-span bridges structure model is proposed. In ad-
dition, based on the finite element modeling and model
modification process of cable-stayed bridge of the Runyang
Yangtze River Bridge, a multiscale finite element simulation
method for damage diagnosis and safety assessment of long-
span cable-stayed bridge is proposed. Xianzheng Yu and
Marco Furinghetti et al. established and modified the finite
element model of the bridge structure to accurately simulate
the behavior and working state of the bridge structure [7, 8].
On this basis, combining the finite element forward analysis
with the signal inverse identification to evaluate the daily
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work of the bridge and the impact of various disasters on the
structure. To a certain extent, the above research methods
have realized the location of damage parts to different bridge
structures, but the positioning accuracy and antinoise
performance need to be improved. Therefore, in order to
improve the identification accuracy and antinoise perfor-
mance of the algorithm for bridge structure damage loca-
tion, and based on deep learning model, this paper proposes
a bridge structure damage location identification method
based on stacked denoising autoencoder.

L1.Introductionto SDAE Model. SDAE is a common model
in deep learning, it is formed by stacking several denoising
autoencoders. However, on the basis of autoencoder, the
denoising autoencoder is a network. First, it can add noise
to the training data and randomly mask part of training
data. Subsequently, it forces the model to learn denoising
and restore the input data. Therefore, to understand the
principle of SDAE, the first is to understand the structure
and training mode of autoencoder and denoising
autoencoder.

1.2. Introduction to Autoencoder. Autoencoder consists of
encoder and decoder, including input layer, hidden layer,
and output layer, as shown in Figure 1. Wherein, the encoder
is responsible for mapping the input vector to the hidden
layer through the activation function, so as to obtain the
feature expression of a higher level, as shown in formula (1)
[9]. The decoder is responsible for mapping the hidden layer
feature representation to the original input, and its function
expression is shown in formula (2) [10].

z=f(x)=s(WVx+b"), ey

x'=g(z)= s(W(z)x + b(z)). (2)

Formula (1) shows that x represents the input vector, z
represents the encoder output vector, w® represents the
input weight of the hidden layer, b)) represents the input
bias of the hidden layer, and s represents the activation
function.

Formula (2) shows that x' represents the output matrix,
W @ represents the input weight of the output layer, and b
represents the input bias of the output layer.

The training method of the autoencoder is unsupervised
learning, and the network parameter 6= {W® Ww®
bW, b?)} is adjusted to make the final output X* as close as
possible to the original input X. Its error function is defined
as square error, as shown in

L=lx-g(f I (3)

The weight and bias can be updated according to the
error back propagation and gradient descent algorithm, and
the optimal parameter 0 can be obtained.
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FIGURE 1: Schematic diagram of autoencoder structure.

1.3. Denoising Autoencoder. Denoising autoencoder takes
the data with added noise as input and outputs the predicted
original data without noise through training. Its denoising
principle is shown in Figure 2. In the figure, x represents the
original data, x; represents the data with noise, and y rep-
resents the feature obtained by encoding x; in the hidden
layer of the denoising autoencoder, Z represents the original
data restored by decoding y, and L, (x,z) represents the error
function.

The training of denoising autoencoder makes the error
function L, minimum. Since random noise is added to the
denoising autoencoder, formula (3) can be rewritten as

Ly =IX - g(f (XD)I*. (4)

The weight and bias can also be updated by using error
back propagation and gradient descent algorithm, and the
optimal parameter 0 can be obtained.

For SDAE, the training method is that initially determine
the parameters of a single denoising autoencoder through
unsupervised learning, then use the BP algorithm to conduct
supervised learning for all denoising autoencoders, and fine-
tune the global parameters.

1.4. BP Algorithm Parameter Tuning. BP algorithm includes
two stages, namely information forward calculation and
error back propagation, and its common activation function
is shown in the following formula[11].

Fay=—1" (5)

1+e

In the information forward calculation stage, the input
and output of neuron j in network k layer can be expressed as
formula (6). The weight of update method in the error back
propagation stage is shown in formula (7).
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Formula (6) shows that M represents the total number
of layers; Ny represents the total number of neurons in k
layer; w ijf represents the connection weight between

(k)
neuron i of k-1 layer and this neuron; ;" represents the
neuron offset value; and y]k) represents the output of
neuron i of k-1 layer.

Formula (7) shows that 0<zx<1 represents the
learning step and & represents the error transmission
term. For the output layer, it can be calculated by for-
mula (8), and the other layers can be calculated by
formula (9).

8" =" =i ) (i), (8)

"= iy “")Z 8 Vwif (2). )

i=1

where ;T/}(,M) and y,i?/[) are the actual output and expected
output values of BP algorithm, respectively.

Finally, the output error of BP algorithm can be
expressed as [12]
(" - ")’ (10)

23

It can be seen from the above analysis that SDAE can
obtain the most representative features of the original
samples from the input samples with noise through multiple
stacked denoising autoencoders, which is conducive to
enhancing the robustness of the model. Considering the
possibility of distortion in the data collection of the bridge
structure, which is similar to adding noise data to the real
data, SDAE can be used to analyze the data of the bridge
structure. Therefore, this paper proposes an identification
method of bridge structural damage location based on
SDAE.

u Mg

2. Bridge Structural Damage Location
Identification Based on SDAE

2.1. SDAE Model Construction

2.1.1. Activation Function Selection. The activation function
can satisfy the nonlinear arbitrary function mapping be-
tween input and output information, and it can make the
model have the ability of learning complex data. Therefore,
the selection of activation function is particularly important.
At present, the common activation functions in deep
learning models mainly include Tanh, ReLu, and Sigmoid
functions. The Tanh function expression is shown in formula
(11) [13], and the derivative function expression is shown in
formula (12) [14]. There is advantage of improving model
training efliciency, but it is prone to zigzag phenomenon.
Therefore, the optimal value is difficult to be obtained in the
training [15]. The ReLu function expression is shown in
formula (13) [16], and the derivative function expression is
shown in formula (14) [17]. Here, the problem of gradient
disappearance can be effectively solved. However, the point
will never be activated when the input value is negative,
which results that the training data lack diversity [18].
Sigmoid function can fit the function well, but there is the
problem of gradient disappearance, which can be solved by
pretraining and BP algorithm fine-tuning [19]. So this paper
selects Sigmoid function as the activation function.

f (x) = 2sigmoid (2x),

2
l+e

1=

mye (11)

X —-x
e —e

e +e”

1) =1-(f ()% (12)
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f (x) = max (0, x), (13)
() = 0 x<0, (14)
frx _{1 x>0,

Sigmoid function is a nonlinear transformation function,
whose mathematical description is shown in formula (15).
Its output range is between (0, 1). Since the function is
continuously derivable, its derivative function can be
expressed as formula (16).

1
f) = (15)
F160 = £ = F G (16)

2.1.2. Cost Function Selection. The cost function is a func-
tion that measures the error between the predicted value and
the real value of the model. The cost function is used to
calculate the partial derivative for the weight and applied to
the gradient descent algorithm to update the weight of each
layer. And the deep learning model with learning ability can
be obtained. Therefore, the cost function of SDAE needs to
be determined. At present, cost functions used in deep
learning models are mainly cross entropy cost functions, as
shown in formula (17) [20]. In addition, the mean square
cost function is shown in formula (18) [21]. Compared with
the mean cost function, the cross entropy cost function is
more suitable for classification tasks [22]. Because the bridge
structural damage location identification is actually a clas-
sification task, the cross entropy cost function is selected as
the SDAE cost function in this paper.

n

1 * *
C:_;;[X,-In(xi)+(1—xi)1n(1—xi ) (17)
Loy o« 2
€= E;”xi - (18)

Among them, x; and x; represent the predicted value
and the true value, respectively. N represents the total
number of training samples.

2.1.3. Selection of Noise Adding Method. The data of bridge
structure usually include the damage data, so the data of
bridge structure can be simulated by adding noise. The
methods of adding noise mainly include salt and pepper
noise and Gaussian noise. Among them, salt-and-pepper
noise is usually used in image processing [23]. Since the
identification of bridge structural damage location does not
involve image processing, the Gaussian noise is selected as
the method to add noise. Gaussian noise means that the
probability density function of noise obeys normal distri-
bution, as shown in formula (19).
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1 1
P(x) =1 p— exp(—;(x - /,1)2). (19)

where y and o? represent the mean and variance of the
Gaussian distribution, respectively.
Add Gaussian noise to the input vector and obtain

;= x;-n-normmd (0, 1). (20)

1

X

Here, x; and x; represent the input data before and after
processing noise i, respectively, # represents noise level; and
normrnd (0, 1) represents Gaussian noise with mean value 0
and variance 1.

2.1.4. Classifier Selection. Classifiers are used to classify the
test samples. And classifiers are an essential part of deep
learning models. At present, the common classifiers for deep
learning models mainly include SVM, BP network, and
Softmax. Among them, the SVM is mainly used to deal with
linear separable classification problems. The classification
form of BP network is regression value. And the Softmax
conducts classification through probability expression,
which is closer to the identification of bridge structural
damage location in this paper [24]. Therefore, softmax
classifier is selected as SDAE classifier. For softmax classifier,
if the input is x, the output is k-dimensional vector, and k
represents the total number of categories, and its mathe-
matical expression is [25]:

'p(y(i) _ 1|x(i);w)q 'ewlTx“)'
. . T ()
p(y" =21x"; ) 1 o
hw (x) = = 7w . (21)
. zk evix .
j=1
_p(y(i) _ klx(i); w)_ _ew[xm |

where w represents the weight parameter.
On the basis of the above analysis, the SDAE model
constructed in this paper is shown in Table 1.

2.2. Identification Process. According to the constructed
SDAE model, the identification method of bridge structural
damage position is designed as Figure 3. First of all, the
bridge structure sample data are divided into unlabeled
sample and labeled sample data set. Then, the denoising
autoencoder is used to conduct unsupervised learning and
pretraining for unlabeled data, and the samples meeting the
error requirements are input into SDAE for training.
Meanwhile, the labeled samples are trained by SDAE for
supervised learning and pretraining. When the training
results meet the error, the SDAE model is constructed. At
last, the constructed SDAE model is adopted to identify the
damage locations of test samples and output the results. It
can be seen that the bridge structural damage location
identification based on SDAE is realized.
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TaBLE 1: SDAE model settings.

Deep learning model Activation function

Cost function

Noise adding mode Classifier

SDAE Sigomid

Cross entropy cost function

Gaussian noise Saftmaxclassifier

Unlabeled training sample library

Unsupervised learning

Pre-training of denoising autoencoder

v

Supervised

Whether the error
requirement is met

learning

Labeled training
sample library

Stack denoising
autoencoder training

Whether the error
requirement is met

no

Test sample
library

model

Construct

Dam:age Classification
e location
. ) . results
identification

FIGURE 3: Bridge structural damage location identification process based on SDAE.

3. Simulation Experiment

3.1. Experimental Environment. This experiment is simu-
lated on ANSYS finite element analysis software and
MATLAB platform. The net span of the simply supported
beam bridge model is 10 m, the concrete grade is C50, the
beam cross-sectional area is 0.2 m?, the inertia moment of
unit section is 0.0042m®* the beam height is 0.5m, the
density is p =2500kg/m’, and the elastic modulus is
3.5x104 MPa[26-29]. Its unit division and plate-beam in-
terface are shown in Figure 4. As can be seen from the figure,
the simply supported beam bridge model is divided into 20
units and 21 nodes. Node 1 and node 21 are end nodes of the
bridge, which are fixed hinge supports and sliding supports,
respectively. Among them, the main beam is simulated by
Bean3 unit, the horizontal and vertical displacements are
used for node 1 constraint, and the vertical displacements
are used for node 21 constraint.

The continuous beam bridge model is a two-span
continuous beam bridge. The net span is (24 +24) m, the
concrete grade is C50, the beam sectional area is 0.18 m?, the
inertia moment of unit section is 0.0054 m*, the beam height
is 0.6m, the density is p = 2500 kg/m3 , and the elastic
modulus is 3.5 x 104 MPa. The unit division and plate-beam
interface are shown in Figure 5. As can be seen from the
figure, the continuous beam bridge model was divided into
24 units and 25 nodes. The length of each unit is 2m. Node 1,
node 13, and node 25 are end nodes of the bridge, which are
interactive supports, fixed hinge supports, and sliding
supports, respectively. Among them, the main beam is
simulated by Bean3 unit. The node 1 and node 25 are
constrained by displacement cross the bridge, vertical angle
along the bridge, and vertical displacement. The node 13 is
constrained by displacement cross the bridge, displacement
along the bridge, vertical displacement, and vertical angle
along the bridge.
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FIGURE 4: Schematic diagram of simply-supported beam bridge.
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FIGURE 5: Schematic diagram of continuous beam bridge.

3.2. Damage Samples of Bridge Structures

3.2.1. Damage Index and Training Sample Database
Determination. Combining the various literature, the ac-
celeration response value of the measuring point is selected
as the damage index of the bridge structure position
identification. Totally, 270 groups of measuring point ac-
celerations are used as a training sample database for damage
location identification of simply supported beam bridges. In
total, 12600 groups of measuring point accelerations are
selected as a training sample database for damage location
identification of continuous beam bridges.

3.2.2. Simply Supported Beam Bridge

Damage Condition. A moving load with a directional speed of
18 km/h is placed on the bridge, and the reduction of elastic
modulus of material is defined as the damage degree. If the
elastic modulus is reduced by 10%, the damage degree is 10%
and substituted by the concentrated force F=100kN. Finally,
there are seven damage conditions in this experiment, including
no damage state and certain damage degree of a damage unit.
The corresponding damage labels are shown in Table 2.

Sample Preprocessing. Under the action of moving load, the
vertical acceleration values of nodes 5,9, 13, and 17 in the 3 s
of the simple beam bridge are randomly selected as the
damage index [30]. Among them, the corresponding ac-
celeration-time curve to each node in nondamage state is
shown in Figure 6.

Z-score is used to conduct standardized preprocessing for
the training samples and test samples, and sample I for SDAE
training and test can be obtained, as shown in Figure 7.

3.2.3. Continuous Beam Bridge

Damage Condition. A moving load with a directional speed
of 18km/h is placed on the bridge, and the reduction of

elastic modulus of material is defined as the damage degree.
If the elastic modulus is reduced by 10%, the damage degree
is 10%, and substituted by the concentrated force F =100 kN.
In order to be different from simply supported beam bridge,
multiple unit damage is added in the experiment. Finally, the
damage label database of the set test samples is shown in
Table 3.

Sample Preprocessing. Under the action of moving load, all
the vertical acceleration response values of nodes 4, 7, 10, 11,
19, and 22 within 5.8s of continuous girder bridge are
randomly selected as the training sample database. Among
them, the damage degree is 40%, and the damage unite is No.
3. The corresponding acceleration-time curve of each node
at this unit state is shown in Figure 8.

Z-score is adopted to perform standardized pre-
processing for training samples and test samples, and sample
IT for SDAE training and test can be obtained, as shown in
Figure 9.

3.3. Results and Analysis

3.3.1. Damage Location Identification of Simply Supported
Beam Bridges

Analysis of Recognition Results. The test sample of pre-
processed sample I is used as the input data of SDAE, and the
recognition results of deep learning model are shown in
Table 4. In the table, the first category represents non-
damaged unit, the second category represents the No. 3
damaged unit, the third category represents the No. 7
damaged unit, and the fourth category represents the No. 11
damaged unit. As can be seen from the table, the identifi-
cation accuracy of the proposed method for all damage
categories has been reached 93.3%. Among them, the rec-
ognition accuracy of undamaged unit and No. 7 damaged
unit is 100%, the recognition accuracy of No. 3 damaged unit
is 90%, and the recognition accuracy of No. 11 damaged unit
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TaBLE 2: Damage labels of simply supported bridge samples.
Damage Loading condition
condition Concentration force =~ Movement Damage . Damage Label
number Boundary conditions size (kN) speed Start  End unit degree
Boundary conditions of Node Node Ist
J21Q1 simply supported beam 100 18 km/h 1 21 No No category
JZLQ2 Bpundary conditions of 100 18 km/h Node Node No. 3 45% 2nd
simply supported beam 1 21 category
JZLQ3 Bpundary conditions of 100 18 km/h Node Node No. 3 55% 2nd
simply supported beam 1 21 category
JZLQ4 Bpundary conditions of 100 18 km/h Node Node No. 7 5% 3rd
simply supported beam 1 21 category
JZLQ5 Bpundary conditions of 100 18 km/h Node Node No. 7 959% 3rd
simply supported beam 1 21 category
JZLQ6 Bpundary conditions of 100 18 km/h Node Node No. 11 25% 4th
simply supported beam 1 21 category
1ZLQ7 Bpundary conditions of 100 18 km/h Node Node No. 11 550% 4th
simply supported beam 1 21 category

is 88.9%. Therefore, the proposed method for the each
damage unit location identification of simply supported
beam bridge has certain effectiveness.

In order to verify the effectiveness of the proposed method
for damage location identification of simply supported beam
bridges with noise data, 5%, 10%, and 15% Gaussian noise are
added to the input data of training data and test data in
sample I, respectively. Meanwhile, the proposed method is
adopted to identify, and the results are obtained as shown in
Table 5. As can be seen from the table, under different noise
conditions, the proposed method has a high recognition
accuracy, which reaches 93.3%. Therefore, the SDAE pro-
posed in this paper can effectively identify the location of each
damage unit of a simply supported beam bridge.

Performance Comparison. In order to verify the identifica-
tion performance of the proposed method, the proposed
method and the traditional damage location identification
methods of simply supported beam bridges, such as BP
network and SVM, are used to identify sample I under the
condition of no noise. The results are shown in Table 6. As
can be seen from the table, compared with BP network and
SVM comparative identification methods, the proposed
identification method based on SDAE has the highest
identification accuracy and a certain advantages.

Under different Gaussian noise conditions, the recogni-
tion results of BP network, SVM, and the proposed method
are shown in Figure 10. As can be seen from the figure,
compared with the traditional identification methods BP
network and SVM, the proposed method has obvious ad-
vantages in recognition accuracy. With the increase of noise
level, the recognition accuracy of both BP network and SVM
shows a decreasing trend, and the recognition accuracy of the
proposed method remains stable. Therefore, the identification
performance of the proposed method is better than that of
traditional identification methods for simply supported beam
bridges, and it has certain practical application value.

3.3.2. Damage Location Identification of Continuous Beam
Bridges. Analysis of Recognition Results. The test samples of
preprocessed sample II are used as the input data of SDAE,
and the recognition results of deep learning model are
obtained as shown in Table 7. As can be seen from the table,
the average identification accuracy of the method proposed
for multiple damage units of continuous beam bridges is
higher, which reaches 99.8%. Among them, when the
damage unit is No. 3, the recognition accuracy of the first
damage category is 98.2%. When the damage unit is No. 10,
the recognition accuracy of the second damage category is
98.2%. The recognition accuracy of other damage cate-
gories containing multiple damage units is 100%. There-
fore, compared with a single damage unit, the method
proposed in this paper has a higher identification accuracy
for the damage position of continuous girder bridges with
multiple damage units simultaneously. The reason is that
the more the damage units are, the greater the impact on
the carrying capacity of the bridge structure is, and the
more obvious the topological relationship between the
damage category and the acceleration response value of the
monitoring point is. It can be seen that it is conducive to
SDAE classification, so as to improve the identification
accuracy of the algorithm.

In order to verify the effectiveness of the proposed
method in identifying the damage position of continuous
beam bridges with noise data, the 5%, 10%, and 15%
Gaussian noise are added to the input data of training data
and test data in sample II. And the proposed method is used
to identify the damage position, and the results are obtained
as shown in Table 8. It can be seen from the table that under
different noise conditions, the method proposed in this
paper has high recognition accuracy, with an average rec-
ognition accuracy of 99.8%. Therefore, the proposed SDAE
can effectively identify the location of each damage unit of
continuous beam bridges, and it has certain practical ap-
plication value.



8 Scientific Programming

Acceleration
=)
NS
T

0 032 064 096 128 1.6 192 224 256 2.88 3.2

Time

Acceleration
o 2 I
=

T

—
—

0 032 0.64 096 128 1.6 192 224 256 2.88 3.2

Time

Acceleration
[=}
wul
T
—
—]
—_—
—]
<>
<:
e —
—]
<>
—
<=7
—_—r
—]
—]
—
—
—
—1
—
—
—)
—]
—
—]
—
—_
-]
=
—_
=
=
—
=
—J
—

1.5+
2k
-2.5
0 032 0.64 096 128 1.6 1.92 224 256 2.88 3.2
Time
2
1.5 F

Acceleration
o
—]

-2
0 032 0.64 096 128 1.6 1.92 224 256 2.88 3.2
Time

FIGURE 6: Acceleration-time curves of nodes.

Performance Comparison. In order to verify the identi-  as BP network and SVM, are used to identify sample I
fication performance of the proposed method, the pro-  under the condition of no noise. The results are shown in
posed method and the traditional damage location  Table9. As can be seen from the table, compared with BP
identification methods of continuous beam bridges, such ~ network and SVM comparative identification methods,
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Continuous beam bridge Node Node o Ist
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TaBLE 4: Damage location identification results of simply supported beam bridges.

Damage category Total number of actual categories The number of accurate classifications Accuracy (%)
Ist category 1 1

2nd category 10 9

3rd category 10 10 93.33
4th category 9 8

TaBLE 5: Damage location identification results of simply supported beam bridges under different noise conditions.

The number of actual Correct classification at Correct classification at Correct classification at Correct classification at

Project categories 0% noise 5% noise 10% noise 15% noise
It 1 1 1 1 1
category
2nd 10 9 9 9 9
category
3rd 10 10 10 10 10
category
4th 9 8 8 S 8
category
Accuracy —— 93.33% 93.33% 93.33% 93.33%
TaBLE 6: Recognition results comparison of different recognition methods without noise.
Proiect The number of actual The SDAE algorithm is ~ The BP neural network algorithm is ~ The SVM algorithm is
) categories correct correct correct
Ist category 1 1 0 0
2nd 10 9 1 6
category
3rd 10 10 7 3
category
4th category 9 8 3 3
Accuracy — 93.33% 36.67% 40.00%
100
0T 033 93.33 93.33 93.33
80
70
E 60t
>~
é 50 |
S a0t
< 30 +
20 +
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0 L
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Gaussian noise level (%)
—e— SDAE
—e— BPneural network
o SVM
FIGURE 10: Recognition results comparison of different recognition methods under different noise conditions.
the proposed identification method based on SDAE has Under different Gaussian noise conditions, the recog-

the highest identification accuracy, which has certain  nition results of BP network, SVM, and the proposed
advantages. method are shown in Figure 11. As can be seen from the
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TaBLE 7: Damage location identification results of continuous beam bridges.
Damage category Total number of actual categories The number of accurate classifications Accuracy (%)
Ist category 280 275
2nd category 280 279
3rd category 280 280
4th category 280 280
5th category 280 280 99.76
6th category 280 280
7th category 280 280
8th category 280 280
9th category 280 280
TasLE 8: Damage location identification results of continuous beam bridges under different noise conditions.
. The number of actual Correct classification at Correct classification at Correct classification at Correct classification at
Project . o . o . o . o .
categories 0% noise 5% noise 10% noise 15% noise
Ist
280 275 275 275 275
category
2nd 280 279 279 279 279
category
3rd 280 280 280 250 280
category
4th 280 280 280 280 280
category
>th 280 280 280 280 280
category
oth 280 280 280 280 280
category
7th 280 280 280 280 280
category
8th 280 280 280 280 280
category
oth 280 280 280 280 250
category
Accuracy — 99.76% 99.76% 99.76% 99.76%
TaBLE 9: Recognition results comparison of different recognition methods without noise.
Project The number of actual The SDAE algorithm is  The BP neural network algorithm is  The SVM algorithm is
) categories correct correct correct
Ist category 250 275 0 0
2nd 280 279 50 34
category
3rd 280 280 0 0
category
4th category 280 280 19 2
5th category 280 280 17 1
6th category 250 280 24 0
7th category 250 280 48 6
8th category 280 280 63 0
9th category 280 280 43 223
Accuracy — 99.76% 10.48% 10.56%

figure, compared with the traditional identification methods
BP network and SVM, the proposed method has obvious
advantages in recognition accuracy. With the increase of
noise level, the recognition accuracy of both BP network and

SVM method shows small fluctuation, while the recognition
accuracy of the proposed method always maintains a high
recognition accuracy, which is up to 99.8%. Therefore, the
identification performance of the proposed method is better
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FIGURE 11: Recognition accuracy comparison of different algo-
rithms under different noise conditions.

than that of traditional identification methods for contin-
uous beam bridges, and it has a certain practical application
value.

4. Conclusion

To sum up, the damage location identification method of
bridge structure based on deep learning proposed in this
paper can effectively identify the damage location of simply
supported and continuous beam bridges by using SDAE.
Compared with the traditional bridge structure recognition
method BP network and the SVM method, the proposed
method shows a higher recognition accuracy and antinoise
performance. And the average identification accuracy for
continuous beam bridge of multiple damage unit reaches
99.8%. It can be seen that the proposed method has obvious
advantage on the damage location identification of actual
bridge structures. Although there are some achievements, all
the conclusions are based on software simulation, namely
theory. Obviously, it lack of practical test support, so the
proposed method has certain limitations. What is more, the
constructed damage index is relatively single. In the practical
application, the damage index of bridge structure is complex
and diverse, so the selection of damage index needs to be
turther strengthened. Meanwhile, the practicality and per-
suasiveness of the proposed method also need to be
improved.
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This paper presents a settlement prediction method based on PSO optimized SVM for improving the accuracy of foundation pit
settlement prediction. Firstly, the method uses the SA algorithm to improve the traditional PSO algorithm, and thus, the overall
optimization-seeking ability of the PSO algorithm is improved. Secondly, the improved PSO algorithm is used to train the SVM
algorithm. Finally, the optimal SVM model is obtained, and the trained model is used in foundation pit settlement prediction. The
results suggest that the settling results obtained from the optimized model are closer to the actual values and also more ad-
vantageous in indicators such as RMSE. The fitting value R* = 0.9641, which is greater, indicates a better fitting effect. Thus, it is

indicated that the improvement method is feasible.

1. Introduction

In recent years, with the continuous improvement of China’s
economic level, technology, and urbanization, a variety of
high-rise buildings have been erected. During construction,
foundation pit construction is an essential part, which di-
rectly affects the quality of the whole architecture. If the
foundation pit settlement is not predicted and monitored in
time, architecture is at very high risk of tilting and col-
lapsing, thus causing serious safety accidents and endan-
gering people’s personal and property safety. Therefore, the
use of current information technology for the prediction and
real-time monitoring of foundation settlement changes is an
inevitable choice in the field of building construction, which
greatly improves the service life and stability of buildings. At
present, the method of predicting foundation settlement has
changed from traditional artificial prediction to prediction
by various neural network algorithms of machine learning,
such as BP neural network, CNN, and Gray theory, which
are more applied. The above algorithms have achieved better
application results in the fields of image classification rec-
ognition and fault diagnosis prediction. With the wide

application and popularization of machine learning, more
and more intelligent algorithms are proposed and applied to
subsidence deformation monitoring, such as particle swarm
optimization (PSO) algorithm, and support vector machine
(SVM) is also utilized. In terms of specific research, Yan Lv
et al. proposed and constructed a settlement prediction
model by combining Gray theory and BP neural network.
The experimental results indicate that the accuracy rate of
prediction of the model stands at 75%, and it can be applied
in the prediction of foundation pit settlement engineering,
which has a certain reference value [1]; Zhang et al. collected
a large amount of foundation settlement data from several
projects and summarized 17 main factors affecting ground
settlement, which provided a strong database for settlement
prediction [2]; for genetic optimization of extreme-value
learning machine, Yang proposed three different activation
functions for the extreme learning machine (ELM) model
based on a genetic algorithm. The test results show that the
constructed Ga-ELMsin model has high prediction accu-
racy. The computational accuracy of the ELM model can be
effectively improved with the addition of a genetic algorithm
[3]. Wei Jiameng et al. proposed to apply the Newton-Cotes
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quadrature formula to the nonisometric GM(1, 1) modeling
and applied it to the prediction and real-time monitoring of
building settlement and deformation. The analysis reveals
that the proposed prediction method can be monitored and
analyzed in the building settlement changes. The fit is im-
proved by about 30%, and the prediction accuracy of the new
model is significantly better than that of the traditional
model [4]. Shi-fan et al. proposed a GWO-ELM model to
enable training and prediction of ground subsidence. The
optimized GWO-ELM model has significantly improved
prediction ability and better prediction effect [5]. Zhan et al.
proposed an Elman network-based surface settlement pre-
diction method to predict the surface settlement of deep
foundation pits in oceanic lots and then correct the predicted
values by the Markov chain model, thus further improving
the accurate prediction of deep foundation pits in deep
marine areas. They also found that this method has a good
denoising effect and is practical through practice [6]. Liu
et al. constructed a tunnel settlement prediction model
represented by Zhengzhou based on the currently available
monitoring data. By using this model, the Zhengzhou tunnel
can be monitored and predicted in real time, and the specific
location and orientation of settlement can be discovered in
time so that timely maintenance can be carried out to ensure
the normal operation of the subway [7].

The above study shows that combining machine learning
and neural networks for settlement prediction has become
the mainstream of current thinking. In this study, two
typical algorithms, PSO and SVM, are combined to make
predictions regarding the settlement of foundation pits.

2. Basic Methods

2.1. Support Vector Machine Model. Support vector machine
(SVM), a new machine learning method, is often industrially
used as a classifier and contributes to the development and
application of deep learning algorithms as well. It was
invented by Vapnik’s team on the basis of statistical learning
theory [8-11]. Currently, SVM is gaining momentum in a
number of research fields, including image recognition and
classification, face recognition and classification, and time
series prediction [12-15]. As a typical binary classification
model, SVM, by separating positive and negative planes
through the hyperplane and introducing a linear classifi-
cation criterion with a maximum interval, empowers the
linearizer with nonlinear capability with the help of kernel
tricks (nonlinear mapping). Compared with traditional
machine learning algorithms, SVM features with adapt-
ability, generalization, a short period needed for training,
and a minor chance of being trapped in local search, etc.
Therefore, SVM is applied in many fields as a way of solving
complex real-life problems [16, 17].

2.1.1. The Basic Idea of the SVM Algorithm. As an effective
supervised learning method, SVM includes interval, dyadic,
and kernel tricks. From a mathematical point of view, SVM
provides the optimal algorithm for convex quadratic
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programming [18-20]. The classification algorithms of SVM
are shown in Figure 1.

In Figure 1, the black and white dots denote two types of
samples, and the sample dots distributed on the separating
plane are the support vectors. Then, “2” denotes the optimal
separating hyperplane found by SVM, and “1” and “3”
denote the separating hyperplane nearest to the optimal
separating hyperplane. The distance between “1” and “3” is
the margin, and when the margin reaches the maximum, it is
the optimal hyperplane. With the help of the discriminant
function of f(x) = we(x)+b, which is also called the
separating hyperplane, SVM finds the optimal separating
plane.

(1) Linearly Separable SVM. It is assumed that the training
sample set {(x;, ,),i = 1,2,...n} includes 2 classes, where
the first class is labeled as y; =1 and the second class is
labeled as y; = —1. When the samples are sorted out by using
the separating hyperplane wx + b = 0, the constraint con-
dition is as follows [21]:

yi(w-x;+b)-120i=1,2,...n (1)
The distance between point x and separating hyperplane

is given by
|- x; + b

el

The distance between the two separating hyperplanes is
given by

d(w,b,x) = (2)

lo-x+b] _ 2 (3)

el el leoll

According to the above analysis, SVM is optimized to
find optimal hyperplane, i.e., the optimal hyperplane is
obtained by solving min 1/2[|w||* which can be expressed by
the following equation:

1

min_, loll?,
2

(4)
sty(w-x;+b)>1, i=1,2,...n

As convex quadratic programming can only be solved by
a global optimal solution, which makes the process of so-
lution simple, the global optimal solution can be derived by
calculating the extrema. In solving convex quadratic pro-
gramming, a combination of structural and empirical risk
needs to be considered, and we can get the following
equation after the Lagrangian function is introduced into
equations (3)-(4) based on the Lagrangian duality [22]:
L(w,b,a) = %uwu2 “Yaly(w-x+b)-1], (5

i=1

where a;>0(i=1,2,...,n) denotes the
coeflicients.
Find the partial derivatives of w and b, respectively, and

make them equal to zero as follows:

Lagrangian
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w-x+b=0

FiGure 1: Classification diagram.

= 0’
(6)
oL ¢
% = Zl a;yi
=0.
After collation, we can get
w = Zai (i),
. 7)

n
Z a;y; = o.
1=1

Substituting the above results into equations (3)-(5), we
can get

1 n n

L(w,b,a) = — Z Zaiajyiyj<xi ’ xj) +

i=1 j=1 i

a;. (8)

V]
M=

Therefore, the original problem of optimization can be
transformed into the Lagrangian dual problem as the fol-
lowing equation:

n

1
max: L(a) = Zai ~3

i=1 i

n n
Z a;a;y;yiXiX
=1 j=1
9

n
s.t Z a;y; = 0a; > 0.
i=1

As a® = (al,a,...a:)" denotes the optimal solution of
the Lagrangian dual problem, the solution of the original
optimization problem can be expressed as follows:

w' = i“;yixp
- (10)
b* =y - Z“:J’i(xi ) Xj)’

i=1

where x; and x; denote any pair of support vectors in the two
categories. With the above derivation process, the classifi-
cation function identifying the final optimal hyperplane is
expressed as follows:

f(x)= sgn[ia;yi(x-xi)+b:|. (11)

i=1

(2) Nonlinear SVM. On the basis of nonlinear mapping
functions, achieving the mapping of sample data from low-
dimensional space to feature space (high-dimensional
space), nonlinear problems are converted into linear ones.
The training efficiency of SVM can be significantly improved
by choosing appropriate kernel functions to perform inner
product operations in the initial space or the high-dimen-
sional space, provided that the Mercer condition is met.

2.2. 'The Principle of Particle Swarm Optimization.
Particle swarm optimization (PSO) is an iteration-based
evolutionary algorithm, which was developed by Eberhart
et al. The foraging behavior in birds is observed, and the
algorithm has been widely applied in artificial intelligence.

The foraging behavior in birds is analyzed by describing
each bird in the flock as a particle. Each particle represents a
potential solution to an optimization problem. However, the
particle is a two-dimensional optimization vector in a two-
dimensional optimization problem. In addition, the particle
is a multibit optimization vector in a multidimensional
optimization problem. Therefore, the bird flock is a swarm of
particles. Assuming that there are m particles in the D-di-
mensional target search space, if the optimization objective
function value is used to characterize the particle merit
where the position of any particleis X; = (x},x7,...xP)and
velocity is V; = (v},v?,...vP), the smaller the objective
function value, the nearer the particle tends to the extreme
position and the better the particle quality is. After a limited
search of optimization, the optimal position of a single
particle is P; = (p}, p?,... pP) and the optimal position in
the swarm of particles is P, = (qufp;,.. . .p?).

After a round of particle position iteration, the fitness
values should be updated simultaneously. Comparing the
fitness values of new particles with those of personal best
values and group best values, we shall update the Pbest
position of the personal best values and Gbest position of the
group best values with the following equation:
Vf; = “’Vfd + C171(Pfd - de) + Czrz(PZ d~ de)> (12)

k+1

k+1 k
Xia =Xia+Via»

where ¢; and ¢, are the learning factors and w represents the
weight. Then, r; and r, denote the random number in the



interval [0, 1]. V¥4l together with V¥, and X! together
with Xf.‘ 4 are the particle velocity and particle displacement
at the next moment and the current moment, respectively.

2.2.1. The Flow of PSO. PSO is used to update particle
positions and velocities in the solution space and continues
to find the best particles in the process, which can be il-
lustrated in Figure 2.

(1) Initialize the particle swarm: randomly select the
initial particles in the solution space and set the
velocity and motion direction of the initial particles
as well as the learning factors, inertia weights, and
other parameters.

(2) Calculate the fitness value: the fitness value of the
current particle is solved to determine the personal
best value. Then the group best value is determined
by comparison.

(3) Update the velocity and position of particles: regulate
particle velocity by comprehensively considering
personal best value and group best value, and guide
the particles to move at this velocity.

(4) Output the optimal solution: after a round of iter-
ations, if meeting termination condition, the optimal
solution can be obtained; if not meeting termination
condition, skip to step 2 until the termination
condition is met or the number of iterations is
reached.

3. The Construction of a Settlement Prediction
Model of Foundation Pit Based on the
Improved PSO-SVM Model

3.1. SA Algorithm. Simulated annealing (SA) algorithm,
proposed by Metropolis as a heuristic algorithm through
simulating the annealing process, is often used to solve some
solutions that are difficult to denote in theoretical and
mathematical derivations. While the molecular motion within
a solid at high temperature is fast and the molecule energy is
high, as the temperature decreases, the molecular motion
tends to slow down and transits from the disordered state to
the ordered state. During the annealing process, the solid
matter can reach thermal equilibrium at any temperature, and
the thermal equilibrium at this time is equivalent to the local
optimal solution. Then, as the thermal energy of the solid
matter is the lowest and a new thermal equilibrium appears
when cooling down to the lowest temperature, the thermal
equilibrium at this time is equivalent to the global optimal
solution. Compared with the PSO algorithm, the SA algo-
rithm features with a remarkable advantage in global search
and therefore is suitable for solving large-scale combinatorial
optimization problems [23].

3.2. The Principle and Flow of the SA-PSO Algorithm

3.2.1. The Principle of the SA-PSO Algorithm. The SA-PSO
algorithm improves the overall application by using the SA
algorithm to compensate for its shortcomings on the basis of
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the PSO algorithm. As the receive state is determined based
on a probability formula in the SA algorithm, if
f(x(k+1))< f(x(k)), receive state is x (k + 1); otherwise,
x(k+1) will be received based on the probability
p=exp(f(x(k+1))— f(x(k))/T). Since the setting situ-
ation of the initial value has little effect on the probability
value of the SA algorithm, the optimal solution can be
calculated according to the probability formula. The SA
algorithm changes the annealing temperature through the
adjustment function, which means the difference in the
particle fitness values is apparent if the temperature at the
initial stage is high. As the particle search range expands
simultaneously in the process of cooling down, the fitness of
the particles is close to the optimal solution when the
annealing temperature tends to zero. In addition to the more
optimal solutions in the current state, the SA algorithm,
when receiving new solutions with a certain probability to
receive solutions that do not fully satisfy the conditions,
strengthens its global search capability consequently. Ap-
parently, the combination of the two algorithms enables
better application performance as the SA algorithm com-
pensates for the shortcomings of the PSO algorithm [24, 25].

3.2.2. Flow of the SA-PSO Algorithm. Combined with the
previous discussion, the SA-PSO algorithm features with the
advantages of fast convergence and strong global search
capability, etc. The implementation procedures are shown as
follows [26]:

(1) Perform initialization of particle position and ve-
locity based on the PSO algorithm.

(2) Select an appropriate fitness function to obtain the
personal best fitness value P; as well as the group best
fitness value P,.

(3) Set the initial temperature ¢, = fitness( pg)/logS.
fitness ( ry) denotes the fitness value of the optimal
particle.

(4) Introduce the SA algorithm to obtain the fitness
value of each particle at the initial temperature.

)1 (8

TF(p;) = N )-r ()

(13)

(5) Update particle position and particle velocity based
on the PSO algorithm.

(6) Solve for the updated particle fitness values.

(7) Perform annealing treatment.

(8) If the termination condition is met, stop iteration
and output the result. Otherwise, skip to step 4, and

repeat the steps above until the termination condi-
tion is met.

3.3. The Construction of the Settlement Prediction Model of
Foundation Pit of Improved SVM on the Basis of SA-PSO.
To improve the accuracy of foundation pit settlement pre-
diction, firstly this paper uses the PSO algorithm to optimize
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Ficure 2: Flowchart of particle swarm optimization parameter optimization.

the covariates (g, C) in the SVM model. Optimization search,
however, may be trapped in the circle of local optimization
search. In this regard, by invoking the SA algorithm to
improve the PSO algorithm, this paper developed a better-
performing SA-PSO algorithm, which can determine the
optimal solution of parameters in a more efficient and ac-
curate manner. Therefore, the SVM model based on the SA-
PSO algorithm can strongly back the settlement prediction
of the foundation pit.

The flowchart of the SA-PSO algorithm for SVM model
parameter optimization is shown in Figure 3.

(1) Data acquisition and collation: the raw data of set-
tlement are preprocessed, and then phase space is
reconstructed to establish a time series of phase
space. Next, put the collated data into the prediction
set and training set, respectively, and thus, by
comprehensively applying the Cao method and
mutual information, the optimal embedding di-
mension m and time delay r are determined.

(2) Processing by normalization method: the data in the
prediction set and training set need to be normalized
by the following equation for the purpose of avoiding
data redundancy:

2X = Xmax = Xmi
max min
y= > (14)
Xmax ~ Xmin
where x,;,, and x_, denote the minimum and

maximum values in the original data, respectively.
Here, x denotes the observed data and y denotes the
normalized data.

(3) Set the velocity of the initial particle and apply the
fitness function f(x) = l/nzg':1 (y; = 3,)% so as to
solve the personal best fitness value p; and the group
best fitness value p,.

(4) Simulate annealing initialization on the basis of the
SA algorithm. By setting the initial temperature

t, = fitness (p,)/log 5, solve for the initial solution S
and the current fitness values, and then update p;
and p,.

(5) Calculate the updated solution S1, and update the
particle position and velocity through the PSO al-
gorithm. In the meantime, solve for the new fitness
value.

(6) Follow the rules in the simulated annealing. If
f(S1)< f(S), so 81 =S at this point, ie., receive
state S1; if f(S1) < f(S), then S remains unchanged
at this point.

(7) Update p; and p, based on the new fitness values.

(8) If the termination condition is met, you can stop the
iteration and output the result; otherwise, skip to
step 1, and repeat steps above until the termination
condition is met.

4. The Engineering Application of the Improved
PSO-SVM Model

4.1. SA-PSO-SVM Model Training Results. Data from a
monitoring point, which represents the maximum settle-
ment, were selected as the base data, and the data were
normalized where the slack variable is 0.02 and other pa-
rameters are set. Then, the predictions of data from the test
set were simulated on the MATLAB, a software platform, by
optimizing the model, and quantitative analysis was con-
ducted by combining the application of four indicators,
which are goodness of fit R*=[YL, (3(i)- f)
(@) =F X GO = )’ T () - 7)° root mean

square relative error RMSE = \/1/11 Y (=7, mean

absolute error MAE = (1/n) Y, |y; — 7|, and residual sum
of squares SSE = Y, (y; — 7;)*. In this case, goodness of fit
R? characterizes the degree of influence of the independent
variables in the model on the joint process of the dependent
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FiGure 3: Flowchart of the SA-PSO algorithm for SVM model parameter optimization.

variable, where tending to 1 implies that the model has a
good fitness degree. Then the root mean square relative error
RMSE means the dispersion of the prediction results, and
the mean absolute error MAE represents the prediction
accuracy of the model.

The prediction results are displayed in Figure 4.

According to the analysis in Figure 4, the SA-PSO-SVM
model to train and predict has a good fitting degree. The
change curve of settlement predicted by the model basically
fits the change curve of the settlement obtained from actual
observation. Relevant data and ratings are shown in Table 1.

When analyzed in conjunction with Table 1, the
prediction accuracy of the SA-PSO-SVM model is better
than that of the PSO-SVM model. The relative error of the
root mean square is 0.2134. In addition, the prediction

curve of the SA-PSO-SVM model has a good fitting degree
with the actual curve, and its goodness of fit is 0.9962,
which is higher than that of the PSO-SVM model.
Moreover, when the SA-PSO-SVM model has lower re-
quirements for data, it has better robust performance;
besides, the SA-PSO-SVM model can produce prediction
results that are closer to the actual values since it is less
likely to fall into the defect of local extremes; furthermore,
the SA-PSO-SVM model can effectively handle nonlinear
data and maintain a high convergence rate in the search
process.

The SA-PSO-SVM model was used to predict the set-
tlement at the JC15 monitoring point for Period 32 with the
input values (-18.04, —18.36, and —18.72). Then, the output
values from Period 32 were reinput into the model and used
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FIGURE 4: SA-PSO-SVM model training and prediction result graph.

TasLE 1: Comparison of results of model processing.

Model index PSO-SVM SA-PSO-SVM
RMSE 0.3135 0.2134
SSE 3.0477 1.4121
MAE 0.2719 0.1706
R*(goodness of fit) 0.9685 0.9962

to predict the settlement for Period 33, and the results
obtained are listed in Table 2.

According to the predicted results, the settlement of
monitoring points for Periods 32 and 33 is —18.83 mm and
—-18.91 mm, respectively, both of which are below the
warning value (Hegiction <25mm), and therefore, the
current foundation pit works are judged to be safe in terms
of construction.

4.2. Comparison and Analysis of the Three Models. To test the
prediction accuracy of the SVM regression prediction
model, the PSO-SVM prediction model and the SA-PSO-
SVM prediction model are used in this section. Under the
three models, data are predicted from the training set and
test set at JC15 monitoring points, and we obtained the
results presented in Table 3 and Figure 5.

The best fitness of the SA-PSO-SVM model outperforms
that of the PSO-SVM model and consistently outperforms
the fitness value of the SVM regression prediction model
throughout the iterations. As the best fitness value of the SA-
PSO-SVM model converges to 2.31x107%, the corre-
sponding optimal covariate is the kernel function g =0.0572
and the optimal penalty parameter is C=65.0981, which is
shown in Table 4.

As the curves of fitting predictions of the three pre-
diction models have a good fitness degree to the curves from
actual observation, all three prediction models can provide
assistance to the settlement prediction.

7

T T

6 8 10
TaBLe 2: Simulation results of support vector machine
optimization.
Cycle Input value SA-PSO-SVM
32 -18.04 -18.36 -18.72 —-18.83
33 —-18.36 -18.72 -18.83 -18.91

TaBLE 3: Comparison of the accuracy of the three model treatments
(unit: mm).

SVM PSO-SVM SA-PSO-SVM
RMSE 0.6038 03135 0.2134
SSE 11.3001 3.0477 1.4121
MAE 0.4583 0.2719 0.1706
R’ 0.9241 0.9685 0.9962

0 T T T T T T T T T T T 1
&3 5 7 9 11 13 15 17 19 21 23 25 27

-10

-12

Cumulative settlement value (mm)

216 -

-18

20 L

— SVM
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@ Original value
‘‘‘‘‘‘ PSO-SVM

Figure 5: Comparison of the predicted and actual values of the
three models.
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TaBLE 4: Optimization results of SVM parameters.
Model C G
SVM 87.6513 0.0633
PSO-SVM 86.6892 0.0617
SA-PSO-SVM 65.0981 0.0572

In addition, the root mean square relative errors are
0.6038 mm, 0.3135mm, and 0.2134 mm, respectively. Be-
sides, the MAE and SSE values of the SA-PSO-SVM model
are the smallest among the three models, which are 0.1706
and 1.41221, respectively. Then, the goodness of fit of the SA-
PSO-SVM model, which is equal to 0.996172, is higher than
those of the other two models.

4.3. Validation and Analysis of Prediction Models.
According to the engineering application results of the three
models, the SA-PSO-SVM model is superior to the
remaining two models in terms of overall performance. To
turther verify the reliability of the above conclusion, in this
section, we combined the data from the JC30 monitoring
point, the submaximum settlement, for analysis and
verification.

For the cumulative settlement data at the JC30 moni-
toring point, settlement predictions were made by applying
the SVM regression prediction model, PSO-SVM prediction
model, and SA-PSO-SVM prediction model. The results are
presented in Figure 6.

It can be seen that the maximum residual values cor-
responding to the SVM regression model, the PSO-SVM
model, and the SA-PSO-SVM model are -1.97 mm,
—0.63 mm, and 0.35 mm, respectively, and it therefore in-
dicates that the settlement prediction curves of all three
models basically match the original data curves. Further-
more, the SA-PSO-SVM model presents better fitting results
than the other two models, with a goodness of fit of 0.9641.

The accuracy of data processing of the three models is
listed in Table 5.

It can be seen that the root mean square relative error of
the SA-PSO-SVM model, which is only 0.1889, is signifi-
cantly smaller than those of the SVM regression model and
the PSO-SVM model. Then, the SSE value and MAE value of
the SA-PSO-SVM model, which are 1.1067 and 0.1693,
respectively, are also the smallest among the three models.
Therefore, it confirms that the proposed SA-PSO-SVM
model has better robust performance in data processing and
can search for global optimal solution efficiently. Further-
more, the PSO-SVM model also shows good adaptability to
nonlinear time-series settlement data and can finally achieve
the expected prediction accuracy.

The three models were used to predict the settlement at
the JC30 monitoring point for Periods 32 and 33, respec-
tively, and the results obtained are listed in Table 6.

According to Table 6, based on the SVM regression
model, PSO-SVM model, and SA-PSO-SVM model, the
cumulative settlement at the JC30 monitoring point for
Period 32 and 33 is all below the warning value
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FIGURE 6: Prediction results of JC30 monitoring points.

TaBLE 5: Processing accuracy of the three models (unit: mm).

SVM PSO-SVM SAPSO-SVM
RMSE 0.6791 0.3208 0.1889
SSE 14.2956 3.1912 1.1067
MAE 0.4426 0.2909 0.1693
R*(goodness of fit) 0.8924 0.9285 0.9641

TaBLE 6: Numerical prediction results of three models for JC30
monitoring points.

Cycle SVM PSO-SVM SA-PSO-SVM
32 -18.02 -17.73 -17.86
33 -18.21 -17.84 -17.75
(H prediction < 25mm). Therefore, the current foundation

pit project can be judged as safe in terms of construction.

5. Conclusion

Based on the analysis and validation above, the SA algorithm
is used to improve the PSO algorithm, so as to optimize the
parameters of the SVM model. Thus, the needs of settlement
prediction of the foundation pit are met.
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To solve the problems of low accuracy and high time cost in manual recording and statistics of basketball data, an automatic
analysis method of motion action under the basketball sports scene based on the spatial temporal graph convolutional neural
network is proposed. By using the graph structure in the data structure to model the joints and limbs of the human body, and using
the spatial temporal graph structure to model the posture action, the extraction and estimation of human body posture in
basketball sports scenes are realized. Then, training combined with transfer learning, the recognition of motion fuzzy posture is
realized through the classification and application of a label subset. Finally, using the self-made OpenCV to collect and calibrate
NBA basketball videos, the effectiveness of the proposed method is verified by analyzing the motion action. The results show that
the proposed method based on the spatial temporal graph convolutional neural network can recognize all kinds of movements in
different basketball scenes. The average recognition accuracy is more than 75%. It can be seen that the method has certain practical
application value. Compared with the common motion analysis method feature descriptors, the motion action analysis method
based on the spatial temporal graph convolution neural network has higher identification accuracy and can be used for motion

action analysis in the actual basketball sports scenes.

1. Related Work

Basketball is one of the most popular sports competitions.
The analysis of motion action in the basketball sports scene is
helpful to improve basketball players’ skills. In addition, it
can make basketball coaches and athletes quickly master
their own sports characteristics. At present, the analysis
mainly relies on manual, and the posture estimation is
processed by manual marking basketball video. This method
usually has problems of low efficiency, low accuracy, high
cost, and so on. To solve the above problems, Yu et al.
proposed to use MeanShift to process and track the features
of motion videos. The tracking and recognition accuracy of
this method is 96.04% and 97.10%, respectively, which has
ideal effects [1]. Liu et al. proposed an improved ghosting
suppression and adaptive visual background extraction al-
gorithm to effectively remove the ghosting problem in
motion videos [2]. Li et al. detected and tracked moving
targets by combining FPGA and image processing, which

realize the functions such as image acquisition, image gray
scale, image filtering, and interframe difference [3]. Bin et al.
recognized students’ standing behavior in a class based on
the region of interest (ROI) and face tracking [4]. Huang
detected 3d image targets and introduced a deep learning
algorithm, thus greatly improving the accuracy of detection
[5]. In addition to the above studies, Sun and Man-
ikandaprabu et al. also proposed target detection and
tracking methods [6-12]. The above research provides a lot
of useful methods for the tracking of motion targets.
Therefore, this paper combines basketball movement to
detect and recognize basketball motions so as to provide a
new method for the processing of sports video images.
The motion action analysis at the basketball sports scene
has made great progress, but its overall performance still
needs to be improved. On the one hand, the prediction effect
of human posture joint points in the basketball sports scene
is not satisfactory. On the other hand, the boundary of
estimating motion in basketball is relatively fuzzy, which
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increases the difficulty of research [13-15]. Therefore, in
order to solve the above problems, on the basis of the
existing research, utilizing the powerful learning ability of
the spatial temporal graph convolutional network (ST-
GCN), this study proposes a method of analysis of motion
action in basketball sports scene based on image processing
and spatial temporal convolutional neural network. What is
more, by using the graph structure in the data structure to
model the human joint points and limbs, and using the
spatial temporal graph structure to model the posture action,
the human posture in the basketball sports scene is extracted
and estimated. Then, by dividing and applying the label
subset, and combining it with migration learning training,
the recognition of motion fuzzy posture is realized.

2. Introduction of Spatial Temporal Graph
Convolutional Neural Networks

The spatial temporal graph convolution neural network re-
defines convolution according to the graph structure, and it
enables the graph structure to perform convolution opera-
tions. In 2D image convolution, the feature maps of the whole
process are two-dimensional pixels. The convolution step is
setas 1, and 0 is added at the appropriate position of boundary
to obtain the output feature graph with the same size as the
input feature graph. For the input fin ¢ channels, convolution
kernel with size a* b is adopted for convolution; then, the
output feature map of position (x, y) is as follows [16]:

g, y) = f(x, )« W(x,y)

a b (1)
- Z Zf(S,t)W(s—x,t—y).

s=—at=-b

In the convolutional neural network, the convolution of
the convolution kernel W is the weighted overlay of the
corresponding position of the image and the convolution
kernel, so the above equation can be rewritten as

a b
gy =Y Y fpxyhw) -Whw), (2)

h=-a w=-b

where p represents the sampling function, which is re-
sponsible for extracting the field of (x, ¥) and (x, y) itself,
which can be expressed as:

pCe y, hw) =(x,y) + p' (p,w). (3)

Here, W is the matrix of ¢ channels, the weighted result
obtained from the input sampling inner product of ¢
channels, which represents the weight function.

Formula (2) is extended and graph convolution is de-
fined as follows:

(1) Feature mapping of all nodes (including c-dimen-
sional feature vector) is

fi: Vi — R (4)

(2) In the image field, the sampling function p (h, w)
extracts the points around the center of gravity. In the
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image structure, for node v,;, the sampling function
extracts its adjacent point set B(vti){vtjld(vtj,vﬂ)
< D}, where d(v;;, v;;) represents the minimum dis-
tance between the nodes v;; and v,;. Therefore, the
sampling function p: B(v,;) — V can be expressed
as

p(vti’vtj) = Vi (5)

Considering that the connection between human
body joints is sparse, this study takes the joint whose
adjacent distance is 1, so D=1 is set.

(3) Two-dimensional image pixels are arranged in

squares. Any location field is arranged from top to
bottom and from left to right. However, for a general
graph structure, adjacent nodes have no fixed order.
So instead of labeling and building a weight function
node by node, this paper divides the set of the ad-
jacent node B(v,;) of the node v,; into a fixed number
of K subsets. Meanwhile, it codes the (¢, K) di-
mensional tensor to map adjacent nodes to corre-
sponding label subsets:

li: B(v;) — {0,...,K -1} (6)
The weight function can be expressed as
W(Vﬁ, th) = W’(lti(vtj))‘ (7)

Using the newly defined sampling function and
weight function to rewrite formula (2), then we get

fout (Vti) = Z ﬁfin(p(vti’ th)) ' W(Vm th)>

vjeB (v;) il

(8)

where Z,; (v;;) is the normalized term, which is equal
to the number of subsets. And it is used to measure
the influence of different subsets on the output result,
which can be calculated by the formula as follows:

Zt,-<th) :Hvtk”ti("tk) = lti(vff)H' ©)

Substituting formulas (5) and (7) into formula (9),we
obtain

fout (Vti) = Z ;fin(vtj) ’ W’(lfi(vfj))' (10)

v,;€B (v,) z()

(4) Formula (10) is used to establish the spatial temporal

graph convolution model of human posture se-
quence. First of all, the two adjacent frames with the
same node are connected according to the graph
structure to form the edge set Er. Then, multiple
spatial graphs are connected into the spatial tem-
poral structure, which realizes the spatial temporal
graph convolution. Finally, the spatial adjacent point
set is extended to adjacent frame nodes as follows
[17, 18]:
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B(vy) = {quld(vqi’ Vti) <K,|g-tl<

I o

Here, T' is the parameter, representing the time length of
the spatial temporal convolution kernel. And it is respon-
sible for setting the distance threshold of adjacent nodes
added into the subset to less than I'/2 from v,; in the time axle
distance.

The spatial temporal convolution sampling function is
the same as the convolution sampling function of each frame
graph in formula (5). The weight function is for the root
node v;;, and the label mapping Isy (v,;) of adjacent node set
of the spatial temporal graph structure can be expressed as

ba(vg) =1y +(a -+ [5] ) xk. (2)

Here, I,;(v,;) represents the label mapping of the adja-
cent node set of node v;; in each frame.

3. Basketball Motion Analysis Method
Based on Spatial Temporal Graph
Convolutional Network

3.1. Overall Process. According to the characteristics of the
above spatial temporal graph convolution network, the
specific process of the basketball motion analysis method is
designed, as shown in Figure 1. First of all, according to the
node sequence formed by each human body joint of input
multiple frames, the label subset is divided by the label
division strategy. Then, the input tensor is constructed by
transforming the spatial temporal graph convolution
network into spatial temporal graph convolution. Finally,
using the spatial temporal graph convolutional neural
network to train and classify output, the analysis of bas-
ketball movement is realized. Each key part is explained as
follows.

3.2. Construction of the Structural Input of Human Body
Joint Sequence Diagram. According to the multiple joint
matching algorithm, the graph structure in the data struc-
ture is adopted to model the human body joints and limbs,
and the spatial temporal graph structure is adopted to model
the posture action, as shown in Figure 2 [19-22].

For a T frame, the basketball movement video with N
joint posture sequences of each frame can be defined as an
undirected temporal and spatial diagram G = (V, E), where V
is the input of the convolutional neural network, and it
represents the total number of joints in posture sequence
[23]. Calculating by formula (13), we obtain the corre-
sponding coordinate confidence of each coordinate point
and posture estimation output heat map. In addition, the
edge of the spatial temporal graph structure can be
decomposed into the edge set of each frame and the edge set
between two adjacent frames, which are expressed as for-
mulas (14) and (15), respectively, where H represents the
joint of the human limb, and all edges of Ej represent the
locus of the joint [24].

Input multiple frames for
each person's joints

v

Constitute the joints
sequence

Label subset
partition strategy

v

Convert to spatiotemporal
convolution

A 4

Spatial temporal graph
convolutional neural network

v

C)utput action classiﬁcatioD

FIGURE 1: Basketball movement analysis flow based on spatio-
temporal graph convolution network.

(8]
time
® @

FiGURre 2: Temporal and spatial diagram of human joint sequence.

V={wlt=1,...,T,i=1,...,N}. (13)
E, ={vyv,lt = 7, (i, j) € H}, (14)
Ep ={VtiV(t+1)i}- (15)

3.3. Label Subset Partition Strategy. The subset of labels in
this study is divided by reference to the ST-GCN partition
strategy. ST-GCN partition strategy includes unified parti-
tion, partition by distance, and partition by spatial structure,
as shown in Figure 3. In the figure, Figure 3(b) is a unified
partition strategy, which is the most direct and simple
partition strategy. By dividing the whole set of adjacent
point, the corresponding graph convolution is calculated as
the inner product of feature vectors and weight vectors of
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(d)

FIGURE 3: Label subset partition strategy.

each adjacent node to v; i Therefore, it can be seen that the
unified partition strategy is to calculate the inner product of
all adjacent nodes’ average feature vector and weight vector,
which is easy to lead to the loss of local features. So, this
method is not the best posture sequence classification
method [25].

Figure 3(c) is the partition strategy by distance, which is
based on the distance d (-, v,;) from the root node v,;. In this
study, D is set to 1, so the root node itself can be regarded as a
subset, that is, D = 0. The adjacent nodes with distance D=1
can form a subset. Therefore, the partition strategy can
include two vectors with different weights to model the local
differential characteristics. Label quantity divided by dis-
tance is K=2, and the label is

Li (vi) = d(th : Vti)- (16)

Figure 3(d) shows the subset partition of adjacent point
labels based on the spatial distribution of human body joints,
where X is the center of the human body, and the adjacent
point labels include three label subsets, such as the root node
itself, centrifugal group, and centripetal group. In this paper,
the center of gravity of the human body is obtained by
averaging the coordinates of all the nodes. According to the
spatial distribution, the number of labels is K=3, and the
labels are

0, ifrj =1,
Li(vg)=4 L ifrj=r; (17)
2, ifrj =7,

Here, r; represents the average distance from the gravity
of each frame to the joint i in the training set.

3.4. Implementation of ST-GCN Based on Label Subset.
The method of ST-GCN in the case of single frame is shown
in the formula as follows:

fou =N "P(A+ DN LW, (18)

/\ii = Z(Al] + Iij), (19)
j
where A" represents the normalized term; A represents the
adjacency matrix of the human joint connection; I stands for
the self-connected identity matrix; W represents the weight
matrix formed by stacking the weight vectors of the output
channel.

Considering that there are multiple subsets of labels in
practice, the spatiotemporal graph convolution cannot form
A" V2 (A + A2, Therefore, it is necessary that the input
performs tensor multiplication with the normalized adja-
cency matrix, and the result performs the time dimension
convolution with the standard convolution of length 1 x T.
The input feature graph can be expressed as a (C, T, V)
dimensional tensor, where C is (x, y) score, V represents the
joint number, and T represents the sequence length. The
adjacency matrix can be expressed by multiple matrices Aj,
namely (A+1I) = ZjAj. So, formula (20) can be expressed
by formula (21), which is shown as follows:

-1/2 -1/2
fout = ZAJ A]/\] finWj’ (20)
i

A = ;(Aﬂk) ta. (21)

To avoid that the denominator is 0, this article sets
a = 0.001.

4. Results and Analysis

4.1. Experimental Environment and Basketball Movement
Classification. In Python, the results were counted and
displayed by using pyqt5 and openCV, and the posture
estimation is processed by using OpenPose. Basketball
movement classification is the premise of action analysis.
This study is based according to the current commonly used
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basketball Kinetics dataset to classify the basketball move-
ments. Four types of basketball-related actions are obtained,
namely running with the ball, layup, pitching, and playing
basketball. Among them, playing basketball includes a series
of basketball actions, which belongs to multiple basketball
action categories. So this experiment only selected three
kinds of actions, such as running with the ball, layup, and
throwing the ball, as the basketball movement category. In
addition, considering the possible state of movement of
basketball players on the court, this experiment comple-
ments four types of actions: running without the ball,
passing the ball, catching the ball, standing, or defending.
Finally, the basketball action category in this experiment
contains a total of seven kinds of actions, as shown in
Table 1.

4.2. Data Sources and Preprocessing. In this experiment,
video clips of NBA standard games collected by the self-
developed basketball action capture gadget are used as the
experimental data. Tools include play, stop, fast forward, fast
back, and jump to the specified frame function. In addition,
there is a tracking algorithm consisting of two parallel
forward networks added into the tool, where one network is
used to calculate the representation of template features, and
the other network is a tracking network. The center point
feature and the template feature are used to find the most
similar location as the boundary frame.

Considering that the center of the calibration frame of
the tracking algorithm is usually target center, and the size of
the calibration frame varies with the size of the target. It has a
great influence on the target posture extraction. Therefore,
this study sets the clipping frame center to the standard
frame center and sets its size to 368 x 368 consistent with the
network input size. In addition, in order to enlarge the
dataset, the captured video is flipped horizontally in this
study. At the same time, considering that the calibration tool
may have untraceable situations of targets in complex
scenes, this paper uses the manual calibration method to
track. Finally, the number of videos obtained in this lab is
shown in Table 2.

4.3. Network Structure and Parameter Settings. The method
of basketball motion action analysis based on the spatial
temporal graph convolution is constructed in this study. The
spatial temporal graph convolution network structure of ST-
GCN is designed in Figure 4. In the figure, the left figure is a
spatial temporal graph convolution network formed by
stacking seven-layer ST-GCN modules. The fourth layer
network is used to compress the feature information of the
time dimension, and it doubles the number of feature
channels. The spatiotemporal dimension convolution step
for the convolution kernel of this layer network is 2. The
middle figure is a specific form of the ST-GCN module,
whose input dimension is (B, C, T, V, N), where B represents
the batch size, C represents (x, y) score obtained from the
posture estimation model, T represents the sequence length
with an initial value of 300, V=18 represents the joint
number, and N represents the maximum output number of

posture estimation. Since this study only focuses on the
central target action, N is set to 1. By multiplying the tensor
with its corresponding normalized transformation matrix, it
can perform convolution with the general two-dimensional
convolution W,

Furthermore, to achieve basketball movement classifi-
cation, it is necessary to map the output characteristic in-
formation of the ST-GCN module. Here, average pooling is
used to compress the output features, and full convolution is
used to map the features to seven types of basketball action
channels. Finally, the dimensions are changed into (1, 7) for
classification.

At last, the experiment sets the temporal dimension
graph convolution kernel size of the spatial temporal con-
volution network to 9. And following the label subset di-
vision strategy, the spatial dimension graph convolution
kernel size is set as 1, 2, or 3. The initial parameters of the
spatial temporal graph convolution network are Kinetics
pretraining network parameters of transfer ST-GCN
training, and the final classification layer parameters are
initialized by the Gaussian distribution. An Adam optimizer
is used to update the training process, and the basic learning
rate is 0.001. When the 960 epoch is trained, the gradient is
decreased by 90% at 320, 480, 640, and 800 epochs.

4.4. Experimental Results. To analyze the influence of dif-
ferent frame lengths as input on the recognition effect of the
proposed method, and under the premise of other param-
eters remaining unchanged, the model training is processed
with frame lengths of 130, 150, 170, 190, 210, and 230 as
input. The results are shown in Figure 5. As can be seen from
the table, the recognition effects of most models on motion
actions improve with the increase of the frame length, while
the recognition effects of some motion actions jump and
decline with the increase of the frame length. Overall, the
accuracy of Topl1 is improved with the increase of the frame
length. When the frame length exceeds 190, the recognition
effect is not improved because the excessive frame length
leads to redundancy. It can be seen that the space is wasted
and the effective frame loss is increased. Therefore, this study
sets the frame length to 190.

To analyze the influence of label subset division
strategy on the motion recognition effect, this paper di-
vided the label subset according to unified division, dis-
tance division, and spatial structure division strategy. And
the proposed method is adopted for identification. The
results are shown in Figure 6. As can be seen from the
table, label subsets divided by distance and spatial
structure have better effects compared with unified di-
vision. The reason is that the subset obtained by unified
division is a single subset, which contains less information
and has weak information expression ability. However,
the subset obtained by distance division and spatial
structure division has more information than the subset
obtained by unified division, so its effect is better.
Compared with the spatial structure division method, the
representation by distance division is less, and the action
recognition accuracy of the two methods is close.
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TaBLE 1: Classification of basketball movement.

Basketball action category
Run without the ball

Run with the ball Standing or defending

Pass the ball Catch a ball Layup Pitching

TaBLE 2: Collection quantity statistics.

Run with the ball  Standing or defending

Pass the ball Catch a ball Layup Pitching Run without the ball
Training set 105 91 74 61 145 68 89
Testing set 47 68 18 21 61 19 23

Reshape(1,7)
+
Fcn(7) II STraen
4 !
I
Average Pool(256) | 0
1
[ |
1
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5 : . W,
BatchNorm
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Therefore, this study chooses the spatial structure division

strategy to divide label subsets.

To analyze the influence of different network structures
on the model recognition results, different network struc-
tures are adopted after the input frame length and label
subset division strategy are determined, as shown in Fig-
ure 7. Testing the recognition effect of the model on the
motion actions, the results are shown in Figure 8. As can be
seen from the table, changes in network layers and network
structure have a limited effect on improving the accuracy of

model recognition results. Compared with the model using
the transfer learning method, the accuracy of Top1 is lower.

F1GUre 4: Convolution network structure of migration ST-GCN spatiotemporal diagram.

The reason is that the amount of data in the dataset is
limited, and more information is not obtained through
transfer learning, so its adaptability cannot be effectively
improved.
To verify the effectiveness of the proposed method, the
proposed method is used to verify it on the experimental
dataset. Compared with different motion action recognition
methods, the results are shown in Table 3. It can be seen from
the table that the method proposed in this study has the best
action identification effect in most basketball sports scenes.
Although the identification effect of running with the ball is
lower than that of the feature descriptor method, the overall
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FiGure 5: Effects of different frame lengths on recognition results.
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FIGURE 6: Effects of different partition strategies on action recognition.

action identification effect is better. Therefore, the method
proposed in this study is effective to some extent.
Significantly, it can be seen from the test results that the
recognition accuracy of two similar movements, running
without the ball and running with the ball, is quite different.
The recognition accuracy of the proposed method for
running without the ball is more than 75%, while that for
running with the ball is only about 21%. In order to analyze

the causes, this study selects the typical movements of
running with and without the ball in the experimental
dataset to analyze, as shown in Figure 9. Here, running with
the ball and running without the ball are both movements of
swinging hands and running with both legs, and the posture
joints of the actions are highly similar. Running with the ball
has more arm swing than running without the ball. After the
images are input into the network and the results of
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FIGURE 7: Network structure test. (a) ClassVGG19, (b) 15 storey structure, and (c) 7 storey structure.
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FiGure 8: Comparison of test results of network models with different structures.

TasLE 3: Comparison of identification results of different methods.

Frame Indicators Pass the ball ~ Pitching ~ Run without the  Run with the = Standing Catch a ball Layup  Total
length (%) (%) ball (%) ball (%) (%) (%) (%) (%)
LSTM Topl 21.28 23.81 47.54 5.26 17.39 14.71 22.22 24.51
Top2 31.91 42.86 50.82 10.53 30.43 48.53 33.33 40.08
Res-CNN Topl 25.53 28.57 49.18 10.53 30 43 19.12 38.89 29.96
Top2 51.06 47.62 555 15.79 47.83 63.24 44.44 51.75
Paper Topl 38.30 42.86 75.41 10.53 47.83 29.41 55.56 45.53
method Top2 74.47 66.67 83.61 21.05 69.57 95.59 66.67 76 67

()
FIGURE 9: Basketball movement. (a) Running with the ball and (b) running without the ball.

misjudgment are checked, it can be found that the reason for
the low recognition failure rate of running without the ball
may be that the training data occupy a large proportion in
the training set, and the reason for the low recognition

(b)

failure rate of running with the ball is that it is easy to
misjudge it as running without the ball. In addition, the
sphere is considered to be added into the posture estimation
as a joint. However, for the small amount of calibration data,
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the recognition effect has not reached the expected standard,
so the study has not obtained a satisfactory solution to this
problem.

5. Conclusion

To sum up, the motion action analysis method at basketball
sports scene based on the spatial temporal graph convolu-
tional neural network is proposed. And the human joints
and limbs are modeled by using the graph structure in the
data structure, and the posture movement is modeled by the
spatial temporal graph structure, which realizes the body
posture extraction and estimation at the basketball scenarios.
The motion fuzzy posture recognition is realized by dividing
and applying the tag subset and training with transfer
learning. When the spatial temporal graph convolution
network has 11 layers, the input length is 190 frames. And
when the label subsets are divided by the spatial structure,
the network has the highest recognition effect and recog-
nition accuracy in the basketball sports scene, reaching more
than 75%.

Compared with other identification methods such as
feature descriptors, this method has higher identification
accuracy, and it can be used for the motion action identi-
fication and analysis in actual basketball sports scenes. Al-
though some achievements have been made in this study,
there are still some shortcomings to be improved. Especially,
for the low recognition accuracy of running with the ball and
easily misjudged as running without the ball, the new
identification methods of the ball should be combined to
distinguish in the future study so as to improve its recog-
nition accuracy.
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The experimental data used to support the findings of the
study are available from the corresponding author upon
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With the update of Internet technology and the development of we-media, ideological and political education in colleges and
universities has been greatly impacted. Higher requirements are put forward for ideological and political teachers in colleges and
universities, whose emotions seriously affect the quality and effect of teaching. Aiming at the problems of poor network
generalization ability and large computation amount caused by many network parameters in the existing emotion recognition
methods, a face emotion recognition method based on convolutional neural network is proposed. The network structure of nested
Maxout multilayer perceptron layer is constructed by optimizing the convolutional neural model. Maxout can enhance the feature
extraction capability of the convolutional layer of convolutional neural network. Meanwhile, Maxout performs linear combi-
nation of target features to select the most effective feature information. Then, the pretraining model is used for emotion
recognition training. The strong perception ability of the model for facial features is retained by changing the important pa-
rameters. Simulation results demonstrate that this method has a higher recognition rate of face emotion and can effectively achieve

accurate face emotion classification.

1. Introduction

China’s education, especially higher education, has high-
lighted abundant problems with the rapid development in a
new historical period [1]. In the new era, it is highly required
to adhere to moral cultivation and put ideological and
political work through the whole process of higher education
teaching. At the highest level of the education system,
university education is related to the future development of
the country and the great rejuvenation of the Chinese nation.
Therefore, more attention should be paid to the importance
of ideological and political education [2]. Teachers, as en-
gineers of human soul, shoulder the sacred mission of
teaching and educating people. As a preacher, we should first
understand the way and channel; that is, every word and
action of teachers is the benchmark for students to learn [3].
Ideological and political teachers in colleges and universities
are practitioners of ideological and political education, and

their emotions are the key factors affecting teaching quality
and efficiency.

Emotion is an individual’s subjective feeling and psy-
chological behavior response to stimuli, and, also, has a
strong dominant effect on individual psychological and
physiological activities [4]. Both positive and negative
emotional responses have a Sino-Arab influence on the
normal functioning of the organism. With the further de-
velopment of curriculum reform, the work intensity of
teachers increases, and the teaching process becomes more
complicated. Teachers are prone to emotional problems due
to work pressure and complexity of irritable communication
[5]. Improving teachers’ emotional management ability is
helpful to alleviate and solve teachers’ emotional problems.
Good emotional management ability can correctly guide
positive emotions and maintain teachers’ physical and
mental health. At the same time, teachers’ emotional re-
action state has a direct impact on teaching quality and


mailto:20120057@xijing.edu.cn
https://orcid.org/0000-0002-6269-8032
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4667677

efficiency. Teachers have excellent emotional management
ability and can fully mobilize positive emotions to activate
the classroom atmosphere, so as to ensure good results in
education and teaching [6].

In the process of interpersonal communication, people
usually judge the emotion of the other party according to the
change of facial expression [7], so as to better communicate.
Facial emotion is an extremely important way of language
communication, and also an important mean of commu-
nication between people. Literature [8] divides emotions
into six basic forms, including sadness, happiness, fear,
disgust, surprise, and anger. Facial emotion recognition
technology is a combination of physiology, psychology,
image processing, machine vision, pattern recognition, and
other research fields [9]. Moreover, it is a further devel-
opment of face recognition, which mainly includes three
steps of face image pretreatment, facial feature extraction
and emotion recognition [10], as shown in Figure 1. This
paper focuses on the direction of facial feature extraction for
further research.

Convolution neural network (CNN) [11] is a branch of
deep feedforward neural network, which has been widely
applied in the field of image recognition. CNN is composed
of one-dimensional, two-dimensional, and three-dimen-
sional convolutional neural networks, which are applied to
sequential data processing, image text recognition, and
medical image and video data recognition, respectively.
Literature [12] constructed a new 3D CNN convolution
motion recognition method to obtain feature information
from spatial and temporal dimensions. Literature [13]
proposed a new postural convolutional neural network
descriptor (P-CNN) for emotion recognition. Literature [14]
proposed a method for driver emotion recognition based on
convolutional neural network.

All the above studies on human emotion recognition are
based on the extended convolutional neural network model
require manual feature labelling. Its network generalization
ability is poor, while the calculation amount is increased due
to the network parameters. Besides, the ability of feature
acquisition needs to be further improved. To solve these
problems, this paper proposes a convolutional neural
network based facial emotion recognition method. The
innovations and contributions of this paper are listed
below.

(1) Firstly, the convolutional neural network model is
optimized, and then the nested Maxout multilayer
perceptron network is constructed for improving the
fitting ability of the algorithm and improving the
recognition accuracy of the model.

(2) The target features are linearly combined by nested
Maxout to select the most effective feature infor-
mation. The experimental results show that the
proposed method achieves good effect on the ac-
curacy of teachers’ emotion recognition, and can
accurately classify faces’ emotions.

The chapter structure of this paper is as follows. The
recommendation algorithm proposed in this paper is
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FIGURE 1: Main steps of facial expression recognition.

described in the next s. The convolutional neural network
structure is constructed in section three. Section four focuses
on the neural network training. Section five is experiment
and analysis. Section six is the conclusion.

2. The Recommendation Algorithm Proposed
in This Paper

2.1. Structural Characteristics of Convolutional Neural
Network. Network structures such as multilayer perceptron,
convolution kernel, pooling layer, local connection, and full-
time sharing are widely used in convolutional neural net-
work structures. These applications greatly reduce the time
and space complexity of neural network. In addition, it
greatly reduces the weight parameters of network structure,
which is also beneficial to the training of neural network.

2.1.1. Local Connection. Local connections are also called
sparse connections. Inspired by the visual neural structure in
biology, neurons in the visual cortex receive local infor-
mation (that is, these neurons only respond to stimuli in
certain areas). The spatial relation of image pixels is strongly
correlated with the close pixels; otherwise, the correlation is
weak. As a result, the neuron receives only the local receptive
field it is responsible for, and does not need to perceive all
pixels. The local information of perception is then integrated
into global perception by local information fusion of the next
layer. Local connection can greatly reduce the number of
weights between layers of convolutional neural network and
carry out feature dimension reduction. Then, effective fea-
tures are screened for neural network learning and training
to improve the learning efficiency of the model.

2.1.2. Weight Sharing. Weight sharing means that the same
convolution kernel is used to process the whole input image.
Features extracted locally are the same as those extracted in
other parts, and the same learning features can be used in
other locations. The weight sharing of convolutional neural
network reduces feature dimension and parameter number.
Also, the time and space complexity of neural network are
reduced.

2.1.3. Multilayer Convolution Kernel. After the first con-
volutional layer of the convolutional neural network carries
out the convolution operation, the feature graph obtained by
the convolutional layer is some shallow features of the image,
such as edge information and line outline, in addition to
other information. For image recognition, deep features are
needed, and shallow features cannot fully express the



Scientific Programming

semantic information of the image. One convolution kernel
can only obtain the same feature graph. To obtain deeper
features, multilayer convolution kernel is required to extract
feature information and form feature maps of various
information.

In the field of image recognition, the feature hierarchy of
input image is born. As shown in Figure 2, you start with the
original input pixels and go up to simple lines and textures
made up of pixels. Then, the lines and textures form patterns,
and finally the individual patterns form objects in the image.
In the whole process, the shallow features are found through
the original input, and then the shallow features are further
mined to find the middle features, and the last step is to
obtain the deep features. It is impossible to find deep features
directly from raw inputs. In short, single-layer convolution
usually acquires shallow features, and it is possible to acquire
deeper features by increasing the number of convolution
layers.

2.1.4. Principle of Convolution Process. The convolutional
layer carries out the convolution operation on the image,
and the obtained feature map contains the structural features
of the original image, and the deep-seated features can better
express the essential meaning information of the image. The
convolution of the function is defined as follows. For two
continuous integrable functions /(i) and a (i) on R, their
convolution b (i) is as follows:.

b(i) = Jio h(t)a(i - 7)dr, (1)

where the convolution of h(i) on a(i) is denoted as
h (i) * a (i), representing the integral of the product of and
a(a —1) in the domain of definition. « is the independent
variable of the convolution function b (i), which is the po-
sition of the convolution.

The convolution calculation process is to transform the
picture into a data matrix, and the wandering window is a
convolution kernel matrix. After the convolution processing
of M M convolution kernel for an N % N image, the
feature graph of (N-M+1)* (N-M+1) will be
obtained.

2.2. Softmax Classifier. The promotion and application of
Logistic regression model [15] formed Softmax classifier to
solve the problem of multiple classification. The optimized
convolutional neural network model in this paper uses
Softmax to classify behaviors. Assume that abnormal be-
haviors are divided into z and classified. There are w video
sequences of sample data. Suppose the convolutional neural
network training dataset is N.

N = {(i(l),j(l)), (1(2)’1(2))’ o (i(w),j(w))}, (2)

where i is the x input sample. j*) is the behavior label of
sample x, j(x) €e{l,2,...,z}.

For each input i, Softmax classifier calculates the
probability for each class. The calculation equation is as
follows:

U(j=yi)j=12,...,z (3)

From the vector point of view, the equation for calcu-
lating the function is as follows:

[u (7% =11i%,0)]

- (x) =2 ,
h(i™10) = u( i.9)

_u(j( =z]i®, 9)

(4)
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In the equation, 6 represents neural network parameters.
So, there are z behaviors, and each behavior has a probability
value. The value of probability ranges as follows [0,1], and the
probability sum of z abnormal behaviors is 1. The output of the
neural network corresponds to the probability of the behavior
and that probability corresponds to the label of the behavior.

During neural network training, Softmax is used for
behavior classification, and the loss function is calculated as
follows:

eex()

w z 10 T<x
S5

where 1{y® = j} represents an exponential function. When
y™ is equal to j, the output is 1. Otherwise, the output is 0,
and its output is the label matrix of abnormal behavior.

In general, gradient descent algorithm is used to cal-
culate the loss function in the process of backpropagation,
and the calculation equation is as follows:

OL(0) _ 1. f:x (x (x
56 = (=0} -u(i¥ =y 1i%:0). @
Equation (6) is used to obtain the gradient of the loss
function to the weight function, and the gradient is used to
guide the adjustment of neural network model parameters
until the end of neural network training and the optimal
weight parameters are obtained.

L(O) = (5)

SI'—‘

3. Construct Convolutional Neural
Network Structure

Traditional CNN uses single-layer linear convolution in the
convolution layer, which does not perform well in the ex-
traction of nonlinear features and abstract features hidden in
complex images. The activation function has strong fitting
ability and can fit all characteristic patterns when the
number of neurons is sufficient. Therefore, the nested
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FIGURE 2: Schematic diagram of feature extraction process.

Maxout MLP (Multilayer Perception) layer [16] is combined
with the activation function to improve the fitting ability of
the algorithm and the recognition accuracy of the model.

3.1. Determination of Nesting Layers. The number of linear
regions in neural networks with nested Maxout layers
increases as the number of Maxout layers increases. In
addition, the number of linear regions in ReLU and
Maxout networks increases exponentially with the
number of layers. Maxout networks tend to overfit
training datasets in the absence of model regularization.
It is attributed to the fact that Maxout network can
recognize the most valuable input information in the
training process and is easy to carry out feature
coadaptation.

The method in this paper was tested on a dataset
using a different number of Maxout layer fragments, as
shown in Figure 3. The test results of combining
Maxout fragments with Maxout layer and Batch Nor-
malization (BN) [17] layer fragments show that the
nested model has reached saturation state when
Maxout fragment is 5. As shown in Figure 3, the
number of layers 5 is the best choice.

3.2. Selection of Pooling Layer. In general, researchers will
select the largest pooling layer for sampling, which is more
representative in extracting features by using average
pooling pools effective features across all pooling layers. The
irrelevant feature information in the input image can be
suppressed by average pooling and discarded by maximum
merging. The average pool is an extension of the global
average pool, where the model tries to extract information
from each local patch to facilitate abstraction into feature
maps. The nested structure can extract abstract represen-
tative information from each part, making more distin-
guishable information embedded in the feature map. Spatial
average pooling is used in each pooling layer to aggregate
local spatial information. In the CIFAR-10 dataset without
data expansion, the comparison results of test error rates of
the maximum and average pooling layer are shown in
Table 1.

3.3. Building a Nesting Layer. Convolution layer of nested
multilayer Maxout network is constructed. That is, Maxout
MLP is used to extract features based on nested network
structure, and the constructed convolutional neural network

12

—_
(=)

Test error rate (%)
O

/

0 1 2 3 4 5 6
Maxout layer

—e— Maxout
~®- Maxout+BN

FiGure 3: Different number of Maxout layer test results.

TaBLE 1: Comparison of maximum and average pooling layer test
error rates.

Test error rate/%

Max pooling 8.75
Avg pooling 7.81

The adopted pooling layer

model uses batch standardization to reduce saturation and
pressure difference to prevent overfitting. In addition, the
basic features obtained by mean pool aggregation Maxout
MLP are applied across all pool layer to increase the ro-
bustness of object space transformation as follows:
Prye = max (m i, + dy, ), %)
where (x, y) is the position of pixels in the feature graph. i, ,
is an input block centered on pixel (x, y). z,, is the channel
h, . for indexed feature mapping. T is the number of MLP
layers. From another perspective, the Maxout unit is
equivalent to the cross-channel maximum pooling layer on
the convolution layer. Cross-channel maximum pooling
layer selects the maximum output to be entered for the next
layer. Maxout cells help solve the problem of fading gra-
dients because gradients flow through each maximum cell.
The feature mapping in the nested Maxout MLP layer
module is calculated as follows:
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1 \T. 1
hyyy = BN((mtl) iyt dt},)’

2 2\T,1 2
h%%hzlgﬁ§<sw(on%)h%y+d%)), (8)
3 3\T, 2 3

hx,y,t3 = wrggf;](BN((mtw) hx’y + dtw>>’

where BN (-) represents the batch normalization layer.
(x, y) is the position of pixels in the feature graph. i, , is an
input block centered on pixel (x, y). z, is the serial number
of each channel in the feature graph. ¢ is the number of layers
of nested Maxout MLP. The batch standardization layer can
be applied before activating the function. In this case,
nonlinear elements tend to produce activation with a stable
distribution, reducing saturation. As shown in Figure 4, the
convolutional layer structure diagram of nested Maxout
layer is constructed.

3.4. Building a Nested Maxout Layer Convolutional Neural
Network Model. By superposing the convolutional layer
model of four nested Maxout layers, the whole structure of
convolutional neural network with nested Maxout MLP
layers is formed.

The network structure of the nested Maxout MLP layer is
equivalent to a cascading cross-channel parameter pool and
a cross-channel maximum pool on the convolutional layer.
Nested structures can combine feature maps linearly and
select the combination of the most effective information
to output to the next layer. The nested structure reduces
saturation by applying batch normalization and can en-
code the information in the activation patterns of paths or
Maxout fragments, thus enhancing the discrimination
ability of the deep architecture of the convolutional neural
network.

4. Train the Neural Network

The training process of neural network model adopts error
backpropagation algorithm and is divided into forward
propagation stage and backpropagation stage. In the forward
propagation stage, each hidden layer of the neural network
receives the output of the previous layer, and the output
of this layer is calculated by activating the activation
function. In the backpropagation stage, the loss function
is used to calculate the output error of the neural net-
work, meanwhile, the error of each hidden layer of the
neural network is calculated layer by layer. The error of
each hidden layer is used as the updating basis of the
weight parameters of the previous hidden layer. The
training steps of neural network algorithm are shown in
Figure 5.

Step 1. Randomly initialize the ownership value and
threshold of the network. The value range is (-1, 1).

Step 2. For the training samples (i, j, ), the actual network
output is calculated as follows:

3; = h(ﬁy - 9}/)' (9)

In the equation, f (-)represents the activation function
Sigmoid function. 6, represents the threshold of the y
neuron in the output layer of the neural network. 8, rep-
resents the input of the y neuron in the output layer of the
neural network:

t
Bi=) m,,i, (10)
x=1

where m, , represents the weight between the xneuron in
the hidden layer of the neural network, and the yneuron in
the output layer of the neural network.

Step 3. Calculate the mean square error of convolutional
neural network on(i,, j,). The calculation equation is as
follows:

1 w ~X
6= (F-4) (11)
x=1

where }f, represents the actual output of the convolutional
neural network. jj represents the expected output of the
convolutional neural network.

Step 4. Check whether the conditions are met, that is,
whether the error is less than the minimum value allowed by
the learning error or the learning time reaches the set
minimum number. If the conditions are not met, the weights
of the convolutional neural network are updated, and the
weights and thresholds of the neural network are adjusted
according to the gradient direction of the target. Assume that
the learning rate of neural network training process is #, and
the weight update calculation equation of neural network is
as follows:

G
o = Mo,

(12)
(=TT e

Step 5. Repeat Step 2 to Step 4 until the end condition is met.
That is, the neural network training is complete, and the
weights and thresholds of the neural network are fixed.

5. Experimental Results and Data Analysis

In this paper, the GPU version of PyTorch framework is
adopted, and the hardware platform is Ubuntu 20.04.2 with
dual-core Intel 4.4ghz CPU, Tesla K80 GPU, 2TB hard disk
memory, and 12 GB running memory. Because there is no
public dataset related to ideological and political teachers’
emotions, the two widely used datasets are used to verify the
validity of the algorithm, such as CK+ dataset and Oulu-
CASIA dataset. The input images of the two tasks were nor-
malized to 112 % 112 pixels after face detection and matching
using multi-task convolutional neural network. The stochastic
gradient descent of the driving quantity was used as the
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FIGURE 5: The training steps of proposed algorithm.

optimizer in both training stages, and the momentum was set
as 0.9, and the weight attenuation term was set as 0.0005.
Random horizontal flip was used for data enhancement. In the
first stage, CASIA-WebFace is used to train the face recognition
model. ArcFace was selected as the loss function, and the batch
size was set to 256. A total of 70 epochs were trained in the
network, and the initial learning rate was 0.1. Since the 40th
epoch, the learning rate of every 10 epochs has decreased to 1/
10 of that of the previous epoch. After the face recognition
model training, the part before the full connection layer was
used for the second stage emotion recognition training. At this
time, the batch size was set as 32, the initial learning rate was set
as 0.01, and the learning rate was reduced by 1/10 of the current
value for every 5 epochs, and a total of 25 epochs were trained.

ReLU Maxout BN
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Maxout

ReLU Maxout Pooling

Hidden layer

FIGURE 4: The CNN layer structure diagram of nested Maxout layer.

5.1. CK+ Dataset. CK+ is a dataset collected in a laboratory
setting, containing 593 video sequences from 123 subjects.
Six basic emotions were classified in the experiment, and
only 309 sequences were selected from 106 subjects. Then,
927 images were extracted from the last 3 frames of each
sequence where the emotional intensity peaked. Finally, the
selected images are divided into 10 subsets according to the
ascending order of person ID, and the identity-indepen-
dent tenfold cross verification is carried out. The average
accuracy of cross-validation is shown in Table 2. As can be
indicated from Table 1, the proposed method achieves
98.75% recognition rate. Figure 6 shows the confusion
matrix on CK+. It can be seen that the algorithm has the
best recognition effect on disgust, happiness, and sadness,
while anger and fear have fewer samples and are relatively
difficult to identify.

5.2. Oulu-CASIA Dataset. Oulu-CASIA is a dataset col-
lected in a laboratory setting. It includes sequences of 2880
images from 80 subjects and is labeled with six categories
of basic emotion labels. 480 image sequences taken under
normal lighting conditions were selected. Similar to CK+
database, the last 3 peak frames in each sequence are
selected to form a total of 1440 images, and each emotion
has the same number of images. Then, identity-inde-
pendent is done tenfold cross authentication. Table 3
shows the recognition rates of the six basic emotions
on Oulu-CASIA.

It can be seen that the proposed method achieves
comparable results with advanced algorithms. The accuracy
of the algorithm is slightly lower than fine tuning because the
pretrained face recognition network is trained by using
Internet images. Oulu-CASIA’s images include a variety of
light conditions in a laboratory setting. This difference in
image distribution makes the pretrained face model have
weak perception ability for such images, thus resulting in
poor performance. Figure 7 is the confusion matrix on Oulu-
CASIA. It is indicated that the algorithm has the best
performance in recognizing happiness and surprise, while its
performance in recognizing fear and disgust is relatively
weak.
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TaBLE 2: The overall accuracy on CK + database.

Methods Precision (%)
Literature [18] 97.14
Literature [19] 97.29
Literature [20] 98.41
Literature [21] 98.32
Literature [22] 98.62
The proposed method 98.75
confusion_matrix
1.0
angry 003 00 00 002 00
0.8
hate 0.0 0.0 0.0
< fear { 0.0 00 00 0.6
e
=
3
e~  happy {1 0.0 0.0 0.0 0.4
sad { 0.0 0.0 0.0 0.0
0.2
surprised { 0.0 0.0 0.0 0.0
T T T T T 0.0
angry hate fear happy sad surprised
Prediction
FiGURE 6: The confusion matrix on the CK+ dataset.
TaBLE 3: The overall accuracy on Oulu-CASIA database.
Methods Precision/%
Literature [18] 81.35
Literature [19] 84.48
Literature [20] 87.64
Literature [23] 88.12
Literature [24] 88.24
Literature [25] 86.47
The proposed method 88.31
confusion_matrix
angry 003 001 001 00
0.8
hate 0.0 0.02 0.0
0.6
o) fear { 0.01 0.0 0.05
i)
=
3
o~  happy { 0.0 0.0 0.0 0.4
sad 4 0.07  0.03 0.0
0.2
surprised { 0.01 0.0 0.06 0.01
T T T T T 0.0
angry hate fear happy sad surprised
Prediction

F1GURE 7: The confusion matrix on the Oulu-CASIA dataset.

6. Conclusion

In the new era, strengthening ideological and political ed-
ucation in colleges and universities has far-reaching practical
significance. Ideological and political education not only can
promote the comprehensive and harmonious development
of college students, but also can be the inevitable require-
ment of building a harmonious society. With the develop-
ment of curriculum reform, colleges and universities put
forward higher requirements for ideological and political
teachers. Since ideological and political teachers serve as the
executor of ideological and political education, personal
emotions of those people directly affect the effect and quality
of teaching. Therefore, ideological and political teachers
should pay attention to the change of their own emotions,
trying to improve their own emotional management ability.
This paper proposes the application of convolutional neural
network in emotion recognition of ideological and political
teachers in universities. Through the network structure of
nested Maxout MLP layer, the ability of neural network to
extract nonlinear features and abstract features hidden in
complex images is improved. Using the activation function,
ReLU in the nested layer can improve the performance of
neural networks and feature patterns. Nested structures use
batch normalization to desaturate. Simultaneously, the in-
formation in activation mode of path or Maxout fragment is
encoded to enhance the discrimination ability of deep ar-
chitecture of convolutional neural network. As the ability of
extracting facial features is basically retained, the model’s
processing ability for the diversity of facial expression im-
ages in real world environment is enhanced, the perfor-
mance is improved more obviously, and the recognition rate
is higher. In the future, the author will analyze the per-
formance of the algorithm in this paper and establish a
public facial expression recognition database of ideological
and political teachers in universities.

Abbreviations

CNN:  Convolution neural network
P-CNN: Postural convolutional neural network
MLP:  Multilayer Perception.
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Black and odorous water bodies represent a topic of significant interest in the field of water pollution prevention and control.
Remote sensing technology is increasingly exploited for the monitoring of black and odorous water bodies because of its high
efficiency and large-scale monitoring potential. In the present study, the Sentinel-2A imagery data were combined with data
obtained by measuring spectral properties of black and odorous water bodies to produce a classification and regression tree
(CART) model-based improved remote sensing recognition method for such water bodies. This method transforms the traditional
single-feature empirical threshold segmentation algorithm to a multi-feature fuzzy decision-tree classification algorithm. The
results reveal overall accuracy values of 84.78%, 92.85%, and 72.23% for the CART decision-tree algorithm, the confidence zone
classification, and the fuzzy zone node classification, respectively. The method proposed in the present study enables the highly
precise extraction of features representing black and odorous water bodies from satellite imagery. The characterization of
confidence and fuzzy zones minimizes the need for field inspections, and it enhances the efficiency of diverse applications
including engineering.

1. Introduction

Black and odorous characteristics, that is, a dark color as-
sociated with an unpleasant odor, reflect extreme organic
pollution of a water body [1]. Owing to the discharge of
tremendous exogenous organic matter into water bodies
from anthropogenic activities, oxygen in such an environ-
ment is consumed by the biochemical activities of aerobic
microorganisms, thereby creating anoxic or anaerobic
conditions. These conditions promote the death and de-
composition of algae and other aquatic organisms. The
associated processes produce gases with obvious odors, such
as H,S and NHj;, while metals, such as Fe and Mn, are

reduced to dark-colored sulfides. In recent years, because of
the rapid economic and societal development, severe black
and odorous water problems have been experienced in many
cities in China, and these seriously threaten the urban
ecological environment and the health and safety of resi-
dents [2, 3]. In 2015, the State Council of the PRC issued the
Action Plan for Prevention and Control of Water Pollution, in
which the monitoring and treatment of black and odorous
water bodies were included as important measures of water
pollution prevention and control. In fact, based on this
document, black and odorous water bodies in built-up areas
in cities across the country must be eliminated before the
end of 2030. To implement the Action Plan for Prevention
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and Control of Water Pollution, the Ministry of Housing and
Urban-Rural Development and the Ministry of Environ-
mental Protection jointly issued the Guidelines for the Re-
mediation of Urban Black and Odorous Water (herein after
referred to as the Guide), in which several technical issues
associated with the monitoring and treatment of black and
odorous water bodies were clarified [1].

Conventional black and odorous water monitoring relies
on manual sampling and verification, and the results ob-
tained are usually based on the experience of the on-site staff
and the chemical data for the water samples. This method,
however, is time-consuming and labor-intensive, and thus, it
is challenging for regional monitoring. Concurrently, be-
cause black and odorous water bodies are usually small and
dispersed, their identification using artificial methods, which
are often characterized by blind areas and dead ends, is
difficult. However, satellite remote sensing technology in-
volves continuous and large-scale monitoring characteris-
tics. The spectral differences between black and odorous and
regular water bodies can facilitate the extraction of features
representing the former from satellite imagery, thereby
providing a rapid and reliable method for the identification
and monitoring of black and odorous water bodies in urban
areas [4]. In 2016, the Institute of Remote Sensing and
Digital Earth of the Chinese Academy of Sciences in col-
laboration with the Satellite Environment Application
Center of the Ministry of Environmental Protection con-
ducted a remote sensing screening and verification study of
black and odorous water bodies in Beijing, Shenyang,
Taiyuan, and other cities. A related study was considered one
of the ten major investigations in the field of remote sensing
in China.

At present, shallow learning models that are commonly
employed in China for the recognition of black and odorous
water bodies through remote sensing mainly involve the
following: (1) threshold segmentation based on a single
feature and (2) empirical decision tree based on multiple
features. The former approach relies on indexes generated
from the spectral differences between black and odorous and
regular water bodies. These indexes are obtained through
statistical analysis of data from field samples. For example,
Wen et al. proposed a band ratio method for the extraction
of black and odorous water features from remote sensing
imagery [5]. Li et al. also advanced a WCI and combined
several remote sensing imagery signals to distinguish the two
types of water [6]. In fact, Li et al. utilized the Nemerow
comprehensive pollution index (NCPI) to characterize the
extent of pollution of urban water bodies and compared the
results retrieved using six regression models. A regression
model suitable for calculating the NCPI of a scene to detect
black and odorous water bodies was then obtained [7]. Yao
et al. employed verification data from Shenyang to improve
the band ratio method and then introduced the BOI algo-
rithm [8]. Furthermore, Yao et al. proposed an HI threshold
segmentation method based on PlanetScope images [9],
while Zhang et al. enhanced the HI by suggesting the HCI
[10]. Nevertheless, most of these methods utilize a single
feature to perform the threshold segmentation based on a
spectral analysis or a comprehensive comparison. In
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contrast, Li et al. proposed a classification based on an
empirical decision tree involving multiple features and then
proposed the DBWI, GR-NIR AWI, NDBWI, and green
band features [11]. Reasonable thresholds to facilitate the
identification and classification of black and odorous water
bodies were also set.

Although high extraction accuracy values were achieved
in some areas according to previous investigations, empirical
methods were employed in most of these studies for the
selection of features and determination of thresholds, and
thus, these involve uncertainties. In addition, because black
and odorous water bodies originate from multiple causes,
mildly black and odorous water bodies can be difficult to
distinguish from regular water bodies, which creates a so-
called “fuzzy area” in classifications. Therefore, existing
methods, especially the single feature threshold segmenta-
tion, exhibit shortcomings. To eliminate these limitations, in
the present study, the CART decision-tree was employed on
remote sensing and field data for Langfang in Hebei
Province to propose a superior remote sensing method for
recognizing black and odorous water bodies. The Gini co-
efficient minimization criterion and the binary recursive
segmentation were used to determine the characteristics and
thresholds, and then a decision-tree model was constructed
for classification. The category attributes of leaf nodes were
defined by calculating the degree of membership, and this
created fuzzy and confidence zones. The proposed method is
characterized by high classification accuracy, and the fuzzy
and confidence zones generated can facilitate field inspec-
tions and improve the efficiency of different applications
including engineering.

2. Materials and Methods

In the present study, pits and ponds in Langfang were
utilized to evaluate the suitability of remote sensing for the
identification and monitoring black and odorous water
bodies in areas of high pollution, scattered water bodies, and
manual verification challenges. A total of 94 samples were
collected from these water bodies in 2021 [12]. The trans-
parency (SD), dissolved oxygen (DO), and redox potential
(ORP) of the waters were measured on-site, while the
ammonia nitrogen (NH;-N) was determined in the labo-
ratory using the samples collected [13-16]. The samples were
divided into black and odorous and regular water bodies
based on the four physicochemical parameters measured
(see Table 1). According to the criteria in Table 1, 47 of the
water bodies were regular, while the other 47 were black and
odorous (Figure 1). Among the 94 samples, 47 were ran-
domly selected as the training set for data analysis and model
training, while the remaining 47 served as the validation set
for accuracy assessment. Concurrently, the Sentinel-2 im-
agery was employed for monitoring of the water bodies
using remote sensing technology. Owing to the high spa-
tiotemporal resolution, the Sentinel-2 imagery is widely
utilized in monitoring the land surface, such as the vege-
tation, soil cover, and water bodies. The Sentinel-2 image
contains 13 bands, and the blue (B), green (G), red (R), and
near-infrared (NIR) bands involve an identical resolution of
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TasLE 1: Summary of indexes and ranges used for the charac-
terizing of black and odorous water bodies in urban areas.

Classification index Range
SD 0-25cm
DO 0-2mg/L
ORP 0-50 MV
NH3-N <8mg/L
5 13
s \[iles

B general water
mmm black odorous water

FIGURE 1: Map displaying the location of sampling points in the
present study.

10m [17, 18]. Considering that most pits and ponds in
Langfang cover >3,000 m”, the 10 m band resolution of the
Sentinel-2 imagery data was suitable for the present study.
To enhance the relationship to the field sampling time,
Sentinel-2A data in synchronous transit were utilized to
generate spectral data for the field sampling points, to create
sample sets and images, and to perform analysis.

The spectral curves of the two types of water bodies based
on preprocessing of data for the visible (VIS) and NIR bands
are displayed in Figures 2 and 3. As shown in Figure 2,
compared with the regular water bodies, the black and
odorous water bodies exhibit low reflectivity values, and the
associated spectral curves for the Rrs (G) — Rrs (B) and Rrs
(G) —Rrs (R) display relatively gentle changes. Generally, the
optical characteristics of water are determined by algal
pigment contents, suspended solids, and colored dissolved
organic matters. Because of extreme organic pollution, black

and odorous water bodies are often enriched in organic
pollutants and nutrients. Consequently, black and odorous
water bodies usually have higher contents of organic matters
and suspended solids than regular water bodies. In addition,
nutrients would promote the growth of algae, thereby in-
creasing the algal pigment contents. These pollutants and
pigments account for changes in the optical properties of
water bodies. For example, the high absorption and low
backscattering of the colored dissolved organic matter and
algal pigments significantly reduce the reflectivity of water in
the VIS bands, so that the black and odorous water bodies
usually have lower reflectance in blue, green, and red bands,
thus the Rrs (B) + Rrs (G) + Rrs (R) was also utilized as the
feature of black and odorous water bodies.

These observations are consistent with those reported in
previous studies. Owing to spectral differences between the
two types of water bodies in the VIS and NIR bands, multiple
indexes for the extraction of features representing black and
odorous water bodies were derived from sampling data by
setting empirical thresholds (see Table 2). However, because
black and odorous water bodies originate from diverse
causes and the optical properties of some are comparable to
those of regular water bodies, fuzzy areas are missed if just
one spectral index is used for the extraction of features, and
this negatively affects the classification accuracy. Based on
data generated in the present study, four typical indexes
including the band ratio (BD), BOI, HI, and WCI (Table 2)
were tested, and the results are shown in Figure 4. In the
spectral index range between N1 and N2, several black and
odorous water samples overlap with regular water samples,
and this area is termed the fuzzy area. This fuzzy area causes
misclassification of black and odorous waters and elevates
the uncertainty in the selection of the threshold. The
threshold selection is often then subjective, and this affects
the classification accuracy.

Obviously, the effective identification of black and
odorous water bodies using a single feature is difficult.
Therefore, in the present study, multiple features are
exploited to establish a remote sensing recognition model
for black and odorous water bodies. In previous studies,
the Rrs (NIR) was utilized as the analysis feature, but
because algal bloom and duckweed can cause regular
water bodies to exhibit optical properties comparable to
those of black and odorous water bodies, in the present
study, it was not considered in the selection of features to
prevent the introduction of additional errors [19-22].
Therefore, based on the analysis of spectral features, the
Rrs (G) —Rrs (B), Rrs (G) —Rrs (R), and Rrs (B) + Rrs
(G) +Rrs (R) were used to extract features for the rec-
ognition of black and odorous water bodies through re-
mote sensing. These combinations reflect spectral
differences between the two types of water bodies better
because of the following: the Rrs (B) + Rrs (G) + Rrs (R) is
the sum of reflectance in the visible light band, in which a
black and odorous water body is characterized by a low
reflectivity; the Rrs (G) — Rrs (B) and Rrs (G) — Rrs (R) are
the reflectance differences between the G and B and the G
and R bands, respectively, which reflect the smoothness of
curves in the band ranges.
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FIGURE 2: Plots showing remote sensing reflectance data for (a) black and odorous water bodies and (b) regular water bodies.
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FIGURE 3: Plots showing measured reflectance data for (a) black and odorous water bodies and (b) regular water bodies.

TABLE 2: Summary of typical indexes associated with the threshold segmentation method.

Method Expression Extraction range Threshold Reference

Ren(G) — Ren(R) N, =0.006
BD BD = m N,<BD<N, Ny=0.115 [5]

WCI W = Em ; ]:.H‘W N, <WCI<N, xl f(l) (6]
=

BOI BOI = m BOI<N N=0.065 (8]

HI HI = Res(N IR) + RenlR) — Ren(B) HI’N N=0.085 [9]

In the present study, calculations for all features were  samples in the training set included 23 black and odorous
expressed in identical units (sr™'), while the training and test ~ water and 24 regular water samples, while those in the test
data sets were generated by random sampling. The 47  set comprised 24 black and odorous water and 23 regular
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water samples. The CART model was constructed hierar-
chically and progressively according to the training set.
Starting from the root node of the first layer, internal or leaf
nodes were generated layer by layer and point by point
according to the principle of the minimum Gini index. Then,
pruning was performed, and the CART model construction
was completed. A flowchart showing components of the
algorithm is displayed in Figure 5 [23-25].

3. Results

The CART model decision tree obtained in the present study is
shown in Figure 6. According to the Rrs (G) — Rrs (B), Rrs(R) -
Rrs (G), and Rrs (B) + Rrs (G) + Rrs (R) features, a classification
involving categories A—D was produced. This classification
from the CART model is based on the degree of membership,
which represents the probability of a set belonging to a black
and odorous water body (Table 3) and the location of its size in
the [0,1] interval. Initially, each set was divided into a confidence
and a fuzzy area according to the degree of membership [26, 27].
A set with a degree of membership of 0 or 1 was assigned to the

confidence area, and the category attributes of the associated set
were then determined. The number 1 was then assigned to a
black and odorous water body, while 0 was attributed to a
regular water body [28]. The set with degrees of membership in
the [0, 1] interval was assigned to the fuzzy area, and the
category attributes of this set were uncertain. Considering the
principle of the maximum likelihood classification, the set with
degrees of membership in the [0.5, 1] interval was defined as
black and odorous water bodies in the fuzzy area, while those in
the [0, 0.5] are regular water bodies in the fuzzy area. Data for
the attributes of category A—D, which are based on the prin-
ciples examined, are presented in Table 3.

3.1. Model Accuracy Evaluation and Analysis. The test set was

used to verify the accuracy of the model, and this was

calculated using the following expression:
M

Accuarcy = N 100%, (1)

where n represents the total number of sample points and M
is the number of correct sample points. Among the 47
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FIGURE 5: Flowchart showing the components of the CART algorithm.

Rrs (G)-Rrs (B)
10.0071

NO YES

Rrs (G)-Rrs (R)
40.021

Rrs (B)+Rrs (G)+Rrs (R)
40.1856

NO YES

YES

Rrs (G)-Rrs (B)
10.0089

NO YES

FiGure 6: Illustration of the CART model decision tree obtained in the present study.



Scientific Programming

TaBLE 3: Summary of the classification and membership categories
obtained from the CART model.

Category Membership Region Type
A 1 Confidence Black and odorous
area water
B 0.60 Fuzzy area Black and odorous
water
0.49 Fuzzy area Regular water
D 0 Confidence Regular water
area

sample points in the test set, the results reveal that 39 were
correctly classified, which produced an overall accuracy of
82.97%. The associated kappa coefficient of 0.7571 highlights
the consistency of the data and the accuracy of the model.
The results from the CART model were then compared with
those obtained from other approaches commonly used to
extract features representing black and odorous water
bodies. According to the existing methods, the training set
serves for recalibration of the threshold and the extraction of
features associated with black and odorous water bodies,
whereas the test set is utilized to evaluate the accuracy.
According to the results, the CART model proposed in the
present study produced the highest accuracy (82.97%),
followed by the multi-feature decision tree model of Li
(74.19%), and then the single-feature threshold segmenta-
tion models (BOI=73.12%, WCI=72.04%, and
BD =63.44%).

In the present study, the extraction accuracy of the
confidence and fuzzy zones were also evaluated. For the test
set, among the 32 samples extracted into the confidence
zone, 29 were correctly classified, and this represents an
accuracy of 90.63%. Relatedly, out of the 15 samples
extracted into the fuzzy area, 10 were correctly classified,
yielding an accuracy of 66.67%. Evidently, the error involved
in the CART model originates largely from the fuzzy zone.
This is mainly because black and odorous water bodies are
linked to multiple causes, and thus, some are mistaken for
regular water bodies in the feature space.

3.2. Temporal and Spatial Characteristics of a Black and
Odorous Water Body. Based on the decision-tree model
established, remote sensing monitoring was performed from
July to September 2021 (Figures 7-9), and 30 points were
randomly selected for field verification each month. The
accuracy values from the monitoring and verification study
are presented in Table 4. Obviously, the accuracy of this
model for applications is good, and thus, it is suitable for
engineering endeavors requiring the identification of black
and odorous water bodies. In addition to the classification of
water bodies, overall, the distribution of black and odorous
water bodies decreases each month from July to September
2021. At the end of September, no black and odorous water
body is present in built-up areas in all counties (cities and
districts), and thus, this problem was effectively controlled.
This effectiveness is attributed to the intensive measures
introduced in all localities in recent years. However, an
imbalance in the treatment of black and odorous water

2021, 07

classification legend

mmm confidence area: general water

mmm fuzzy area: black odorous water

mmm fuzzy area: general water

mmm confidence area: black odorous water

Ficure 7: Map displaying the black and odorous water bodies
identification results for July 2021.

bodies in Langfang still exists. Several black and odorous
water bodies are present in rural areas and at boundaries
between urban and rural areas, which highlight character-
istics of the overall distribution and local aggregation.
Hotspots are concentrated in the north, central, east, and
south areas of Langfang. The terrain in the central, east, and
south areas are relatively low, and pits and ponds are
common. In the north, the animal husbandry and food
processing industries are relatively developed in Sanhe and
Dachang County, while the central, east, and south areas are
characterized by concentrated enterprises and high pop-
ulation densities. Therefore, activities associated with pro-
duction and life, which involve the discharge of sewage, are
higher in these three regions referred to above, and these
elevate the probability of creating black and odorous water
bodies.

3.3. Analysis of the Cause of a Black and Odorous Water Body.
Evidently, from July to September 2021, black and odorous
water bodies decreased significantly in Langfang. In fact,
black and odorous water bodies were eliminated in built-up
areas (cities and districts), and thus, major bodies
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2021, 08
classification legend

mmm confidence area: general water
B fuzzy area: black odorous water

mmm fuzzy area: general water

Emm confidence area: black odorous water

FIGURE 8: Map showing the black and odorous water bodies identification results for August 2021.

disappeared, while small local bodies remained in rural and
urban-rural areas, because of the regulations implemented in
Langfang in recent years. Regarding counties (cities and
districts) and other built-up areas, because of the adequate
treatment of black and odorous water bodies, the remedi-
ation effect is obvious. At present, almost no black and
odorous water body is present in counties (cities and dis-
tricts) and other built-up areas; however, in rural and urban-
rural areas, black and odorous water bodies are more dif-
ficult to control because of the high traffic and poor un-
derground pipe network [29-34]. Therefore, although black
and odorous water bodies have been significantly reduced in
these areas, their elimination still requires time. Considering
the field verification results (Figure 10), the formation of
black and odorous water bodies in rural areas of Langfang is
attributed mainly to the following:

(1) Garbage removal and management problems: owing
to the untimely removal and transportation of gar-
bage in rural areas, pits and ponds are the main

stacking places, and thus, leachates from domestic
garbage invade water bodies through processes at the
surface.

(2) Domestic sewage discharge problem: in rural areas,
because of the poor underground pipe network, do-
mestic sewage is commonly discharged into pits and
ponds, and this promotes the accumulation of organic
matter.

(3) Agricultural activities and livestock and poultry
breeding: the main economic activities in rural areas are
agriculture and aquaculture. Applied chemical fertil-
izers and livestock and poultry manure are transported
into surrounding pits and ponds through the surface
runoft.

(4) Poor fluidity and insufficient self-purification capacity
of the pit and ponds: pits and ponds are abundant in
rural areas of Langfang, and in low-lying areas, the
waters in these originate mostly from surface runoff.
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classification legend

mmm confidence area: general water

B fuzzy area: black odorous water

mmm fuzzy area: general water

mmm confidence area: black odorous water

FIGURE 9: Map displaying the black and odorous water bodies identification results for September 2021.

TABLE 4: Summary of the field verification accuracy data.

Time Overall accuracy (%) Fuzzy area accuracy (%) Confidence area accuracy (%)
July 2021 75.86 66.67 85.71

August 2021 75 68.75 81.25

September 2021 73.34 64.29 75

Ficure 10: Continued.
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FiGure 10: Photos showing field verification results associated with remote sensing monitoring of black and odorous water bodies in

Langfang.

These bodies generally occupy small areas, which are
characterized by poor fluidity and inadequate self-pu-
rification capacities, and these limitations are favorable
for the production of black and odorous water bodies.

4, Discussion

In the engineering application of remote sensing monitoring of
black and odorous water bodies, after the extraction of the
associated features, field verification or remote sensing inter-
pretation marks are also required for discrimination and to
improve the accuracy. The CART model utilized in the present
study adequately differentiates the extracted features associated
with black and odorous water bodies and, thus, optimizes the
classification accuracy. According to the results, the accuracy of
extracting features representing black and odorous water bodies
in the confidence zone is ideal. In engineering applications, such
features can henceforth be extracted without field verification or
visual interpretation. Results for the fuzzy area reveal samples
that can easily be confused with regular water samples, and this
area is characterized by a relatively low accuracy. Field verifi-
cation or visual interpretation, however, can be performed as
needed to improve the accuracy. The CART model and the
confidence and fuzzy zones proposed in the present study can
lessen the field verification burden for diverse applications. The
proposed approach can improve the efficiency of engineering
applications because of its high accuracy for the extraction of
features representing black and odorous waters.

5. Conclusions

In the present study, water samples collected from 94 pits
and ponds in Langfang, Hebei Province, in 2021 were
characterized. These data were combined with data from the

Sentinel-2a imagery for the same period to highlight spectral
differences between black and odorous water and regular
water bodies. Based on the CART model algorithm, an
improved method for identifying black and odorous water
bodies through remote sensing was proposed. Three features
extraction parameters including the RRs (R) —RRs (G), RRs
(B) + RRs (G) + RRs (R), and RRs (NIR), were used to create
a decision-tree model. The results produced a classification,
which facilitated the extraction of information associated
with black and odorous water bodies. The main findings of
the present study are summarized as follows:

(1) Spectral differences in the visible bands distin-
guished black and odorous water bodies from others.
Opverall, black and odorous water bodies produced
weak reflectance values in the visible bands, and the
spectral curve variation was relatively gentle. The Rrs
(R) —Rrs (B), Rrs (R)—Rrs(G), and Rrs (B) +Rrs
(G)+Rrs (R) exhibited potential for adequate
characterization of these features, and thus, these can
be exploited for the extraction of black and odorous
water bodies information from remote sensing data.

(2) The CART model was constructed based on the
Gini index minimization criterion, and the clas-
sification reflected the degree of membership of
leaf nodes. Features associated with a degree of
membership value >0.5 were considered as black
and odorous water bodies, while regular water
bodies showed values <0.5. According to the test
set data, the overall accuracy of the CART model
was 84.78%, while the kappa coefficient was 0.783,
which highlights a superior potential for the ex-
traction of black and odorous water features from
satellite imagery.
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(3) In the present study, the confidence and fuzzy re-
gions were defined according to the degree of
membership. The classification accuracy associated
with the confidence region was 90.63%, while that of
the fuzzy area was 66.67%. The classification method
proposed in the present study alleviates the field
verification and satellite data interpretation to
identify black and odorous water bodies, which
enhances the efficiency of diverse applications, es-
pecially engineering.
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With the continuous development of information technology, conventional physical education teaching methods are no longer
applicable. In order to ensure the objectivity of college physical education evaluation, this paper designs a set of college physical
education management information system based on artificial intelligence technology. The weighting algorithm in the student
performance evaluation module and teacher performance evaluation module in the system adopts the intelligent algorithm based
on FNN neural network. Experimental verification shows that the intelligent algorithm based on the FNN neural network can
effectively predict the students’ score in the national college physical education examination, which can provide a more objective

basis for teacher performance evaluation.

1. Introduction

Wang Yugqing said in the study that physical education in
colleges and universities in China is divided into physical
education major, physical education major, and nonphysical
education major [1]. Wang Ming said in the study which
professional terms such as sports management and com-
petition management are nonphysical education majors [2].
Li Feifei said that, according to the requirements of the
Ministry of Education, nonsports majors need to receive at
least 2 hours of formal physical education every week [3].
Wen Jiao said in a study on college physical education that
the premise for students to obtain graduation qualification is
that their physical performance passes the national unified
physical education examination [4]. Li Zhang has proposed
the university sports test content in the study. The test
contents include middle and long distance running (1500m
for boys and 800m for girls), standing long jump or high
jump, throwing (shot put, rubber ball, and long handle
grenade throw are optional), physical flexibility (generally
sitting forward flexion), and learning a competition [5].
LiuYanRu also further explained to the college sports test

that, in addition to competition events, running, jumping,
throwing, flexibility, and other tests all pass the score line
strictly [6]. Zhang Jianye explains the other events in the
college sports tests: competition events can generally be
selected from badminton, tennis, table tennis, basketball,
volleyball and other ball games, or martial arts [7].

Li Zihao carried out research on the effectiveness of
physical education teaching in universities. In the early
research, students’ physical education achievements were
only constrained by the unified examination of national
college physical education curriculum, so too many exam-
ination oriented elements were integrated into physical
education [8]. The study believes that the core goal of college
physical education should be to improve students’ com-
prehensive physical quality and ensure students’ physical
and mental health during their study in school. Li Xianshu
considers that students’ physical and mental health is dif-
ficult to be effectively controlled by the traditional index
factor method [9], so artificial intelligence algorithm is in-
troduced to construct fuzzy evaluation factors for students’
physical and mental health, so as to evaluate the achieve-
ments of physical education in colleges and universities.
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Fuzzy factor method uses fuzzy neural network (FNN) to
analyze multiple controllable indexes of students. Gaobin
illustrates the FNN, indicating that FNN is a double variable
that presses the data into a [0,1] interval [10] and uses this
variable to control the teaching results of physical education
teachers.

2. Comprehensive Evaluation Model of College
Students’ Physical Education Achievements

Yang Dapeng in his study proposed that, in the actual
management of college students, students’ physical fitness
test and physical education examination can directly reflect
students’ physical education curriculum level [11]. YongBai
(2016) stated in the study that, in addition, students’ vital
capacity, body fat rate, and other indicators were investi-
gated by general surgical examination in students’ regular
physical examination and students’ SAS and SDS level in
general psychiatric examination can reflect students’ phys-
ical and mental health from a certain angle [12]. The logical
relationship between the above four categories of data and
related subcategories is shown in Figure 1.

In Figure 1, the general surgical examination data and
physical examination data in physical examination belong to
dimensional data, which can be recognized by FNN only
after dimensionless normalization. Other data belong to
dimensionless data and can be directly input into FNN. The
fuzzy convolution result of FNN can be directly used as the
fuzzy evaluation result of students’ physical education
achievement. The results of the above dimensionless nor-
malization algorithm is shown (1) as

5, - X; —min ('x) , (1
max (x) — min (x)
where x; is the i input value in x sequence, y; is the di-
mensionless output value corresponding to the i input value
in sequence x, min (x) is the minimum value of sequence x,
and max(x) is the maximum value of sequence x.

The data sorted by the above minmax module are all data
in the [0,1] interval, while mental health data such as SDS
and SAS and physical examination result data are dimen-
sionless data. If there are no special requirements, SDS and
SAS will count in the [0,10] interval according to the 10
point system, and the physical examination results will count
in the [0100] interval according to the 100 point system. In
order to reduce the complexity of the statistical process of
this module, when it is required to issue SDS and SAS
evaluation, directly input the 1-point system results; that is,
the original results are formed in the [0,1] interval, and the
physical examination results are also directly issued in the 1-
point system results; that is, the original results are formed in
the [0,1] interval.

The statistical significance of FNN neural network is to
summarize all the above input data into a double precision
data as the actual evaluation result data of students. If there is
no subsequent data processing, FNN neural network will be
trained to converge to a double precision variable in the [0,1]
interval. This variable is multiplied by 100 to form a 100
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point evaluation result as the final physical education
achievement of students. The node function of the neural
network selects polynomial depth iterative regression
function (2):

M=

y:

5 .
> A, )
j=0

]
—

where # is the number of nodes of the previous neural
network, j is the polynomial order, and A; is the coefficient
to be regressed of the j order polynomial. Other mathe-
matical symbols have the same meaning as (1).

3. Construction of Artificial Intelligence
System for College Physical Education

Based on the comprehensive analysis of the above neural
network model, it is found that, in addition to the system
administrator, the system needs four roles, namely, the
assessed students, physical education teachers, surgeons, and
psychologists. Surgeons fill in the results of general surgical
examinations, psychologists fill in the results of SAS and SDS
scales, and physical education teachers fill in the results of
the national unified physical education examination and
physical fitness test in colleges and universities. In addition
to cooperating with the above four inspections, students
have the authority to query the transcripts. The transcripts
will also be submitted to the Academic Affairs Office for
teaching quality evaluation and to the student work office for
student performance summary management. The system
architecture is shown in Figure 2:

In Figure 2, FNN neural network and predata processing
process have been deeply analyzed in the previous text. Here,
we focus on the postprocessing of students’ transcripts. The
system provides the general query function of students’
transcripts; that is, entering the student number can query
the transcripts of the specified students, and entering the
class name can access the summary table of the transcripts of
the whole class, including the descending sorting of scores,
and the classified statistics of excellent (80-100 points), pass
(60-80 points), and fail (0-60 points). At the same time,
teachers’ postperformance is evaluated according to the
change and distribution of students’ performance. Because
other statistical work algorithms are relatively simple and
limited by space, they are not discussed here. Only the
teacher postperformance evaluation algorithm is expanded
as Figure 3.

In Figure 3, another group of FNN neural networks is
used to evaluate teacher performance. The node function
of the neural network is consistent with that of the FNN
network in Figure 2. Refer to (2), and the data pre-
processing algorithm before the neural network refers to
(1). If the traditional teacher performance evaluation
scheme based on the weighted factor method is adopted,
because the weighted factor itself has a systematic error
and the systematic error may be aimed at different stu-
dents’ basic physical conditions, differences in colleges
and departments, differences in students’ gender and age,
etc., the evaluation reliability cannot be effectively
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Vital Capacity | |—>| minmax

| Physical Examination Body Fat Ratio | BMI |—>| minmax

Mid-distance Race | |—>| minmax

| Physical Fitness Throwing | |—>| minmax

Sitting body flexion cm |—>| minmax

g Y | FNN
| Sports Examination Teacher evaluation | non-dim
Classmate evaluation | non-dim
| Mental Health SAS Results | non-dim 4
Results

SDS Results | non-dim

FiGure 1: Evaluation index of physical education in colleges and universities and its machine learning analysis.

Student Teacher Surgeon Psychologist
> SAS / SDS
A 4
General surgical
— o
examination
A 4
Sports
examination
Physical fitness
§ test > FNN
School Report I: I Results |

FIGURE 2: Architecture diagram of the artificial intelligence system (FNN) for physical education teaching evaluation in colleges and

universities.

guaranteed. In this study, FNN neural network is selected
for the comprehensive evaluation of students’ physical
education performance, and it also realizes the compre-
hensive evaluation of teachers’ performance.

4. Overall Simulation Verification of
System Effectiveness

Taking the real original files of 21 nonsports majors in 2018
and 2019 in 2020-2021 academic year as the data source, the
analysis environment is constructed in MATLAB, the tra-
ditional method is used to analyze student performance and
teacher performance as the reference group, and the artificial
intelligence method designed in this study is used to analyze

student performance and teacher performance as the ob-
servation group. The following three validation studies were
carried out.

4.1. Correlation between Artificial Intelligence Evaluation and
National Physical Education Examination Results. In order
to verify the role of the artificial intelligence method
designed in this study in student achievement and teacher
achievement, the R2 value was obtained by the linear
regression method under SPSS, and ¢ value and P value
were obtained by bivariate ¢ calibration.

The R2 values were counted as the ratio of the regression
residue to the mean residue (3):
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FIGURE 3: Schematic diagram of the teacher performance evaluation system.

(3)

1 n
n«

where X is the mean value of the test sample sequence, x; is
the regression value in the sequence, i is the input value in
the sequence, and # is the number of test samples.

The Tvalue and P value of bivariate t-check come from
the bivariate t-check process, where t value is the value
value of the output result. When ¢>10.000, it is consid-
ered that there is a statistical difference between the two
columns of data, and the greater the T value, the greater
the statistical difference; the P value is the log value of the
output result. When p<0.05, it is considered that the
result data are within the confidence space. When p <0.01,
it is considered that the result data have a significant
statistical significance. The smaller the p value, the higher
the degree of confidence. Subject to the length, only the
calculation algorithm of T value (value) is explained
here (4):

X-—p

= )E)

t P S
Value (O_x/\/m)

(4)

where x means the average value of the investigation sample
sequence and y means the average value of the reference
sequence. n is the number of nodes of the investigation
sample sequence, m is the number of nodes of the reference
sample sequence, and 0 means the standard deviation rate of
the investigation sample sequence. Firstly, the linear re-
gression method is used to calculate the correlation between

the national unified examination results and the compre-
hensive evaluation results of the system, and Figure 4 is
obtained.

In Figure 4, there is a significant linear relationship be-
tween the results of the National Physical Education unified
examination and the comprehensive evaluation value of the
system, R*=0.9509 and P = 0.003, because the comprehen-
sive evaluation process of the system does not introduce the
results of the National Physical Education unified examina-
tion, but according to the results of the physical education
classroom teaching test, it can be considered that the system
has a certain predictive value for the results of the National
Physical Education unified examination. The R* value cal-
culation scheme is the ratio of regression variance to linear
variance, which can calculate the difference between the re-
gression result and the original result.

In the actual correlation analysis, in addition to the
results of the National Physical Education unified exami-
nation, it also investigates the results of SDS and SAS
evaluation, comprehensive physical examination evaluation,
and surgical examination evaluation of students in the
evaluation of students’ mental health and introduces the
bivariate t-test analysis results of the above evaluation results
and the comprehensive evaluation results of artificial in-
telligence given by the system. The above analysis results are
shown in Table 1.

In Table 1, there are significant statistical consistency
(T'>10.000, p<0.01) and linear correlation (R2>0.75,
p<0.01) between the five data and the comprehensive
evaluation results of artificial intelligence given in this study.
However, there are some statistical differences between the
relevant data. For example, the comprehensive evaluation
results of artificial intelligence given by the system are highly
correlated with the results of the national physical exami-
nation, physical fitness test, and general surgical examina-
tion (both T value and R2 value are large), but slightly less
correlated with the results of mental health examination
(SAS and SDS) (both T value and R2 value are small).

In Figure 5, the correlation between the national unified
assessment results and the comprehensive evaluation of the
artificial intelligence system is calculated by the linear
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FIGURE 4: Linear regression results of national unified examination
results and comprehensive evaluation results of the system.

regression method to compare the differences between the
original assessment items and artificial intelligence system.

4.2. After Using the Artificial Intelligence Comprehensive
Evaluation System, the Statistical Results of Teachers’ Per-
formance Change. There are 24 PE teachers in our school.
The evaluation results of the original teaching evaluation
teachers’ performance are counted, and then, the artificial
intelligence teacher performance evaluation method given
by the system is used to evaluate the teachers’ performance.
The comparison results are shown in Table 2.

In Table 2, on the premise that the evaluation scheme
remains unchanged, the probability of teachers in the
physical education teaching group obtaining advanced
teachers decreases from 25% to 17%. Among the four
teachers who obtain advanced teachers in the new scheme,
three teachers are different from the previous evaluation
result list, accounting for 75%, while the probability of
backward teachers increases from 21% to 33%, and one
teacher is different from the previous evaluation result list,
accounting for 18%. That is, the new scheme has more
stringent requirements for teachers and puts forward higher
requirements for college physical education teachers.

In Figure 6, through the analysis of the correlation between
the old and new schemes on teachers’ performance evaluation
results and using the artificial intelligence teachers’ perfor-
mance evaluation method given by the system to evaluate
teachers’ performance, it is found that the probability of
obtaining senior teachers has decreased by 8%, the perfor-
mance evaluation of teachers is more strict, and the probability
of teachers with poor evaluation is higher, and it is concluded
that the new scheme has higher requirements for PE teachers
and the judgment results are more rigorous.

4.3. Investigation and Statistics of Teachers’ and Students’
Subjective Feelings about the Evaluation Results of the System.
Because the above simulation process is aimed at the student
performance and teacher performance in the academic year

TaBLE 1: Correlation analysis between relevant data and com-
prehensive evaluation results of the system.

Regression Bivariate t-
Comparison items analysis check
R’ P t P
Unified examination results ~ 0.9509  0.003  86.273  0.004
SDS 0.8364 0.007 65.126 0.007
SAS 0.7913  0.006  71.235 0.007
Physical fitness test results 0.9758 0.002 92.715 0.004
Surgical examination results 0.8674 0.003 88.594  0.003
95 1
%0 0.95
85
0.9
80
0.85
75
0.8
70
6 0.75
60 0.7

Unified
examination results

SDS

SAS

Physical fitness

test results

Surgical
examination

results

—m=— Bivariate t-check t

—e— regression analysis R2

Ficure 5: Correlation between student assessment items and
comprehensive evaluation of artificial intelligence.

2020-2021, 500 students are selected as the survey object,
and all 24 teachers are selected as the survey object. They are
required to “support,” “no objection,” and “oppose” the
change of the evaluation system by displaying the previous
evaluation results and the evaluation results given by the new
system; the statistics of three evaluation results are shown in
Table 3:

In Table 3, although the evaluation of teachers in the new
system is more harsh, the support rate of teachers for the
new system has increased from 25.0% to 37.5% and the
opposition rate has decreased from 62.5% to 41.7% com-
pared with the previous system. The fundamental reason is
that the evaluation criteria for teachers in the new system are
more comprehensive and objective, and teachers can per-
form more actively in their work, the ratio of labor pay to
labor return is more significant. Students’ evaluation results
of the new system are much higher than those of the pre-
vious system, in which the support rate has increased from
29.8% to 79.2%, and the opposition rate has decreased from
58.2% to 11.8%.

In Figure 7, through the analysis of the correlation
between the new scheme and the support rate of teachers,
the evaluation standard of the new scheme is more objective,
which improves the enthusiasm of teachers in all aspects and
increases the interaction between teachers and students so
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TaBLE 2: Impact of new and old systems on teachers’ performance evaluation results.

. . Advanced teacher Backward teachers
Comparison items . .
Total Difference Overlap Total Difference Overlap

Previous method 6 (25) — — 5 (21) — —
New method 4 (17) 3 (75) 2 (50) 8 (33) 1(18) 4 (50)
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FIGURE 6: Correlation between old and new schemes and teachers’ performance evaluation results.

TABLE 3: Statistics of support rate for the new system among students and teachers.

. . Student n =500 Teacher n=24
Comparison items . .
Support No obj Oppose Support No obj Oppose
Previous method 149 (29.8) 60 (12) 291 (58.2) 6 (25) 3 (12.5) 15 (62.5)
New method 396 (79.2) 45 (9) 59 (11.8) 9 (37.5) 5 (20.8) 10 (41.7)

Teacher oppose :
PP 62.5

Teacher support

Student oppose

Student support

0 10 20 30 40 50 60 70 80 90
® new method

m Previous method

FiGure 7: Correlation between the new scheme and the support rate of teachers.
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that the evaluation results of students are much higher than
those of the old scheme and the new scheme obtains higher
support rate among teachers.

5. Summary

In the college physical education management information
system, the artificial intelligence evaluation method is used
to replace the previous weighted index evaluation method so
that the data displayed in the conventional teaching link can
intuitively predict the National Physical Education unified
examination results, and the evaluation of students’ per-
formance and teachers’ performance are more objective and
comprehensive. However, compared with the comprehen-
sive artificial intelligence system, subject to the historical
problems of the current technical system and the college
physical education teaching information management sys-
tem, as well as the linkage restriction of the evaluation
mechanism of the surrounding teaching groups, the system
cannot realize the comprehensive intervention of the arti-
ficial intelligence system in the college physical education
teaching process. The follow-up research will further sort out
the process, deepen the teaching reform, and further the
application of artificial intelligence system.
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When virtualizing large-scale images of the real world, online hashing provides an efficient scheme for fast retrieval and compact
storage. It converts high-dimensional streaming data into compact binary hash codes while saving the structural characteristics
between samples into the Hamming space. Existing works usually update the hashing function based on the similarity between
input data, or design a codebook to assign code words for each single input sample. However, assigning code words to multiple
samples while retaining the balanced similarity of the image instances is still challenging. To address this issue, we propose a novel
discriminative similarity-balanced online hashing (DSBOH) framework in this work. In particular, we first obtain the Hadamard
codebook that guides the generation of discriminative binary codes according to label information. Then, we maintain the
correlation between the new data and the previously arrived data by the balanced similarity matrix, which is also generated by
semantic information. Finally, we joined the Hadamard codebook and the balanced similarity matrix into a unified hashing
function to simultaneously maintain discrimination and balanced similarity. The proposed method is optimized by an alternating
optimization technique. Extensive experiments on the CIFAR-10, MNIST, and Places205 datasets demonstrate that our proposed
DSBOH performs better than several state-of-the-art online hashing methods in terms of effectiveness and efficiency.

1. Introduction

With the widespread use of digital monitoring facilities and
the Internet, the generated streaming data have also in-
creased correspondingly [1-4]. The processing of streaming
data needs to be performed in approximately real time,
which is very difficult for high-dimensional multimedia data
such as images and videos [5, 6]. Online hashing can encode
high-dimensional streaming data that arrive online into
compact binary codes with low storage and eflicient com-
putation [7, 8]. In particular, it preserves the relationship
among the samples into the Hamming space and updates the
hashing function in the light of the newly arrived data to
adapt to the new data instance [9, 10]. In view of the ad-
vantages of low storage and efficient computation, online

hashing is widely applied in education, finance, military,
among other industries [11-14].

Most existing online hashing methods have been de-
voted to the trade-off between accuracy and efficiency
[15-17]. According to the learning strategy, people divide
these techniques into unsupervised online hashing and
supervised online hashing [18-20]. The well-known unsu-
pervised methods mainly include online sketch hashing
(SketchHash) [21], FasteR online sketch hash (FROSH) [22],
and zero-mean sketch [23]. SketchHash designs the hashing
function with the sketch scheme [21]. FROSH uses the
independent subsampling random Hadamard transform on
various small data blocks to get a compact and accurate
sketch while speeding up the sketching procedure [22]. The
zero-mean sketch method solves the uncertainty problem of
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the offset value and improves the data processing efficiency
by zero-mean sketch [23]. Supervised methods obtain better
performance than unsupervised methods in most instances
because of the utilization of label information. Some rep-
resentative works include online hashing (OKH) [24, 25],
adaptive hashing (AdaptHash) [26], online supervised
hashing (OSH) [27, 28], online hashing with mutual in-
formation (MIHash) [29], balanced similarity for online
discrete hashing (BSODH) [30], and Hadamard codebook-
based online hashing (HCOH) [31]. These methods have
achieved satisfactory performance.

However, some existing supervised online hashing
methods still achieve unsatisfactory accuracy in real appli-
cations as they ignore any discriminative and balanced
similarity. More specifically, HCOH generates discrimina-
tive binary codes with maximum information entropy by the
Hadamard codebook, but ignores the local neighbor rela-
tionship among samples and only processes a single input.
On the other hand, BSODH only considers balanced sim-
ilarity based on the pairwise relationship and neglects the
global data distribution, which results in a decrease in ac-
curacy [32, 33]. Hence, both HCOH and BSODH have
problems when applied to real applications.

In this work, we put forward a novel discriminative sim-
ilarity-balanced online hashing (DSBOH) framework, which
can simultaneously preserve the global distribution informa-
tion of data and pairwise relationships between samples to
generate discriminate hash codes with maximum information
entropy. In particular, first, we maintain the maximum in-
formation entropy of hash codes via a Hadamard codebook.
Then, the pairwise similarity matrix is adjusted to ensure that
the updated scheme of balanced hash codes is used to preserve
the correlation between the new and existing data. Finally, we
combine the above attributes into a unified hashing function.
An alternating iterative algorithm is used to solve the proposed
DSBOH method. Compared with several state-of-the-art
online hashing techniques, remarkable results have been
achieved by our proposed DSBOH method.

In summary, the main contributions of this work include
the following:

(i) The Hadamard matrix is used to ensure that the
hash codes with maximum information entropy are
separable and can deal with situations with un-
known number of categories.

(ii) We preserve the balanced similarity between newly
arrived data and previously arrived data into the
generated Hamming space using the inner product
to deal with uneven data distribution.

(iii) We combine the Hadamard codebook and the
balanced similarity matrix into a unified hashing
function to simultaneously maintain the discrimi-
nation and balanced similarity of the hashing
modal.

(iv) The alternating iterative algorithm is used to opti-
mize the proposed method, and experimental re-
sults verify that our method performs much better
than several state-of-the-art online hashing
techniques.

Scientific Programming

The remainder of this study is organized as follows.
Section 2 gives a brief overview of the related works. In
Section 3, we elaborate on the framework and optimization
of the proposed method. Section 4 details the experimental
results and analyses. Finally, we conclude the paper in
Section 5.

2. Related Work

In this section, we present supervised methods, such as OKH
[24, 25], OSH [27, 28], AdaptHash [26], MIHash [29], and
BSODH ([30].

Huang et al. first proposed a prototype based on online
hashing termed OKH [24]. In each current iteration, a
new pair of data samples is used, a pair of sample simi-
larity loss functions is designed according to the Ham-
ming distance, and the prediction loss referring to Ref.
[34] is used. The function evaluates whether the operating
hashing projection vector suits the new data and expects
the model to save as much of the historical information of
the previous round of projection vectors as possible
during the update process. To make the original online
hashing algorithm more perfect in loss function theory, an
improved weakly supervised online hashing learning
model [25], which does not require the label information
of the data, is proposed for the loss threshold of the
hashing modal. The new objective function is designed to
calculate the disparity between the Hamming distances of
pairwise data, and the upper limit loss of the online hash
theory is rigorously analyzed. Second, because the hashing
function learned in the algorithm update relies on new
data, it easily falls into local deviations according to the
characteristics of online hash algorithms to adapt to the
new data; a multimodal strategy is produced to reduce
such deviations.

Cakir et al. proposed the OSH method [27], which adapts
to data changes, and the label types of datasets are unknown.
A random method is used to generate the codebook, so that
the code generated by the hashing function and the category
matching error in the corresponding codebook are mini-
mized [35]. To ensure the last round of information, the
previous hashing functions are linearly combined and
superimposed; however, the codebook structure directly
determines the coding efficiency. Therefore, in the follow-up
literature, an improved online supervised hashing [28] is
proposed for this problem. The ECOC codebook is applied
according to online supervised hashing, which improves the
space efficiency and solves the original Hamming loss for-
mula. Complexity proposes an efficient solution method
based on the upper boundary, which improves the time
efficiency of the algorithm.

AdaptHash [26] uses the relationship between data
sample similarity and Hamming distance to solve the
problem of how online models adapt to current data. First,
the objective function is constructed using the similarity of
current sample pairs and the Hamming distance relationship
combined with the minimum loss variance function [36],
and the gradient descent algorithm is used to solve the hash
projection vector; the objective function is further
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generalized to make similar or unsimilar sample data pairs.
The Hamming distance is minimized (maximized) to reduce
the update redundancy caused by the update mechanism;
finally, the hinge loss function [37] is used to filter the hash
map with the largest error, and the iterative calculation is
reentered until the number of iterations reaches the set
value.

MIHash [29] adopts the theory of quantitative infor-
mation coding to obtain high-quality hash code that elim-
inates unnecessary hash table updates. The mutual
information between the dataset samples is well correlated
with standard evaluation indicators and is used to calculate
the information entropy. When optimizing the mutual in-
formation target, differentiable histogram merging tech-
nology is used to derive stochastic gradient descent-based
optimization rules, and finally, the differentiated rules are
utilized to merge the derived histograms and apply them to
the learning objective function. This work is dedicated to the
synchronization of the hash code and the hashing function
updates and effectively reduces the reconstruction of the
hash table.

BSODH [30] studies the relationship between new data
and previously arrived data. This work considers that the
problem of online hashing is attributed to two issues:
updating imbalance and optimization inefficiency. The
above authors recommend asymmetric graph regularization
techniques to keep the relevance of online streaming data
and previously accumulated datasets. To deal with data
imbalance in the learning stage of online hashing, BSODH
designs a new balanced similarity matrix between new data
and previously arrived data, which tackles the challenge of
quantization error brought by relaxation learning in the
discrete optimization method in online learning and reveals
advanced results compared with the quantization-based
schemes.

In addition, some existing offline deep hashing
methods [38-42] use deep learning techniques to train the
hashing function and map the image data into low-di-
mensional binary codes to complete the mission of image
retrieval, but as the amount of data increases, the
retraining model consumes more time whenever new data
arrive. For example, deep transfer hashing (DTH) [42]
trains a CNN model and inputs the online generated
image pairs and their labels into the network. The loss
function of the model makes the outputs of similar in-
stances close, while the outputs of dissimilar instances are
pushed farther, thus obtaining the binary codes repre-
senting the semantic structure of the original image pairs.
However, this method requires a complex relaxation
process and a relatively large number of bits to obtain
satisfactory retrieval results.

3. The Proposed Framework

Figure 1 shows the overall framework of our proposed
discriminative  similarity-balanced  online  hashing
(DSBOH), which contains two main modules, namely
discriminative codebook and balanced similarity. The details
of the proposed DSBOH are presented as follows.

3.1. Notations. Assume that N d-dimensional data denoted
as X' = [x!, x5, ..., x! ] € R®™ are fed into the system at the
t stage, whose corrésponding label L is expressed as
L' =[I,L,..., I ] € N". Our goal is to generate k-di-
mensional binargf codes B' = [b,b5,..., b, ] € {1, -1y,
k < d. The mapping matrix to be learned for reducing the
d-dimensional real-valued data X' to k-dimensional binary
data B! is represented as W* € R™*, The expression of B' is
defined as follows:

B' = F(X") = sgn(W'' X), (1)

where F (-) represents the hashing function, W'T represents
the transposition of W*, and sgn (-) is the symbolic function
defined as follows:

1, 0<x,

sgn(x) = { (2)

-1, 0>x.

To retain the similarity or dissimilarity relationship
between the newly arrived streaming data and the previously
arrived data, we consider constructing the hashing function
with a similarity matrix. At the ¢ stage, the currently arriving
data are defined as X' =[x ,x},..., xén[] whose corre-
sponding labels are represented as L!, and the generated
hash codes are represented as BL. The data arriving before the
t stage are X! = [X!,X?,...,X""!] whose corresponding
labels are represented as L, and the generated hash codes are
represented as B,. All symbol notations utilized in this study
are presented in Table 1.

3.2. Hadamard Codebook. To maintain the maximum in-
formation entropy of hash codes, we construct a Hadamard
codebook in three steps. First, we generate an orthogonal
Hadamard matrix that is 29-dimensional (g is a positive
integer) according to the definition C;; = (-1)=DG=D,
where C;; is the jth element of the ith row in matrix C. The
Hadamard matrix can generate independent hash codes that
satisfy two principles of the error-correcting output code:
the Hamming distance between columns is maximized to
ensure a significant difference between classifiers, and the
Hamming distance between rows is maximized to have a
strong error correction ability. Attention should be paid to
guarantee that the dimension of the Hadamard matrix is a
bit larger than the number of labels. Second, we assign data
from the same class to the same column vector of the
Hadamard matrix C to be the target vector in the Hadamard
codebook C. In particular, when a batch of new data is
received, we randomly and nonrepeatedly select certain
columns in the Hadamard matrix to construct virtual
multilabel vectors in the Hadamard codebook. When the
label of the new data is the same as the data that arrived
before, it is assigned to the same column vector. These
vectors are aggregated to form a codebook C. Finally, we use
locality-sensitive hashing (LSH) [43] to align the code length
of the Hadamard codebook with that of the hash codes.
To maintain the independence of the hash code and
retain the global distribution information, we define the loss
function L, based on the Hadamard codebook as follows:
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FIGURE 1: The overall framework of the proposed discriminative similarity-balanced online hashing (DSBOH). (a) The hash codes generated
by the constructed Hadamard codebook for the input data are independent of each other, but the similar relationship between the data is
ignored. (b) The similarity matrix constructed from the new data and the arrived data guides the generated hash codes to have a stronger
classification ability but ignores the global data distribution. (c) The proposed algorithm can generate more discriminative hash codes for

satisfactory retrieval results.

TaBLE 1: Notations utilized in this study.

Symbol Notations

X! Input data at t stage

L Label of X'

B! Binary codes generated for X'
w! Hashing mapping matrix at ¢ stage
Xt Data arriving currently at t stage
L Label of X!

B! Binary codes generated for X'
X! Data all arriving before ¢ stage
L Label of X,

B Binary codes generated for X/,
d Dimension of input data

k Dimension of binary code

N Number of input data

n, Number of input data at t stage

(3)

(HIF

Ly = min "F(Xt) -G

where C; represents the ith column of codebook C, J ()
denotes the label category of x{, and | - || is the Frobenius
norm of a matrix.

3.3. Balanced Similarity. Suppose that there are two input
data x; and x;, the corresponding labels are /; and /; and the
hash codes are expressed as B; = [bzl’b12’ byl e
{1,-1}*1 and B;=[b,b, ..., b]k]T {1, -1}, respec-
tively. S;; represents the similarity matrix of x; and x;. If x;
and x; belong to one category, thatis, [; = [, thenS =1 We
expect that the hash codes within the same category are the
same; that is, B; = [by,by, ..., byl" = [bj1,bjp,. . by]"
= B,. Because the product of the same binary codes is 1,
BTB i = k = kS;;. Conversely, if x; and x; are within different
categorles, that is, [;#1;, then §;; = —1. We also expect that

the hash codes from different categories are different; that is,
B; = [by, by, ... by)" = [-bj1, b, ..., ~by]" = —B;. Be-
cause the product result of the different binary codes is -1,
BiTBj = —k = kS;;. In sum, the product of Bl and B; has a
common value with kS;;, which means that we can retain the
similarity relationship of input data into the Hamming space
through the above method as follows:

min 875 - k53 [ @

To keep the similarity relationship constructed from the
newly arrived data X! at the t stage and the data X!, before
the t stage in the Hamming space, the relationship between
the inner product of the binary codes B. and B, and sim-
ilarity §* is used. In addition, with the increase in the new
instances, the similarity matrix §' becomes more and more
sparse because most image pairs are dissimilar [30]. To
prevent the model from overly relying on dissimilar in-
formation and ignoring the information of similar pairs, we
adjust the similarity matrix according to the similarity and
dissimilarity and convert the similarity matrix §' to the
balanced similarity matrix g by multiplying by different
balance factors. The balanced similarity matrix S is defined
as follows:

t t
— UsSip» S =1
A Q
#dsij’ Sij =-1

where S and S}, represent the element in the ith row and jth
column of matrices S and S', respectively. p, denotes the
impact factor of the similarity pairs, while p; denotes the
impact factor of the dissimilarity pairs. When y, is greater
than y;, the Hamming distance between similar pairs will
decrease, while that between dissimilar pairs will increase. By
adjusting the two balance factors, the problem of data
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imbalance can be solved. Thus, the loss function of balanced
similarity can be defined as follows:

BT, - k5[,

L, = min |
BB (©6)
st.BL e {1,-1}°" B e {1,-1}""™,

where m, = Y'_1n; denotes the total number of instances
that arrived before t stage.

3.4. Overall Formulation. Different from HCOH and
BSODH, which find the global data distribution or balanced
similarity via a local neighbor relationship, DSBOH aims to
generate discriminative binary codes for single or multiple
inputs by preserving global distribution information with
the help of Hadamard codebook and local pairwise rela-
tionship between the newly arrived data and the previously
arrived data in a seamless framework. When the data ex-
plode, the modal still has a strong generalization ability
because we consider retaining the semantic relationship
between the data at different stages. Furthermore, hash codes

BB, - kS| +

L= min |
BL,BL,W!

B e {1,-1}"",
s.t.
B € {1,-1}F™,

where ¢ and €' are parameters to control the importance of
each module.

3.5. Alternating Optimization. Owing to the discrete re-
strictions of the binary codes, the optimization problem of
the variables in equation (9) is nonconvex [44, 45]. In this
regard, an alternating optimization technique is adopted to
deal with our proposed loss function L. That is, when a
variable is updated, others are fixed as constants. The specific
details of the implementation are introduced as follows.

min
Wt

tan h(WtTXE) - C’}(X!)

Using the formula of matrix A:

JAl = \tr(ATA) = \er(4AT). (12)

We convert equation (11) into the form of the trace
of the matrix as follows:

F(X") - C,(Xt)

2 + at"tanh(WtTXi) -B
F

are independent and discriminative due to the use of
codebook. Therefore, we combine loss function L; of the
Hadamard codebook hashing function in equation (3) and
loss function L, of balanced similarity preservation in
equation (6) into the same objective function, which is
expressed as follows:

BB - k§t||; + A ’

min ’

BLBLW F(Xt) - 6] (

xt) F’ (7)
st.B e {1,-1}"", B e{1,-1}"",

where A’ is the parameter to control the importance.

To minimize the quantization error between learned
hashing function F(X') and the target hash code B, the
quantized loss function is defined as follows:

. t £[|1
min[F(x') - B, ®
Finally, adding equation (8) into (7), and adding the

Frobenius norm of W' as a regular term, the overall for-
mulation is expressed as follows:

; o |B(x) - B[ + & W

(9)

(1) Solving W*: fix B., and B, so that the first term in
equation (9) can be eliminated. The objective
function becomes:
tHluart 2

+e W

12: +o'|F(x*) - B, ;

F(X") —C,W)]

min A’

Wt
(10)

Replacing the formula F(X')=sgn(WTX’) in

equation (1) with F(X*) = tanh (W'TX") for opti-
mization convenience, we obtain the following:

Tl W (11)

J(xrw-g,))
xt (xg)

+o'tr(W X, - BL) (X W' - B"))

+ sttr(WtW‘T).
(13)



After simplification, we obtain the following:

w

—2r| WX C] +d'B R
c (Xé) c

where I stands for the d-dimensional identity matrix.
Equation (14) takes the partial derivative of W* and
makes the result zero. That is:

min [(1 +0) XX + Jtl]tr(WtWtT)
(14)

[(1+0") XX+ T|W' - Xi((?](x[) + atBi) = 0.
(15)

Therefore, we update W' with the following
equation:
w'=[(1+0 )X XT + 1] IXQ(Cf( + a'BiT).

(16)

xt)

(2) Solving B!: fix W' and B.; therefore, only the first
term remains in equation (9). The objective function
now becomes:

min '
BL,BLW!

BB - k§tH;. (17)

According to Ref. [46], the F norm is changed to the
L1 norm; the result is as follows:

B = sgn(Bigt). (18)
(3) Solving B:: fix W* and B,. Equation (9) becomes:

BB - kS‘Hi +o'|F(x") - B, i

n};n| (19)

For further optimization, we remove irrelevant items
and obtain the following:

min B B, [ - 2¢r(P"BY), (20)

where P =KkABS +o'WTXL. According to su-
pervised discrete hashing (SDH) [6] and BSODH
[30], the optimization in equation (20) is NP hard, so
we turn the matrix into a combination of row vec-
tors, transferring the problem into row by row
updating. That is to say, equation (20) becomes:

tT~t ~ T~t
t
b, +B. B,

ar - cr

b

. 2 — Tt ~T~t
min F—2tr<p;r b, +Pt BC>, (21)

cr

where Eir, E;j, and p, are the rth row of B, B, and P;

EZ, Bt,and P are the remaining parts of B!, B!, and P
except for the rth row, respectively. The above for-
mula is expanded to obtain the following:
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Tt |12 14 Tt Tt =T
b, b, +|B B[, + 26r( B BLE,
cr (22)
- 2tr<1;v;rTBZr> - 2tr<l§tTE£),

Il;lfln cr

The equation (22) is simplified to obtain the
following:

. ~T~t —T ~ T \+t
H,Etlntr<(B£ Bab;r _ptr )bcr>' (23)

cr

Therefore, we update row by row according to the
following rules:

b, = sgn<1~), -b 1§7T1~3t>. (24)

ar—a c

The proposed DSBOH is summarized in Algorithm 1.
Input: training instances X; labels L; the number of
data batches T; code length k; parameters A', of, €.
Output: binary codes B and hash map matrix W.

Initialize W and Wy with the normal Gaussian
distribution

Generate Hadamard matrix of r-dimension
if r # k then
Adopt LSH for Hadamard to get codebook C
else
Make Hadamard as codebook C
end if
while T—1 do
Denote the data coming currently as X'
Set X! = [X'; X'], B = [B'; B]
Compute S according to labels
Update W' via equation (16) and B!, via equation (18)
while r becomes k—1 do
Update b, via equation (24)
end while
end while
Set W = W' and calculate B' = sgn (W'TX")
Return W, B

4. Experiments

To prove the effectiveness of DSBOH, extensive experiments
on three widely used image datasets are conducted in this
section and compared them with several advanced online
hashing techniques.

4.1. Datasets. CIFAR-10 [47] is an inclusively applied
dataset for image retrieval and classification. It is composed
of 60,000 samples selected from ten classes, and each sample



Scientific Programming

is represented by 4096-dimensional CNN features. The ten
classes are airplane, automobile, bird, cat, deer, dog, frog,
horse, ship, and truck. Each category includes 6,000 samples.
We randomly select 5,900 samples from each category as the
training set; the remaining images are set as the testing set.
From the training set, 20,000 instances are utilized for
learning hashing functions [31]. Twenty example images
from each category of CIFAR-10 are shown in Figure 2.

MNIST consists of 70,000 hand-written digital images with
10 categories, which include numbers 0 to 9; each image is
represented by a 784-dimensional vector. We randomly sample
100 instances from each class to construct the testing set and
make use of the remaining part to compose the training set.
20,000 images randomly selected from the training set are used
to learn the hash model [18]. We randomly select 27 example
instances from each class to show in Figure 3.

Places205 [48] is a large-scale scene-centric dataset that
contains 205 common scene categories and 2.5 million images
with labels. First, the fc-7 layer of AlexNet [49] calculates the
features of each image, and then, PCA is exploited to simplify
these features into 128-dimensional vectors. We stochastically
choose 20 images from each category to form the test set, and
the others automatically consist of the training set. 100,000
images in the training set are randomly selected to learn the
hashing functions. Two hundred randomly picked images of
Places205 are shown in Figure 4.

4.2. Experimental Settings

4.2.1. Parameter Settings. According to experience, the
ranges of A’ ¢’, and € for the proposed DSBOH are set in
{0: 0.05: 5}. For the CIFAR-10 dataset, the best combination
for (A, 0!, €') is empirically adopted to (0.7,0.3,0.8). For the
MNIST dataset, we set (0.1,0.3,1.2) as the configuration of
(A, ¢, €'). For the Places205 dataset, (0.1,0.8,0.2) corre-
sponds to (A, o%, €'). Table 2 shows the detailed parameters
of DSBOH on the CIFAR-10, MNIST, and Places205
datasets. In addition, we conducted experiments with hash
codes of different lengths from the set [8, 16, 32, 48, 64, 128].
It is worth mentioning that SketchHash requires the size of a
batch greater than that of hash codes [21]. Thence, we only
show the results of SketchHash under 64 bits.

4.2.2. Evaluation Protocols. To evaluate the proposed
method, we apply a set of widely adopted protocols, which
includes the mean average precision (mAP), the average
accuracy of the first 1000 retrieved samples (mAP@1000),
which is used for the large dataset Places205 to reduce the
calculation time, precision within a Hamming sphere with a
radius of 2 centered on every query point (Precision@H?2),
and the average precision of top-R retrieving neighbors
(Precision@R). We also compare the running time on
CIFAR-10 and MNIST with other methods. Additionally,
the precision-recall curves on CIFAR-10 and MNIST are
adopted to evaluate our proposed method.
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FIGURE 4: Example images of Places205 dataset.

TaBLE 2: Parameter settings to CIFAR-10, MNIST, and Places205
on DSBOH.

Parameter CIFAR-10 MNIST Places205
A 0.7 0.1 0.1
ot 0.3 0.3 0.8

€ 0.8 1.2 1.2

Uy 1.5 1.5 1.5
1y 0.5 0.5 0.5
", 2000 20000 20000

4.2.3. Compared Methods. We contrast the proposed
DSBOH with several advanced online hashing methods,
including OKH [25], OSH [28], AdaptHash [26], Sketch-
Hash [21], and BSODH [30]. All the results of the above
methods are implemented via the publicly available source
codes. We implement all the methods using MATLAB on a
single computer equipped with a 3.0 GHz Intel Core i5-8500
CPU and 16 GB RAM,; all results shown in this work are the
average of the three runs.
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TaBLE 3: mAP and Precision@H2 results on CIFAR-10 for 8, 16, 32, 48, 64, and 128 bits.
mAP PrecisionH2

Methods . . . . . . . . . . . .

8bits  16bits 32bits 48bits 64bits 128bits 8bits 16bits 32bits 48bits 64 bits 128 bits
OKH [25] 0.100 0.134 0.223 0.252 0.268 0.350 0.100 0.175 0.100 0.452 0.175 0.372
OSH [28] 0.123 0.126 0.129 0.131 0.127 0.125 0.120 0.123 0.137 0.117 0.083 0.038
AdaptHash [26] 0.116 0.138 0.216 0.297 0.305 0.293 0.114 0.254 0.185 0.093 0.166 0.164
SketchHash [21]  0.248 0.301 0.302 0.327 —_ —_ 0.256  0.431 0.385 0.059 —_ —_
BSODH [30] 0.564 0.604 0.689 0.656 0.709 0.711 0.305 0.582 0.691 0.697 0.690 0.602
DSBOH 0.556 0.669 0.703 0.696 0.720 0.727 0.411 0.730 0.737 0.655 0.552 0.371
The first-ranked results are given in bold.

TaBLE 4: mAP and Precision@H2 results on MNIST for 8, 16, 32, 48, 64, and 128 bits.
mAP Precision@H2

Methods . . . . . . . . . . . .

8bits  16bits 32bits 48bits 64 bits 128bits  8bits 16bits 32bits 48bits 64 bits 128 bits
OKH [25] 0.100 0.155 0.224 0.273 0.301 0.404 0.100 0.220 0.457 0.724 0.522 0.124
OSH [28] 0.130 0.144 0.130 0.148 0.146 0.143 0.131 0.146 0.192 0.134 0.109 0.019
AdaptHash [26] 0.138 0.207 0.319 0.318 0.292 0.208 0.153 0.442 0.535 0.335 0.163 0.168
SketchHash [21] 0.257 0.312 0.348 0.369 —_ —_ 0.261 0.596 0.691 0.251 o e
BSODH [30] 0.593 0.700 0.747 0.743 0.766 0.760 0.308 0.709 0.826 0.804 0.814 0.643
DSBOH 0.596 0.721 0.759 0.751 0.781 0.781 0.403 0.803 0.849 0.788 0.651 0.415
The first-ranked results are given in bold.

TaBLE 5: mAP@1000 and Precision@H2 results on Places205 for 8, 16, 32, 48, 64, and 128 bits.

mAP@1000 Precision@H2

Methods . . . . . . . . . . . .

8bits  16bits 32bits 48bits 64bits 128bits 8bits 16bits 32bits 48bits 64 bits 128 bits
OKH [25] 0.018 0.033 0.122 0.048 0.114 0.258 0.007 0.010 0.026 0.017 0.217 0.075
OSH [28] 0.018 0.021 0.022 0.032 0.043 0.164 0.007  0.009 0.012 0.023 0.030 0.059
AdaptHash [26] 0.028 0.097 0.195 0.223 0.222 0.229 0.009 0.051 0.012 0.185 0.021 0.022
SketchHash [21] 0.052 0.120 0.202 0.242 o —_ 0.017 0.066 0.220 0.176 e e
BSODH [30] 0.035 0.174 0.250 0.273 0.308 0.337 0.009 0.101 0.241 0.246 0.212 0.101
DSBOH 0.046 0.154 0.249 0.286 0.313 0.347 0.011 0.089 0.264 0.175 0.119 0.037

The first-ranked results are given in bold.

4.3. Results and Discussion. First, we can observe the ex-
perimental results of mAP and Precision@H2 on CIFAR-10
in Table 3. From this table, we can find that (1) mAP: in the
case of 16bits, 32bits, 48 bits, 64bits, and 128 bits hash
codes, our proposed method has improved the second-best
BSODH method by 6.5%, 1.4%, 4.0%, 1.1%, and 1.6%, re-
spectively, and the mAP of DSBOH is slightly lower than
that of BSODH. (2) Precision@H2: in the case of 8bits,
16 bits, and 32 bits, our proposed method is 10.6%, 14.8%,
and 4.6% better than the second-best BSODH, respectively.
Although the mAP at 48 bits, 64bits, and 128 bits of our
proposed DSBOH slightly decreases compared with
BSODH, our DSBOH performs better than other online
hashing methods.

Table 4 shows the mAP and Precision@H2 results of our
raised DSBOH and compared techniques on the MNIST
dataset. The consequences indicate that (1) mAP: the pro-
posed DSBOH accomplishes an increase of 0.3%, 2.1%, 1.2%,
0.8%, 1.5%, and 2.1% for mAP compared with the second-
best BSODH in 8bits, 16bits, 32 bits, 48 bits, 64 bits, and
128 bits. Hence, the superiorities of DSBOH are demon-
strated. (2) Precision@H2: the Precision@H2 of our DSBOH
is much better than BSODH by 9.5%, 9.4%, and 2.3% for the
8 bits, 16 bits, and 32 bits, respectively. The performance of

our DSBOH is slightly lower than that of BSODH in terms of
48 bits, 64 bits, and 128 bits.

The experimental consequences of mAP@1000 and
Precision@H2 on the Places205 database are expressed in
Table 5. From this table, we can learn that (1) mAP@1000:
our proposed DSBOH is 1.3%, 0.5%, and 1.0% better than
the second-best BSODH in terms of 48bits, 64 bits, and
128 bits, respectively, and ranks second in terms of 8bits,
16 bits, and 32bits. (2) Precision@H2: the outcome of
Precision@H2 for our DSBOH is the highest at 32 bits and
2.3% higher than the second-best method. For other hash bit
lengths, DSBOH slightly decreases compared with the best.

For further verification of the performance of our
DSBOH, we execute comparative experiments on Preci-
sion@R under 16 bits, 32 bits, and 64 bits hash codes on the
CIFAR-10 and MNIST datasets. As shown in Figure 5, the
proposed approach continuously reveals the best Precision@
R, which demonstrates the superiority of DSBOH. In ad-
dition, the precision-recall curves on the CIFAR-10 and
MNIST datasets are shown in Figures 6(a) and 6(b), re-
spectively. Both curves wrap more curves, which proves the
effectiveness of our algorithm. To clearly show the perfor-
mance, we calculate the blue area under the curve (AUC) of
the PR curves on CIFAR-10 and MNIST and obtain 95.70%
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and 97.28% AUCs, respectively, which verifies that our
learning model has a double high ratio of precision and
recall.

4.4. Training Efficiency. Figure 7 presents the training time of
our proposed method and compared approaches in terms of
32 bits on the CIFAR-10 dataset and MNIST dataset. As for
Figure 7(a), we notice that our proposed DSBOH runs faster
than AdaptHash, OSH, and BSODH but is very similar to
OKH and SketchHash. We find that in CIFAR-10, although
OKH and SketchHash have the shortest training time, their
model accuracy is very poor. The training time spent by
DSBOH is the shortest among the remaining algorithms, and
the training efficiency is the highest. According to Figure 7(b),
the training time of every method for comparison exceeds our
proposed DSBOH except for SketchHash. Therefore, our
algorithm is efficient for online image retrieval.

5. Conclusion

In this study, we bring forward DSBOH as a novel scheme
that combines global distribution and balanced similarity to
generate discriminative hash codes for image retrieval. To
this end, we utilize the Hadamard codebook to assist the
construction of the hashing function and keep the similarity
between the newly arrived samples and the previously ar-
rived samples from the original real value space into the
Hamming space. Vast experiments on three benchmark
datasets demonstrated that DSBOH shows significant ad-
vantages in effectiveness and efficiency compared with
several innovatory online hashing methods. Since we use the
codebook to assign code words to single-label images, the
problem of code word assignment applied to multilabel
image retrieval is worthy of further study. It is also possible
to study a codebook that can better store the structure in-
formation of the image data in the future.
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In this paper, we consider the Vennia algorithm to conduct in-depth research and analysis on the traceability of dual-chain
blockchain agricultural products’ E-commerce information. This paper adds a collaborative verification module to the traceability
system and carries out a detailed design of information storage, traceability consensus algorithm, and smart contract for ag-
ricultural products according to the characteristics of the agricultural products supply chain, among which the collaborative
verification module adopts dynamic data storage technology; the ConsiderVinia consensus algorithm is improved by introducing
the way of integral penalty mechanism to ensure the block data validity. After a comparative study of the features and differences
of the three major blockchain technology platforms, this paper selects the super ledger to implement the agricultural traceability
system based on blockchain technology, introduces the partitioning and credit mechanism into the ConsiderVinia algorithm, and
elaborates the improvement process of the algorithm. The improved algorithm reduces the malicious behavior of nodes and
maintains the system security through a credit mechanism while maintaining the consistency of blockchain. In the event of a
transaction dispute, the third-party platform will determine the party at fault based on the transaction records and other evidence
and make corresponding punishments and compensations. The experiment proves that the algorithm proposed in this paper can
reduce the amount of network data transmission in the process of node consensus, which is better than the ConsiderVinia
algorithm in terms of both throughput and latency, improves the consensus efficiency, and alleviates the communication
bottleneck caused by the increase of users in blockchain applications, and the solution of applying the blockchain technology to
the agricultural products traceability system is practical and feasible. The blockchain-based agricultural products information
traceability system solves the problems of information asymmetry, difficult sharing, easy tampering, and storage centralization in
the traditional IoT-based agricultural products traceability system and truly realizes the credible and reliable traceability of the
whole chain of agricultural products information. The research content and results of this paper have certain theoretical and
practical values.

1. Introduction

E-commerce refers to the business of purchasing goods or
services or making digital money transfers over the Internet
[1]. The transaction parties jointly trust an authoritative
third party to conduct the transaction under the manage-
ment and supervision of the third party; all user information
and transaction information are saved on this third-party
server; and in the event of a transaction dispute, the third-
party platform will judge the party at fault based on

evidence, such as transaction records, and impose appro-
priate penalties and compensation. The greater convenience,
security, liquidity, and cost-effectiveness of E-commerce
compared to traditional physical transactions have led to
explosive growth in E-commerce transactions each year. The
state has provided strong policy support for the development
of E-commerce and has specifically enacted an E-commerce
law to protect safe transactions. As global food traffic grows,
food safety and quality assurance become increasingly im-
portant. The modern food supply chain is very complex,
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including the cultivation of food, the end retail, and the
standardized management of each production process. The
food production and processing process contains a large
amount of data and involves many participants, each of
whom plays a role related to food production. In recent
years, there have been outbreaks of foodborne diseases
around the world, proliferation of counterfeit and sub-
standard products, and difficulty in pursuing accountability
for problems, all of which illustrate the importance of in-
formation transparency in food production and distribution
process [2]. Through food information traceability, the
source of food production and distribution channels can be
identified promptly, and the causes of contamination during
foodborne disease outbreaks can be understood more
quickly. At the same time, highly accurate traceability in-
formation can prove whether the requirements are strictly
followed during the food distribution process and directly
prove the healthiness of the food. In addition, food infor-
mation can verify the authenticity of food products, and
relevant quality parameters can justify the price and reduce
the occurrence of food fraud problems. Food information
traceability ensures that the food distribution process is
under effective monitoring and that problems can be
identified promptly for accountability.

With the rapid development of the coordination service
industry, the transaction volume is increasing and the
transaction data is getting bigger and bigger. However, as
each coordination service enterprise has its interests, the
transaction data exists in their respective coordination
service enterprises and is not disclosed to them. Therefore,
the customer cannot easily trace the required data, and the
enterprise does not keep the private information of the
customer confidential, can also tamper with the internal data
privately, and cannot guarantee the security of the data [3].
When customers trade services with coordination service
companies, they must enter into relevant agreements with
the companies for the required services and the quality of the
completed services. If there is a breach of contract by any
party in the agreement, the defaulting party is required to
compensate the other party. Since the emergence of the
coordination service industry, there have been many
problems such as loss of goods, noncompletion of goods,
and dishonest transactions during coordination trans-
portation. To increase the trust between each other, coor-
dination service enterprises consume more resources when
signing relevant agreements or contracts, which further
increases the transaction costs and cannot improve the
competitiveness of coordination service enterprises [4].
With the rapid development of the coordination service
industry, people have put forward higher requirements for
coordination service enterprises. If enterprises want to take
advantage of the market and improve their competitiveness
in the current complex and fiercely competitive environ-
ment, further innovation of coordination service transaction
systems becomes an inevitable choice.

Among them, the combination of blockchain with various
fields has become a hot spot of blockchain research. In this
paper, we apply blockchain technology to food information
traceability, combine Ethernet blockchain and distributed file
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storage system IPES to propose a food information traceability
scheme, and design an efficient consensus algorithm for im-
proving the blockchain transaction rate. The growing maturity
of blockchain technology can precisely allow the problems in
traditional agricultural traceability systems to be solved. The
essence of blockchain is a data model, which is characterized
using distributed mode. It can also be understood as a ledger,
but the recording of this ledger will be shared by all the parties
to the transaction. A variety of technologies are encapsulated in
the blockchain system, with the support of network com-
munication devices and decentralized servers, and several
advanced technologies including timestamps, consensus al-
gorithms, data encryption, and smart contracts are utilized in a
convergence of the following: enabling the blockchain to
operate securely and smoothly in a centerless network. In terms
of functionality and power, any node in the blockchain network
is the same without the slightest difference or variation, so all
network nodes receive information about the generated blocks
at the first time while connecting the latest blocks, which ul-
timately results in the inconsistency of the entire blockchain
network. The existence of the blockchain consensus mecha-
nism makes it possible to keep the data on the chain tamper-
evident even when the blockchain network is subject to
malicious attacks. This tamper-evident and traceable central
less database can solve the problems of product information
forgery and information asymmetry during the whole chain
flow of agricultural product information collection and
transaction. Through blockchain technology, all stakeholders in
the flow of agricultural products can be closely involved in the
same blockchain network. Such a blockchain model allows
every consumer to know the real information about the ag-
ricultural products they buy.

2. Related Works

This model uses information collection technologies such as
IoT automatic sampling, mobile phone photography, laser
scanning, and RFID to achieve full supply chain traceability,
but it uses a centralized database for data storage, so the data
completely exposed and anyone who has access to the da-
tabase can make changes to the traceability data, which
seriously threatens the credibility of traceability results [5, 6].
However, the system still uses the central database of
traceability, which cannot guarantee the authenticity of
traceability data and makes the value of the preliminary data
collection and data analysis work greatly reduced [7]. High-
precision traceability information can prove whether the
requirements are strictly followed in the food circulation
process, and directly prove the health of the food. In ad-
dition, food information can verify the authenticity of the
food, and related quality parameters can prove the rea-
sonableness of the price and reduce the occurrence of food
fraud. They designed a service-oriented multilayer distrib-
uted agricultural traceability model under the guidance of
Hazard Analysis and Critical Control Point (HACCP)
management system, modularized the system functions, and
realized the traceability of quality and safety of agricultural
supply chain. In the data layer of the traceability system
architecture, the database is divided by function, thereby
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reducing the reading burden of a single database, but be-
cause it is itself a centralized plaintext database, there is a risk
of data tampering, which affects the trustworthiness of
traceability results [8].

By using blockchain-powered smart contracts and web
service links to reconfigure a user-centric video content de-
livery system that reduces the cost of video consumption, a
blockchain is used to record transaction contracts, a protocol is
used to control the completion of the transaction, and the
contract is automatically stored in the blockchain for later
review and audit [9]. It discusses how blockchain is changing
the consumer electronics market, analyzing the winds of
change in the now booming multi-billion dollar global con-
sumer electronics industry and potential use cases for elec-
tronics. Ultimately, blockchain technology can make the
consumer electronics industry more transparent, secure, and
honest. Account information in the account blockchain and
transaction activity in the transaction blockchain are stored
separately and distributed. The virtual account of the account is
used for transactions to protect account information from
being leaked [10]. Although there has been a lot of research on
various directions of blockchain, there is little literature so far
on blockchain transactions and regulation and verification of
smart contracts; therefore, this paper proposes a regulatory
verification model for smart contracts using an improved
Virginia encryption algorithm combined with the use of
asymmetric algorithms to store smart contracts cryptograph-
ically for sale on the chain of custody market, forming a profit
model that incentivizes users to improve smart contract di-
versity, and providing an economic basis for regulatory veri-
fication of smart contracts and a mass basis for further
development of blockchain [11].

In the Internet era, online transactions are prevalent;
however, the current centralized transaction model brings
many problems, such as leakage of users’ private informa-
tion, excessive third-party rights, proliferation of fake goods
and fake networks that are not easy to distinguish, high
pressure on central server storage, and exposure to various
hacker attacks. In this paper, we summarize the root causes
of these problems in traditional E-commerce and compare
the differences between blockchain transactions and tradi-
tional E-commerce transactions. Through comparison and
analysis, we determine that blockchain, which uses a dis-
tributed system that can ensure data is not tampered with,
transaction information is open and transparent, and per-
sonal information is encrypted and saved and can realize
anonymous transactions, can solve some shortcomings of
the traditional E-commerce transaction model.

3. Improved Two-Chain Blockchain
E-Commerce Information Analysis for
Agricultural Products considering the
Vennia Algorithm

3.1. Improved Algorithm to Consider the Vennia Algorithm.
Asymmetric encryption algorithms usually have a complex
computation process, and the security is highly dependent
on the length of the key, so the key is usually long and

consumes more arithmetic power, and the encryption and
decryption speed are relatively slow, but it is also more
secure [12]. If the security of the private key can be guar-
anteed, the security of the data can be guaranteed, so it is
suitable for encrypting a small amount of content, and the
key does not need to be changed frequently. Symmetric
encryption algorithms, on the other hand, are relatively
simple and have shorter key lengths, so the keys are cheaper
to transmit and compute, and the algorithms run quickly
and efficiently. Because the encryption and decryption keys
of symmetric encryption algorithms are the same or can be
easily derived from each other, the keys need to be changed
frequently. The encryption process of stream cipher is as
follows: first, a keystream is generated from the original
key K and a random number using a certain algorithm; then,
the plaintext stream and the keystream are used to generate
the ciphertext using an encryption algorithm. The longer the
period of the keystream and the more even the frequency
distribution, the higher the resistance to frequency analysis
attacks and the more secure it is; even its ideal degree of
primary cipher algorithm can achieve unbreakable security,
but this is only theoretically feasible; all we can do is to try to
get closer to the primary cipher to enhance security. In
addition, internal data can be tampered with privately, and
data security cannot be guaranteed. When a customer
conducts a service transaction with a coordination service
company, he/she must sign an agreement with the company
on the required service and the quality of the service.

c= Ekl(mf)Ekz(mg)~~Ek,-(n1f), (1)

C; =(P} - K}) mod {26}. (2)

The cipher was considered secure for quite some time,
but its myth was eventually shattered. It was discovered that
if the plaintext was much longer than the length of the cipher
key, analyzing the frequency of the cipher letters could help
find out the length of the key, and the cipher could then be
easily decrypted.

EK (P}, Py,...,P,) =(P; —K} + P, - K;)mod {92}.  (3)

However, this approach increases the size of the ci-
phertext so that it takes up too much space when many
messages need to be transmitted securely [13]. Therefore, we
propose a new encryption method combining Vigenere
cipher, LFSR, and OTP that enables the letters in the ci-
phertext to be evenly distributed and does not change the
size of the ciphertext, as shown in Figure 1.

The length of the new key period must exceed the length
of the plaintext to ensure that the key is not repeated and to
prevent frequent attacks. Experimentally, the formula pro-
posed in this paper proves to be achievable because our new
key has a fixed period, but the period is long enough. For
example, it is calculated that if the length of the original
password is 3, the period length will be 168. There are
problems such as lost goods, uncompleted goods, and dis-
honest transactions. In this regard, problems such as the lack
of trust between the participants in the coordination service
transaction contract have appeared in the coordination
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service transaction. The period will grow nonlinearly with
the length of the original password. The second advantage of
the new algorithm is that it can completely hide the fre-
quency characteristics of the letters in the ciphertext,
achieving a near-average distribution of ciphertext letters
[14]. Although both the time complexity and space com-
plexity of the improved algorithm have been improved, the
improvement is within an acceptable range and its security
has been significantly improved.

CYEf(fir 1)

Very short keys produce very long cycles, and if the cycle
length of the new key generated is greater than the plaintext
length, the length of the original key has little effect on the
frequency distribution of the final ciphertext. Therefore, the
original key with a short length can be chosen within the
cycle range to save resource consumption during trans-
mission. We further analyze the data to compare the two
encryption algorithms, and compare them to the traditional
Vigenere cipher; we can see that the new algorithm has a
smaller alphabetic overlap index based on the experimental
results. The chi-square test is the degree of statistical sample
deviation between the actual observed values of the data and
the theoretical values inferred through computation.

k 2
X% = Zw’ (5)
& F
D(X) =Y pi(x +u)" (6)
i=1

In addition, there is a small improvement in the values
when the length of the cipher is increased from 4 to 5.

In supply chain management, blockchain technology-
based supply chain management can ensure the openness and
transparency of each transaction data, and the main infor-
mation flow of the whole complete supply chain is kept on the

blockchain, which provides a guarantee for timely detection
of problems and targeted problem-solving in each link and
thus improves the efficiency of supply chain management.
Secondly, the timestamp of blockchain can provide evidence
and proof of existence for the dispute resolution of each
participant [15]. Finally, the combination of data tampering
ability and transaction traceability can ensure the authenticity
and reliability of the data on the chain, which can effectively
reduce the phenomenon of product counterfeiting, as shown
in Figure 2. We combine the Ethereum blockchain and the
distributed file storage system IPFS to propose a food in-
formation traceability plan, and design an efficient consensus
algorithm to increase the transaction rate of the blockchain.

The cultural entertainment field based on blockchain
technology proves the authenticity of the existence of a work,
an article, etc. through hash algorithm and timestamp, and
when the work is uploaded to the blockchain and has been
verified, the subsequent transactions of the work will be
recorded in real time, which provides strong technical support
for the proof. Secondly, the cultural entertainment based on
blockchain technology can organically integrate the various
parts related to it Finally, blockchain-based technology in the
field of culture and entertainment can increase the protection
and supervision; realize the consensus between individuals and
individuals, individuals and industries, and industries and
industries; etc., which will continuously enhance the stan-
dardization, self-awareness, and reliability of the industry and
at the same time strongly reduce the occurrence of infringe-
ment and piracy.

OTP is secure and, although impossible to implement,
can provide ideas for our new algorithm. The experimental
analysis shows that the new algorithm is secure in frequency
analysis attacks because the key period is larger than the
plaintext length [16].

3.2. Dual-Chain Blockchain E-Commerce Information
Traceability Design for Agricultural Products. In the food
information traceability scheme, the supplier grows raw



Scientific Programming

1.0 +

939

0.80

0.6 oot

Values
|5

0.48¢
0.4¢
428

0.2 4

0.0

IC Chi-square Standard
Ciphertext analysis

variance Direct

[ Virginia Code

[ New algorithm with a key length of 4
] New algorithm with a key length of 5
[] New algorithm with a key length of 6

FiGure 2: Ciphertext analysis.

materials and provides them to the producer, who needs to
complete the registration of raw materials in the system, use
a unique identification code to identify the raw materials,
and provide detailed information during their growth and
storage, such as temperature, humidity, and geographical
location, so that consumers can easily trace the source of
food materials. The producer buys the raw materials from
the supplier, processes the raw materials to obtain the food,
and provides it to the distributor, who then sells it world-
wide. In the process of food production, producers need to
record the production environment, source of materials,
production process, quarantine information and other
production process information; use the international
coding standard EAN/UCC-13 to code the food; package the
food by batch; and register the food information;, the same
batch of products corresponds to a production batch
number [17]. As an intermediary to transfer food from
producers to consumers, distributors record the flow of food
in the process of food transfer to ensure the continuity of
food information in the process of information traceability;
retailers buy products in bulk from distributors, then sell
them to consumers in retail mode, and have a direct
transaction relationship with consumers. Therefore, all
network nodes will receive the generated block information
in the first time, at the same time connect to the latest block,
and finally form the uniformity of the entire blockchain
network.

The process of food information traceability needs to
achieve end-to-end traceability, and nodes need to update
food transfer information promptly to prevent information
breakage, ensure the relevance of traceability information,
and cover the whole process of food circulation. As a design
to support the traceability of food information, after the food
information involved in the supply chain and the process
information of food circulation are put into the blockchain,
the data is open to the whole network, the two parties in-
volved in the transaction can obtain relevant data by

querying the transaction information, and the regulator is
also able to quickly investigate and locate the responsible
person through the obtained information when problems
arise. To achieve traceability of food information, data and
transaction information of food products at all stages of
circulation from raw materials to production to distribution
and retail need to be written into the blockchain to provide
proof of information origin [18] (Figure 3).

Raw material suppliers and producers enter new data
collection in the process of raw material cultivation and food
production, using sensors, radio frequency identification
(RFID), electronic cameras, and other technologies to collect
crop growth and food production process information in a
noncontact way. Since only single text information can be
stored in blockchain, IPFS distributed storage system is
introduced to store data such as pictures and files in the IPFS
database and upload the returned file hash to blockchain
storage. In this paper, Ethernet is used as the underlying
blockchain platform, which has a turing-complete instruc-
tion set, supports multiple languages, and provides a good
environment for smart contract development. To facilitate
data writing and information query in the blockchain, this
paper designs multiple smart contracts to implement these
functions. In the design of this paper, raw material suppliers
and manufacturers use data storage contracts to add product
information and maintain a mapping relationship between
product information and transaction update contract ad-
dresses. The supplier adds raw material information to the
data storage contract, and the producer writes information
about each batch of food produced in the contract so that it
can be queried by other nodes [19].

Every transaction after the food leaves the producer must
be written into the blockchain through a smart contract, and
when users perform transaction information update, in
addition to judging the user’s authority through the au-
thorization list, they need to judge the validity of the
transaction hash when entering the previous transaction
hash to prevent users from falsifying transaction informa-
tion. The final consumer can obtain all the transaction
records of food circulation through the transaction hash and
precisely query the transit node of each batch of food cir-
culation. The coordination service provider completes the
service to the coordination service user according to the
smart contract conditions [20]. After the service is com-
pleted, the smart contract automatically sends the service fee
to the account of the coordination service provider.

All closely focus on the same blockchain network to
perform related operations. Such a blockchain model allows
every consumer to know the real and relevant information
about the agricultural products they buy. In this agricultural
product traceability system model, the production data of
agricultural products are collected by video monitoring,
temperature and humidity sensors, concentration sensors,
and other equipment in the production and planting pro-
cess; the information of agricultural product processing is
collected and recorded by sensing chips and product
identification in the harvesting and processing process; the
transportation process is collected and recorded by posi-
tioning devices and environmental monitoring equipment
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FIGURE 3: Supply chain and traceability queries.

in the transportation process; and the environmental data of
agricultural products in the transportation process is col-
lected and recorded by environmental monitoring equip-
ment in the logistics and transportation process. The sales
link uses barcodes and QR codes to record the sales data of
agricultural products. The data of each link is verified and
stored on the blockchain network. After the traceability
information of agricultural products is stored on the chain,
the cryptographic encryption technology is used to encrypt
the uploaded data to prevent the producer of agricultural
products or the coordination turnover from tampering with
the information of agricultural products, and the timestamp
in the blockchain technology is relied on to realize the
traceability of information related to agricultural products.
Relying on the timestamp technology in the blockchain
system to generate a blockchain for traceability inquiry and
supervision, the chain runs through the agricultural prod-
ucts from planting to selling, and the status of the products
can be inquired through the chain at any time, as shown in
Figure 4.

The decentralized model of coordination service
transaction proposed in this paper intelligently matches
coordination service users with coordination service
providers according to the services they need and provide,
reduces the tedious manual transaction matching oper-
ation in the process of coordination service transaction,
and realizes intelligent transaction matching [21]. In the
case of information asymmetry among information ser-
vice providers, the initial stage of blockchain establish-
ment depends on the effort of the transporters. An
incentive mechanism contract model based on the con-
straints of information service providers is established.

4. Analysis of Results

4.1. Considering the Performance of the Vennia Algorithm.
Intermediary attacks emerged early but have never been
completely solved, mainly because they are very stealthy and
difficult to prevent. When the man-in-the-middle attack is
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FIGUre 4: TPS mean curve.

sent, the network runs normally without interruption, no
Trojan horse or malware is detected on the computer, and
the attacked persons think they are communicating nor-
mally with safe objects, so they will be undefended and leak a
lot of information, making it easy for the attacker to steal or
even tamper with important information, causing significant
losses. In traditional E-commerce, users rely on CA certif-
icates issued by third parties to confirm the identity of
transaction objects and use SSL protocols to ensure data
security; however, these measures cannot completely defend
against man-in-the-middle attacks, especially for some or-
dinary users who do not understand the relevant expertise
and for whom it is difficult to distinguish attackers from real
traders. The symmetric encryption algorithm is relatively
simple, and the key length is shorter, so the transmission and
calculation cost of the key is lower, and the algorithm runs
fast and efficient. A dual-chain blockchain can achieve the
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effect of preventing the man-in-the-middle attack. The user’s
identity is determined in blockchain by digital signature or
zero-knowledge verification, and the digital signature is
unforgeable according to its hash characteristics. The zero-
knowledge proof is what allows users to achieve the effect of
anonymous transactions, and it is robust, unforgeable, and
unstealable. As a result, MITM, which attacks by imper-
sonating identities between two parties to a transaction, will
no longer be effective, as shown in Figure 5.

All data in the blockchain is commonly recognized and
preserved through nodes across the network, making it
impossible for identity information to be tampered with and
stolen unless it is subjected to a 51% attack, which is also
known as Byzantine fault tolerance. In a dual-chain
blockchain, the chain of custody also backs up the data saved
in the transaction chain, scaling the ledger further and in-
creasing security. Secondly, there are timestamps in each
block that records when transactions occur in real time, and
it is also not feasible to try to obscure ownership by ob-
fuscating the concept of time. What is more, the distributed
architecture of blockchain determines that it is pooling the
arithmetic resources of all nodes to work together, so DDoS
attacks against servers can also be defended by connecting
users to a nearby pool of protection resources.

It includes the encryption process of the sender, the
decryption process of the receiver, and the transmission
process of the ciphertext key. There are many transmission
mechanisms used to ensure transmission security in the
network. The entropy value of the ciphertext shows that the
expansion of the ciphertext space greatly increases the
uncertainty of the ciphertext characters. If the ciphertext
space contains only 26 symbols and is encrypted with a key
length of 5 characters, the entropy of the ciphertext is 4.6734.
When the ciphertext space is expanded to 36 symbols, the
entropy of the ciphertext is 5.0824. When the key space is
also expanded to 36 symbols, the entropy of the ciphertext is
5.1289, which is greater than the other two values. This
indicates that the ciphertext becomes more secure. The
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distribution of symbols in the ciphertext will be more
uniform as shown in Figure 6.

It is possible to select an existing suitable smart contract
from the chain of custody for use at a very low price, or you
can draw up your personalized smart contract and submit it
to the chain of custody for legitimacy verification. After the
personalized smart contract provided by the user is verified,
both the contract provider and the contract verifier are paid
a percentage if it is used by subsequent traders. This provides
an incentive for individual users to actively provide per-
sonalized smart contracts, as well as to make further im-
provements in the multiple uses of the smart contract, which
can be profitable. C2C transactions can be carried out on the
public chain because it uses a fully distributed system with
many nodes and a neutral and open internode system that
enjoys the same level of privacy. B2C and B2B E-commerce
transactions can be implemented on a federated chain or a
private chain, because both transaction models are generally
designed for larger amounts and more frequent transactions.
Combined with smart contracts, it can ensure that the
transaction participants conduct transactions according to
the predetermined rules, and the chain of custody supervises
and maintains the rights of the transactions, thus ensuring
that the transactions are legal and effective.

4.2. Dual-Chain Blockchain Agricultural E-Commerce
Information Traceability Results. To test the transaction
latency of the algorithm, an experiment is conducted by the
client continuously initiating a transaction request and re-
cording the time taken for each consensus to complete. For
the accuracy of the experiment, the average value of 100
transaction latencies is taken as the transaction latency of the
algorithm and tested with a different number of nodes to get
the result. In addition, selection-based practical Byzantine
fault tolerance (SPBFT) algorithm is used as an experimental
comparison. SPBFT algorithm divides the nodes into
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TaBLE 1: Matching results and overall utility values.

Matching result Overall utility value

Matching result Overall utility value

Y1-X1 0.986
Y2-X2 0.471
Y3-X3 0.698
Y4-X4 0.955
Y5-X5 0.475

Y6-X6 0.758
Y7-X7 0.906
Y8-X8 0.719
Y9-X9 0.627
Y10-X10 0.864

consensus nodes and candidate nodes, and only a few
consensus nodes are selected to execute simplified consis-
tency protocol when there are no faulty nodes; otherwise, all
the nodes are judged by simplified consistency protocol after
nodes execute PBFT consistency protocol to complete
consensus. In Table 1, for users to perform multiobjective
matching of coordination service transactions, the trans-
action matching result pairing and the overall utility value of
matching are shown. The data in the table indicates that both
matching parties are more satisfied with the matching re-
sults, and then smart contracts are generated based on the
matching results.

The coordination service user and the coordination
service provider obtain the total matching result through the
algorithm-matched transactions. The experiment takes a
week as an example, during which the system matches a
coordination service user with a coordination service pro-
vider a total of 4432 times, with 3961 successful matches, 471
failed matches, and a success rate of approximately 89.37%.
Table 1 shows smart contracts in a multinode blockchain
network. The experiment time is also taken as one week,
during which the system signed a total of 3131 smart
contracts for successfully matched counterparties, with 75
failed contracts and approximately 97.60% valid smart
contracts. Furthermore, the average confirmation time for
each transaction payment at the end of the service when the
contract is executed is about 30s. From the above experi-
mental results, it is concluded that the proposed smart
contract algorithm and transaction mechanism for coor-
dination service transaction ant colony are feasible and
effective in solving the problems of intelligent coordination
service transactions, data centering of transactions, and lack
of smart contracts for multiple transactions. The global
optimal mean change curve of the overall satisfaction
function and the matching evaluation function is obtained.
The above results show that the improved ant colony al-
gorithm proposed in this paper is feasible and effective and
can better solve the multiobjective transaction matching
problem, as shown in Figure 7.

We save the resource consumption during transmission
and further compare the two encryption algorithms through
data analysis. Compared with the traditional Vigenere
password, according to the experimental results, the letter
overlap index of the new algorithm is smaller. Chi-square
test is the degree of deviation of the statistical sample be-
tween the actual observation value of the data and the
theoretical value through calculation. The expected earnings
of transporters all increase as their transport capacity in-
creases; i.e., they can ensure that transport enterprises with
greater transport capacity have greater earnings than those

14000 4000

13000

12000

Test 1 Average run
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Test 3 Throughput
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FIGURE 7: System performance under query requests.

with relatively weak transport capacity. Enterprises always
aim at profitability, so whether the mixed contract or sep-
arate contract incentive mechanism is signed between in-
formation service providers and transporters, it will
motivate transporters to make efforts to improve their
transport capacity, for example, by increasing the expen-
diture on information technology equipment, developing
information technology enterprise support system, im-
proving the quality of logistics services from the customer’s
perspective, and establishing a logistics service quality sat-
isfaction evaluation system. Thereby, the information service
providers use incentive contracts to achieve efficient in-
centives for transport enterprises on the blockchain and
increase transporters’ motivation.

Figure 7 shows the system throughput under query
requests, and the system throughput stabilizes at about 350
when the query requests increase from 1000 to 10000.

5. Conclusion

In this paper, the Virginia cipher is improved, and it is
demonstrated using data analysis that this algorithm can
secure plaintexts at a lower cost and with higher security. The
drawback of this algorithm is that it requires the key to be
sent to the transacting party securely, and hence it can be
applied in combination with asymmetric encryption. The
plaintext is encrypted with this algorithm; the asymmetric
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encryption algorithm is used to encrypt the short key, thus
reducing the cost of encryption and decryption and reducing
the waste of arithmetic and storage resources; and the key
can be easily replaced, which is suitable for the sale of
electronic goods in the network. The cultural and enter-
tainment field based on blockchain technology can increase
protection and supervision; realize multidimensional con-
sensus issues between individuals and individuals, indi-
viduals and industries, and industries and industries; and
will continue to improve the standardization, consciousness,
and reliability of industries. At the same time, it effectively
reduces the occurrence of infringement and piracy. In this
paper, the centralized traceability model of agricultural
products is decoupled into a distributed blockchain model
composed of supporting functional modules; the flexible
traceability model of agricultural products based on
blockchain is obtained; and the operational mechanisms of
edge users, dynamic tracking, fast traceability and the release
and accountability scheme of traceability data are designed
according to the characteristics of this model to further
improve the flexibility of traceability process and the
credibility of traceability results. Finally, this paper designs
the architecture of the traceability system based on this
model and realizes a blockchain-based flexible traceability
system for agricultural products. On the one hand, the
blockchain technology is combined with the traceability
system of agricultural products, and the corresponding
system design is proposed, and on the other hand, a scheme
for the implementation of the blockchain-based traceability
system of agricultural products is proposed.

Data Availability

The labeled dataset used to support the findings of this study
is available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there are no conflicts of interest.

Acknowledgments

The research was supported by “Application Research of
Block Chain Technology in Agricultural E-Commerce
Traceability System under Digital Rural Construction,”
project of 2021 Science and Technology Research Program of
Chongging Education Commission of China (No.
KJQN202104401).

References

[1] Z. Zhang, S. Geiger, M. Rood et al,, “A tracing algorithm for
flow diagnostics on fully unstructured grids with multipoint
flux approximation,” SPE Journal, vol. 22, no. 6,
pp. 1946-1962, 2017.

[2] R. Sun, G. Wang, Z. Fan, T. Xu, and W. Y. Ochieng, “An
integrated urban positioning algorithm using matching,
particle swam optimized adaptive neuro fuzzy inference
system and a spatial city model,” IEEE Transactions on Ve-
hicular Technology, vol. 69, no. 5, pp. 4842-4854, 2020.

[3] N. Hirnschall, T. Buehren, M. Trost, and O. Findl, “Pilot
evaluation of refractive prediction errors associated with a
new method for ray-tracing-based intraocular lens power
calculation,” Journal of Cataract & Refractive Surgery, vol. 45,
no. 6, pp. 738-744, 2019.

[4] V. V. Sanzharov and V. A. Frolov, “Level of detail for pre-
computed procedural textures,” Programming and Computer
Software, vol. 45, no. 4, pp. 187-195, 2019.

[5] M. Schneider, P. Bartko, W. Geller et al., “A machine learning

algorithm supports ultrasound-naive novices in the acquisi-

tion of diagnostic echocardiography loops and provides ac-
curate estimation of LVEFE,” The International Journal of

Cardiovascular Imaging, vol. 37, no. 2, pp. 577-586, 2021.

1. Caetano, L. Santos, and A. Leitao, “Computational design in

architecture: Defining parametric, generative, and algorithmic

design,” Frontiers of Architectural Research, vol. 9, no. 2,

pp. 287-300, 2020.

[7] A. K. Sales, E. Gul, M. J. S. Safari, H. G. Gharehbagh, and
B. Vaheddoost, “Urmia lake water depth modeling using
extreme learning machine-improved grey wolf optimizer
hybrid algorithm,” Theoretical and Applied Climatology,
vol. 146, no. 1, pp. 833-849, 2021.

[8] R. He, B. Ai, A. F. Molisch et al., “Clustering enabled wireless
channel modeling using big data algorithms,” IEEE Com-
munications Magazine, vol. 56, no. 5, pp. 177-183, 2018.

[9] T. Ali, S. Yasin, U. Draz, and M. Ayaz, “Towards formal
modeling of subnet based hotspot algorithm in wireless sensor
networks,” Wireless Personal Communications, vol. 107, no. 4,
pp. 1573-1606, 2019.

[10] W. Xue, K. Yu, X. Hua, Q. Li, W. Qiu, and B. Zhou, “APs’
virtual positions-based reference point clustering and physical
distance-based weighting for indoor Wi-Fi positioning,” IEEE
Internet of Things Journal, vol. 5, no. 4, pp. 3031-3042, 2018.

[11] F. Leal, B. Malheiro, B. Veloso, and J. C. Burguillo, “Re-
sponsible processing of crowdsourced tourism data,” Journal
of Sustainable Tourism, vol. 29, no. 5, pp. 774-794, 2020.

[12] M. Lindner, J. Rosenow, and H. Fricke, “Aircraft trajectory
optimization with dynamic input variables,” CEAS Aero-
nautical Journal, vol. 11, no. 2, pp. 321-331, 2020.

[13] Z. Wang, X. Li, and X. Shang, “Distribution characteristics of
mining-induced seismicity revealed by 3-D ray-tracing re-
location and the FCM clustering method,” Rock Mechanics
and Rock Engineering, vol. 52, no. 1, pp. 183-197, 2019.

[14] J.S.Li, I. H. Liu, C. Y. Lee, C. F. Li, and C. G. Liu, “A novel data
deduplication scheme for encrypted cloud databases,” Journal
of Internet Technology, vol. 21, no. 4, pp. 1115-1125, 2020.

[15] J. Teng and H. Ma, “Dynamic asymmetric group key agree-
ment protocol with traitor traceability,” IET Information
Security, vol. 13, no. 6, pp. 703-710, 2019.

[16] F. Belkadi, J. Le Duigou, L. Dall'Olio, G. Besombes, and
A. Bernard, “Knowledge-based platform for traceability and
simulation monitoring applied to design of experiments
process: an open source architecture,” Journal of Engineering
Design, vol. 30, no. 8-9, pp. 311-335, 2019.

[17] F.Li, H. Li, B. Niu, and J. Chen, “Privacy computing: concept,
computing framework, and future development trends,”
Engineering, vol. 5, no. 6, pp. 1179-1192, 2019.

[18] T. Sato, Y. Iwamoto, S. Hashimoto et al., “Features of particle
and heavy ion transport code system (PHITS) version 3.02,”
Journal of Nuclear Science and Technology, vol. 55, no. 6,
pp. 684-690, 2018.

[19] G. Wu, K. Wang, J. Zhang, and J. He, “A lightweight and
efficient encryption scheme based on LFSR,” International
Journal of Embedded Systems, vol. 10, no. 3, pp. 225-232, 2018.

[6



10

[20] S. Dong, “Improved label propagation algorithm for over-
lapping community detection,” Computing, vol. 102, no. 10,
pp. 2185-2198, 2020.

[21] R. He, Q. Li, B. Ai et al.,, “A kernel-power-density-based al-
gorithm for channel multipath components clustering,” IEEE
Transactions on Wireless Communications, vol. 16, no. 11,
pp. 7138-7151, 2017.

Scientific Programming



Hindawi

Scientific Programming

Volume 2022, Article ID 5891909, 9 pages
https://doi.org/10.1155/2022/5891909

Research Article

@ Hindawi

Coordinated Development of Logistics Development and
Low-Carbon Environmental Economy Base on AHP-DEA Model

Jinlan Wang @, Huiwen Li

, and Huifang Guo

Management School, Hainan University, Haikou 570208, China

Correspondence should be addressed to Huiwen Li; 2012530021001 7@hainanu.edu.cn

Received 3 December 2021; Revised 26 December 2021; Accepted 6 January 2022; Published 2 February 2022

Academic Editor: Le Sun

Copyright © 2022 Jinlan Wang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the intensification of global environmental pollution and the overexploitation of resources and energy, low-carbon en-
vironmental economy (LCEE) has become the important means for countries in the world to achieve sustainable economic,
resource, and environmental development. Therefore, the research on the coordinated development of logistics development and
LCEE is very necessary in the development of our country’s LCEE. Firstly, this paper discusses the development level of logistics
industry in Hainan Province from five aspects: energy consumption, carbon emission, carbon productivity, economic benefit
index, and carbon emission efficiency. Secondly, choose carbon emission intensity to represent the development level of low-
carbon economy. Based on the efficiency coeflicient method, coefficient of variation method, linear weighting method, spatial
description method, and system evolution equation method, the coordination measurement method is adopted. Finally, the
coordinated development of logistics development and low-carbon environmental economy in Hainan Province is analyzed. On
this basis, this paper puts forward the related promotion strategies for the coordinated development of logistics development and
logistics industry in Hainan. The research results show that the system coupling degree in Hainan Province is about 0.9, indicating
that the logistics industry and the low-carbon economic subsystem have a relatively high degree of coupling development.
Compared with other provinces, Hainan’s level of coupled and coordinated development is at the upstream level.

1. Introduction

The LCEE is my country’s face of global warming, high
resource and energy consumption, high pollutant emissions,
and increasingly severe atmospheric environment, so as to
promote my country to seize the future economic and in-
dustrial development and raise the commanding heights. At
present, countries all over the world are fiercely competing
in new energy and new technologies, which also poses a very
serious challenge to the development of my country’s LCEE,
but at the same time it is also a huge opportunity for the
development of LCEE.

Literature [1] found that there is an interactive rela-
tionship by studying the relationship between the logistics
industry and the regional economy. Logistics industry is
more important in the development of regional economy,
which affects the speed and efficiency of regional economy
[2]. LCEE is the main line of controlling greenhouse gases

such as carbon dioxide and changing energy [3], production,
and lifestyles. The low-carbon environmental economic
model [4] is a win-win model for the coordinated devel-
opment of ecological environment and economic environ-
ment. The manufacturing industry and the logistics industry
[5-9] are interdependent, but the linkage between the two
will cause a lot of pollution, and we can promote the low
carbonization of the two to reduce pollution. The logistics
industry has been greatly developed after the emergence of
e-commerce [10], and the logistics industry has become an
important pillar industry for regional economic develop-
ment. Nowadays, the logistics industry not only plays an
important pillar role in the regional economy but also be-
comes a restrictive element of the speed and efficiency of the
regional economy. There are still some problems in my
country’s logistics management [12], which lead to unrea-
sonable resource allocation and serious waste. Concentrated,
efficient, and economical [13-15] use of resources is an
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important way to achieve a low-carbon environment and
economic development. The development of modern lo-
gistics has a certain positive effect on the intensive use of
resources. To achieve low-carbon environmental economic
development, it is necessary to further integrate and utilize
existing logistics resources and strengthen the construction
and connection of logistics infrastructure. It is of great
significance to learn from foreign experience [16], explore
my country’s logistics development in a low-carbon envi-
ronment economy, strengthen international strategic low-
carbon logistics planning, formulate specific low-carbon
logistics policies and regulations, and standardize low-car-
bon logistics goals. Green logistics has become one of the
important directions for the development of modern lo-
gistics industry [17]. In order to promote the healthy de-
velopment of green logistics, relevant departments must
seize new opportunities and strive to build a trading support
system consisting of an emission standard system, a trading
rule system, and a supporting platform system.

2. The Coordinated Development of Logistics
and LCEE

Coordination is the interaction and mutual influence be-
tween two or more systems. Coordination is in the nature of
the development process overall effect of the interaction
between the various elements of the system or generated,
emphasizing the mutual cooperation between elements to
achieve a stable and orderly development process.

Measurement methods play a great role in all fields of
society; in the social and economic field, the main utilization
aspects are the compound system such as the coupling of
economy and ecological environment, the coupling of in-
dustry and urban development, and the coupling of econ-
omy and human settlement environment. The main research
direction is the role of the relationship between subsystems
in promoting the benign interactive development of the
compound system. Coordination measurement methods
mainly include the following: based on efficiency coefficient,
coefficient of variation method, linear weighted sum
method, spatial description method, system evolution
equation method, etc., as shown in Table 1.

Comparing and analyzing the advantages and disad-
vantages of the above coordination measurement methods
based on the efficiency coeflicient method can better reflect
the coordinated development of logistics economy, so this
paper chooses the efliciency coefficient method to analyze
the coordinated development of logistics economy.

3. DEA Model

3.1. Carbon Emission Estimation Method. At present, there is
no special statistical data or calculation standard of carbon
emissions in China, so we can only estimate carbon emis-
sions. In this paper, the IPCC inventory method is chosen,
which uses the carbon emission coefficient and energy
consumption in the National Greenhouse Gas Inventory
Guide. Its advantages are easy to obtain data and wide
application range. Therefore, referring to other literature
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studies, this paper selects the IPCC inventory preparation
method to estimate carbon emissions, and the specific
calculation formula is defined.

C'=) E6.0, (1)

i=1

Here, C' is the carbon emission of regional logistics in
the t period, E! is the energy consumption in the ¢ period i,
including raw coal, coke, crude oil, gasoline, kerosene, diesel,
tuel oil, natural gas, and liquefied petroleum gas (nine types
of energy), 0; is the reference coeflicient of the i-th energy
converted into standard coal, and §; is the carbon emission
coefficient of the i-th energy.

3.2. Carbon Productivity. Carbon productivity is the GDP
output efficiency per unit of carbon dioxide, and its role is to
reflect the economic benefits produced by the unit of carbon
dioxide emissions. Carbon productivity is also defined as the
reciprocal relationship between “carbon average” and “unit
carbon emission intensity”. The process of reducing carbon
emissions is the process of increasing carbon productivity,
and the decline of carbon intensity indicates the improve-
ment of carbon productivity. The specific calculation for-
mula is as follows:

output
carbon productivity = P

(2)

CO, emission’

3.3. Carbon Emissions Per Capita. Social and economic
development should not only consider the carrying capacity
of ecological environment, more consideration should be
given to the rational distribution, but also been unanimously
recognized internationally. Per capita carbon emissions can
exclude the influence of regional population size, so per
capita carbon emissions can better reflect the characteristics
of total carbon emissions. The calculation formula is as
follows:

o . CO, emissions
carbon emissions per capita =

(3)

number of people’

3.4. Economic Efficiency Index (EEI). The rapid growth of
social economy is closely related to regional carbon emis-
sions. Therefore, this paper draws lessons from other lit-
erature studies. The EEI is used to measure the relationship
between GDP and carbon emissions in various provinces of
China. That is, the EEI is equal to the proportion of the
contribution rate of logistics industry to GDP and the
contribution rate of logistics industry carbon emissions to
overall carbon emissions. If the proportion of carbon
emissions of logistics industry in a province is greater than
the contribution rate of GDP, it indicates that the economic
efficiency is relatively low. The logistics industry in the
province and other banks interact in carbon emissions,
whereas the regional economic efficiency is relatively high.
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TaBLE 1: System evolution equation method.

Method Formula Advantages and disadvantages
The calculation is simple and easy to
Multivariable C =Y, wU 4 (u;) where A is the stable region of the system; effect of U, (11;) as  operate, and the reference index

synthesis method variable #; on system order

Efficiency C={fX)gMILf(X)+ g(Y)/Z]Z}kD =C,T;T = af (x) + fg(y) where f(x)
coefficient and g (y) are evaluation functions; C € [0, 1]; D is coordination degree, T is
method comprehensive evaluation index, and « and f are weights

determination is inconsistent and
the comparability is poor
It is simple and easy to introduce
order parameters, and it is difficult
to select reasonable indexes

Coeflicient of

variation method subsystems

C = ac,, + fic, + yc, where a, 3, and y are coefficients; c,,,c,, an dc, are

The model is simple, the principle is
clear, and the selection of the two
system indexes should be accurate
and representative
Analyze the coordination degree

Spatlgl . Xand Y are two subsystems; I (t) and Iy (t) are the degrees of development of

description ) < th level of the devel ¢

method two subsystems; Ixy () is the average level of the development of two
subsystems; «; and «, are the weights

System dx(t)/dt = f(x,x,...x,)V, =dA/dt Vy = dB/dttan 0 =V ,/V;. Among

evolution them, A and B are two subsystems; V , and V are the evolution rates of the two

equation subsystems; 0 is the coupling degree of the coupled system

Liy (C(6)) = 1= oy [1, (1) = Ly (OF — [Ty () = Ly (1))°. Among them,

from static and dynamic; to calculate
the coordination degree of
multisystem, the model is complex
and the amount of calculation is
large
Considering the dynamic changes of
the system with time, the
coordination degree of the system is
divided into absolute coordination
degree and relative coordination
degree, which is complicated in
operation and requires high
continuity of indicators and data

, (4

where GL; and G; are the output value of logistics industry
and GDP of each province and the carbon emissions of
logistics industry in CL; and C; and the total carbon
emissions of each province.

3.5. Calculation Method of Carbon Emission Efficiency.
Carbon emission efficiency refers to the maximum output
capacity under constant input, or the minimum input

Min [6,»0 - s(eTsJr te's )],

N N N
s.t. { in)ti +s = OioxiOZyi)ti —-s" = yiOZAi =1, A4=20,i=12,...
in1 i=1 i=1

Here, s* and s~ are slack variables, e’ is the unit row
vector, 0, is the relative efficiency value of the decision-
making unit, and A is the weight vector.

4. Analysis of the Characteristics of the
Logistics Industry

4.1. Carbon Emissions of the Logistics Industry in Provinces.
According to formula (1), the carbon emissions of logistics
industry in China’s provinces from 2016 to 2019 are cal-
culated, as shown in Table 2.

required for a certain output. The DEA model has been used
to study carbon emission efliciency in many literature
studies. DEA models include CCR, BCC, etc. The CCR
model takes decision-making efficiency as the final goal and
constructs the DEA model with constant return to scale.
Adding constraints to the CCR model becomes the BCC
model. The traditional DEA and BCC models are con-
structed to measure the technical efficiency of carbon di-
oxide emissions. The BCC model can be expressed as
follows:

(5)

,nst>0,s" 0. (6)

The carbon emissions of logistics industry in China’s
provinces maintained a rapid growth trend from 2016 to
2019, and there were great differences and imbalances in
carbon emissions among provinces. At present, the devel-
opment of China’s logistics industry depends on energy
consumption, mainly traditional coal and oil. Although the
logistics industry has grown rapidly, it has led to more
carbon dioxide emissions. Therefore, the development of
China’s logistics industry needs to change to the develop-
ment mode of low emission, high efficiency, and high energy
efficiency and get rid of the traditional extensive



TaBLE 2: Carbon emissions of the logistics industry in China’s
provinces from 2016 to 2019 (unit: 10,000 tons).

Province 2016 2017 2018 2019
Beijing 443.9 558.4 648.1 684.8
Tianjin 179.6 236.2 284.1 335.7
Hebei 486.6 537.2 569.8 701.1
Shanxi 3335 473.1 524 553.8
Inner Mongolia 654.2 776.9 934.1 1083.2
Liaoning 844.5 982.7 1123.2 1289.7
Jilin Province 200.3 254.8 290.4 351.1
Heilongjiang 267.4 281.9 505.8 571.7
Shanghai 951 1034.1 1092.5 1103.2
Jiangsu 561.5 681.9 853.5 1004.6
Zhejiang 578.1 730 819.5 915.6
Anhui Province 242.7 379 467.4 577.9
Fujian 337.4 440.2 504.7 598.3
Jiangxi 213.2 269.3 327.2 383.9
Shandong 1089.3 1451.3 1676.5 2126.1
Henan 497.5 599.3 709.8 757.1
Hubei 590.2 684.6 842.5 999.4
Hunan 355 455.1 548.5 613.3
Guangdong 1062.3 1379.5 1582.1 1826.7
Guangxi 309.4 378.5 448.3 581.7
Hainan 80.7 152.7 176.6 178.9
Chongqing 267.1 342.4 400.1 451.6
Sichuan 470.4 622.5 699.5 782.1
Guizhou 206.7 257.4 330.6 427.7
Yunnan 352.3 387.9 519.3 595.1
Shaanxi 332.3 476.7 561.3 604

Gansu Province 200.7 226 241.2 245.2
Qinghai 38.1 59.9 75.7 76.2

Ningxia 34.7 62.8 86.9 96.6

Xinjiang 316.8 347.9 3744 484.9

development mode, high energy consumption, and high
pollution development mode.

The growth of coal and oil consumption in Hainan
Province is not high from 2016 to 2019 in Table 3. Combined
with Table 2, logistics industry level is lower than that of a
province with large carbon emissions, but it provides a good
environment for promoting the coordinated development of
logistics development and LCEE.

4.2. Carbon Productivity Analysis. Carbon productivity, that
is, the carbon emissions generated by unit GDP growth, is a
relative indicator to measure the efficiency of carbon
emissions and can also reflect the dependence of economic
growth on high energy consuming industries. Therefore, this
paper selects carbon productivity to measure the carbon
emission level of regional logistics industry, and calculates
the carbon productivity of logistics industry according to
formula (2). The results are shown in Table 4.

As can be seen from Table 4, from 2013 to 2019, the
carbon productivity of logistics industry in 30 provinces
showed great differences. It can be seen that the carbon
productivity of logistics industry in Hainan Province is on
the rise and the growth rate is relatively large. The carbon
productivity is as high as 20,000 yuan/ton of coal. The carbon
productivity of logistics industry is much higher than that of
other provinces. It means that Hainan Province pays more
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attention to the quality of economic growth while the lo-
gistics industry is growing rapidly, and can effectively use the
input of science and technology, resources, and environ-
ment, so that the logistics industry has been effectively
developed under the LCEE, and the good effect of coordi-
nated development between logistics development and
LCEE has been achieved.

4.3. Economic Efficiency Index Analysis. According to for-
mula (4), the EEI of logistics industry in China’s provinces
from 2013 to 2019 is calculated, as shown in Table 5.

As can be seen from Table 5, on the whole, the EEI of
Hainan Province from 2013 to 2019 was less than 0.5. It
shows that the development of logistics industry in Hainan
Province depends on the development mode of high energy
input and high carbon emission output to a great extent, and
the low level of energy utilization efficiency in the devel-
opment of logistics industry means that the utilization of
energy efficiency in the development of logistics industry in
Hainan Province needs to be improved urgently. However,
in 2018-2019, the EEI of Hainan Province has greatly in-
creased to 0.93. Combined with Table 4, it shows that Hainan
Province is actively developing LCEE, changing the devel-
opment mode of logistics industry, and striving to achieve
coordinated development of logistics development and
LCEE.

4.4. Calculation of Carbon Emission Efficiency of the Logistics
Industry. In this paper, DEAP2.1 software is used to solve
formulas (5) and (6), and the carbon emission efficiency of
logistics industry in 30 provinces of China from 2013 to 2019
is calculated. The results are shown in Table 6.

The carbon emission efficiency of logistics industry in
Hainan Province is about 0.8 in Table 6, and the carbon
emission efficiency is relatively high, indicating that Hainan
Province pays more attention to the effective utilization of
labor, capital, energy, and environment. Improving the
utilization rate of all elements of logistics development is also
conducive to the transformation of logistics development
mode to low carbon and promotes the coordinated devel-
opment of logistics development, low-carbon environment,
and economy.

5. Analysis of Coordinated
Development between Logistics Development
and LCEE

5.1. Construction of the Evaluation Index System. Low energy
consumption, low emission, and high efficiency are the
advantages of LCEE. LCEE requires China to transform to
low carbon. The evaluation idea of coordinated development
of logistics industry and low-carbon economy is shown in
Figure 1. Firstly, after a large number of literature retrieval,
the index system is sorted out; second, scientific treatment of
indicators; thirdly, obtain the original data of indicators by
inquiring the statistical yearbook; and fourthly, this paper
analyzes the coordination degree and coupling degree be-
tween logistics industry and low-carbon economy by using
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TaBLE 3: Total energy consumption structure between Hainan
Province and the whole country.

TaBLE 5: Economic benefit index of the logistics industry in each
province from 2013 to 2019.

Coal Qil
Year
Hainan ~ Whole country ~ Hainan =~ Whole country
2016 30.72 71.1 39.22 18.8
2017 30.02 70.3 40.68 18.3
2018 32.12 70.4 41.68 17.9
2019 31.63 68 40.34 19

TaBLE 4: Carbon productivity of the logistics industry in China’s
provinces from 2013 to 2019.

Province 2013 2014 2015 2016 2017 2018 2019
Hainan 1.83 1.87 212 221 253 258 251
Beijing 113 092 1.04 117 126 125 129
Tianjin 1.57 149 205 225 231 233 215
Hebei 234 249 283 325 3.66 3.69 337
Shandong 129 112 115 13 149 158 1.61
Shanghai 0.79 091 1.03 1.01 114 119 12
Jiangsu 077 075 084 085 105 117 1.07
Zhejiang 132 14 14 136 149 144 138
Guangdong 1.33 157 158 1.68 111 117 1.08
Fujian 0.77 074 0.65 0.73 082 0.84 0.85
Shaanxi 127 126 124 133 1.5 1.5 144
Shanxi 192 176 127 115 129 129 1.21
Inner Mongolia 1.88 1.77 175 178 195 2.08 1.95
Henan 1.52 155 151 154 16 1.8 175
Hubei 128 15 122 12 141 139 128
Hunan 1.72 181 141 128 138 157 172
Jiangxi 0.81 083 097 1.02 1.05 114 1.07
Anhui 132 1.3 159 158 177 184 1.9
Gansu Province 1.18 116 118 118 134 171 141
Qinghai 098 099 1.03 114 135 133 115
Ningxia 096 0.73 062 0.61 072 08 077
Xinjiang 097 096 1.05 1.01 117 123 127
Guangxi 1.07 105 086 0.85 093 0.97 095
Chongqing 077 073 1.6 162 184 1.82 18
Sichuan 0.55 059 049 038 043 047 045
Guizhou 0.92 088 092 09 101 1.09 1.08
Yunnan 0.87 097 099 099 121 136 14
Liaoning 0.86 0.82 092 098 1.01 1 0.95

Jilin Province 125 1.3 201 195 222 228 2.06
Heilongjiang 055 057 063 061 071 0.8 0.86

index standardization data and weight, so as to provide
theoretical basis for the coordinated development of logistics
development and LCEE in China.

The construction principles of evaluation index system
are as follows: 1. Scientific principle; 2. the principle of low
carbonization; and 3. dynamic principle. China’s logistics
industry has high GDP, low energy utilization rate, and high
carbon emissions. Under the constraint of resources and
environment, it depends on resource elements and has a
great impact on ecological environment. The proposal of
low-carbon economy can promote the transformation of
China’s logistics industry to low-carbon development mode,
so as to consume less resources, improve energy utilization
rate, reduce carbon emissions and obtain higher output, and
realize the sustainable development of resources and envi-
ronment. Referring to the relevant literature research results,

Province 2013 2014 2015 2016 2017 2018 2019
Hainan 035 028 035 033 036 031 093
Beijing 022 015 019 017 017 012 0.28
Tianjin 054 038 055 06 057 047 0.84
Hebei 1.03 1.06 116 129 14 128 313
Shandong 053 039 043 04 038 039 0.77
Shanghai 023 022 027 02 022 016 1.58
Jiangsu 0.55 047 048 045 05 049 083
Zhejiang 044 035 033 028 031 022 085
Guangdong 049 044 053 047 029 025 0381
Fujian 023 02 018 017 019 016 03

Shaanxi 025 021 023 021 023 018 048
Shanxi 037 028 021 015 017 013 0.64
Inner Mongolia 0.29 021 029 029 029 025 0.64
Henan 031 025 028 024 024 023 0.67
Hubei 038 038 033 031 036 032 08

Hunan 029 025 02 016 019 019 094
Jiangxi 023 019 023 018 018 0.14 0.51
Anhui 028 021 026 021 021 02 071
Gansu 023 018 022 018 02 021 0.39
Qinghai 019 015 018 018 027 025 0.54
Ningxia 068 044 037 03 033 029 04

Xinjiang 013 01 012 008 012 01 047
Guangxi 021 017 016 013 015 011 0.35
Chongging 019 013 028 024 026 019 179
Sichuan 02 016 014 0.09 011 0.08 0.29
Guizhou 036 029 033 027 028 025 0381
Yunnan 06 056 056 045 053 05 1.27
Liaoning 027 025 03 026 026 021 0.66
Jilin 04 05 072 057 058 0.79 115

Heilongjiang 037 034 039 034 039 037 1.05

this paper selects the evaluation index from three aspects:
economic aggregate, economic scale, and economic benefit
for regional economy, and selects the logistics subsystem
from three aspects: logistics industry scale, logistics industry
structure, and logistics benefit, and constructs the index
system of coordinated development between logistics in-
dustry and low-carbon economy, as shown in Table 7.

5.2. Coordinated Development Model. The efliciency coeffi-
cient of logistics industry and low-carbon economy sub-
system to system order can be expressed as follows:

Xij _ﬁij
&i; _ﬁij’
u;; = (7)
%ij — Xij
&;j —/31']‘.

In formula (7), u; j s the contribution degree of the
variable x;; to the efficiency function of the coupled system,
and «;; and f;; respectively, represent the upper and lower
limit values of the sequence parameter of the stability critical
point of the coupled system.

Because the logistics industry subsystem and the low-
carbon economy subsystem are interactive but different, the



TaBLE 6: Carbon emission efficiency of the logistics industry in each
province from 2013 to 2019.

Province 2013 2014 2015 2016 2017 2018 2019
Hainan 0.82 0.87 083 0.78 072 0.69 0.88
Beijing 0.85 0.88 1.02 0.83 0.78 0.68 0.98
Tianjin 077 073 1.02 0.68 073 0.74 0.98
Hebei 0.57 0.56 0.76 0.73 0.78 0.71 0.85
Shandong 0.68 0.63 0.61 052 06 055 0.88
Shanghai 0.69 06 1.02 0.85 0.81 0.82 098
Jiangsu 072 0.69 1.02 0.77 0.84 0.83 0.8

Zhejiang 073 0.82 0.82 081 079 072 097
Guangdong 0.66 0.63 1.02 08 0.88 0.84 0.82
Fujian 0.77 072 081 0.67 066 0.68 0.98
Shaanxi 0.81 079 074 072 078 075 0.83
Shanxi 0.57 0.65 0.78 0.77 084 08 0.74
Inner Mongolia 0.64 0.68 079 0.7 0.77 074 0.75
Henan 0.68 0.67 0.85 0.85 085 0.8 0.76
Hubei 0.66 0.75 094 0.89 092 0389 0.89
Hunan 072 0.65 072 07 073 0.71 0.66
Jiangxi 075 0.67 0.78 0.81 0.85 0.83 0.78
Anhui 0.8 082 0838 083 094 091 0.89
Gansu 0.89 0.78 1.02 092 1.01 099 0.85
Qinghai 0.6 058 0.7 068 076 072 0.74
Ningxia 0.68 0.56 0.81 08 0.83 0.75 0.98
Xinjiang 0.63 072 0.84 08 0.82 0.83 098
Guangxi 0.66 0.66 0.76 0.75 0.61 0.6 0.98
Chongqing 0.53 051 0.55 045 052 051 074
Sichuan 0.51 047 054 052 057 056 0.89
Guizhou 0.61 069 075 076 069 0.69 093
Yunnan 0.49 046 049 045 053 049 098
Liaoning 0.68 0.71 0.54 0.53 054 0.51 098
Jilin 0.58 0.53 0.57 0.55 0.64 0.57 0.69

Heilongjiang 042 049 058 057 057 051 0.73

total contribution to the order degree of each parameter in
the subsystem is expressed by the integration method, using
geometric average method and linear weighted sum method:

m
u; = Z )Lijuij,
i1
m (8)

YAj=1

j=

—

Here, u;; is the order parameter of the system and 1;; is
the weight of each order parameter.

5.3. System Coupling Degree Model. The concept and model
of capacitive coupling in physics are introduced in this
paper, which is applied to the interaction between multiple
subsystems. The coupling model can be expressed as follows:

C - U, Uy U, (9)
" ()} ce o),

where n = 2; the formula evolves as shown in formula (10),
which represents the coupling model of the composite
system:
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_ (1) x u,)
€= (1, + “2)2' 1o

Here, the coupling degree index of logistics industry and
low-carbon economy complex system is C, which means that
the comprehensive evaluation indexes of logistics industry
and low-carbon economy development are u,andu,
respectively.

This paper constructs the coupling coordination func-
tion between logistics system and low-carbon economy
system to reflect the coupling of the system. The coordi-
nation model of the composite system is as follows:

T = au, + fu,,

11
D(uy,uy) = VCxT. ()

Here, T is the low-carbon comprehensive development
index; D is the coordinated development index; C, u,, u, are
the same as above; «,  are undetermined coefficients; and
the value is 0.5 in this paper.

5.4. Criteria for the Division of Coordinated Development.
According to the coupling theory, this paper divides the
coordination types of logistics industry and low-carbon
economy into six types: C = 1 is benign resonance coupling;
0.8 <C <1 is high level coupling; 0.5<C < 0.8 is the run-
ning-in period; 0.3<C<0.5 is the antiseptic period;
0<C< 0.3 is low level coupling; and C = 0 is the irrelevant
state. The coordination degree of the coupling system be-
tween logistics industry and regional economy is divided
into twelve types and seven comparative relationship types
in Table 8.

5.5. Correlation Analysis between Logistics Development and
Low-Carbon Economy. Using formula (11), the coordinated
development degree of composite system in Hainan Prov-
ince from 2010 to 2020 is obtained, and the calculation
results are shown in Table 9.

The coupling degree of Hainan’s logistics industry and
low-carbon economic development is in the range of 0.9-1.0,
and the coupling degree is at a relatively high level of de-
velopment, indicating that Hainan’s logistics development
and LCEE have a relatively high level of coordinated
development.

Figure 2 shows that in the process of economic devel-
opment, the influence of the three industries changes. Be-
cause Hainan’s economy is a province of tourism economy,
the tertiary industry, as a pillar industry, shows a strong
economic growth rate and proportion. The development of
primary industry and secondary industry is relatively slow
and the proportion is small.

In Figure 3, we can see that under the low-carbon
economic environment of Hainan Province, the GDP of
each region is on the rise. Combining Table 10 and Figure 2,
we can see that the tertiary industry where the logistics
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FIGURE 1: The evaluation idea of coordinated development of logistics industry and low-carbon economy.
TaBLE 7: Evaluation index system of the logistics industry and low-carbon economy system.
System First-class index Secondary index Indicator interpretation
. Reflect the level of regional economic development (100
. . Per capita GDP glon p (
Economic Economic million yuan)
system aggregate Investment in fixed assets of the whole Including the construction and purchase of fixed assets (100

society million yuan)

TaBLE 8: Classification and standards of coordinated development of logistics industry and low-carbon economy.

Degree of . - .
coordination Coupling coordination type Value range Types of contrast relation between u, and u,
Extreme coupling coordination 0.90<D<1.0 u, <u,: logistics industry lagging
Extreme High-quality coupling
coordination coordination 0.80<D<0.90 0.8 <u,/u, <1. the logistics industry is relatively lagging
Good coupling and T L . .
coordination 0.70<D<0.80 0.6 <u,/u, <0.8. the logistics industry is seriously lagging behind
Highly coordinated Intermedla.te coup ling 0.60<D<0.70 0 <u,/u, <0.6. the logistics industry is extremely lagging
coordination
Primary coupling coordination 0.50 <D <0.60 u, > u,. low-carbon economy lagging
Harmony and coordination  0.40 < D <0.50 0.8 <u,/u, <1. low-carbon economy is relatively lagging
Moderate Reluctantly reconcile and
coordination coc);r dinate 0.30<D<0.40 0.6 <u,/u, <0.8, low-carbon economy severely lagging behind
Mild incongruity 0.20<D<0.30 0<u,/u, <0.6. low-carbon economy extremely lagging
Low coordination Serious incongruity 0.10<D<0.20 u; = u,. the logistics industry and the low-carbon economy are
Extremely incongruous 0<D<0.10 synchronized
TaBLE 9: Coupling degree between the logistics industry and low-carbon economy in Hainan.
Province 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Hainan 0.95 0.92 0.93 0.9 0.91 0.89 0.93 0.97 0.92 0.93 0.98

industry of Hainan Province is located accounts for the total ~ logistics industry far exceeds that of other industries. With a
production of Hainan Province. About 45% of the valueand  relatively high level of coordinated development of logistics
the tertiary industry GDP value added by Hainan Province’s  development and LCEE, the logistics industry in Hainan
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FiGure 2: Trend chart of added value of three major industries in Hainan Province from 2010 to 2018.
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FiGURE 3: The province’s GDP in a low-carbon environment from 2011 to 2020.
TaBLE 10: GDP structure of Hainan Province from 2010 to 2020.
Industry 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Primary industry 26.1 26.1 24.9 24.6 24.4 24.1 24 22.3 21 20.35 20.5
Secondary industry 27.7 28.3 28.2 26 24.8 23.6 22.3 22 23 20.07 19.1
Tertiary industry 46.2 45.6 46.9 49.4 50.8 52.3 53.7 55.7 57 58.95 60.4

Province has been developing rapidly. It has done a very
good job in the coordinated development of low-carbon
environment and economy.

6. Conclusion

The logistics industry is the main driving force of my
country’s current economic growth and social progress.
However, the proposal of an LCEE has brought severe
challenges to the subsequent development of my country’s
logistics industry. The coordinated development of low-
carbon environment and economy is also a huge devel-
opment opportunity. Under the serious threat of the

shortage of resources and energy in our country and the
destruction of the ecological environment, the coordi-
nated development of logistics and LCEE is imperative. In
order to realize the sustainable development of resources,
environment, and social economyj, it is necessary to study
the coordinated development of logistics development
and LCEE. Taking Hainan Province as an example, this
paper constructs an evaluation index system for the co-
ordinated development of Hainan’s logistics development
and low-carbon economy and uses a coupling coordi-
nation model to measure the coordinated development of
China’s Hainan Province’s logistics industry and low-
carbon economy.
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This paper proposes a low-voltage, low-cost multiple-time-programmable nonvolatile memory (MTP NVM) based on a standard
CMOS 0.13 um process for UHF RFID chip applications. The design of the differential structure cell using the tunneling effect
reduces the read and write voltage. The read and write simulation test results show that the read and write operating voltage is
10V, which is 30% lower than that of conventional EEPROMs. Because the UHF RFID tag chip requires higher voltage reduction,
the structured memory cell is well suited for UHF RFID applications.

1. Introduction

In Ultra High Frequency (UHF) Radio Frequency Identi-
fication RFID tag chips, nonvolatile memory (NVM) oc-
cupies an important position in the entire UHF RFID tag as
the carrier for storing information. Since NVM consumes
most energy in a UHF tag chip, the voltage of NVM will have
the most direct impact on the overall tag cost. To reduce the
cost of the UHF tag chip, the NVM part must be designed for
low voltage. Electrically erasable memory (EEPROM) is used
as the memory for RFID tags by traditional RFID manu-
facturers due to its mature technology. In a conventional
UHF tag chip, the NVM is the main power consumption
module of the tag chip when it performs write operations.
Because NVM needs charge pump to generate high voltage
to provide voltage signal to the corresponding location of the
storage unit when writing, reducing voltage becomes ex-
tremely important for NVM of UHF tags. Reducing the
read/write voltage and cost of the NVM will be of great
importance to the development of UHF RFID tag chips.

In this paper, we propose an MTP NVM cell based on the
standard CMOS process to address the high operating voltage
of EEPROM. The cell is a differential structure, which reduces
the read and writes voltage. It has lower cost and lower voltage
than the conventional EEPROM memory cell.

2. System Architecture and Storage Units

The basic composition of the tag chip is shown in Figure 1,
which includes the Radio Frequency (RF) analog front-end,
digital baseband, and memory three parts [1]; the main role
of each part in the entire tag chip is as follows.

The RF analog front-end is the rectification of the
modulated RF signal received from the antenna into a DC
voltage that powers the entire chip and demodulates the
modulated signal, thus enabling backscatter modulation, etc.
The function of the digital baseband module is to complete
the processing of data. The digital baseband parses the
commands transmitted by the analog front-end, responds to
the commands according to the corresponding protocol,
decodes the baseband signals and stores the information
data in the memory. Alternatively, the data are obtained
from the memory according to the command and are
encoded and then transmitted to the analog front-end. The
memory is to complete the storage of data.

The NVM system architecture consists of the compo-
nents shown in Figure 2. Many storage units are arranged
according to certain rules to form a storage array [2], and all
data are stored in the storage array. Under the command and
coordination of the built-in controller, the row decoder and
row driver work together to allow the system to select a row
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(logically a word) in the array, while the column decoder, VD
column driver, and multiplexer selector work together to
select a column (logically a bit) within the selected word. The Ml
charge pump generates the high voltage required for pro- VSG o
gramming during write operations. The sense amplifier
converts the current analog given by the memory cell to VCG o "o
digital logic levels during read operations. B
The part of conventional RFID memory generally uses v

EEPROM memory cell, whose reference structure is shown
in Figure 3. The structure has two transistors, M1 tube is
used as a selector tube and its gate is connected to voltage
VSG. M2 tube is used as a control tube to store data and its
gate is connected to voltage VCG. When VCG and VSG are
added with high voltage and VS and VD are grounded, a
positive electric field is formed between the floating gate and
the drain. Due to the F-N tunneling effect, electrons enter the
floating gate from the drain side, causing the floating gate to
accumulate a negative charge and the threshold voltage to
rise. The above process is defined as an “erase” operation,

FiGure 3: EEPROM memory cell structure.

when the data “1” is stored. When VCG is grounded, VSG
and VD are connected to high voltage and VS is suspended, a
negative electric field is formed between the floating gate and
the drain, electrons return from the floating gate to the drain,
the floating gate discharges, and the threshold voltage
returns to normal. The above process is defined as a “pro-
gramming” operation, at which time the data “0” is stored.
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EEPROM can perform memory read and write opera-
tions. Still, because it requires a special process and a
multilayer mask, a differential structure MTP memory cell
compatible with the standard CMOS process is designed for
these deficiencies in this paper concerning the structure in
literature [3]. The memory cell is programmed with the
high-efficiency tunneling effect-Fowler-Nordheim (the
tunneling effect is expanded in detail in Section 3), which
enables fast writing and reduces the burden on the high-
voltage generation circuit. As shown in Figure 4, M3 is
defined as the reading tube, M1C, M1T, M2, MOC, MOT, M3;
these six PMOS tubes together form a nonvolatile memory
cell of the differential structure. There are two floating gates
in this memory cell: M1C and MI1T are connected to form
the left floating gate FG1, and MOC and MOT are connected
to form the right floating gate FGO. These two floating gates
store unequal charges, respectively. The two floating gates
store unequal charges, which then form different voltages on
the two floating gates. When the corresponding bias voltage
is added to the memory cell, the output ports RBL1 and
RBLO will generate differential currents Igpy; and Irpro,
which in practice need to be compared by a sense amplifier
to distinguish the value stored in the memory cell (logic “0”
or logic “17). This enhances the output, and it is possible to
define the output logic “0” for Ixpro >Irpr; and “1” for Ixpr;
>Irpro- The memory cell stores data mainly by the charge
movement (injection or removal of electrons) on the floating
gate of the PMOS transistor, i.e., the change of charge.

MTP memory cells require no additional process steps
and masks, are compatible with standard CMOS processes,
and offer a significant cost advantage over EEPROMs, which
require additional processes and multiple masks at a fraction
of the cost of standard CMOS processes.

3. Fowler-Nordheim Tunneling Effect

The MTP memory cell achieves the capture and removal of
electrons by the attempted penetration effect, according to
the principle of capacitive voltage division, as shown in
Figures 5 and 6 [4].

It can be simply assumed that V , is the voltage on the port
A connected to the source-drain-substrate of M1 tube; C, is
the capacitance from the floating gate to the source-drain-
substrate of M1 tube; V' is the voltage on the port T con-
nected to the source-substrate of M2 tube [2]; C, is the ca-
pacitance from the floating gate to the source-drain-substrate
of M2 tube; the charge on the floating gate FG is Qg [5]; Vg
is the voltage on the floating gate FG; Q, is the initial charge
when the control tube is M1; and Q is the initial charge when
the voltage on the floating grid is also at “0” potential when the
“0” potential is biased on the control tube M1 and the
tunneling tube M2 at the same time. Then the floating grid
charge Qpg and the floating grid voltage Vg are

Qe = (Vg = Va)Ci + (Vg = Vr)Cy + Qs (1)
C C
Vig= =2V, +—2 V. + Q6+ Q. (2)
C, +C, C, +C, C, +C,

V1 RBL1 RBLO VO

REN
TUN

e

el ]
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RSB I i

FIGURE 4: Storage cell structure.
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FIGURE 5: Schematic diagram of the circuit structure.
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FIGURE 6: Schematic diagram of a capacitor voltage divider.

Define the coupling coeflicient of the control tube as
a; =C,/(C, +C,). The coupling coeflicient of the tunnel
penetration tube is «, = C,/(C, +C,) =1—a,. The cou-
pling coeflicient of the general control tube can reach 0.9 or
more, while the coupling coefficient of the tunneling tube is
very low. This can effectively reduce the operating voltage,
and equation (2) can also be written as

Qpc +Qp

Vig=Vi+a,Vp+ C, 4G, .

(3)

Here, it can be seen that the voltage V; on the floating
gate is mainly influenced by the voltage on the control tube
M1 port A [6]. When a high voltage V , is applied on the
control tube M1 port A and a 0 potential is applied on the port
T of the tunneling tube M2, the voltage on the floating gate
will be close to the high voltage V ,; when the electric field that
can be formed on the gate oxide layer of the tunneling tube is
as high as 1 ¢’ V/m, using the F-N tunneling effect in the
channel, the charge across the gate oxide layer reaches the
polycrystal in the floating gate. The charge on the floating gate
changes, and thus the voltage on the floating gate change to

AV = . (4)

If the read voltage VS is applied from the source terminal
T of the tunneling tube M2 during the read operation, the
read current output from the drain terminal flows out from



the Y port through the selector tube M3 so that the
memory cell can be treated as a single MOS tube during
the read operation, and the A terminal of the control tube
is equivalent to its gate terminal; however, when the
voltage on the floating gate changes due to the change of
charge, it can be derived from (2), which is equivalent to

the voltage change AV, on the “gate” A,
i.e,AVFG = AQFG/Cl + Cz.
AQpg
AV, = . 5
iz (%)

Then, during the read operation, the memory cell storing
data “1” has a threshold voltage with a different state than the
memory cell storing data “0” due to the different charge
changes on the floating gate.

AQrg

AVth = C .
1

(6)

The data change of the memory cell is achieved by a
programming operation and an erase operation where a high
voltage is applied to the control tube of the memory cell
during the programming operation [7]. Due to the principle
of capacitive voltage division, the voltage on the floating gate
is much higher than the voltage on the tunneling tube, which
results in a tunneling effect on the gate of the tunneling tube
[8]. This allows the floating gate to trap or remove the charge.
The state of the floating gate then reflects the change in
charge.

4. Floating Grid State Analysis

Because of the existence of the tunneling effect, the charge
can be shuttled between the tunneling tube and the floating
gate, and the read/write operation of the memory cell is done
by the change of the state of the floating gate (that is, the
change of the number of charges). Since there is no bias
voltage at both ends of the transistor at the moment T'=0
(i.e., the initial state), the state of the floating gate is also
without voltage change. There is no charge in the floating
gate in this state, which is equivalent to two capacitors in
series, and its state is shown in Figure 7.

A bias voltage of 10V is added to the VA and VT ter-
minals from the moment T=1. Changing the amount of
floating gate charge is to add the corresponding bias voltage
to the transistor [8]. At the time of data writing, i.e., the
floating gate captures charge. At the time of data erasure, the
floating gate erases the charge. The process is shown in
Figures 8 and 9, starting from the initial state (T=0), i.e.,
VA = VT=0V,when the floating gate voltage is also 0 V. The
subsequent states (T'=1, 2, 3) add bias voltages to VA and
VT, ie, VA=10V, VI'=0V, which causes the gate oxide
layer of one of the MOS transistors to form a corresponding
electric field to change the total amount of charge on the
floating gate. After adding the corresponding bias voltage,
the cross capacitive coupling between the two transistors
forms a strong electric field in the gate oxide layer of the MT
of the attempted transistor, and the charge can pass through
the gate oxide layer of the MOS tube by the F-N attempted
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penetration effect. After capturing the charge from the
floating gate (T'=2) and continuously adding bias voltage at
both ends for some time, the voltage change of the floating
gate can make the electric field of the gate oxide layer de-
crease, thus slowing down the process of attempted pene-
tration. At this point, the bias voltage at both ends of the
transistor (T'=3) is removed, and the charge of the floating
gate has been changed [9].

The relationship between the floating gate voltage and
the MC side [9], and the MT side is shown in Figure 10. The
simulation result is shown as the solid line in the above figure
by setting the voltage at the MC terminal to 0-3.5V and
setting the voltage at the MT terminal to zero. The other
process is reversed, setting the voltage at the MT terminal to
0-3.5V and setting the bias voltage at the MC terminal to
zero [3]. The simulation result is shown as the dashed line in
the above figure. When the voltage at the MC side of the
control terminal changes from 0 to 3.5 V without adding the
bias voltage at the MT side, it can be seen that the voltage of
the floating gate also increases, and the other process is
similar. It can be seen that the MC terminal has a greater
effect on the floating gate than the MT terminal does on the
floating gate, from which it can be seen that the voltage of the
floating gate is mainly controlled by the voltage at the MC
terminal [6].

On the other hand, the device modeling and simu-
lation of the memory cell using Synopsys, Sentaurus
TCAD (Technology Computer-Aided Design) software in
reference [5], are shown in Figure 11 with three different
initial charges states after an erase programming oper-
ation. All three simulation results can achieve the same
erase stable state and stable program state. After each
erase operation, the charge on the floating gate changes to
Qp; =6.931 e '5; after the erase operation, the charge on
the floating gate is Qp;=-1.666 e ', thus proving that
the charge can be shuttled between the tunneling-pass
tube [10] and the floating gate to store and erase
information.

5. Simulation Analysis

The MTP memory array is arranged according to the cell
structure given above, the memory cells are in symmetric
form, and the 16 memory cells are arranged in parallel by bit
expansion, with all REN, TUN, and RSB connected, as a
basis for word expansion to a 512-bit memory array. In
addition, the array of memory consists of a row control
circuit, column control circuit, and read circuit. Its structure
is shown in Figure 12, and then the read and write function is
verified.

5.1. Main Function Timing Diagram. The most important
operations of memory are read and write command oper-
ations. Before the read and write signals are powered on, the
corresponding data lines and address lines are ready and
waiting to be undone after the operation is completed. And
its same moment can only execute one of the read and write
commands.
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5.1.1. Read Operation Timing. Its state is shown in
Figure 13(a). When the memory IP_EN =“1” is idle, it re-
ceives the read command READ sent by the digital base-
band, and the READY signal becomes “0.” The internal
decoding circuit of the memory decodes the long-prepared
address data and enables to read the corresponding address
data. The READY signal returns to “1” after DOUT reads the
result from the idle state.

5.1.2. Write Operation Timing. Its state is shown in
Figure 13(b). When the memory IP_EN =“1” is idle, the read
command WRITE is received from the digital baseband, and
the READY signal becomes “0.” The internal decoding
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F1Gure 11: Floating gate charge state.

circuit of the memory decodes the long-prepared address
data, enables the corresponding address data, and is written
to the memory. The READY signal returns to “1” when the
write operation continues for some time and is completed.

5.2. Read and Write Command Simulation. The simulation
result of the write operation is shown in Figure 14: when the
external Write signal is input, the control circuit first sends
the Erase signal to perform the erase operation for 2 ms, and
when the erase operation is completed, the control circuit
continues to send the Program programming signal. The
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charge pump turns on with the Erase or Program start. The
output high voltage V;, and V,, have about 0.2ms jump
when the two signals alternate, which is about 2.6 ms in the
figure, and the simulation result shows that the charge pump
needs 60 us to rise to the required high voltage, and the
output resultis V;, = 10.1 V or so, and V,,, =4.8 V. The output
of the charge pump turns on with the Erase or Program off,
the output high voltage V;, drops from 10.1 V to 500 mV in
100 ns time, and V;, drops from 4.8V to 31 mV in 100 ns
time. Output signal is “1” when V, reaches 10V, and below
10V, the output signal. The Ready signal changes from “1” to
“0” after the Write signal comes, and when the write

operation is completed, it changes from “0” to “1” when the
write operation is completed. The dashed line in the figure
shows the drop at 4.6 ms for the execution of the Read
command.

The simulation result of the Read command is shown in
Figure 15. When the Read command is applied outside the
memory, the memory control circuit sends out the Control-
Read signal, which lasts for 0.1 ms, and Ready drops to “0”
signal at 4.6 ms. Then DOUT'rises to “1” signal, and at 4.7 ms
Read turns off, the Control-Read signal also follows to turn
off; then, DOUT drops to “0” signal at 4.7 ms.

From the above read/write simulation and functional
timing diagram, it can be seen that the memory cell designed
in this paper can achieve the basic read/write function of the
memory, and the high voltage required during the read/write
operation is 10V, which is about 30% lower than the 16 V
required for conventional EEPROM.

While the simulation of the read and write commands of
the memory is given above to verify the read and write
functions of the memory, the voltage distribution of each port
inside the memory cell is given below, as shown in Figure 16,
which lists the block diagram of the MTP array and the
detailed voltage distribution for the write and read operations
of the MTP cell in the selected and unselected rows of the
MTP array. During the programming operation, a high
voltage difference of 10V is added in the two electrodes of
FG1 (FGO0) and REN. Electrons will be injected into FG1
(FGO) from the M2 (M3) channel to reduce the FG1 potential
until the voltage difference between FG1 (FGO0) and REN is
less than the tunneling threshold. For unselected MTP cells
during erase and program operations, the voltage distribution
ensures that the voltage difference across all devices is less
than the tunneling channel threshold, thus avoiding a tun-
neling effect to maintain the original state. For read opera-
tions, the MUX block is responsible for the row and column
where the selected cell is located. A sensing amplifier based on
a positive feedback scheme is used to improve the read
sensitivity of the current difference signal on RBLO and RBL1.

From the voltage distribution of MTP above and the
signal diagram of EEPROM ports given in the literature [6],
Table 1 compares the voltage of MTP and EEPROM ports, it
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TaBLE 1: Voltage of each port of MTP and EEPROM.

MTP storage unit offset

Operation Vo V1 TUN  REN RSB
Writing ‘1’ ///0/’——10‘V\\\ 10V 0 5V
Writing ‘0’ v 0 10V o 5V
Writing protection 5 \; o ;;/ 5V 5V 5V
Reading protection 0 0 0 1V 0
EEPROM storage unit signal offset
Operation VSG  VCG VD VS VB
Program //16’\/’—~—6\\\\13.5V Floating 0
Erase ‘\16V 15V//, 0 0 0
Read 1.8 ;/‘ ) _ITS’V 1.5V 0 0

can be seen that, for the write operation, MTP requires 10 V
(V1=TUN=10V) and EEPROM requires 16V
(VSG=16V) for programming. The dashed lines in the table
show that the voltage required for the MTP is much lower
than the EEPROM voltage of 16V or more, so the low
voltage characteristic of the MTP makes it ideal for UHF
RFID applications.

6. Conclusions

UHEF electronic tag chip as a key component in the Internet
of Things has been widely used worldwide and is the focus of
current research. One of the cores of UHF electronic tag chip
is memory; traditional RFID manufacturers use EEPROM as
the memory of RFID tags, but in the UHF tag chip needs to



reduce the voltage and cost, EEPROM has a high cost (need
special coprocess support and multilayer mask) and high
voltage deficiencies, and for these deficiencies this paper uses
standard CMOS process to design the MTP. On the other
hand, the high voltage required for the read/write process is
about 10V, which is 30% lower than that of conventional
EEPROM.
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The study of the ancient ceramic is of great significance to the identification of authenticity, value recognition, cultural types, and
dissemination channels of the ceramic. In this study, a series of technical problems such as ceramic contour extraction, image
distortion correction, and nonlinear contour modeling for 3D printing of rotating body under complex background were solved
and a restoration algorithm for the shape of ancient ceramics was proposed. Then, an accurate contour model is established by
using the two-dimensional images of the rotating ancient ceramics to reconstruct the three-dimensional model of the ceramic
shape. The experimental results show that the modeling algorithm for three-dimensional printed ceramics can accurately obtain
the three-dimensional model of rotating ancient ceramics, which is of certain significance to explore a new direction of the

research and development of three-dimensional printed ancient ceramics.

1. Introduction

Archaeological Ceramics in China have a long history and
are rich in cultural relics. With the continuous improvement
of material life in Chinese society, more and more people are
interested in ceramic cultural relics, and the identification,
protection, and inheritance of ancient ceramics are in-
creasingly important. In the identification process of ancient
ceramics, the origin and age of products are the most im-
portant, and its technical difficulty is also the highest [1].
Since ancient times, the main method of source and date
identification is the use of human eye recognition, that is,
relying on the long-term accumulated experience of ap-
praisers to judge, inevitably into the influence of subjective
factors, more importantly, the lack of multi-information
data management and big data analysis, resulting in a lot of
useful information hidden in it being ignored or misread [2].
With the appearance of 3D printing technology, this tech-
nology provides a better technical means for the finishing of
ceramic materials. It is flexible in design, can print highly
complex structure, with precise three-dimensional size, and

can simultaneously build multiple print objects at one time,
significantly improving production efficiency. This research
status of ancient ceramics seriously affects the inheritance
and development of ancient ceramic technology [3].

In the multiple ceramic product information, the
product type has the distinct characteristics of times and
regions, so the ancient ceramic type plays an incomparable
role in the identification and numerical simulations [4]. In
the information age, the extraction and analysis of the
morphological characteristics of ancient porcelain in dif-
ferent historical periods and different structural character-
istics can provide reference for the traceability of ancient
porcelain and the identification of authenticity. This work is
of great significance to further study the relationship be-
tween the artistic characteristics of ceramics and culture and
aesthetics. Traditional potteries are typically made from a
mixture of powder and binder or other additives, processed
using conventional techniques such as injection molding,
molding, casting, and gel casting, and sintered green at
higher temperatures for densification [5, 6]. However, these
ceramic molding techniques are limited by long processing
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time and high cost. Furthermore, those algorithms used for
studying archaeological ceramic, mainly concerning the
axially symmetric geometry recognition, which is a geometry
property of the greater region of a vessel [7]. For ancient
ceramic, the elements not regarded as this category of axially
symmetric geometry can be discerned in general [8].

With the appearance of 3D printing technology, this
technology provides a better technical means for the fin-
ishing of ceramic materials [9, 10]. It is flexible in design, can
print highly complex structure, with precise three-dimen-
sional size, and can simultaneously build multiple print
objects, significantly improving the restoration efficiency of
ancient ceramics. The earliest 3D printing technology for
potteries was developed and realized in the 1990s. With the
continuous development of 3D printing technology and the
increasing demand for ancient ceramic restoration, per-
sonalized design and processing can also be realized through
3D printing technology [11]. However, for complex pot-
teries, especially ancient ceramics used for structural res-
toration, such as restored bowls, vases, and other
handicrafts, their complex geometric shape and intercon-
nection between the internal apertures lead to their difficult
processing, which presents a great challenge for the pro-
cessing of materials. 3D printing technology has developed
from the initial melting deposition manufacturing, inkjet
printing technology to prepare ceramic green, and then
sintering, to the present integration of laser sintering and
light curing molding new technology [12]. As presented in
Figure 1, 3D printing technology has been widely used in
ceramic industry, such as multifunctional ceramics, high
temperature resistant materials, aerospace industry, medical
engineering, and cultural relic restoration [13].

The study on the dimensions of the properties is significant
for identifying the tools applied in the creation of the deco-
ration. However, it is difficult and inefficient to accurately
extract ceramic types and to obtain the real parameters of
ceramic types by conventional measurement methods due to
the diversity and complexity of ancient ceramic products [14].
Furthermore, most ancient ceramics are genuinely stored in the
museum and with private collectors; for reasons of security or
privacy, the owner of these ceramic products or unit is gen-
erally not willing to put their expensive ancient ceramics for
equipment scanning and data acquisition, even if reluctantly
agreed to also pass through the complex procedures, making
ancient ceramics 3D scanning data [15]. All these have caused
the serious shortage of digital data of ancient ceramic ware in
the era of big data with information expansion, which has
seriously restricted the progress of research on big data of
ceramic wares. In recent years, using machine vision tech-
nology to accurately restore two-dimensional image infor-
mation to three-dimensional model has become a new
direction of ancient ceramics research [16-18]. Some scholars
have done some work in the curve fitting of a skimming bottle.
Besides, the edge characteristics of skimming bowl have been
studied [17, 19]. Although many researchers have tried to
obtain the ancient ceramic shape by using various image
processing methods, due to the problems of two-dimensional
image distortion, complex image background, and large dif-
ference in image quality, the extracted model error is large, and
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the restored 3D model deformation is serious [20]. These
problems have long been difficult to break through and become
the shackles of the development of 3D printing technology of
ancient ceramics [21-25].

In view of this background, this paper under the
background of solving complex contour extraction and
image distortion correction, under the premise of technical
bottlenecks, developed a set of technologies based on ma-
chine vision of the ancient porcelain ware three-dimensional
reduction algorithm; this algorithm can go through non-
linear image enhancement, the distortion compensation,
and curve fitting such as machine vision and pattern rec-
ognition technology to build accurate model of the ancient
porcelain ware. The complete information of ancient ce-
ramic ware type can be obtained by a few parameters.

2. Structure of 3D Printing
Construction Method

2.1. 3D Restoration Algorithm. This study used three-
dimensional virtual models to reconstruct the ancient
ceramic. Hence, the term samples are the ancient ceramic
bottles from Chinese museum. In this study, three dif-
ferent ancient Chinese ceramic vases were used for three-
dimensional morphological analysis. The 3D restoration
algorithm mainly includes image enhancement, image
distortion correction, modeling, and 3D reproduction of
ancient ceramic. The working principle diagram of 3D
reduction algorithm for ancient ceramic vessel type is
shown in Figure 2, which is core studying object of this
paper. A special recognition process of real ancient
potteries based on three-dimensional calculations by
computer is used for analyzing the discrete model gen-
erated by real scans. Besides, the original surface is ap-
proximated by triangular surface of the three-
dimensional models. Through the complex processing of
3D data, the 3D geometric model is obtained, which
contains low-level geometric information, such as the
coordinates of points and the normals of triangles, and
advanced information, such as measurement of ceramic
bottle radius. For ancient ceramic bottles, the above
evaluation is complex due to the limited grid sampling
range, manufacturing errors, and other factors [26].

2.2.  Three-Dimensional  Reconstruction — Technique.
Accurate extraction of ancient ceramic wares from 2D image
contour is the first step to shape three-dimensional reduction,
but because of the variety of forms, the image with low pixel
restored by the 3D model is far from the real ancient por-
celain, and, precision is very low; you cannot even get a three-
dimensional model. Accordingly, this algorithm first uses the
edge of images, which is enhanced by wavelet transform to
improve the discernibility of the edge of ancient potteries, and
the edge contour of ancient potteries is clearly extracted and
accurately located. The specific process is as follows.
Equations (1) and (2) are used to perform two-dimensional
discrete wavelet transform on the image F (x, y) with the
original image size of M x N and decompose the original image
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FIGURE 2: Working principle diagram of 3D reduction algorithm for ancient ceramic vessel type.

into a low frequency subimage band containing image contour
information and a high-frequency subimage band dominated
by background noise. By adjusting the weight of the ap-
proximate coefficient We and the detail coeflicient Wiy of the
high and low frequency subbands in equations (1) and (2) after
wavelet transform, the sharpness of the image contour can be
improved and the image noise can be further reduced. Finally,
the inverse wavelet transform formula is used to synthesize the
image after edge enhancement, which can realize the image
edge enhancement and achieve the purpose of highlighting the
edge contour of ceramic ware images.
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where W, is the approximate coefficient of image contour
information. W', is the detail coefficient of identification
image. @jom,n are scale basis functions. y; N, ~ are

translation basis functions. {H, V, D} respectively represent
different orientation image details.

By adjusting the weight of the approximate coefficient
W, and the detail coefficient W;,, of the high and low fre-
quency subbands in equations (1) and (2) after wavelet
transform, the sharpness of the contour can be improved.
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2.3. Adaptive Perspective Correction of 2D Images. Based on
the 2D images, the image distortion caused by the
shooting angle, distance, and lens difference will greatly
affect the 3D restoration accuracy of the device. There-
fore, this paper proposes a method to estimate the
shooting angle of an image using elliptic Hough trans-
form, which can accurately estimate the shooting angle of



the camera relative to each region of the image. On this
basis, the perspective transform method is used to realize
the distortion compensation of two-dimensional image
partition [27].

(1) According to the contour image of ancient ce-
ramics, extract the contour curves of its top and
bottom.

(2) Elliptic contour detection algorithm based on Hough
transform is used to fit the elliptic models of the top
and bottom of contour image.

(3) Calculate the shooting angle of the image
according to the ellipse. The angle calculation
process is shown in Figure 3. Under ideal condi-
tions, assuming that the camera is a parallel in-
cident ray, when the camera shoots a ceramic
shape with a radius of M at angle 6, the PQVW
surface on the top of the ceramic shape forms an
ellipse in the ABCD plane, and the shooting angle
can be calculated by the algorithm. Similarly, the
shooting angle of the lower edge of the ancient
ceramics can be obtained by extracting contour
lines of the lower edge according to the contour
line. The values [ and [ > are the longitudinal di-
mensions before and after correction [28].

!
L, (4)
cos (arcsin 6;)

(4) According to the upper and lower angles 6u and 6d,
the imaging angle 6 I of each horizontal section of the
two-dimensional plane of ancient ceramics can be
estimated. The image shooting angle and distance
calculated in steps (1) ~ (3) can be used as relevant
parameters of perspective transformation to realize
adaptive adjustment of perspective correction al-
gorithm and complete automatic image calibration.
For intermediate condition, the empirical function is
applied as the follows.

where, C; and C, are empirical parameters, and y; is
maximum tangent value of the dihedral angle.

— 2
w; =ce Y (5)

The membership function satisfies the normality con-
dition because of the generic node:

Pe + Hp1=pi T Upr-pi = L. (6)

A comparison between the node p; on the boundary
region F; and the node py is used as the following dissim-
ilarity parameter D (p;, F)):

k F;
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T
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where u, is the evaluated membership functions at the node
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FIGURE 3: Geometric properties of shooting angle in the simulation
model.
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In this study, the value p,; is assigned as shown in
equation (9).

Hria = Ri' (9)

2.4. Modeling of Shape and Edge of Ancient Ceramic Ware
Based on Neural Network Technology. The lateral edge
contour baseline was extracted from the ancient ceramic
edge contour image after distortion correction, and the
mathematical model of the baseline was constructed. The
accuracy of the edge contour model directly affects the effect
of 3D modeling. In principle, neural network can approx-
imate any nonlinear curve, so this paper uses back-
propagation (BP) neural network to accurately model the
baseline of ancient ceramic side edge contour [29].

A specific BP neural network with three layers is used in
the study. They are input layer, hidden layer, and output
layer [17]. Both the input layer and the output layer of the
network have one node; that is, the input layer receives the
horizontal coordinate data of 1 x 1 side edge curve, and the
output layer generates the vertical coordinate data of 1x 1
side edge curve prediction. The hidden layer activation
function uses nonlinear Sigmoid function to map input and
output data nonlinearly. In building a network of hidden
layer nodes, in order to guarantee the network error con-
verges to the premise as small as possible, to reduce the
training time of network and at the same time avoid network
overfitting phenomenon of samples, the experiment is done
many times to adjust the network parameters, and finally
selected use of 30 nodes of neurons in hidden layer neural
network structure is set up. In this paper, MSE means the
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mean square error. In order to ensure the training accuracy,
the number of network iterations is set as 500, and the MSE
converges to 0 during the training. The samples and labels
are continuously sent into the constructed BP network.
Through the forward propagation of signals and the pa-
rameter feedback modification based on error, the network
continuously descends to the gradient direction according to
the deviation and iteratively adjusts the weights and
thresholds of each neuron node until the error drops to the
target range. The neural network transfer model adopted in
this paper is shown in equations (10) and (11).

y; = f(wllxi)’l =12, ...... ,L, (10)
L

yi=fl Doy J1=12...... L. (11)
1=0

The key of network model is used for the acquisition of
training samples and tags. The samples and labels used in
this paper are the horizontal and vertical coordinates
corresponding to the side edge contour. After contour
extraction and distortion correction of the original an-
cient ceramic image, the upper left, upper right, lower left,
and lower right endpoints of the corrected ancient ce-
ramic contour image were extracted as the starting and
ending endpoints of the two side edge contour lines
according to the change of contour edge curvature, so as
to obtain the accurate side edge curves. After that, the
symmetrical central axis was obtained through the four
endpoints and used as the X-ray to extract every pixel on
any side edge contour and map its horizontal and vertical
coordinates of the corresponding X axis, which were used
as training samples of neural network and tag training in
this paper.

2.5. 3D Reconstruction Algorithm Flow of Ancient Ceramics.
The curve model of ancient ceramic side edge contour
established by BP neural network contains complete in-
formation about the shape of the rotating body ancient
ceramic, which can be saved as the original data of the shape.
Therefore, the 3D model of the shape can be obtained by
rotating around the central axis of the shape through the
curve model, which is the final 3D reproduction model of the
ancient ceramic shape.

The complete flowchart of the algorithm in this paper is
shown in Figure 4. In the process, K is used to represent the
times of image enhancement algorithm, while the interactive
extraction module is an auxiliary means when automatic
curve extraction is not accurate enough. The specific steps
are as follows:

(1) Use wavelet transform to read the original image,
sharpen and enhance the contour while reducing the
image noise, and then use edge detection algorithm
to extract the image edge contour; image enhance-
ment algorithm can be used repeatedly to achieve the
best effect; here set a maximum of three times; after
exceeding the upper limit, use interactive extraction

algorithm to assist extraction. Based on wavelet
transform, a new method for detecting transient
signals of three-dimensional model has been applied.

(2) Perform angle distortion correction algorithm on the
extracted contour image to obtain the corrected
ancient ceramic contour image.

(3) Extract the baseline of the side edge contour of the
corrected image, and enhance it with the interactive
operation-assisted extraction algorithm in the
program.

(4) The extracted side edge contour is modeled by using
neural network. Then, it is rotated around the central
axis to obtain the 3D model of the ancient ceramic
image of the rotating body.

3. Computer Experiment and Analysis

The ancient ceramic wares were scanned by 3D printing
model with cultural relics type contactless digital scanning
and measuring equipment and the point cloud data obtained
from the standard ancient ceramic objects were used as the
standard size to verify the accuracy of the proposed method.

3.1. Working Process of 3D Reduction Algorithm. The method
has been used in the study of refactoring shapes on an ancient
vase, which is a very critical test case. In this experiment, two-
dimensional images of common jade pot spring vase were
used as objects to show the complete restoration process of
ancient ceramics from two-dimensional images to 3D models
in detail. Through the steps of contour enhancement, angle
distortion correction, side edge contour curve modeling, and
3D reconstruction of ceramic shape, the 3D restoration of
ceramic shape is completed. The restore steps are shown in
Figure 5.

Through simulation experiments, the adaptive per-
spective correction algorithm and the traditional distortion
correction algorithm are, respectively, used to extract the
side edge contour of ancient ceramics, and then the accuracy
of the two algorithms is compared. The experimental results
are shown in Figure 6. The left and right red curves in the
figure are standard edge contour curves of jade spring
bottles, which are fitted by interpolation function according
to the physical standard point cloud data obtained by 3D
scanner. The blue curve on the left is the edge contour curve
of the jade pot spring bottle after processing the two-di-
mensional image with the traditional perspective correction
method. The blue curve on the right is the edge contour
curve of the jade pot spring bottle after processing the 2D
image with the perspective correction algorithm in this
paper. By comparison, it is found that the algorithm in this
paper plays a significant