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As an essential component in shale, OM (organic matter) grains and their arrangements may play essential roles in affecting the
anisotropy of the reservoir. However, OM grains are commonly treated as an evenly distributed isotropic medium in current
studies, and few works have been done to investigate their detailed arrangement characteristics. In this study, terrestrial and
marine shale samples were collected from three different shale plays in China, and the arrangement characteristics of OM grains
in each sample were investigated by SEM (scanning electron microscope) image analysis. The results indicate that OM grains in
shale are not evenly distributed in isotropic medium, and their directional alignment is pervasive in both marine and terrestrial
shale. OM grains in shale tend to subparallel to the bedding section, and their orientation degree and controlling factors differ
among different shales. OM grains in samples from terrestrial C-7(Chang-7 Formation) exhibit the strongest directionality in
their arrangement, and OM grains in samples from marine LMX (Longmaxi Formation) shale in the Fuling area also exhibit
strong directional alignment. While in samples from marine LMX shale in the Baojing area, their directional alignment is much
weaker. Shales with high clay content, high TOC (total organic carbon), low thermal maturity, and flat reservoir structure get
more OM grains parallel to the bedding section. The biogenetic texture of graptolite in marine LMX shale is the dominating
factor leading to the strong directional alignment of the OM grains. However, syncline structure may disorganize the preformed
directional alignment and weaken the directionality of the OM grains, which results in the OM arrangement difference between
LMX samples from Fuling and Baojing. While the compaction of the layered clay particles is the dominating mechanism leading
to the strong directional alignment of the OM grains in terrestrial shale samples from C-7.

1. Introduction

Shales are multiphase, multiscale, and compositionally
diverse sedimentary rock, and with the development of hor-
izontal drilling and hydraulic fracturing technology in recent
years, shale has become a research hotspot across the world
[1, 2]. Besides their low porosity and ultralow permeability,
shales also get more complex mineral composition than con-
ventional reservoirs. Besides quartz, feldspar, and calcite,
they also contain considerable amounts of clay minerals,
and a few but nonnegligible OM is another essential compo-
nent of shale [3]. The complexity in mineral constituent
results in the complex pore structure and fickle mineral

arrangement, and both factors endowed shale with much
stronger anisotropy than conventional reservoirs [4, 5].

The manifestation of anisotropy in shale is diverse,
among which elastic wave velocity, permeability, and
mechanical properties are the most focused points from the
field to the lab. These anisotropic characteristics play critical
roles in the exploration and development of the shales, and
scholars focus on this topic believe the anisotropy exhibited
in shale is mainly attributed to the alignment of clay min-
erals, nonspherical pores, or microcracks [6, 7]. Their effects
on gas transport, methane adsorption, fracture development,
and other aspects have been widely investigated [8–11].
Among these studies, the alignment of clay minerals and
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natural fractures is the most emphasized factors, and they
were regarded as the major factors controlling the heteroge-
neity of shale [12–14]. Besides, several compositional and
arrangement models have been presented to predict the pet-
rophysical parameters of the shales [15, 16]. However, the
arrangement of OM was not considered in these models.

Besides clay and fractures, many researchers have pointed
out that certain OM particles are not evenly distributed in the
shale matrix, and some OM particles may get an elongated
shape and show specific directionality in their alignment [17,
18]. Nevertheless, detailed studies on OM grains orientation
have seldom been carried out, and OM is still regarded as an
evenly distributed isotropic medium in most of the models.
The orientation of the OM grain was neglected in these
models, and the corresponding excuse is their low content.
However, the TOC in some shales with rich OM sources can
reach 20% [19], and OM grains may take a very considerable
volume due to their much lower density. Additionally, new
nanocomputed tomography and SEM studies have revealed
that OM grains with highly developed pores may form into
continuous organic frameworks, and these OM grains with
good connectivity may form a dominant pathway in shale.
Thus, their arrangement may intensify the permeability
anisotropy of shale [20]. Furthermore, studies also indicated
that some types of OM grains without organic pores might still
exhibit anisotropy in their inner structure due to their bioge-
netic texture [21], which may also affect the anisotropy of
shale if they were directionally arranged.

Besides organic pores, studies have also shown that
microfractures in shale are closely related to the elongated
OM particles [22]. Recent nanoindentation and AFM
(atomic force microscope) studies have proved that Young’s
modulus of the OM grains in shale is much lower than clay
or other inorganic minerals and OM is the softest part in
shale [23–25], and the development of organic pores may
further lower their Young’s modulus [26]. Besides, OM
grains also get a much larger thermal expansivity than the
ambient inorganic mineral particles [27]. These features
make OM grains in shale more sensitive to the stress and
thermal change during deposition, compaction, and thermal
maturation. Thus, fractures are more likely to be formed at
the boundary between OM and inorganic mineral particles,
which may further affect the anisotropy on permeability,
elastic wave velocity, and other vital features in return. Thus,
the orientation of OM grains in shale deserves more attention
and investigation.

In this study, marine and terrestrial shale samples were
collected from 4 wells in China, and their mineral constitu-
ent, TOC, and Ro were investigated. The morphological
and arrangement characteristics of OM grains in each sample
were compared and investigated by SEM image processing.
Moreover, the effects of mineral contents, TOC, and thermal
maturity on OM grain orientation and the corresponding
forming mechanism were also discussed.

2. Samples and Methods

The detailed parameters of the shale samples used herein are
listed in Table 1. The mineralogical composition was

obtained by XRD (X-ray diffractometer) (model Bruker D8,
45kv, 35mA) at State Key Laboratory of Petroleum
Resources and Prospecting at China University of petroleum,
Beijing. The analysis was performed in accordance with Chi-
nese Oil and Gas Industry Standard SY/T 5163-2010. The
TOC of samples JY11 and JY45 was obtained by a carbon
and sulfur analyzer (model LECO CS844) in the test center
of Exploration and Development Institute in Jianghan Oil
Field, Wuhan, and the analysis was performed in accordance
with Chinese National Standard GB/T 19145-2003. The TOC
of the rest two samples and Ro data were acquired from rele-
vant literature.

Sample JY11 and JY45 were collected from Fuling shale
gas play in Chongqing, which is the largest shale gas play in
China. Sample BY was collected from an exploratory well
in the Baojing area, Hunan. These three samples were all col-
lected from LMX, which is characterized by high OM abun-
dance and favorable organic types to generate large
amounts of gas. Sampled JY11 and JY45 were collected from
the same submember of LMX, and their TOC, Ro, and min-
eral constituent are very similar. Their TOC is around 3%,
and their Ro ranges from 1.8% to 2.9%, suggesting a stage
of high maturity and more complicated diagenesis. While
the Ro of sample BY is 3.28%, which is the highest among
the four samples. Sample YY was collected from C-7, Shanxi,
which is a typical terrestrial shale. The TOC of the samples
from C-7 ranges from 1.7% to 9.8%, with a mean value of
5.73%. The Ro of samples from C-7 is much lower than
LMX, which ranges from 0.7% to 1.3%, indicating sample
YY is within the oil window stage.

According to the XRD results, siliceous and clay minerals
are the dominating minerals in the four samples. Sample YY
has the highest clay content, which is over 50%, and quartz
occupied another 25.1%. While in sample JY11, JY45, and
sample BY, the clay content is around 30% and quartz occu-
pied about 40%. The specific types of clay minerals in these
samples were not further analyzed. According to the
researches of Yang et al. [28] and Ji et al. [31], the predominant
clay mineral in LMX shale is illite, which accounts for more
than 65%, and the primary clay mineral in terrestrial C-7
shales is illite-smectite mixed layers (with an average value of
43%) and then followed by illite ranging from 25% to 48%.

During the sample preparation, abundant graptolites
were found on samples collected from LMX, and their
amount is much larger in samples from Fuling than that in
samples from Baojing. Researches have indicated that grap-
tolites in shale can contribute to TOC [32, 33], and as
Figure 1(a) shown, these graptolites are usually subparallel
to the bedding section. Thus, it may be an important part
of contributing to the directionality of the OM grains in
shale. As shown in Figure 1(b), small shale pieces were col-
lected to investigate the mineral constituent and detailed
microstructure of the graptolites. A field emission SEM
(model FEI quanta200) was adopted to capture SEM images
of the graptolites. These small samples were not polished to
keep their microstructure, and they were all coated with a
thin gold film to enhance the image quality.

Besides these small samples, slice samples were also pre-
pared to investigate the OM orientation. As shown in
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Figure 1(c), two slices were orthogonally cut out from each
sample, among which one sample is parallel to the bedding
section and the other is vertical to the bedding section. For
the convenience of the expression in the rest of this paper,
we call the profile parallel to bedding direction as TS (trans-
verse section), and the profile vertical to bedding direction as
LS (longitudinal section). The slice samples were firstly
mechanically polished and then polished by argon-ion to
enhance surface flatness. Moreover, all these slice samples
were coated with a thin gold film to enhance the image qual-
ity. Slice samples complete coating and polishing are shown
in Figure 1(d), and a cold field emission SEM (model Hitachi
SU8010) was adopted to capture images from these slice
samples.

According to our tests, SEM images captured at ×500 or
×1000 magnification can reach the right balance between
ideal OM grain quantity and acceptable sharpness, and both
factors are critical to the accuracy of the subsequent image
processing and analysis. The SEM image capturing was con-
ducted in the State Key Laboratory of Petroleum Resources
and Prospecting at China University of Petroleum, Beijing.
As SEM images herein were saved as 8 bits grayscale figures,
the brightness of the particles is in direct proportion to the
atomic number of the elements inside. Thus, OM grains in
SEM images usually are much darker than the ambient inor-
ganic minerals, and pyrite grains usually are the brightest
[34]. Based on that brightness contrast, the Weka Trainable
Segmentation plugin in Image J segmented the OM grains

Table 1: Parameters of the shale samples.

Sample Formation
Sedimentary

Source TOC (wt%) Ro (%)
Mineralogical composition (wt%)

Environment Clay Quartz Feldspar Calcite Pyrite

JY11 LMX Marine Jaoshiba 3.3 1.8-2.9a 28.9 47.1 8.8 10.8 4.4

JY45 LMX Marine Jaoshiba 3.03 1.8-2.9a 32.2 39.5 8.3 15.7 4.3

BY LMX Marine Baojing 2.33b 3.28b 27.5 44.9 12.2 11.3 4.1

YY C-7 Terrestrial Yanchang 1.7-9.8c 0.7–1.3a,c 50.3 25.1 2.2 17.2 5.2

Note: aThe data was from [28]. bThe data was from [29]. cThe data was from [30].

(a)

Graptolite

(b)

Bedding direction

Slice parallel to the bedding

Slice perpendicular to the bedding

V
ertical direction

(c) (d)

Figure 1: Shale samples used in this study. (a) Samples with abundant graptolites. (b) Samples for graptolite observation. (c) Schematic plot of
the cutting direction. (d) Slice samples after polishing and coating.
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and pyrite grains in all SEM figures. This plugin is a machine
learning-based semiautomatic tool to produce pixel-based
segmentations, and it has been widely used as a powerful
and efficient tool in SEM image processing [35].

Figure 2 demonstrates the image processing steps. After
the OM and pyrite segmentation, they were identified and
numbered by Analyze Particles Function in Image J. This
function can find the major axis and minor axis of the iden-
tified particle, and the AR (aspect ratio) as well as the angle
between the major axis and horizontal axis was then calcu-
lated. The AR can reflect the shape of the grains, and the
angle represents their orientation. Particles with an area
smaller than 20 pixel2 (the resolution of the SEM image is
1280 × 960) were excluded to reduce the influence of pixel
noises. The segmented OM and pyrite grains were then
merged into one figure to investigate their coexistence rela-
tionship. 7 to 9 images were captured from each slice sample,
and the statistical data of MA (mean angle) and SDA (stan-
dard deviation of the angles) of each image were then calcu-
lated. The MA indicates the central tendency of the grain
orientation, and the SDA indicates the dispersion degree of
the grain orientation. Sample with smaller SDA means OM
grains inside get more definite directionality in their orienta-
tion, and there are more OM grains parallel to the MA
direction.

3. Results

3.1. Characteristics of the Graptolite under SEM. Graptolites
are widely distributed in organic-rich LMX shale in South
China, and it has been reported to be closely related to the
OM enrichment in LMX shale [36, 37]. According to the core
observation, most graptolites are preserved as black or gray
lamellate films, and their distribution can be clump together
or randomly dispersed. Due to the overlap effect, the size of
the graptolite in core scale can reach several centimeters,
and their abundance varies a lot from one core to another.

The chemical composition of graptolite is controversial,
and the chitinous substance was initially believed to be the
main composition. Subsequent studies demonstrated that
aromatic structure with aliphatic groups consisted of the
main body of graptolite. Thus, it will dealkylate during the
maturation and can act as good hydrocarbon-generating
material in shale [38]. The EDS results shown in Figure 3
indicate that carbon is the dominant element of the graptolite
in our samples, and several related studies have also drawn
similar conclusions [39, 40]. Due to its unique biogenetic tex-
ture, the geometrical characteristic of graptolite may differ
significantly from other OM grains.

As shown in Figure 4(a), the graptolite (indicated by the
yellow dash line) is in a lamellar structure with a width of sev-
eral millimeters, while the length can reach several centime-
ters. The main body of graptolite is made up of cortex and
central canal (Figure 4(b)), and the size of these lamellar cor-
texes is around dozens of microns, which is much larger than
the ambient inorganic grains. Moreover, a sharp boundary
can be observed between the lamellar cortex and the outside
matrix (Figures 4(b) and 4(c)).

Unlike most OM grains in shale that developed with mas-
sive spongy pores, only a few shallow pores can be observed
on these lamellar cortexes (Figure 4(c)). Some lamellar cortex
has broken into several fragments, suggesting lamellar cortex
may be more brittle than those amorphous OM grains
(Figure 4(d)), and the surface of these lamellar cortexes is
much smoother than other grains in the matrix, which may
reduce its adhesive strength with the ambient mineral parti-
cles. Besides the shallow holes, a fewmoldic pores were found
on the graptolite surface (Figure 4(e)), and the diameter of
which can reach 2.5μm. Organic pores in amorphous OM
grains are usually under micron scale, while nanoscale
organic pores were not observed in graptolites collected from
Fuling samples. The absence of the nanoscale organic pores
may cause by the shielding of the gold film, or it may be the
result of low thermal maturity. In other studies, abundant
nanometer-sized spongy pores were observed on the grapto-
lites from LMX (Figures 4(g)–4(i)), and these spongy pores
exhibited anisotropy inner the lamellar cortex. Moreover,
most elongated organic pores were subparallel to the bedding
section [36, 37]. The difference of the organic pore develop-
ment in the graptolites indicates that the maturity of the
graptolites may vary significantly among different shale
plays.

The maturity of graptolite is not easy to be identified
from SEM images, but the color of graptolites with lower
thermal maturity is usually much darker [33]. Moreover,
spongy pores are more developed in OM particles with
higher thermal maturities. These features can help estimate
the maturity of the OM grains. The color of the graptolites
in our sample is dark black, and pores inner graptolites are
less developed, both of which suggest the thermal maturity
of the graptolite in LMX samples herein may be much lower
than those amorphous OM grains. According to the SEM
images, due to the biogenetic texture, these graptolites
derived OM grains with lower thermal maturity may exhibit
much stronger anisotropy in its structure and orientation.

3.2. Distribution Characteristics of the OM Particles

3.2.1. OM Orientation in Sample BY. As shown in
Figures 5(a) and 5(b), most OM particles in sample BY are
amorphous and they are dispersed randomly in both LS
and TS, and the occurrence relationship between OM and
pyrite particles is also irregular in both LS and TS. Pyrite
grains in shale are usually coexisted with the OM particles
[28], but the later OM maturation and diagenesis may alter
their coexistence relationship. The OM particles in sample
BY are not closely adjoined to those pyrite grains, suggesting
sample BY may undergo intricate diagenetic processes, and
these pyrite or OM grains may have migrated away from its
original position.

Unlike graptolite-derived OM shown in Figure 3, the
shape of most OM grains in sample BY is flocculent. Accord-
ing to the research of Curtis et al. [41] and Nie et al. [42],
these flocculent or amorphous OM grains usually get higher
maturity as the maturation may increase the inner pressure
and induce more spongy pores. Those organic pores may
destroy the structural integrity of the OM grains, and the
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increasing inner pressure may push OM into other intergran-
ular pores or fractures. Moreover, subsequent sedimentation
and compaction may intensify the distortion of the OM
grains.

Besides these flocculent OM particles, a few banded OM
grains were also observed in LS (indicated by dash boxes in
Figure 5(a) (vi, vii, viii)), which get sharp edges and elongate
structure. It is quite easy to identify graptolites in cores or

outcrop due to their biological structures, but it is challenging
to identify them under ×500 or ×1000 magnification because
their biological structure was weakened by the cutting and
polishing processes. In contrast to those flocculent OM parti-
cles, graptolite remains get much larger AR and most of them
are subparallel to TS. Considering the geometrical feature of
those OM grains and the morphology study of Luo et al. [33],
we believe those banded OM grains in sample BY are highly

Extract OM

Extract Pyrite

Merge

Extract RA
and angle

Figure 2: Typical image processing procedures.
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Figure 3: EDS (energy dispersive spectrometer) spectrums and elements content of graptolite. (a) The red box indicates the area where the
element was analyzed. (b) The spectrum of the EDS. (c) Elements content results.
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likely to be graptolite remains, and they may contribute more
to the anisotropy than these amorphous OM grains due to
their more directed orientation and much larger AR. How-
ever, their overall contribution to the anisotropy may be lim-
ited by their quantity shortage.

As Figure 5(b) shows, OM gains are filled inner the inter-
granular pores of the pyrite grains (indicated by red dash line
boxes) in LS, and the size of these pyrite grains is much larger
than those without OM. The distribution of the OM grains in
TS is more agminated than LS, and very few banded OM
grains are observed in TS. Moreover, the orientation of these
banded OM grains is more random in TS, while the distribu-
tion of pyrite grains is more inhomogeneous in both LS and
TS, and their size in TS is slightly larger than the ones in
LS. Due to the FOV (field of view) limitation, these inhomo-
geneous exhibited in grain size and distribution in sample BY
are limited under the submillimeter scale. Besides those
bonded OM grains in LS, most OM grains in sample BY
exhibit weak directionality in their orientation in both LS
and TS.

As shown in Figures 5(c) and 5(d), though it is unobvious
in SEM images, the image processing results indicate that
OM grains in LS of sample BY still show specific directional-
ity, while the trend is much weaker in TS. The statistical
results indicate that the average MA of the OM grains in LS
is 95.07°, and the average SDA is 45.39°, while in TS, the aver-
age MA is 89.25°, and the average SDA is 53.02°. The average
SDA indicates that the directionality of OM grains in LS is
much stronger than TS in sample BY.

3.2.2. OM Orientation in Sample YY. Sample YY is a typical
terrestrial shale, as shown in Figure 6(a), the structure of
OM grains in sample YY differs quite a lot from sample BY.
Due to its much higher TOC, the area and size of the OM
grains in sample YY are much larger than that in sample
BY, and most OM particles in sample YY are banded grains
with lengths larger than several hundred of microns. The
position of the pyrite grains in sample YY is much closer to
OM grains than that in sample BY, and some pyrite grains
(indicated by the black dash line boxes in Figure 5(a)) also

A 
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Figure 4: Microstructure of the graptolite under SEM. (g)–(i) are modified from [36].

6 Geofluids



i

v

ii iii

iv vi

vii viii

Highly dispersed
amorphous OM
grains

Graptolite

Graptolite

Havey mineral
grains with a
few OM attached

(a)

i

v

ii iii

iv vi

vii viii

Highly dispersed
pyrite grains

Pyrite groups

Pyrtie or havey
mineral groups 

Pyrtie
framboid
with OM
inside

ix

(b)

Figure 5: Continued.

7Geofluids



Count: 227
Mean: 91.791
StdDev: 43.381
Bins: 60

0 180 0 180 0 180

0 180 0 180

0 180 0 180

0 180

Min: 3.880
Max: 177.285
Mode: 93 (11)
Bin Width : 3

Count: 311
Mean: 96.669
StdDev: 43.801
Bins: 60

Min: 3.880
Max: 179147
Mode: 120 (13)
Bin Width : 3

Count: 228
Mean: 96.762
StdDev: 43.151
Bins: 60

Min: 3.618
Max: 177.222
Mode: 66 (8)
Bin Width : 3

Count: 253
Mean: 95.750
StdDev: 45.623
Bins: 60

Min: 8.523E-14
Max: 178.691
Mode: 57 (10)
Bin Width : 3

Count: 173
Mean: 95.517
StdDev: 42.644
Bins: 60

Min: 3.880
Max: 178.822
Mode: 99 (10)
Bin Width : 3

Count: 313
Mean: 96.455
StdDev: 48.697
Bins: 60

Min: 0
Max: 179.522
Mode: 117 (13)
Bin Width : 3

Count: 302
Mean: 93.601
StdDev: 49.800
Bins: 60

Min: 1.636
Max: 179.707
Mode: 156 (11)
Bin Width : 3

Count: 254
Mean: 94.575
StdDev: 45.732
Bins: 60

Min: 0.257
Max: 178.909
Mode: 84 (10)
Bin Width : 3

(c)

Count: 226
Mean: 88.075
StdDev: 51.847
Bins: 60

0 180 0 180 0 180

0 180 0 180 0 180

0 180 0 180 0 180

Min: 0.282
Max: 179.309
Mode: 63 (8)
Bin Width : 3

Count: 194
Mean: 85.235
StdDev: 53.729
Bins: 60

Min: 0
Max: 179.804
Mode: 60 (7)
Bin Width : 3

Count: 255
Mean: 87.729
StdDev: 51.224
Bins: 60

Min: 3.043E-14
Max: 179.556
Mode: 6 (9)
Bin Width : 3

Count: 252
Mean: 88.332
StdDev: 52.874
Bins: 60

Min: 0.152
Max: 179.609
Mode: 162 (9)
Bin Width : 3

Min: 1.708E-14
Max: 177.565
Mode: 42 (7)
Bin Width : 3

Count: 165
Mean: 92.533
StdDev: 56.153
Bins: 60

Count: 209
Mean: 87.151
StdDev: 54.226
Bins: 60

Min: 0.979
Max: 179.282
Mode: 42 (9)
Bin Width : 3

Count: 280
Mean: 93.122
StdDev: 54.487
Bins: 60

Min: 0
Max: 179.899
Mode: 159 (12)
Bin Width : 3

Min: 1.708E-14
Max: 0
Mode: 0 (7)
Bin Width : 3

Count: 189
Mean: 85.765
StdDev: 52.883
Bins: 60

Count: 188
Mean: 95.364
StdDev: 49.796
Bins: 60

Min: 1.774
Max: 179.796
Mode: 117 (9)
Bin Width : 3

(d)

Figure 5: Images of sample BY after segmentation. The red part is OM, and the blue part is pyrite. (a) and (b) Merged images of sample BY in
LS and TS. (c) and (d) The long axis angle distribution of the OM grains in LS and TS.
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get banded shape. The directionality of the OM and pyrite
particles in LS is much stronger and more evident than that
in sample BY, and most OM and pyrite particles are subpar-
allel to the bedding section. The boundaries of the banded
OM grains in sample YY are not as smooth and clear as the
ones in sample BY, but these OM particles contain very few
inorganic mineral grains and get a more intact structure. As
shown in Figures 6(c) and 6(d), the long axis angle distribu-
tion of the OM grains in sample YY is far more concentrated

in LS, and the peak positions are almost the same. According
to the statistical analysis, the average MA of the OM grains is
100.67°, and the average SDA is 27.59° in LS, which is much
smaller than that in sample BY, indicating that OM grains
in the LS of sample YY are strictly directionally orientated.

Though OM grains quantity is smaller in LS of sample
YY, their size is much larger than that of sample BY. Banded
OM grains were also observed in TS of sample YY, but they
are much thicker than the ones in the LS. There are very
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Figure 6: Images of sample YY after segmentation. The red part is OM, and the blue part is pyrite. (a) and (b) Merged images of sample BY in
LS and TS. (c) and (d) The long axis angle distribution of the OM grains in LS and TS.
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few amorphous OM grains in LS, but it can be widely
observed in TS of sample YY, and its morphology shows cer-
tain differences with the ones in sample BY. The amorphous
OM grains in sample BY get irregular edges and relatively
intact inner structure, while in sample YY they get similar
snatchy edges but contain more inner pores. Besides, the size
of the amorphous OM grains in sample YY is much larger
than the ones in sample BY. These differences indicate that
mechanisms forming the amorphous OM grains in two sam-
ples may be different. Nevertheless, as Figure 6(d) shows,
these OM grains in the TS of sample YY also exhibit no direc-
tionality as the ones in sample BY. The average MA is 92.19°

and the average SDA is 55.73°, which is similar to that of
sample BY.

3.2.3. OM Orientation in Sample JY45. Sample JY45 was col-
lected from the largest gas shale play in China, and beddings
are highly developed in the main production layer. As
Figure 7(a)(i), (ii), (vii) shown, the banded OM grains are
of the largest size among the four samples, but many inor-
ganic grains are firmly attached or embedded in these the
banded OM. As Figure 7(a) (iv), (v), (vi) shown, amorphous
OM grains are also widely distributed in the TS of sample
JY45, and their morphological characteristics are similar with
ones in sample BY.

These banded OM grains in sample JY45 are highly likely
to be graptolite remains cause their thickness is over dozens
of microns, and the embedded inorganic grains may from
the overlap of graptolite layers. These graptolites, as we
observed from the core samples, are tabular organic films
with centimeter-scale. They are well parallel to the bedding
direction on the core scale, and their directionality is still dis-
tinct in these micron-scale SEM images. The quantity of the
banded OM grains in LS of sample JY45 is much smaller than
sample YY, but they also exhibit specific directionality in
their orientation. However, due to their less intact structure,
these banded OM grains may be identified as several smaller
independent particles by the software, and, thus, the holistic
orientation of the banded grains may be weakened in the
image analysis results. According to which, the average MA
and average SDA of the amorphous OM grains are 90.66°

and 49.2° in LS, respectively. While SDA of the bonded OM
grains ranges from 45°to 46°, both of which are much larger
than sample YY.

While in TS, the distribution of OM grains in sample
JY45 is as dispersed as sample BY. The size of the OM grains
is much smaller than LS, and only a few annular OM grains
can be observed (Figure 7(b) (i, ii, iii)). The number of pyrite
grains in TS of sample JY45 is much smaller than sample BY,
and the distribution of amorphous OM in sample JY45 is rel-
atively wider than sample BY, and their structure is also more
complicated. According to the image analyses shown in
Figures 7(c) and 7(d), the average MA of the OM grains in
TS is 87.89°, and the average SDA is 54.67°. Which is much
larger than the LS, but it is almost the same with that in sam-
ple BY.

3.2.4. OM Orientation in Sample JY11. Sample JY11 was col-
lected from the same shale play with sample JY45, and they

are from the same sub-member of the major pay zone. How-
ever, the morphology of the OM grains in sample JY11
exhibits noticeable differences from sample JY45. As
Figure 8(a) shows, the banded OM grains in sample JY11
are much thinner, and some are of rich branches
(Figure 8(a) (i, ii, viii)). These ramifications may derive from
the compressed graptolite multilayers, and some OM grains
also involved many inorganic particles, but their overall
structural integrity is much better than the banded ones in
sample JY45. The distribution of pyrite grains in sample
JY11 is also dispersive.

As Figure 8(c) shows, the angle distribution of the OM
grains in sample JY11 is more centralized than sample
JY45, and most peaks are located around 90°, suggesting the
OM grains in the LS of sample JY11 tend to subparallel to
the bedding direction. According to the image analysis, the
average MA of the OM grains in sample JY11 is 94.5° in LS,
and the average SDA is 41.93°, which is smaller than that of
sample JY45 and sample BY, but much larger than sample
YY, and the result agree well with the intuitive observation
of the SEM images.

While in TS, the amount of the OM grain is the smallest
and their distribution is also highly dispersed, and almost no
banded OM grains were observed. The MA and SDA of the
OM grains in sample JY11 are 94.5° and 54.29° in TS, indicat-
ing that the directionality of the OM grains in sample JY11 is
much weaker in TS. The position of the pyrite grains in sam-
ple JY11 shows no significant correlation with the OM parti-
cles, especially in TS. While in sample JY45, more pyrite
grains are involved with the OM grains.

4. Discussion

4.1. The Representativeness of SEM Images. The magnifica-
tion used in this study was fixed to ×500 and ×1000 to
ensure SEM images contain enough target particles and
with acceptable sharpness as well. However, if the magnifi-
cation is too large, the FOV will be too small to represent
the characteristics of the sample. To estimate the represen-
tativeness of the SEM images, we calculated the area ratio
of OM and pyrite grains in each image. As shown in
Figure 9(a), the area ratio of OM grains in both LS and
TS of the four samples exhibits a well positive correlation
with the TOC data. While the consistency between pyrite
area ratio and pyrite content calculated from XRD is
weaker (Figure 9(b)), which may cause by the misidentifica-
tion of Ca or Ba, as particles contain Ca or Ba in shale get
similar brightness with pyrite, thus, they may be misidenti-
fied as pyrites. Nevertheless, the identification of OM is
more precise cause OM grains get more evident differences
in their density and composition. The TOC and XRD data
of the four samples are derived from experiments accord-
ing to relevant industry standards, and these results can
accurately indicate the amount of the OM and pyrite in
each sample. Thus, the positive correlation between XRD,
TOC, and area percentage can prove the SEM images used
herein can represent the difference of the OM grains in
the four samples.
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Figure 7: Images of sample JY45 after segmentation. The red part is OM, and the blue part is pyrite. (a) and (b) Merged images of sample BY
in LS and TS. (c) and (d) The long axis angle distribution of the OM grains in LS and TS.
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4.2. The Directional Characteristics of the OM Grains. As
shown in Figure 10(a), the MA of the OM grains in both LS
and TS of the four samples ranges between 85° to 95°, indicat-

ing the general tendency of the OM orientation in four sam-
ples is similar, all of which are subparallel to the bedding
section and it may be a universal phenomenon in shale.
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Figure 8: Images of sample JY11 after segmentation. The red part is OM, and the blue part is pyrite. (a) and (b) Merged images of sample BY
in LS and TS. (c) and (d) The long axis angle distribution of the OM grains in LS and TS.
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The tendency of the OM grains orientation among the
four samples seems counterintuitive cause it shows obvious
differences in SEM images, especially for OM grains with
large AR in sample BY and JY. However, due to the inner
fractures or embedded inorganic mineral particles, many
banded OM grains with obvious directionality may be iden-
tified as several individual particles during the binarization
and segmentation, and this effect may be prominent in sam-
ple JY11and JY45 due to the embedded inorganic particles in
OM grains. As Figure 10(c) shows, OM grains in sample JY11
and JY45 get similar AR with sample BY, while the banded
OM grains get much larger AR in the SEM images, suggest-
ing the calculated AR of the OM grains after segmentation
is much smaller than that in SEM images. OM grains in LS
of sample YY still get much larger AR after segmentation,
because OM grains in sample YY are much lathy and very
few inorganic particles are embedded.

As many banded OM grains are identified as several indi-
vidual particles, the quantity of the segmented OM grains is
much larger than we perceptually observed from SEM
images. The number of OM grains identified by software
ranges from 100 to 500 (Figure 10(d)), and the average num-
ber in sample JY11 is even larger than that of sample BY,
which is counterintuitive to the SEM image observation. As
Figure 10(b) shows, the SDA of sample JY45 is similar to
sample BY, but OM grains in sample JY45 exhibit more def-
inite directionality than sample BY in SEM images. The dis-
crepancy may be the result of the disintegration of the
banded grains, as the increment in grain quantity may
heighten the dispersibility of the OM orientation and weaken
the difference induced by banded OM grains. Moreover, the
disintegration of the banded grains also decreases the AR of
the grains, which may further weaken their directionality.

However, the holistic directional differences of the OM
grains exhibited in LS and TS can still be fully embodied by
the SDA. As shown in Figure 10(b), there are more OM
grains arranged parallelly to bedding direction in LS of the

samples, especially for sample YY. While in TS, the OM
grains in four samples exhibit similar dispersions in their ori-
entation and thus get very familiar SDA, which means the
directivity of the OM grains in shale mainly exhibits in the
LS of the formation, and this may be one of the reasons
why some researchers regard shale as a transversely isotropic
medium.

The image analyses indicate that many OM grains in
shale are directionally arranged and are subparallel to the
bedding section. However, the orientation degree of the
OM grains varies significantly among different samples. In
the four samples studied herein, OM grains in samples col-
lected from C-7 formation exhibit the strongest directional
alignment, and most OM grains are parallel to the bedding
section. The alignment of OM grains in LMX shale samples
collected from the Fuling area also exhibits strong direction-
ality, while the directionality of the OM grains in LMX sam-
ples collected from Baojing is the weakest. Additionally, most
OM grains in LMX shale that exhibited directional alignment
are derived from graptolite.

4.3. Factors Affecting the Directionality of the OM Grains.
According to the cross plots shown in Figure 11, OM grains
in shale samples with higher clay content, TOC, and lower
thermal maturity may exhibit more definite directionality
in their orientation. As previously discussed, the major clay
minerals of the shale samples herein are illite and illite/smec-
tite mixed-layers, and both minerals get layered structure and
of rich intergranular fractures. Additionally, they are usually
subparallel to bedding sections, and, thus, they are com-
monly regarded as one of the vital factors affecting the anisot-
ropy of shale.

Though clay minerals are usually treated as “soft” min-
erals in shale, recent AFM and nanoindentation studies have
proved that OM grains are the softest component in shale
[22, 23], and thus OM grains may be the first components
to be squeezed and out of shape during the sedimentation.
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They may be directly squeezed into strips by those layered
clay minerals or be pushed into the fractures inner these lay-
ered clay minerals by other hard minerals, and both will
increase the directionality of the OM grains. As samples from
the C-7 Formation get the highest clay content and their OM
grains are mainly derived from planktonic algae and lower
hydrobiont [43], both types of OM get much weaker inherent
structural anisotropy than graptolite. With the compaction
of layered structure clay minerals, these OM grains are more
likely to be deposited as banded grains. Therefore, the
squeezing of the laminar clay minerals may be the dominant

mechanism leading to the strong directionality of the OM
grains in samples from C-7, and samples that contain more
clay minerals tend to exhibit stronger directionality in the
OM orientation. In comparison, banded OM grains in sam-
ples collected from LMX are mainly derived from graptolite
remains. Due to its biogenetic texture, its directional orienta-
tion may be controlled by other mechanisms.

As Figure 12 shows, the inorganic mineral particles in
shale samples from LMX (Figures 12(a) and 12(b)) are
much larger than the sample from C-7(Figure 12(c)), and
their average size is around 20~30μm. While the average
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Figure 10: Statistical information of the OM grains in the four samples. (a) MA of OM grains in each image. (b) SDA of the OM grains angle
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grain size in sample YY is smaller than 10μm and the larg-
est grain is OM particles. The sedimental source mainly
controls the grain size, and it may be the factor affecting
the morphology of the OM edges. The sizes of the clay
and mica particles in samples from LMX are similar to
the adjacent OM grains, and these clay and mica grains
usually get smooth edges. Thus, the adjoining OM grains
may get similar smooth edges as the clay and mica particles
after the squeezing.

While OM grains in sample YY border a mass of rugged
small-sized clay or other inorganic mineral particles, the
shape of the rugged inorganic particles may stamp on the
OM grains after compaction, and, thus, jaggier edges are
formed in these OM grains. With part of the jaggier edges
been polished, these banded OM grains may exhibit as floc-
culent OM grains in TS of the samples, while the flocculent
OM grains in samples from LMX may derive from the real
amorphous OM grains.

The stress conditions may also affect the arrangement of
the grains. Most clay or micas particles in LMX samples are
subparallel to the banded OM grains in LS (Figures 12(a)

and 12(b)), and some clay sheets are thicker than the adjacent
OM grains in samples from LMX (Figure 12(c)). If the main
extrusion force is orthometric to grains depositional plane,
the adjacent OM grains will be squeezed into strips by these
clay minerals, and this phenomenon is widely observed in
samples JY45 and JY11. While in sample BY, the structure
of clay minerals is more jumbly due to their much smaller
size (Figure 12(e)). Though their inner sheet structures can
still be observed, their orientation is more changeable, and,
thus, the adjoining OM grains are of various shapes, suggest-
ing these OM and clay grains may be squeezed from multiple
directions. While most clay grains in sample YY are well par-
allel and OM grains are embedded in these directionally
arrayed clay sheet clusters (Figure 12(f)), which implies the
main extrusion force in sample YY is also perpendicular to
the depositional plane. The difference in clay and OM
arrangement in sample BY may mainly be caused by the tec-
tonism, because sample BY is collected from the bottom of a
syncline, where the horizontal stress is much higher. The
high horizontal stress may disorganize the preformed lami-
nated structure and deform the shape of the laminar OM
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and clay grains. While sample YY, JY11, and JY45 are all col-
lected from formations with the flatter structure and weaker
horizontal stress. Thus, the laminated structure of the clay
and OM grains is better preserved.

As shown in Figure 11(a), thermal maturity is closely
related to the directional arrangement of OM in shale. Due
to the sedimental environment differences, OM in sample
YY is mainly derived from planktonic algae and lower hydro-
biont. While in LMX samples, OM is mainly originated from
planktons (graptolite, radiolarian, etc.), microbes, and algae
[44]. Among these OM grains, algae are relatively harder to
be preserved during the thermal maturation, and their
structural features are almost indistinguishable when Ro
is larger than 1.0 [45]. These OM may entirely or partially
decompose as the thermal maturity goes higher. Conse-
quently, their inner pressure will increase and organic
pores may appear, and both will alter the geometry and
arrangement of the OM grains. Thus, OM grains in sam-
ples with higher thermal maturity usually exhibit weaker
directionality in their orientation.

However, the development of organic pores varies among
different OM types. Bitumen usually gets well-developed
pores, and algal fragments may have angular pores, while
graptolites are relatively tight and usually have few or no
pores [22]. Sample YY gets the lowest thermal maturity,
and organic pores are less developed among most OM grains.
Thus, the structure and shape of the OM grains in sample YY
are well preserved. OM grains that exhibited directionality in
samples from LMX mostly are derived from graptolite,
though the thermal maturity of sample JY is much higher
than sample YY, graptolite in LMX can be well preserved
due to the componential difference [36], and the structure
of graptolite is lamellate. Thus, graptolite may contribute

more to the OM directionality than other types of OM in
LMX. However, the maturation may still decompose or
reshape other types of OM, which may decrease the total
amount of the directionally distributed OM grains and thus
weaken the holistic directionality. Considering graptolites
account for 20 to 93% of the dispersed OM in LMX [33],
the intrinsic biological structural characteristics of graptolites
may be the dominating factor leading to the directional array
of OM grains in samples from LMX. Nevertheless, complex
tectonic movement may disorganize all the previously
formed directional arrangement of OM or other grains in
both marine and terrestrial shale. Thus, the influence factors
of OM grains orientation in shale are diversified and compli-
cated, and the orientation of OM grains in shales should be
specifically analyzed, and OM grains should not be treated
as an equally distributed medium in shale.

5. Conclusions

(1) OM grains in shale are not evenly distributed in iso-
tropic medium, and their directional orientation is
pervasive in both marine and terrestrial shale. Most
OM grains in LS of the formation tend to array sub-
parallel to the bedding section, while their orientation
in TS is nearly random

(2) The orientation degree of the OM grains and their
controlling factor differ a lot among different shales.
OM grains in shale samples from C-7 and LMX in
the Fuling area exhibit strong directional orientation,
while OM grains in samples from LMX in the Baojing
area exhibit much weaker directionality. The orienta-
tion of the OM grains in shale is closely related to the
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clay content, thermal maturity, content and type of
the OM, and tectonism of the formation

(3) The directional orientation of OM grains in samples
from C-7 is mainly dominated by their high TOC
and clay content, and the compaction of the direc-
tional arrayed platy clay minerals in the primary
mechanism. The biogenetic texture of graptolite is
the dominating mechanism leading to the directional
alignment of the OM grains in LMX shale in the Ful-
ing area. The weak directional arrangement of the
OM grains in LMX shale in Baojing area may be
mainly caused by the horizontal squeezing induced
by the syncline structure
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Optimization of the depressurization pathways plays a crucial role in avoiding potential geohazards while increasing hydrate
production efficiency. In this study, methane hydrate was formed in a flexible plastic vessel and then gas production processes
were conducted at constant confining pressure and constant confining temperature. The CMG-STARS simulator was applied to
match the experimental gas production behavior and to derive the hydrate intrinsic dissociation constant. Secondly, fluid
production behavior, pressure-temperature (P‐T) responses, and hydrate saturation evolution behaviors under different
depressurization pathways were analyzed. The results show that integrated gas-water ratio (IGWR) decreases linearly with the
increase in depressurizing magnitude in each step, while it rises logarithmically with the increase in the number of steps. Under
the same initial average hydrate saturation and the same total pressure-drop magnitude, a slow and multistage depressurization
strategy would help to increase the IGWR and avoid severe temperature drop. The pore pressure rebounds logarithmically once
the gas production is suspended, and would decrease to the regular level instantaneously once the shut-in operation is ended.
We speculate that the shut-in operation could barely affect the IGWR and formation P‐T response in the long-term level.

1. Introduction

Natural gas hydrate (NGH) is an ice-like compound
formed from water and gas molecules under relatively
low-temperature and high-pressure conditions [1] NGH
is considered as the most promising alternative fossil fuel
due to its great energy potential [2]. Hydrate-related field
exploration and exploitation attract attentions from both
the international ocean discovery program (IODP) and
national plans such as the United States, Japan, China,
South Korea, and India [3, 4].

To extract natural gas from hydrate-bearing sediments
(HBS), four methods have been proposed based on thermo-
dynamic conditions of NGH, i.e., depressurization [5, 6],
thermal stimulation [7], CO2-CH4 exchange [8], and chemi-

cal injection. These methods aim to promote hydrate in-situ
decomposition and then produce gas and water by using the
methods that are widely applied in conventional oil-gas
industry. Depressurization is considered to be the most
efficient and technically feasible method [9, 10]. However,
field production test in Mallik 2L-38project (2007-2008)
[11], AT1-P project (2013) [10], AT1-P2~AT1-P3 projects
(2017) [12], and SHSC-4 project (2017) [13] showed rela-
tively low gas productivity, which is far to reach the commer-
cial requirements.

Depressurization is also restricted by potential geoha-
zards such as severe sand production [14–16], wellbore insta-
bility [17], and deformation of the sediment [18, 19]. These
potential geohazards are mainly controlled by the mechani-
cal properties of HBS [20, 21]. Both numerical simulation
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[22] and experiments [23] reveal that sand production rate
tends to become severe with the increase in the magnitude
of total pressure-drop and depressurizing rate. Hydrate pro-
duction test can be forced to terminate once the sand produc-
tion rate exceeds the tolerance of wellbore or platform [10].
Besides, the influence of geological parameters, such as com-
pressibility [24, 25], absolute permeability [26, 27], relative
permeability [25, 28], and clayey content [29], on the gas
production behavior has been covered both in lab-scale
[7, 9] and field-scale [10] studies.

The depressurization parameters, which mainly include
pressure-drop magnitude and depressurizing rate, would
also affect gas production behaviors [9, 30–32]. Aggressive
depressurization would increase gas production rate in a
certain extent [5, 33], but causes unpredictable occurrence
of hydrate reformation [34]. There are many pathways to
reach the same pressure-drop magnitude such as one-step
quick depressurization and slow-stepwise depressurization
[30]. The number of steps, the pressure-drop magnitude in
each step, and the average depressurizing rate could be used
to characterize the depressurization pathways under the
same total pressure-drop magnitude.

Therefore, balancing the gas productivity and potential
geohazards is crucial during depressurization [35, 36]. The
influences of depressurization pathways on gas-water pro-
duction behaviors and formation response need to be
clarified. In this paper, we form methane hydrate in a
flexible rubber sleeve. Two depressurizing gas production
experiments were conducted at constant confining pres-
sure and temperature. A numerical simulation model
based on CMG-STARS module was developed to match
the measured gas production, as well as pressure evolu-
tionary behaviors. Then, the verified numerical model
was employed to investigate the influence of depressuriza-
tion pathways on gas-water production behaviors, as well
as formation pressure-temperature (P‐T) and hydrate satu-
ration responses.

2. Experiments

The hydrate production simulation device is shown in
Figure 1. The device consists of (a) a self-developed cylindri-

cal pressure vessel system, (b) a reactant supply system for
injecting gas and water into the pressure vessel, (c) a thermo-
static chamber to monitor the temperature, and (d) a system
controlling and data acquisition system.

The main body of the pressure vessel is made from tita-
nium alloy with maximum experimental pressure of 15MPa.
A flexible rubber sleeve (Φ60mm× 1000mm) is installed
inside the titanium alloy vessel. The annulus between the rub-
ber sleeve and inner of the titanium alloy vessel is filled with
confining oil. Sediment for HBS formation is packed inside
the rubber sleeve. Five pressure sensors (P1~P5), with mea-
surement accuracy of 0.01MPa and measuring ranges of
~10MPa, are installed linearly on the rubber sleeve to test
the real-time pore pressure. The distance from P1 to the outlet
of the vessel is 50mm, and the distance between each of the
two sensors is 200mm.

The maximum effective confining pressure (difference
between confining pressure and pore pressure) for the rubber
sleeve is 8MPa when it was packed with sediment. During
hydrate formation and dissociation, the temperature and
pressure of the confining oil remain constant, indicating that
a constant temperature and constant pressure boundary con-
dition could be reached during the experiments. Depressuri-
zation process is achieved by adjusting the back pressure
valves at the outlet.

Quartz sand with diameter of 0.12mm~0.18mm was
used in the experiments. The average porosity of the
sediment is 39.9%. Methane gas with purity of 99.99% and
distilled water were used to form hydrate. Detailed sand
packing and fluid injection procedures could be found in
Jin et al. [37].

We tested the intrinsic permeability of the sediment
before hydrate formation. The confining pressure was
adjusted to 2MPa after the sediment was packed into the
rubber sleeve. Then, distilled water was injected into the
sediment at a rate of 35ml/min. During the process of water
injection, the pressure in the sediment was recorded by a
pressure sensor. When the pressure values remained con-
stant, we considered that the water flow in the sediment is a
steady-state flow. The pressure difference between P1 and
P5 was about 0.11MPa, providing that the viscosity of water
at 300K is 0.855mPa·s. The intrinsic permeability of the
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Figure 1: Schematic diagram of the hydrate production simulation device.
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sediment could be obtained according to Darcy’s law, which
is about 606mD in this manuscript.

The average hydrate saturation in the HBS, which is
determined by the volume of gas consumption, was con-
trolled around 30%. The confining pressure was set as
8MPa, and the temperature was set as 3.5°C while forming
HBS. Once the HBS formation process was completed, the
confining pressure was adjusted to 6MPa, while the effective
confining pressure was about 2MPa.

The one-step quick depressurization and two-step multi-
stage depressurization schedules were applied to simulate
hydrate production process. In the one-step quick depressur-
ization experiment, the pressure at the outlet was controlled
to decrease to the atmospheric pressure within 5 minutes.
The pressure-drop magnitude was 4MPa during gas pro-
duction. In the two-step depressurization experiment, the
pressure at the outlet was firstly controlled at 2MPa for
4 hours. Then, it was decreased to the atmospheric pres-
sure within 5 minutes.

3. Numerical Modeling and Verification

The TOUGH+HYDRATE (Lawrence Berkeley National Lab-
oratory, USA) [38], MH21-Hydrates (AIST Group, Japan)
[39], STOMP-HYD (Pacific Northwest National Laboratory,
USA) [39], and CMG-STARS (Computer Modeling Group
Ltd., Canada) [39] are widely adopted to simulate hydrate
production processes. In these simulators, the hydrate intrin-
sic dissociation constant is normally taken from bulk hydrate
dissociation. However, recent study documented that the
hydrate intrinsic dissociation constant varies with the char-
acteristics of porous media [40]. Therefore, numerical simu-
lation should firstly verify the hydrate intrinsic dissociation
constant based on experimental results.

The CMG-STARS is primarily developed for thermal
recovery. The simulator considers the coupling effect of fluid
flow, heat transfer, and fines transport in porous media
and wellbore. In simulating hydrate production process,
the hydrate is considered as “unmovable heavy oil” phase
filled in the porous media [40, 41], while the other part
of the pore space is saturated by either water or gas phase.
Based on Kim-Bishnoi model, Uddin et al. [42] modified

the hydrate dissociation kinetic equation into the following
equation:

dch
dt

= k0dAhSwShϕ
2Peq 1 − 1

K P, Tð Þ
� �

exp −ΔE
RT

� �
, ð1Þ

where dch/dt is the hydrate dissociation rate in gmol/
[m3·d]. k0d represents the intrinsic hydrate decay rate in
gmol/[m2·kPa·d]. Ah is the specific area of hydrate particles,
3 × 105 m2/m3. Sw and Sh are water saturation and hydrate
saturation, respectively. ϕ is the porosity of the sediment,
ϕ = 39:9%. ΔE is the activation energy, 76.516 kJ/[mol·K].
R is the universal gas constant, 8.3144 J/[mol·K]. T is the
temperature in K . Peq is the water-hydrate-vapour equi-
librium pressure in kPa. KðP, TÞ = Pe/Pg.

In Equation (1), the mass concentration of water and
hydrate during dissociation can be written as Dw = ϕSwρw,
Dh = ϕShρh. Equation (1) can be written as follows:

dch
dt

= KD ϕSwρwð Þ ϕShρhð ÞPeq 1 − 1
K P, Tð Þ

� �
exp −ΔE

RT

� �
,

ð2Þ

where KD is the modified hydrate intrinsic dissociation
constant for CMG-STARS.

To simulate the constant temperature and constant pres-
sure boundary experimental conditions, a numerical model is
built with three-dimensional cylindrical shape (Figure 2).
The cross-sectional area and length of the model are the same
with the rubber sleeve (Φ60mm × 1000mm). The model is
divided into 20 grid blocks in the I-direction and 25 grid
blocks in the R-direction. The cross section of the model is
divided into 20 grid blocks in the θ -direction. Each grid
block has the same lengths in the I-direction (50mm) and
R-direction (3mm), and the same coverage angle of 18
degree in the θ -direction. In order to investigate physical
response inside the formation, a longitudinal section (a‐a in
Figure 3) was taken along the I-direction. The longitudinal
section crosscuts the model in the R-direction. There is no
mass exchange between the confining oil and the HBS.

I

R

𝜃

HBS

Production well

Confining oil

a-a

a-
a

Figure 2: Numerical model and grid block distribution. Themodel boundary condition of the model is the same with experimental condition,
with constant confining pressure and temperature. No mass exchange occurs between the confining oil and the HBS.
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The initial average hydrate saturation is 30% according to
the experiments. The input parameters for numerical simula-
tion are listed in Table 1. Detailed parameters of adjusting
and regressing methods can be found in Ajayi et al. [41].
The one-step depressurization experiment is used for match-
ing the modified hydrate intrinsic dissociation constant. The
two-step depressurization experiment is used for verifying
the adaptability of the numerical model.

Relative permeability of the HBS was calculated from
Stone’s equation [43].

krA =max 0, min SA − SirA
1 − SirA

� �n
, 1

� �� �
,

krG =max 0, min SG − SirG
1 − SirG

� �nG
, 1

( )( )
,

krH = 0,

ð3Þ

where krA and krG are the relative permeabilities of water
and gas, respectively. SirA is the immobile water saturation,

whereas SirG is the immobile gas saturation. SirA = 0:25,
SirG = 0:01, n = 3:5, and nG = 2:5 [44].

Comparisons between the experimental and numerical
results for one-step quick depressurization and two-step
multistage depressurization are shown in Figures 3 and 4,
respectively. Solid lines in Figures 3 and 4 represent the
numerical results, while the dash lines represent the experi-
mental results.

Figures 3 and 4 indicate that the gas production behav-
iors between numerical and experimental results match
favorable with each other. The one-step quick depressur-
ization witnessed only one local peak in transient gas
production rate during the whole production process.
However, the two-step multistage pressurization proce-
dure saw another local peak in transient gas production
rate immediately after the second depressurization step.

Under the same initial average hydrate saturation, the
same boundary temperature, the same pore pressure, and
the same host sediment, the cumulative gas volume from
two-step multistage depressurization would be a little more
than that from one-step quick depressurization. However,
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Figure 3: Comparison between the numerical results and experimental results for one-step quick depressurization. (a) The gas production
rate and cumulative gas production evolution behaviors with time. (b) The pressure evolutionary behaviors at different locations in the
HBS. The dash lines represent experimental results, while the solid lines represent numerical results.

Table 1: Basic parameters for numerical model.

Parameter Value Parameter Value

Thermal conductivity of hydrate 0.392 J/(m·s·K) Initial average water saturation 70% (±1%)
Thermal conductivity of pore water 0.58 J/(m·s·K) Initial average hydrate saturation 30% (±1%)
Thermal conductivity of sediment 5 J/(m·s·K) Initial pore pressure 4MPa

Dry density of sediment 2650 kg/m3 Initial confining pressure 6MPa

Density of hydrate 919.7 kg/m3 Initial formation temperature 3.5°C

Hydration number 5.75 Confining temperature 7°C

4 Geofluids



the duration for gas production process from two-stepwise
depressurization is shorter than that from one-step quick
depressurization.

The pressure evolutionary behaviors from the experi-
ments showed obvious hysteresis, though the trend is similar
with that from numerical simulation. This could be attrib-
uted to the reformation of hydrate or icing at the inlet of
pressure sensor in the experiment [45]. Once the hydrate
particles accumulate at the inlet of the pressure sensor, the
pressure sensor would not be able to record the real-time
pore pressure. Further depressurization would dissociate
hydrate accumulated at the inlet of pressure sensor; hence,
a plummet in pressure would follow. The modified hydrate
intrinsic dissociation constant KD is 2:43 × 104 mol/m2 · Pa
according to the regression.

4. Numerical Simulation and Result Discussion

4.1. Depressurization Pathways. Based on the verified numer-
ical model, field hydrate reservoir temperature and pressure
conditions in 2017 offshore methane hydrate production test
in the Nankai Trough of Japan are taken as the initial condi-
tions. The average pore pressure and temperature at the
middle of the hydrate reservoir are 13MPa and 13.5°C,
respectively [33]. The confining pressure of the hydrate reser-
voir is set as 15MPa according to hydrostatic pressure, and
the confining temperature is 17°C. Three hydrate saturation
conditions (~75%, ~50%, and~10%) would be considered.
The size and boundary conditions of the model are the same
with the experiments (Table 1).

During depressurization, the driving force for hydrate
dissociation comes from the difference between water-
hydrate-vapour equilibrium pressure and real-time bottom-

hole flow pressure. Therefore, the water-hydrate-vapour
equilibrium pressure at the reservoir temperature (10.0MPa
at 13.5°C) is taken as the reference to choose the depressuri-
zation pathways. The total pressure drop is fixed to 4MPa,
which is the same with the experiments. Hence, the final pore
pressure for all simulation cases is 6MPa. We defined six
depressurization pathways to reach the total pressure-drop
magnitude of 4MPa (Figure 5).

In Figure 5, the 1st pathway represents one-step quick
depressurization, while paths 2~6 are multistage depressuri-
zation pathways. In the paths 2nd~4th, the bottom-hole
pressure is decreased to 6MPa within 3 hours, indicating
the same average depressurizing rate of 4MPa/3 h. The
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Figure 4: Comparison between the numerical results and experimental results for two-step multistage depressurization. (a) The gas
production rate and cumulative gas production evolution behaviors with time. (b) The pressure evolutionary behaviors at different
locations in the simulated formation. The dash lines represent experimental results, while the solid lines represent numerical results.

0

1

2

3

4

0 1 2 3 4

Path 1 Path 2
Path 3 Path 4
Path 5 Path 6

... end

Pr
es

su
re

-d
ro

p 
(M

Pa
)

Production duration (h)

Figure 5: Pressure-drop controlling schedules for numerical
simulation.

5Geofluids



depressurization processes are divided into 2 steps, 4 steps,
and 16 steps equidistantly in the paths 2nd~4th, respectively.
In the 5th path, the bottom-hole pressure is decreased to
6MPa within 4 hours, indicating an average depressurizing
rate of 4MPa/4 h. The 6th path is taken as an example to
investigate the influence of shut-in operation during produc-
tion. The depressurization procedure for the 6th path is the
same with the 2nd pathway except the shut-in operation
(from 1h to 2 h).

4.2. Cumulative Gas-Water Production. Figure 6 shows the
evolutionary behaviors of cumulative gas and water when
the initial hydrate saturation is 10% (the initial water satura-
tion is 90%). It could be concluded from Figure 6 that depres-
surization pathways could dramatically affect the final
cumulative gas and water volume, even though the total
pressure-drop magnitude is fixed. Compared with the one-
step quick depressurization (the 1st path), stepwise depres-
surization could increase the final cumulative gas volume
and decrease the final cumulative water volume to some
extent. This implies that depressurization mode would have
some significant influences on formation multiphase seepage
field, as well as the residual fluid saturation.

Therefore, we define the ratio of final cumulative gas
volume and water volume as the integrated gas-to-water ratio
(IGWR, Equation (4)). The IGWR could be used to evaluate
the influence of depressurization pathways on fluid produc-
tion behaviors.

IGWR =
Vg
Vw

: ð4Þ

When the total pressure-drop magnitude is fixed, we use
the depressurizing magnitude in each step and the number of
steps to identify and characterize different depressurization

pathways. Under the same total pressure drop, the influence
of depressurizing magnitude in each step and the number of
steps on IGWR are shown in Figure 7. Generally, the IGWR
increases greatly with the increase in initial hydrate satura-
tion. Under the same initial hydrate saturation, the IGWR
decreases linearly with the increase in depressurizing magni-
tude in each step, while increases logarithmically with the
increase in the number of steps.

In Figure 7(a), if the linear fitting curves for the IGWR
and depressurizing magnitude in each step are extended left-
wards to the y-axis, we obtain the theoretical maximum
IGWRs for stepwise depressurization. The maximum IGWR
is mainly affected by the initial hydrate saturation (Figure 8).
The theoretical maximum IGWR could be reached only if the
depressurizing magnitude in each step becomes minimum,
indicating that the depressurization procedure is conducted
linearly at a constant depressurizing rate. However, this is
almost impossible to be realized in a field operation.

On the other hand, when the number of steps is low, the
IGWR increases rapidly with the increase in the number of
steps. However, the IGWR keeps almost constant once the
number of steps exceeds a certain value. The logarithmic
relationships between IGWR and the number of steps indi-
cate that it is unnecessary to maximize the number of steps
in fieldwork. In short, stepwise depressurization is important
for increasing the IGWR at the same total magnitude of
pressure drop. However, it is unnecessary to maximize the
number of steps, which would affect the difficulties of field
operation.

A comparison between the 5th path and the 4th path
indicates that a slower average depressurizing rate would
improve the IGWR within a certain scope, although the
depressurizing magnitude in each step and the number of
steps are the same. However, the IGWR for the 2nd path
almost equals to that for the 6th path, indicating that the
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Figure 6: Evolutionary behaviors of cumulative gas and cumulative water under different depressurization modes. The initial hydrate
saturation is 10% for all simulation cases in this figure.
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shut-in operation could barely affect the IGWR. When the
average depressurizing rate is low, the transient hydrate dis-
sociation rate would be relatively low. Hence, gas phase
would be separated from the water phase. Under the condi-
tion of relatively low seepage rate, the water phase cannot
be carried by gas phase. As a result, the IGWR increases with
the decrease in the average depressurizing rate.

4.3. Temperature Evolutionary Behavior. The temperature of
the HBS during hydrate production is mainly determined by
the combination of endothermic hydrate dissociation pro-
cess, Joule-Thomson effect, and heat supply from the confin-
ing formation. The 3rd path, with an initial hydrate saturation
of 75%, is taken as an example to explore temperature field
changing behaviors. Figure 9 shows the temperature distribu-
tion on the section a‐a (Figure 3). Point A in Figure 9 repre-
sents the geometric core of the section a‐a. The right side of
the model (marked by rightwards arrow) represents the
outlet of the model.

The low-temperature area initiates at the outlet (produc-
tion well) and propagates in a nonpiston style towards the far
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side of the model in the I-direction. However, the tempera-
ture field shows obvious axisymmetrical evolutionary behav-
iors in the R-direction once the hydrate dissociation process
is initiated. We attribute the axisymmetrical characteristics
to the cylindrical heat supply from the confining oil. These
evolutionary phenomena in temperature field were also
observed in other simulation cases.

To further investigate the influence of depressurization
mode on temperature, the depressurization pathways in
Figure 5 are divided into two categories. The average depres-
surizing rate for the 2nd~4th paths is 4MPa/3 h, while the
numbers of steps and pressure drop in each step are different.
Therefore, the 2nd~4th paths can be used to determine the
influence of depressurization mode on temperature under
the condition of the same total pressure-drop magnitude
and the same average depressurizing rate. On the other hand,
the average depressurizing rates for the 1st, 4th, and 5th paths
are 4MPa/5min, 4MPa/3 h, and 4MPa/4 h, respectively.
Hence, they could be set into the same category to explore
the influence of overall depressurizing rate.

Temperature of the confining oil is constant and
equivalent for all simulation cases. Therefore, temperature
differences among different simulation cases are probably
caused by the combination of hydrate dissociation and
Joule-Thomson effect, which are both endothermic pro-
cesses. Figure 10 shows that the minimal temperature value
decreases with the increase in hydrate saturation. It is easy
to understand because higher hydrate saturation implies
more heat would be consumed by hydrate dissociation.

Most interestingly, it can be seen from Figures 10(a),
10(c), and 10(e) that a decrease in the overall depressuriz-
ing rate could significantly alleviate the temperature drop.
This is in consistency with that obtained by Zhao et al.
[46]. Furthermore, a slower depressurization mode would
postpone the appearance of minimal temperature value
to a certain extent.

Under the same total pressure-drop value (4MPa) and
average depressurizing rate (4MPa/3 h), increase in the num-
ber of steps (or decrease in the pressure-drop magnitude in
each step) would benefit for the smoothness of the tempera-
ture behaviors. The minimal temperature value decreases in a

very narrow range with the increase in the number of steps.
However, the depressurization modes have little influences
on temperature rebounding process once the production
duration exceeds the minimal temperature.

In field operation, temperature drop is an unwanted fac-
tor during hydrate production because of potential hydrate
reformation risk [34]. However, we infer from the results that
we could hardly avoid temperature drop by only increasing
the number of steps or decreasing the magnitude of pressure
drop in each step. The best choice for avoiding temperature
drop would be decreasing the average depressurizing rate.
A slow, multistage depressurization strategy would be the
best choice.

4.4. Hydrate Saturation Evolutionary Behavior. The hydrate
saturation field evolutionary behaviors for the 3rd depressur-
ization pathway when initial hydrate saturation is 75% are
shown in Figure 11. Figure 11 suggests that the hydrate disso-
ciation initiates at the edge of the model near the outlet
(t = 0:0 h) and then propagates uniformly and randomly
(t = 0:5 h). This would be probably caused by the abundant
heat supply from the confining oil.

Hereafter, the hydrate dissociation front extends towards
the far side of the model in the I-direction. The hydrate dis-
sociation front showed obvious nonpiston characteristics,
which corresponds to the temperature field changing behav-
iors in Figure 9. In the R-direction, the hydrate saturation
field shows obvious axisymmetric evolution behaviors, indi-
cating that the hydrate dissociation process is mainly con-
trolled by the temperature field.

To determine the influence of depressurization modes on
hydrate dissociation processes, we define the hydrate dissoci-
ation duration as the time when the hydrate saturation at the
core of the far side of model (point B in Figure 11) is
decreased to less than 0.1%. We collected the hydrate dissoci-
ation duration for all simulation cases under different
hydrate saturations. The results are shown in Figure 12.

It could be concluded from Figure 12 that hydrate disso-
ciation duration varies greatly with depressurization mode.
The hydrate dissociation duration would increase remark-
ably with the decrease of average depressurizing rate (paths

Point A

t = 0.5 h t = 1.0 ht = 0.0 h

t = 2.5 ht = 2.0 ht = 1.5 h

t = 3.0 h

9.310.111.011.812.713.5

Figure 9: Temperature field on the section a‐a (Figure 2) during the 3rd depressurization when initial hydrate saturation is 75%. Point A
represents the geometric core of the section a‐a.
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1, 4, and 5). However, when the average depressurizing
rate is fixed, the depressurization mode could hardly
affect the hydrate dissociation duration (paths 2, 3, and
4). However, the shut-in operation (path 6) would post-
pone the hydrate dissociation duration greatly (compared
with path 2).

4.5. Influence of Well Shut-In Operation. During marine
hydrate production process, the gas production process
might have to be suspended due to failure in down-hole
equipment or irresistible factors such as typhoon [13]. There-
fore, shut-in operation is unavoidable in fieldwork, especially
for a long-term production. The temperature and pressure

75%

Point B

t = 0.5 h t = 1.0 ht = 0.0 h

t = 2.5 ht = 2.0 ht = 1.5 h

t = 3.0 h

Sh (%)
63% 52% 40% 29% 18%

Figure 11: The hydrate evolutionary behaviors during the 3rd depressurization path when initial hydrate saturation is 75%. Point B
represents the center of the far side of mode on the section a‐a.
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Figure 12: Hydrate dissociation varies with the depressurization mode under different hydrate saturations.
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recovery behaviors at point A (Figure 9) are taken to explore
the influence of shut-in operation (Figure 13).

It could be concluded from Figure 13 that the pore
pressure would rebound logarithmically once the gas pro-
duction is suspended. The higher the hydrate saturation,
the faster the pressure recovery rate would be. However,
at the late stage of shut-in period, the pressure for the
lower hydrate saturation (10%) case exceeds the higher
hydrate saturation (50% or 75%) cases. This is because
the temperature of the sediment for lower hydrate satura-
tion (10%) case is much higher than that when hydrate
saturation is 50% and 75%.

When the shut-in operation is ended, the pore pressure
would decrease to the regular level (path 2) instantaneously,
whereas the temperature decreases logarithmically. This is
quite important for field operation because it can be inferred
from Figure 13 that the shut-in operation could only affect
the pressure-temperature (P‐T) changing behaviors in a
short range. Therefore, we infer from the combination results
from Figures 7 and 13 that the shut-in operation could hardly
affect the fluid production behaviors (represented by IGWR)
and formation P‐T response in the long run.

All the simulation cases in this paper were conducted
under the constant confining pressure and constant confin-
ing temperature conditions at lab scale. The hydrate produc-
tion processes are compared qualitatively between lab scale
and field scale, although the lab-scale results might be influ-
enced by the boundary effect. The conclusions obtained
in this paper would have significant importance for field
hydrate production operation.

5. Summary and Conclusions

Both experimental and numerical simulations were con-
ducted in the lab-scale to determine the gas-water production
behaviors and formation physical responses to depressuriza-
tion modes. Two experiments were used to verify the numer-
ical model and to get the accurate value of hydrate intrinsic
dissociation constant under constant confining temperature
and pressure conditions. Based on the verified lab-scale
numerical model, we carried out a series of numerical simu-
lations to determine the influences of depressurization
modes on cumulative gas-water production behaviors, for-
mation temperature, and hydrate saturation. All simulation
cases were conducted under the same total pressure drop
(4MPa). The influences of shut-in operation were also dis-
cussed in this paper. This study yields the following results
and conclusions.

(1) The gas production behaviors match well with those
of numerical simulation. However, the pressure evo-
lutionary behaviors from experiments showed obvi-
ous hysteresis, although the trend is similar with
that from numerical results. We inferred that the
inlet of pressure sensor in the experiments could be
blocked by secondary hydrate. The modified hydrate
intrinsic dissociation constant KD is 2:43 × 104
(mol/m2·Pa) according to the matching

(2) The influences of depressurization mode on multi-
phase seepage field and the residual fluid (gas or
water) saturation field could be characterized by the
integrated gas-water ration (IGWR). The IGWR
increases greatly with the increase in initial hydrate
saturation. Under the same initial hydrate saturation
and the same total pressure-drop magnitude, the
IGWR decreases linearly with the increase in depres-
surizing magnitude in each step, while increase in a
logarithmic style with the increase in the number of
steps. Therefore, a multistep depressurization is vital
for increasing the IGWR

(3) Both the temperature decrease and hydrate dissocia-
tion initiate at the outlet and propagate towards the
far side of the model in a nonpiston style in the
I-direction. In the R-direction, the hydrate saturation
and temperature evolve axisymmetrically under the
combination of endothermic hydrate dissociation
process, Joule-Thomson effect, and heat supply from
the confining oil. Slow and multistage depressuriza-
tion strategy would help to alleviate temperature
drop; hence, it probably benefits for avoiding poten-
tial hydrate reformation

(4) The pore pressure rebounds logarithmically if the gas
production is suspended. Once the shut-in operation
is ended, the pore pressure would decrease to the reg-
ular level instantaneously. Furthermore, the shut-in
operation could only affect the IGWR and formation
P‐T response in a short range, rather than in the
long-term level. However, the shut-in operation
would prolong the hydrate dissociation duration
greatly
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The resistivity index is an important parameter for determining the rock saturation index. However, the saturation index changes
greatly in unconventional reservoirs, which leads to oil saturation estimation with great difficulty. Hence, we try to establish the
relationship between the resistivity index and log data. Firstly, a novel model of estimating the resistivity index with T2 time was
derived based on fractal theory, the relationship between nuclear magnetic resonance (NMR) T2 spectrum and capillary
pressure curve (T2-Pc), and Archie formula. It regards the logarithm of the resistivity index as the dependent variable, with T2
time and T2 time when water saturation is 100% as the independent variables. Second, 17 cores were drilled, and T2 spectrum
and the relationship between the resistivity index and water saturation (Ir-Sw) were jointly measured. Next, the experimental
results were substituted into the established model to get the model parameters via the multivariate statistics regression method.
Then, the experimental data engaged and not engaged in modeling were used to test the established model. The average relative
errors of estimated resistivity indices and experimental results are smaller than 8%, and those of the regressed saturation index
are smaller than 5%. Finally, the established model was applied in log data processing and interpretation with good effects. It
thus proves that the method of the estimating resistivity index with T2 time is reliable, which provides a novel solution for
determining rock electrical parameter of unconventional reservoirs.

1. Introduction

The saturation model has always been a puzzle troubling
petrophysicists. In the classical rock saturation model, the
saturation index has always been an indispensable parameter
[1–3]. It is obtained by regression of the Ir-Sw relationship.
Therefore, the accurate resistivity index is very important.

In previous researches, the saturation index is usually
obtained through the measured Ir-Sw relationship by regres-
sion [4–6]. One saturation index is used in the same studied
interval. This way of acquiring results features high accuracy
and witnesses good application effect in conventional reser-
voirs. However, as the main research object turns to uncon-
ventional reservoirs, the complicated lithology and pore
structure lead to wider variation range of the saturation
index. Moreover, the rock electrical experiment becomes

more difficult, and the unified saturation index by experiment
will bring great error to the evaluation of oil saturation [7].
Hence, in recent years, petrophysicists try to establish the rela-
tionship between the resistivity index andwell log data, for the
purpose of continuously calculating the saturation index.

The basis of the method is that there is certain relation-
ship between the pore structure and conductive property of
the rock [8–10]. According to the Archie formula, the resis-
tivity index can be expressed as the quantitative function of
water saturation. Meanwhile, previous researches indicate
that capillary pressure can also be expressed as the function
of wetting-phase saturation. It can either be the linear
relationship based on the capillary model [11], or the power
function relationship by fractal theory [12, 13]. Besides,
Longeron et al. also carried out experimental analysis on this
[14]. According to fractal theory, Ge et al. acquired the
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relationship between the resistivity index and capillary pres-
sure (Ir-Pc) through experimental data fitting [15]. However,
it was not applied in log data processing and interpretation.
As a result, it is feasible to try to establish the Ir-Pc relation-
ship [12, 13]. Although capillary pressure is only an experi-
mental data, the reconstruction of pseudocapillary pressure
curve with NMR data has been a very mature technology
[16, 17]. Therefore, petrophysicists are also trying to establish
the relationship between the resistivity index and T2 time
for realizing the estimation of the resistivity index via log
data [18–20].

In order to obtain the relationship mentioned above, the
model of the estimating resistivity index using T2 time and
T2 time when water saturation is 100% was first derived
based on fractal theory, T2-Pc relationship, and Archie
formula. Then, the cores acquired from the study area were
analyzed, and the above model is calibrated by the experimen-
tal data. Finally, the modeling data, the data not engaged in
modeling, and the actual log data were used to test the appli-
cation effect of the model, respectively, from three aspects.

2. Methodology

2.1. Geological Background. Ordos basin, located in North
China (Figure 1(a)), is a sedimentation basin and rich in
oil and gas resources [22]. According to basement property,
tectonic evolution, and current tectonic pattern of the
basin, it can be divided into 6 first-order tectonic units
(Figure 1(b)). The internal structure is relatively simple with
a stable formation and the inclination angle less than 1°

generally, while the disrupted fold is relatively developed
along the margin of the basin [23–25]. The study area is at
the lower-middle parts of the border between Tianhuan
depression and North Shaanxi slope, which extends from
Dingbian county in the north to Zhenyuan county in the
south and stretches from Mahuang mountain in the west to
Youfangzhuang village in the east across the Tianhuan
depression tectonic belt (Figure 1(b)). The study area is the
Chang 8 stratum, being the main pay zone of Triassic Yan-
chang formation (Figure 1(c)). In the sedimentation stage of
Chang 8 stratum, it is located at a relatively stable structural
environment—a typical shallow water delta sedimentation.
The distribution of the sand body has a characteristic that par-
tial thick sand body along the direction of the river channel is
distributed in a cuspate shape. The fine sandstone, siltstone,
and mudstone are the main lithology. The porosity and per-
meability are within the range of 6%-14% and 0:05 × 10−3
μm2 − 1 × 10−3 μm2, respectively, which belongs to a typical
tight sandstone reservoir.

2.2. Estimation of the Ir-Sw relationship based on NMR T2
spectrum. Based on fractal theory, Toledo et al. and Li and
Williams considered that rock resistivity bears the following
relationship with the corresponding wetting-phase satura-
tion [12, 13]:

1
Rt

∝ Swð Þ
1

β 3−Dfð Þ, ð1Þ

where Rt refers to rock resistivity, Ω•m; Sw refers to water
(wetting-phase) saturation, %; β refers to a model coefficient,
irrelevant to water film thickness and dimensionless; Df

refers to fractal dimension, dimensionless.
Besides, Toledo et al. and Li and Williams together con-

sidered that the wetting-phase saturation of the rock and
the corresponding capillary pressure satisfy the fractal theory
[12, 13], as shown in the following relationship:

Sw ∝ Pcð Þ− 3−Dfð Þ, ð2Þ

where Pc indicates the capillary pressure, MPa.
There have been a lot of publications to discuss how to

reconstruct capillary pressure curve by using T2 spectrum
based on the former research results, and the technique
seems to run smoothly [26–28]. Scholars believe that on the
premise of fixed wetting-phase saturation [17], there is an
obvious power function relationship between the Pc and T2
time, as shown in Eq. (3):

Pc =m × 1
T2

� �n∗

, ð3Þ

where T2 indicates the transversal relaxation time, ms; m
and n∗ mean the model coefficient, which are dimensionless.

Equation (1), Eq. (2), and Eq. (3) have been verified by
petrophysical experimental results in different study areas.
Equation (4) can be obtained in combination of Eq. (1), Eq.
(2), and Eq. (3) under the fixed wetting-phase saturation.

Rt ∝
C
T2

� �n∗
β

, ð4Þ

where C is a constant, dimensionless.
Equation (4) reflects that the rock resistivity and T2 time

conform to the relationship mentioned above with the fixed
wetting-phase saturation. Therefore, when the wetting-
phase saturation is 100%, Eq. (4) can be expressed as Eq. (5).

R0 ∝
C

T2,Sw=100%

 !n∗
β

, ð5Þ

where T2,Sw=100% indicates the corresponding T2 time under
water-saturated condition, ms; R0 refers to the rock resistivity
under water-saturated condition, Ω•m.

Equation (6) can be obtained by combining Eq. (4) and
Eq. (5) under the fixed wetting-phase saturation.

Rt

R0
= A × T2 ∗

T2,Sw=100%

� �−n∗
β

, ð6Þ

where A indicates the model coefficient, which is dimen-
sionless; T2

∗ indicates the corresponding T2 time under the
fixed wetting-phase saturation, ms.

2 Geofluids



According to the Archie formula [(1)], the resistivity
index can be expressed by Eq. (7).

I = Rt

R0
, ð7Þ

where I indicates the resistivity index, which is
dimensionless.

In fact, in the water-saturated state, Rt equals to R0 (I = 1),
which have similar physical significance. Hence, at this time,
I is an independent variable. However, in other states, the
value of I is related to petrophysical properties of rock, and
it becomes dependent.

Under the fixed saturation, substitute Eq. (6) into Eq. (7)
and take the same logarithm based on 10 on both ends of the
new equation to obtain Eq. (8).
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Figure 1: Location of the study area [21].
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lg Ið Þ = n ∗
β

× lg T2,Sw=100%ð Þ − lg T2 ∗ð Þð Þ + lg Að Þ: ð8Þ

For the convenience of parameter regression, we define

γ = n ∗
β

, ð9Þ

E = lg Að Þ, ð10Þ
where γ and E indicate the model coefficient, which is
dimensionless.

Equation (11) can be obtained by combining Eq. (8), Eq.
(9), and Eq. (10). There is a linear relationship between lg (I)
and lg (T2,Sw=100%/T2 ∗) with γ as slope and E as intercept
obviously.

lg Ið Þ = γ × lg T2,Sw=100%
T2 ∗

� �
+ E, ð11Þ

where γ and E are obtained directly by model fitting between
the raw data of the T2 spectrum and the values of I.

3. Results and Discussions

3.1. Experimental Data. To establish the quantitative rela-
tionship between the resistivity index and T2 spectrum, 17
sandstone cores (D1, D2…D17) were drilled in the study
area. After processing, core plungers with length of about
4 cm and diameter of 1 inch were formed, respectively. They
are complete and strong bonding with no fragmentation. The
distribution scopes of porosity and permeability are 6.03%-
14.13% and 0:02 × 10−3 μm2 − 1:34 × 10−3 μm2, respectively.
NaCl solution was prepared based on the average salinity of

formation water as the experimental water. After the prepa-
ration of experimental materials, the cores were saturated
with experimental water. The T2 spectra under water-
saturated condition were measured by the MARAN DRX2
experiment device manufactured by Oxford Instruments.
The experimental data are shown in Figure 2. Then, the
resistivity indices under different water saturations by gas
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displacing water were measured. As shown in Figure 3, the
saturation indices obtained by regression based on the power
function are distributed in 1.47-2.16. It reflects that the mea-
sured saturation index is of large change scope, and great errors
can be caused if the average value is taken in the study area.

3.2. Determination of the T2 Time when theWater Saturation
Is 100%. According to Eq. (11), it will have a great influence
on the model accuracy to acquire the accurate T2 time when
the water saturation is 100%. In Figure 2, each NMR curve

represents a core under the condition of saturated water.
The integrals of these NMR curves were computed from
small T2 time to big T2 time that correspond with the x
-axis, which reflected the amount of pore water is more and
more. Convert the measured T2 spectrum into a cumulative
curve (Figure 4) on the basis of the experimental results in
Figure 2. As shown in the position indicated by the arrow,
read the corresponding value on the y-axis when the value
of the x-axis is 100%. This value is namely the corresponding
T2 time when the water saturation is 100%.
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Figure 5: The correlation between the resistivity index, T2 time, and T2 time when the water saturation is 100% of different cores. (a)–(d)
represent that water saturation equals to 95%, 80%, 65%, and 50%, respectively.

Table 1: The models for predicting the resistivity index from T2 time and T2 time when the water saturation is 100%.

Water saturation Models Correlation coefficient

95% log10 I ið Þð Þ = 0:192 × log10 T2 ið Þð Þ − 0:192 × log10 T2,Sw=100%
� �

+ 0:166 0.81

80% log10 I ið Þð Þ = 0:229 × log10 T2 ið Þð Þ − 0:229 × log10 T2,Sw=100%
� �

+ 0:417 0.92

65% log10 I ið Þð Þ = 0:276 × log10 T2 ið Þð Þ − 0:276 × log10 T2,Sw=100%
� �

+ 0:689 0.85

50% log10 I ið Þð Þ = 0:411 × log10 T2 ið Þð Þ − 0:411 × log10 T2,Sw=100%
� �

+ 1:138 0.81

5Geofluids



3.3. Model Establishment. During experimental measure-
ment, the Ir-Sw in Figure 3 is different from the sampling
point on the cumulative curve of T2 spectrum in Figure 4.
Hence, unify the sampling points of the two figures prior to
the model establishment. Set a fixed water saturation value.
Then make statistics, respectively, for the resistivity index
in correspondence to different water saturation in Figure 3
and the T2 time in correspondence to different water satu-
ration in Figure 4. Take logarithm based on 10, respectively,
to form a data set for calibrating the model established in
Eq. (11).

After the establishment of data set, draw the 3D scatter
diagram to present visually. As shown in Figure 5, x
-axis, y-axis and z-axis represent, respectively, the value
of three parameters after taking the logarithm. It is obvi-
ous that in a three-dimensional space, data points form
in a similar but not exactly the same tendency under dif-
ferent water saturations. When the water saturation is
reduced, the data point is more scattered relatively. There-
fore, substitute the data point under different water satura-
tions in Figure 5 into Eq. (11), respectively. Obtain the
model parameters γ and E under different water satura-
tions by multivariate statistics regression [22]. As shown
in Table 1, the related coefficients of the model are greater

than 0.8, indicating a better fitting effect and higher model
accuracy.

According to the above theoretical model analysis, exper-
imental data presentation (Figure 5), and models established
(Table 1), there is a quantitative relationship as shown in Eq.
(11) and Table 1 among the resistivity index, the T2 time of
corresponding saturation, and the T2 time when the water
saturation is 100%. The proposed models are supported by
the modeling data.

3.4. Model Test. To test the reliability of models established in
Table 1, this paper sets forth from two aspects. First, judge
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Figure 6: The comparison results of the measured and predicted resistivity indices. (a)–(d) represent that water saturation equals to 95%,
80%, 65%, and 50%, respectively.

Table 2: The average values and relative errors of the predicted and
measured resistivity indices.

Water
saturation

Average predicted
resistivity indices

Average measured
resistivity indices

Average
relative
errors

95% 1.2590 1.2610 2.29%

80% 1.7339 1.7347 2.49%

65% 2.4248 2.4291 4.81%

50% 3.6050 3.6220 7.56%
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the resistivity indices of cores involved in the model estab-
lishment with the established models. Then, estimate the
resistivity index and saturation index of cores not involved
in the model establishment with the established models.

As can be seen from Figures 2 and 3, the experimental
results of 17 cores were used for modeling based on
Table 1. Under the condition of fixed water saturation, T2
time and T2 time when the water saturation is 100% in the
modeling data set were, respectively, substituted into the
models established in Table 1 to estimate the resistivity indi-
ces of 17 cores under different water saturation states. Then,
the estimated resistivity indices and the measured results
were analyzed by cross plot, as shown in Figure 6. The ordi-
nate refers to the estimated resistivity index, and the abscissa
refers to the measured one. When water saturation is less
than 80%, most of the data points are distributed near the
diagonal, which indicates that the estimated resistivity indi-
ces are close to the experimental results. When the water sat-
uration is 95%, a small amount of estimated results is

significantly different from the measured results, which
may be the interference caused by measurement error.
Table 2 lists the average values and average relative errors
between the estimated and measured resistivity indices under
the condition of fixed water saturation. As seen from the
table, the average values are very consistent, and the average
relative errors are less than 8%, indicating that the estimated
results are consistent with the measured ones.

Figure 7(a) shows the T2 spectrum experimental results
of 3 cores not used for modeling. First, the T2 spectra in
Figure 7(a) were converted into the cumulative distribution
curves by the order of water saturation from low to high.
T2 time corresponding to the set water saturation (95%,
80%, 65%, 50%) and T2 time when the water saturation is
100% on the cumulative distribution curve were read, respec-
tively. Then, they were, respectively, substituted into Table 1
to calculate the resistivity indices under different water satu-
ration states. As shown in Figures 7(b)–(d), the estimated
and measured Ir-Sw relationships were analyzed by cross

0

0.1

0.2

0.3

0.01 0.1 1 100 100010 10000

A
m

p

T2 (ms)

Core_V1
Core_V2
Core_V3

(a)

y = 1.12x–1.90

R2 = 0.98
(core_V1)

y = 1.13x–1.81

R2 = 0.97
(model_V1)

1

10

0.4

I

Sw

Core_V1
Model_V1

0.8 1

(b)

Core_V2
Model_V2

y = 1.09x–1.78

R2 = 0.99
(core_V2) 

y = 1.13x–1.73

R2 = 0.97
(model_V2)

1

10

0.4

I

Sw

0.8 1

(c)

Core_V3
Model_V3

y = 1.10x–1.69

R2 = 0.98
(core_V3)

y = 1.12x–1.67

R2 = 0.98
(model_V3)

1

10

0.4

I

Sw

0.8 1

(d)

Figure 7: The comparison results of the measured and predicted I-Sw (a) represents the T2 spectra of three cores under water-saturated
condition. (b)–(d) represent the comparison results of cores V1, V2, and V3, respectively.
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plot; wherein, the three figures represent cores V1, V2, and
V3, respectively. As can be seen from them, the estimated
data points (red) almost coincide with the measured data
points (blue), indicating both results are in high consistency.
In addition, the regressed and measured rock electrical
parameter b and saturation index n are shown in Table 3.
The estimated results of the no matter rock electrical param-
eter b or saturation index n are in high consistency with the
measured results, showing that the relative error is basically
below 5%.

Whether through the experimental results involved in
modeling or the ones not involved in modeling, the test
results of the model are good, indicating that the estimation
model established is reliable.

3.5. Analysis of the Application Effect. The above results show
that the established estimation model of the resistivity index
is reliable from the point of view of the core. Now it is ana-
lyzed with actual log data from a water layer. Figure 8 is a
log interpretation result of well B in the study area. In the
figure, the first track is the lithologic logs (natural gamma
ray curve, spontaneous potential curve, and caliper curve);
the second one is the porosity logs (density curve, neutron
porosity curve, and acoustic curve); the third one is the resis-
tivity logs (deep, medium, and shallow resistivity curves); the
fifth one is the porosity curve calculated by density log data;
the sixth one is the NMR log curve; the seventh one is T2 time
calculated when the water saturation is 100%; the eighth one
is the Ir-Sw relationship curve; and the ninth one is the
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Figure 8: A field study of the proposed model for resistivity prediction via T2 spectrum.

Table 3: The comparison results of the measured and predicted rock electrical parameters.

No. b_core b_model Relative errors of b n_core n_model Relative errors of n

V1 1.12 1.13 0.89% 1.90 1.81 4.74%

V2 1.09 1.13 3.67% 1.78 1.73 2.81%

V3 1.10 1.12 1.82% 1.69 1.67 1.18%
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saturation index curve. Among them, the black curves in the
eighth and ninth tracks are the results estimated by the estab-
lished model, and the red curves and scatter points in both
tracks are the analysis results of the core experiment. As seen
from Figure 8, the Ir-Sw relationship curves estimated in the
eighth track have the same trend as the analysis results of the
core experiment, with similar curve shape and good coinci-
dence. The errors between the predicted and measured satu-
ration indices in the ninth track are very small.

To sum up, it is feasible to estimate the resistivity index
by T2 spectrum. Furthermore, the established estimation
model is reliable.

4. Conclusions

Based on fractal theory, T2-Pc relationship, and Archie for-
mula, a corresponding model is derived, which regards the
logarithm of the resistivity index as the dependent variable
and regards T2 time and T2 time when the water saturation
is 100% as the independent variable. The model parameters
under different water saturation states were obtained by the
multivariate statistical regression method, in combination
with the NMR T2 spectra and Ir-Sw relationships of 17 cores
in the study area. Then, the reliability of the models was ver-
ified by experimental results of modeling data and nonmo-
deling data, with errors of less than 8% and 5%. Finally, the
processing and interpretation results of the actual log data
further verify the good application effect of the models. It
thus proves that the method of the estimating resistivity
index with T2 time is reliable, which provides a novel solu-
tion for determining the rock electrical parameter of uncon-
ventional reservoirs.

Nomenclature

Rt : Deep lateral resistivity, can measure the undis-
turbed formation, Ω·m

R0: Rock resistivity under water-saturated condition,
Ω·m

Sw: Water saturation, %
Df : Fractal dimension, dimensionless
Pc: Capillary pressure, Mpa
m: The index of pore structure related to formation

factors by Archie formula, dimensionless
n ∗: The saturation index associated with the resis-

tance increase index in The Archie formula,
dimensionless

T2: Transverse relaxation time used to characterize
the decay of the NMR spin-echo signal, s

T2,Sw=100%: Corresponding T2 time under water-saturated
condition, s

I: Resistivity index in Archie formula,
dimensionless

A, β, γ, E: The parameters of models, dimensionless.
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Although great success has been achieved in the shale gas industry, accurate production dynamic analyses is still a challenging task.
Long horizontal wells coupling with mass hydraulic fracturing has become a necessary technique to extract shale gas efficiently. In
this paper, a comprehensive mathematical model of a multiple fractured horizontal well (MFHW) in a rectangular drainage area
with a rectangular stimulated reservoir volume (SRV) has been established, based on the conceptual model of “tri-pores” in
shale gas reservoirs. Dimensionless treatment and Laplace transformation were employed in the modeling process, while the
boundary element method was used to solve the mathematical model. The Stehfest numerical inversion method and computer
programing techniques were employed to obtain dimensionless type curves, production rate, and cumulative production. Results
suggest that 9 flow stages can be observed from the pseudopressure derivative type curve when the reservoir and the SRV are
large enough. The number of fractures, SRV permeability, and reservoir permeability have no effect on the total production
when the well is abandoned. As SRV and reservoir permeability increases, the production rate is much higher in the middle
production stage. Although the SRV scale and its permeability are very important for early and intermediate production rates,
the key factors restricting the shale gas production rate are the properties of the shale itself, such as adsorbed gas content,
natural fractures, and organic content. The proposed model is useful for analyzing production dynamics with stimulated
horizontal wells in shale gas reservoirs.

1. Introduction

Shale gas, together with coalbed methane, which was once
the source rock of oil and gas. Shale gas is a typical unconven-
tional gas stored with adsorbed, free gas ([1]; Li Yong et al.,
2019). Shale gas consists mainly of methane, and there are
many kinds of interlayers in shale strata, such as siltstone,
silty mudstone, and politic siltstone. Currently, shale gas
extraction is developing rapidly and has played an important
role in the US energy industry since 2000. It has spread
quickly to China and Australia as a potential energy source
[2]. For example, the annual production of shale gas in
2007 in the US was 56.4 billion cubic meters, while it reached
447.0 billion cubic meters in 2016; its proportion to the world
annual production is 12% [3]. With the success of shale gas
development, shale gas has the potential to become the pri-
mary energy source in the future.

Due to the special formation characteristics and pore
types of a shale gas reservoir, exploiting shale gas requires
hydraulic fracturing. Specifically, i.e., horizontal wells with
massive hydraulic fracturing [4–6]. Massive hydraulic frac-
turing of horizontal wells in shale gas reservoirs creates a
fracture network around the well called stimulated reservoir
volume (SRV). The SRV, which is the main method of
increasing shale gas production, consists of hydraulic frac-
tures and a fracture network. Therefore, it is important to
devise an effective and accurate model to describe the SRV
and to help understand the flow characteristics of shale gas
underground.

Kucuk and Sawyer [7] proposed a model to analyze the
adsorption and desorption characteristics in fractured reser-
voirs and derived a numerical solution to the model consid-
ering the effects of desorption and slippage. Lancaster and
Gatens III [8] analyzed postfractured well testing data of

Hindawi
Geofluids
Volume 2020, Article ID 8845250, 18 pages
https://doi.org/10.1155/2020/8845250

https://orcid.org/0000-0003-2521-6054
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8845250


eastern Devonian shale, which was described as a dual-
porosity reservoir, and those data were used to estimate frac-
ture length and fracture conductivity. Devonian shale wells
showed that fracture half-lengths calculated from conven-
tional postfracture pressure-buildup tests were shorter than
designed, based on which Johnston and Lee [9] proposed a
new method to determine net pay thickness and presented
results suggesting that conventional tests of those wells are
inadequate.

Brown et al. [10] and Ozkan et al. [11] assumed that the
main flow type in fractured horizontal wells is linear, and
established a trilinear flow model for a multistage fractured
horizontal well in a shale gas reservoir using the model pre-
sented by Lee and Brockenbrough (Lee and Brockenbrough
1986). Based on the linear-flow theory, a plate dual-
porosity model, and the Warren-Root block dual-porosity
model, Bello and Watenbargen [12] and Al-Ahmadi et al.
[13] proposed a model to analyze the production dynamics
and pressures of MFHWs in shale gas reservoirs. Nobakht
et al. (Nobakht et al., 2012) first proposed the conceptual
model of different combinations of horizontal wells, porous
media types, and hydraulic fractures in shale gas reservoirs,
and then analyzed the different flow stages during the devel-
opment process. Assuming SRV exists only in a limited
region around the fractures and fracture half-lengths equal
to the width of the reservoir, Stalgorova and Mattar [14]
derived a modified trilinear flow model and obtained the
solution of this model in Laplace space. Xu et al. [15] pro-
posed an unsteady seepage model of a MFHW at constant
rate production in a shale gas reservoir. The model assumed
that the flow types in a fractured horizontal well are alter-
nately linear and transitional, and the fracture network exists
in a limited region around the hydraulic fractures.

To summarize, there are two types of models to analyze
well production performance of MFHWs with SRVs in shale
gas reservoirs. One is the linear flowmodel, which is based on
the assumption that all fractures have the same length and
conductivity and are spaced uniformly along the horizontal
well ([11–21]; Zhao et al., 2016b; [22–25]), and the main
related schematics of linear models are listed in Table 1.
Although it is common field practice to design equally spaced
hydraulic fractures, the requirements of equal properties and
fracture lengths of shale gas reservoirs are hard to satisfy
because of the development of natural fractures and their
anisotropy and heterogeneity. The other type of flow model
is the numerical simulation model based on finite-element,
finite-difference, or other numerical methods [26–36].

Normal shale gas reservoirs have a dual-porosity nature,
with macropores and micropores in matrix, and microfrac-
tures made by hydraulic fracturing (Ge & Zhang, 2012;
[38–40]). The output process of shale gas from the reservoir
can be subdivided into 4 stages: (1) the gas desorbed from
the matrix particle surfaces, (2) diffusion from the matrix to
the macropores, (3) flows from the macropores to the micro-
fractures, and (4) Darcy flows through the fracture network
to the bottom hole.

Well testing analysis is an important dynamic monitor-
ing tool for petroleum engineers to accurately determine
the parameters of oil and gas reservoir engineering, to evalu-

ate the stimulation in the shale gas reservoir, and to provide
more effective plans for the oil field. In addition, a suitable
mathematical model for horizontal wells with SRVs in shale
gas reservoirs is vital to well testing.

As we can see from the above discussion, both analytical
methods and linear flow models have their own deficiencies
in obtaining production dynamics in shale gas reservoirs.
On one side, analytical methods, such as point source and
Green’s function method, can only deal with seepage prob-
lems of shale gas in regular-shaped reservoirs, such as reser-
voirs with circular or infinite outer boundaries. However, the
practical boundary of shale gas reservoirs is quite complex
considering the effects of SRV, which in consequence cannot
be handled by this traditional analytical method. On the
other, linear flow models usually put the whole reservoir as
a rectangular area, and subdivide the reservoir region into
some small rectangular areas, as shown in Table 1. The sub-
division principle of the small rectangular sections is the gas
flow capacities in formations, i.e., a bigger flow capacity in the
SRV region and a weaker flow capacity as the region. In linear
flowmodels, a quarter of the area around a hydraulic fracture
is usually studied for simplicity, which brings into another
assumption that all hydraulic fractures are uniformly spaced
and with the same length. These assumptions are also not in
accordance with practical conditions of shale gas reservoirs.
Besides, other flow patterns, such as redial flow and elliptical
flow, and interferences among fractures cannot be reflected
from the linear flow models. Thus, a more comprehensive
and accurate model considering both the rectangular com-
posite nature of a shale gas reservoir and the fracture hetero-
geneities need to be established in an effort to analyze
production dynamics better in shale gas reservoirs. In this
paper, we present a percolation model for a multistage hori-
zontal well in a rectangular shale gas reservoir with an SRV
considering unsteady transport theory, which cannot be
tackled by analytical methods or linear flow conceptions.
The boundary element method is employed to solve the pro-
posed mathematical model, with parameter sensitivity analy-
sis conducted for production dynamics. Results show that the
model we propose should be useful for analyzing stimulated
horizontal wells in shale gas reservoirs.

2. Transport Mechanism of Shale Gas

2.1. Characteristics of Shale Gas Reservoir. The characteristics
of a shale gas reservoir are very different from those of a con-
ventional gas well, in both the structure and the flow mecha-
nism. The typical classification method is that of Loucks et al.
[41]. They classified the pore types of the shale matrix and
the natural microfractures; their classification is comprised
of the following 4 types: intergranular pores, intragranular
pores, organic pores, and natural microfractures (Figure 1
shows the main pore types of a shale gas reservoir). The first
2 pore types are related to the mineral grains. The difference
between them is that intergranular pores develop between
grains and intragranular pores develop within grains.
Organic pores are intrapores of organic matter. In shale, the
main pores are micropores, nanopores, and microfractures,
so approximately 20% to 80% of the gas is absorbed by the
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Table 1: Schematics of the linear models.

No. Schematics of physical models References

1

Reservoir formation

SRV region
Xu et al. 2013 [15]

2
Homogeneous

Homogeneous

Nobakht and Clarkson 2013 [18]

3
Brown et al. 2009 [10]
Ozkan et al. 2013 [11]

4 Bello and Wattenbarger (2010)

5 Al-Ahmadi et al. 2010 [13]

6
Nobakht et al. 2013 [19]
Yao et al. 2013 [37]
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particles in the matrix, and the rest is free in the microfrac-
tures. Gas flow behaviors in shale nanopores are quite differ-
ent from that of gas flow in conventional reservoirs [42–45].
The percolation mechanism includes diffusion, adsorption/-
desorption, and slip flow [46–48].

2.2. Adsorption Models of Shale Gas. The physical adsorption
defined by Brunauer et al. [49] occurs when gas contacts a
solid surface: some gas molecules are captured by the solid
because of the intermolecular force. This means that if the
volume of gas is constant, gas pressure drops; if the pressure
is constant, the volume of gas decreases. The gas molecules

captured by the solid are said to be adsorbed, and the solid
is called an adsorbent.

Because shale gas adsorption models are numerous, it is
necessary to choose the best one before using it. Here, we
use a nonlinear fitting method to analyze the degree of fit
between adsorption models and some adsorption data from
subcritical and supercritical states.

In the original state of a shale gas reservoir, adsorbed and
desorbed gasses are in dynamic pressure equilibrium. When
the equilibrium is disturbed after production, the gas
adsorbed in the organic matter surfaces begins to desorb,
and then the desorbed gas becomes free and is stored in the

Table 1: Continued.

No. Schematics of physical models References

7 Stalgorova and Mattar 2012 [14]

8 Stalgorova and Mattar 2013 [21]

(a) (b) (c)

(d) (e) (f)

Figure 1: Main pore and fracture types in a shale gas reservoir. (a) Inorganic pores (intergranular pores). (b) Inorganic pores (intercrystalline
pores). (c) Inorganic pores (intragranular dissolved pores). (d) Organic pores. (e) Cleavage fractures. (f) Intergranular fractures.
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reservoir until the adsorbed and free gasses are in equilibrium
again.

Congruent with the previous analysis, the Langmuir iso-
therm is one of the most popular models used to describe the
gas adsorption/desorption process. The amount of gas
adsorbed by a solid surface is given by the Langmuir equation
below, characterizing the desorption processes as a function
of pressure at constant temperature [33]:

V =VL
pm

pL + pm
, ð1Þ

where V is the volume of the adsorbed gas (cm3/g), Pm is the
gas pressure (MPa), VL is the Langmuir volume (cm3/g), PL
is the Langmuir pressure (1/MPa).

In addition, the expression of desorbed gas mass flux that
desorbs from a reservoir whose volume is Vb during a unit of
time is

qdes = ρgscVb
∂V
∂t

, ð2Þ

where qdes is the mass flow rate of gas desorption from the
reservoir of volume Vb (kg/s), ρgsc is the density of shale
gas under standard conditions (kg/m3).

Incorporating equation (1) into equation (2) results in

qdes = ρgscVbVL
pL

pm + pLð Þ2
∂pm
∂t

: ð3Þ

Introducing pseudopressure into equation (3), it can be
rewritten as [50]

qdes = ρgscVbVL
m pLð Þ

m pmð Þ +m pLð Þð Þ2
∂m pmð Þ

∂t
: ð4Þ

It is assumed that the desorbed process of shale gas is
instantaneous and all the desorbed gas will become free gas,
so equation (4) can be used as a continuity equation of a frac-
ture network or matrix.

3. Model for Gas Flow in a Fractured Shale
Gas Reservoir

3.1. Physical Model. Macropores exist in a practical shale
matrix, which may lead to an error if gas storage and flow
are ignored in these macropores. Therefore, researchers have
devised a “tri-pore” conceptual model, where the shale gas
reservoir consists of matrix pores, macropores, and micro-
fractures. When the adsorbed gas desorbs from the surface
of the matrix particles, it enters the macropores first and then
flows into the microfractures [39, 50–52]. Figure 2 shows the
physical model.

Song [39] first proposed a physical model concerning
transfusion in the macropores of the matrix. But it was only
a physical seepage-mechanism model, which was not mod-
eled mathematically. In this paper, a mathematical model
for this physical conception is proposed and solved. The
interporosity flow of free gas between macropores and
microfractures can be divided into 2 types: (1) a pseudos-
teady interporosity flow model and (2) a transient interpor-
osity flow model.

3.2. Comprehensive Mathematical Model

3.2.1. Transient Interporosity Flow Model.When the gas flow
from macropores to a fracture network is transient inter-
porosity, the continuity equation in the fracture network
is [53, 54]

1
r2

∂
∂r

kf
μg

ρgr
2 ∂pf
∂r

 !
=
∂ ϕfρg

� �
∂t

− qm: ð5Þ

For unsteady interporosity and spherical matrix
particles, the continuity equation in the matrix can be
expressed as follows:

1
r2m

∂
∂rm

km
μg

ρgr
2
m
∂pm
∂rm

 !
=
∂ ϕmρg

� �
∂t

+ qdes: ð6Þ

Because the initial pressure is equal throughout the
reservoir, the initial condition in the matrix equals to the
initial reservoir pressure pi:

Gas flow from natural fractures to artificial
fractures 

Desorbed gas flow from matrix to 
macropores

Microfracture + shale matrix

Free gas flow from macropores to
microfractures

Figure 2: Physical model of pseudosteady flow when gas desorbs from the matrix and diffuses to a fracture [39, 50].
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pm t = 0, rmð Þ = pi: ð7Þ

Because seepage of the gas in the macropores is sym-
metrical, the inner boundary condition is

∂pm
∂rm

t, rm = 0ð Þ = 0: ð8Þ

Because the outer boundary of the spherical matrix
particles is connected to the fracture system, the outer
boundary pressure of the matrix is equal to the pressure
of the fracture system:

pm t, rm = Rmð Þ = pf : ð9Þ

When the flow between the macropores and the
microfractures is unsteady, the interporosity flow rate is

qm = −
3ρgm
Rm

km
μg

∂pm
∂rm

�����
rm=Rm

: ð10Þ

By the Langmuir isotherm equation, the desorption
rate of shale gas qdes can be written as

qdes = ρg 1 − ϕf − ϕmð Þ VLm pLð Þ
m pLð Þ +m pmð Þ½ �2

∂m pmð Þ
∂t

: ð11Þ

By introducing dimensionless variables into the above
mathematical models and then reformatting them by sev-
eral simple transformations (a detailed derivation process
is described in Appendix A, while the dimensionless vari-
ables are shown in Appendix B), the dimensionless seep-
age equation of the fracture system can be obtained as

1
r2D

∂
∂rD

r2D
∂Δ�mf
∂rD

� �
= f sð ÞΔ�mf , ð12Þ

where the expression of f ðsÞ is

f sð Þ = ωf s +
λ

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
15 1 − ωf + ωdð Þs

λ

r
coth

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
15 1 − ωf + ωdð Þs

λ

r
− 1

" #
:

ð13Þ

3.2.2. Pseudosteady Interporosity Flow Model. For pseudos-
teady gas flow from the macropores to the fractures,
incorporating pseudosteady interporosity flow rate and
pseudopressure into the seepage equation of the fracture
system, the seepage equation of fracture system can be
written as

1
r
∂
∂r

r2
∂mf
∂r

� �
=
ϕfμf cfgi

kf

∂mf
∂t

−
αkm
kt

mm −mf½ �: ð14Þ

For pseudosteady gas flow from the matrix to the frac-
tures, the seepage equation of the macropores is

−α
km
kf

mm −mf½ � = ϕmμgicmgi
kf

∂mm
∂t

+
ϕmμgicd

kf

∂mm
∂t

, ð15Þ

where cd is an additional compressibility that considers the
effect of desorption. The expression of cd is

cd =
2Tpsc

ϕmμgiTsc

1 − ϕf − ϕmð ÞVLm pLð Þ
m pLð Þ +m pmð Þ½ �2 : ð16Þ

Incorporating the above dimensionless variables into
the seepage equation of the matrix and the fracture sys-
tem, the dimensionless seepage equations of the matrix
and the fracture system are

1
rD

∂
∂rD

r2D
∂Δmf
∂rD

� �
= ωf

∂Δmf
∂tD

− λ Δmm − Δmf½ �, ð17Þ

−λ Δmm − Δmf½ � = 1 − ωfð Þ ∂Δmm
∂tD

+ ωd
∂Δmm
∂tD

: ð18Þ

Using the Laplace transform method, equations (17)
and (18) can be rewritten as

1
rD

∂
∂rD

r2D
∂Δ�mf
∂rD

� �
= ωf sΔ�mf − λ Δ�mm − Δ�mf½ �s, ð19Þ

−λ Δ�mm − Δ�mf½ � = 1 − ωf + ωdð ÞsΔ�mm: ð20Þ

According to equations (19) and (20), the seepage
equation of the fracture system is

1
r2D

∂
∂rD

r2D
∂Δ�mf
∂rD

� �
= f sð ÞΔ�mf , ð21Þ

where

f sð Þ = λ 1 + ωdð Þ + ωf 1 − ωf + ωdð Þs
λ + 1 − ωf + ωdð Þs s: ð22Þ

4. MFHWs in a Rectangular Composite Shale
Gas Reservoir with an SRV

4.1. Physical Model. In a shale gas or tight-gas reservoir,
hydraulic fracturing is widely used to improve the pro-
ductivity of the reservoir. A MFHW can make the cracks
contact the matrix completely, form flow channels, and
ensure efficient extraction from an unconventional reser-
voir [52, 55–58].

In 2008, Mayerhofer et al. [57] studied the change of
cracks in Barnett shale by microseismic technology and pro-
posed the SRV concept. The SRV refers to an effective reser-
voir that is made by hydraulic fracturing, with a composite
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fracture network formed as a consequence. SRV can maxi-
mize the contact surface between matrix and fractures so that
the seepage distance of oil and gas in any direction from
matrix to cracks will be shortened, which improves the effec-
tive permeability of the entire reservoir. According to the
microseismic monitoring map for an MFHW in Barnett
shale reported by Fisher et al. [56], the physical model
(Figure 3: left) can be approximated by the rectangular
composite shale gas reservoir conceptual model (Figure 3:
right) with enough accuracy, which is better than the cir-
cular composite conceptual model for long horizontal well
cases.

To simplify the analysis, we use the following basic
assumptions for this model: the MFHW is located at the
center of a closed rectangular reservoir; the reservoir length,
width, and height are xe, ye, and h, respectively; the frac-
tures are perpendicular to the horizontal well and randomly
distributed along it; the effective well length is L (from the
leftmost to the rightmost fractures); each fracture is sym-
metrical or asymmetrical, and the fracture half-lengths are
Lfui and Lfli; the length and width of the SRV region are
xm and ym, respectively; the number of fractures is M,
and every fracture has infinite conductivity; no flow from
the matrix to the wellbore and the pressure drop caused
by the gas flow through the wellbore are ignored.

4.2. Boundary Element Model of a Composite Rectangular Gas
Reservoir considering the SRV. According to the physical
model described above, the governing equation for gas flow
in an inner fracture network system is ([59–62], 2019)

∂Δ�mf1
∂x2D

+ ∂Δ�mf1
∂y2D

+ ∂Δ�mf1
∂z2D

+ 2Tpsc
kf1Tsch

qv1
s
δ

� xD − xs1D′ x, yD − ys1D′ , zD − zs1D′
� �

= f1 sð ÞΔ�mf1:

ð23Þ

For the outer region

∂Δ�mf2
∂x2D

+ ∂Δ�mf2
∂y2D

+ ∂Δ�mf2
∂z2D

+ 2Tpsc
kf2Tsch

qv2
s
δ

� xD − xs1D′ , yD − ys1D′ , zD − zs1D′
� �

= f2 sð ÞΔ�mf2:

ð24Þ

The cohesive conditions on the surface between the inner
and outer regions are

Δ�mf1 = Δ�mf2,  xD, yD, zDð Þ ∈ Sinterface,
∂Δ�mf1
∂nD

= −
1

M12

∂Δ�mf2
∂nD

,  xD, yD, zDð Þ ∈ Sinterface:
ð25Þ

Because the outer boundary of our model is closed, the
outer boundary condition is

∂Δ�mf2
∂n

= 0,  xD, yD, zDð Þ ∈ Sinterface: ð26Þ

Incorporating the dimensionless variables defined in
Appendix B into equations (23) and (24), the mathematical
model in the Laplace space becomes

∂Δmf1D
∂x2D

+ ∂Δmf1D
∂y2D

+ ∂Δmf1D
∂z2D

= f1 sð ÞΔ�mf1D −
2πqv1D
sM12

δ xD − xs1D′ , yD − ys1D′ , zD − zs1D′
� �

,

ð27Þ
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Figure 3: Physical model schematic of fractured wells considering SRV [56].
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∂Δmf2D
∂x2D

+ ∂Δmf2D
∂y2D

+ ∂Δmf2D
∂z2D

= f2 sð ÞΔ�mf2D −
2πqv2D

s
δ xD − xs1D′ , yD − ys1D′ , zD − zs1D′
� �

,

ð28Þ
mf1D =mf2D,  xD, yD, zDð Þ ∈ Sinterface, ð29Þ

∂mf1D
∂nD

= −
1

M12

∂mf2D
∂nD

,  xD, yD, zDð Þ ∈ Sinterface: ð30Þ

When using the boundary element method to solve the
model above, the fundamental solutions of differential equa-
tions are needed. It is assumed that the fundamental solu-
tions of the inner and outer regions in the shale gas
reservoir are E1ðRD, RD′ , sÞ and E2ðRD, RD′ , sÞ, respectively,
which satisfy

∇2E1 RD, RD′ , s
� �

− f1 sð ÞE1 RD, RD′ , s
� �

+ 2πδ RD, RD′
� �

= 0,

ð31Þ

∇2E2 RD, RD′ , s
� �

− f2 sð ÞE1 RD, RD′ , s
� �

+ 2πδ RD, RD′
� �

= 0:

ð32Þ
Since the fractures are assumed completely open in this

paper, the expressions of fundamental solutions E1 and E2
are

E1 = K0
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
RD − RD′
� �h i

,

E2 = K0
ffiffiffiffiffiffiffiffiffiffi
f2 sð Þ

p
RD − RD′
� �h i

:
ð33Þ

Both sides of equations (31) and (32) are multiplied by
mf1D and mf2D, respectively, and the equations can be
obtained by

mf1D∇
2E1 − f1 sð Þmf1DE1 + 2πmf1Dδ RD, RD′

� �
= 0, ð34Þ

mf2D∇
2E2 − f2 sð Þmf2DE1 + 2πmf2Dδ RD, RD′

� �
= 0: ð35Þ

Both sides of equations (23) and (28) are multiplied by E1
and E2, respectively, and we have

E1∇
2mf1D = f1 sð ÞE1Δ�mf1D − E1

2πqv1D
sM12

δ RD − RwD′
� �

, ð36Þ

E2∇
2mf1D = f1 sð ÞE2Δ�mf1D − E2

2πqv2D
s

δ RD − RwD′
� �

:

ð37Þ

Using equations (34) and (35) minus equations (36) and
(37), respectively, the equations can be transformed as

mf1D∇
2E1 − E1∇

2mf1D + 2πmf1Dδ RD, RD′
� �

= E1
2πqv1D
sM12

δ RD − RwD′
� �

,
ð38Þ

mf2D∇
2E2 − E2∇

2mf2D + 2πmf2Dδ RD, RD′
� �

= E2
2πqv2D

s
δ RD − RwD′
� �

:
ð39Þ

Integrating equations (38) and (39) on the inner region
Ω1 and outer region Ω2, respectively, we have

ð
Ω1

mf1D∇
2E1 − E1∇

2mf1D + 2πmf1Dδ RD, RD′
� �

− E1
2πqv1D
sM12

�

� δ RD − RwD′
� �	

dΩ1 = 0,

ð40Þ

2356789 14

Inner SRV region 

Outer reservoir region

Figure 4: Grid of the inner and outer boundaries and the sequence of the discrete elements in a rectangular composite gas reservoir.
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ð
Ω2

mf2D∇
2E2 − E2∇

2mf2D + 2πmf2Dδ RD, RD′
� �

− E2
2πqv2D

s

�

� δ RD − RwD′
� �	

dΩ2 = 0:

ð41Þ
We use Green’s second identity as follows [61, 62]:

ð
Ω

μ∇2ν − ν∇2μ

 �

dΩ′ =
ð
s
μ∇ν − ν∇μð ÞdS′, ð42Þ

where SðS =∑iSiÞ is the entire boundary of region Ω.
Based on the characteristics of equation (42) and the

delta function, the differential equation of the inner and outer
regions can be changed into an integral equation on the
boundary, and the boundary integral equations of equations
(40) and (41) are

mf1D RDð Þ = 1
2π

ð
S1

E1∇mf1D −mf1D∇E1½ �dS1′

+ 1
M12s

ð
Ω1

qv1D Rs1D′
� �

E1dΩ1′ ,
ð43Þ

mf2D RDð Þ = 1
2π

ð
S2

E2∇mf2D −mf2D∇E2½ �dS2′

+ 1
s

ð
Ω2

qv2D Rs2D′
� �

E2dΩ2′:
ð44Þ

There are two kind of boundaries (the outer and the
inner) in the gas reservoir. It is assumed that the outer
boundary can be discretized into NO elements and the inner
boundary can be discretized into NI elements, so the total
number of the elements for the boundaries is NO + NI. The
serial number of inner boundary elements is clockwise, while
it is counterclockwise for outer boundary elements, as shown
in Figure 4.

For the integral equation on the boundary, RD is an arbi-
trary point on the boundary, while RD′ is an arbitrary point in
the reservoir region. RS1D and RS2D are the dimensionless
coordinates of source points in the inner and outer regions,
respectively. If RD′ is not only in the reservoir region but also

on the boundaries, equations (43) and equations (44) can be
rewritten as

θmf1D RDð Þ = 1
2π

ð
S1

E1∇mf1D −mf1D∇E1½ �dS1′

+ 1
M12s

ð
Ω1

qv1D Rs1D′
� �

E1dΩ1′ ,
ð45Þ

θmf2D RDð Þ = 1
2π

ð
S2

E2∇mf2D −mf2D∇E2½ �dS2′

+ 1
s

ð
Ω2

qv2D Rs2D′
� �

E2dΩ2′ ,
ð46Þ

where θ is a constant related to the geometric shape of RD′ ,
and the expression of θ is [62]

θ = α

2π , ð47Þ

where α is the angle of the boundary tangent line at RD′ .
Incorporating the fundamental solutions E1 and E2 into

equations (45) and (46), a series of linear equation sets can
be obtained by solving the reservoir points RD′ along the
boundary points and fracture points, after which the dimen-
sionless pseudopressure response curves of the fractured well
can be obtained by solving the equation sets above. Due to
the complexity of the process, its details are not shown in this
article; interested readers may consult these papers for
details: [52, 59, 60, 63–71].

4.3. Pressure and Production Type Curve Analysis. The
boundary element method is employed to acquire type
curves of dimensionless bottomhole pressures at constant
rate, and the production rate and cumulative production at
a constant pressure are based on the parameters in Table 2.

Figure 5 shows the well-test type curves of reservoirs
with different sizes and SRVs. The following flow stages
can be observed when the reservoir and SRV sizes are
large enough:

(a) Stage 1: early wellbore storage

(b) Stage 2: transition flow between wellbore storage and
early linear flow of a fracture system. A hump is in
the pseudopressure derivative curve for this stage,

Table 2: Reservoir properties.

Reservoir property Value Reservoir property Value

Permeability of SRV, kf1 (mD) 0.05 Porosity of SRV, ∅f1 (fraction) 0.05

Permeability of outer reservoir, kf2 (mD) 0.01 Porosity of SRV, ∅f2 (fraction) 0.002

Length of SRV, xm (m) 1600 Width of SRV, ym (m) 400

Inner matrix permeability, km1 (mD) 0.0001 Inner matrix porosity, ∅m1 0.01

Outer matrix permeability, km2 (mD) 0.0001 Outer matrix porosity, ∅m2 0.01

Wellbore storage coefficient, CD (dimensionless) 1 × 10−4 Gas relative density, γg (fraction) 0.65
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and the height and width of the hump depend on the
wellbore storage and skin factor

(c) Stage 3: early linear flow of the fracture system. In
this flow stage, the pseudopressure derivative
curve is a straight line, and the slope is 0.5. The
position of the straight line is controlled by the
permeability of the SRV, and the length of this

straight line is related to the permeability of the
SRV, the fracture length, and the distance between
the fractures

(d) Stage 4: early radial flow of fracture system. For
this stage, the pseudopressure derivative curve is
a portion of a horizontal straight line. In addition,
when the height of the SRV is close to the length
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Figure 5: Effect of reservoir size on type curves.
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Figure 6: Effect of fractures number on well-test type curves.
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of the fracture, this line may be covered or offset
under the effect of outer reservoir properties

(e) Stage 5: transition flow between early radial flow of
the fracture system and radial flow of the SRV

(f) Stage 6: radial flow of the SRV. For this stage, the
pseudopressure derivative curve is a section of a hor-
izontal straight line. It is found that the higher the

permeability of the SRV, the lower the position of this
horizontal line

(g) Stage 7: transition flow between radial flow of the
SRV and radial flow of the outer region

(h) Stage 8: radial flow of the outer region. In this stage,
the pseudopressure derivative curve is a straight line
whose slope is 0.5
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(i) Stage 9: boundary-dominated flow. For this stage,
the pseudopressure and pseudopressure derivative
curves overlap, and this section is a straight line with
a slope of 1. Because xe = ye = 60000m, there is no
linear flow of the reservoir

When the sizes of the reservoir and the SRV are reason-
able, the pseudopressure and pseudopressure derivative
curves are shown in Figures 5–11 as the plots with yellow
pellets. After the early linear flow of the fracture system, the
pressure reaches the region close to the reservoir boundary,

so the curves turn upward, and then the pseudopressure
and pseudopressure derivative curves are almost parallel to
each other as a straight line, but the slope is not 0.5. When
the pressure reaches the reservoir boundary, the 2 curves
overlap.

Figures 6 and 7 show the effects of the fracture number
on well-test type curves (dimensionless pseudopressure and
its derivative) and production curves (production rate and
cumulative production), respectively. As shown in Figure 6,
for a constant reservoir size and SRV, the number of hydrau-
lic fractures affects mainly the early flow periods following
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the wellbore storage flow period. When the pressure wave
transports to the outer region, the effects will vanish and all
pressure and pressure derivative curves will coincide. When
a well produces at a constant rate, the higher the fracture
number, the higher the early production; this effect lasts for
just a few years.

Figures 8 and 9 show the effects of different flow region
permeabilities on well-test type curves and production
curves, respectively. The effects occur in the middle flow
stage. The position of the well-test type curves is lower when
the SRV permeability is higher, but the difference between
the well-test type curves becomes smaller and smaller as the
pressure reaches the reservoir boundary. Figure 9 shows that
when SRV permeability increases, the early production rate is
higher than the previous one, the production rate is much
higher in the middle stage, and the SRV permeability has
no effect on the final cumulative production.

Figures 10 and 11 show the effects of reservoir perme-
ability on type curves and production curves, respectively.
Because the reference permeability in our model is the res-
ervoir permeability, the reservoir permeability has the
opposite effect on type curves compared to that of SRV.
The higher the reservoir permeability, the higher the loca-

tion of the type curves (as shown in Figure 10), which
does not mean that the drawdown pressure is higher.
When the well is producing at constant pressure, the gas
supply is timely due to the high permeability of the reser-
voir, and gas production rate increases with reservoir per-
meability increasing (as shown in Figure 11). Even in the
later production period when the well has been producing
for 1000d and 2000 d, the well production rate for a reser-
voir with a higher permeability is still much higher, as
shown in Table 3. Therefore, a desert area is very impor-
tant for the exploitation and development of unconven-
tional shale gas reservoirs.

5. Conclusions

We established a comprehensive mathematical model to
describe a multistage fractured horizontal well in a rectangu-
lar composite shale gas reservoir with an SRV, and the solu-
tion was also obtained by a boundary element method. The
main conclusions we derived are as follows:

(1) A composite rectangular model of a fractured hori-
zontal well using the “tri-pores” conceptual model
is proposed in this paper, and the complex model
was solved by BEM, which has not been comprehen-
sively reported before

(2) The number of fractures affects the well production
rate at primarily the early flow period; the effect on
the later flow period is weak

(3) The permeability in the SRV region has a substantial
effect on the early well production rate; the higher the
permeability, the greater the rate will be
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Figure 11: Effects of reservoir permeability on production rate and cumulative production curves.

Table 3: Well production rates for different reservoir permeabilities
at different times.

Reservoir permeability (mD)
Production rate (104m3/d)
1000 (d) 2000 (d)

0.25 5.42 2.78

0.05 3.41 2.01

0.01 1.99 1.19
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(4) During the intermediate flow period, the effect will be
the opposite, which can be explained by mass conser-
vation for a closed constant-volume gas reservoir

Appendix

A. Transformations

Let mf =mðpf Þ and mm =mðpmÞ; then the pseudopressure
and gas density expression are introduced into equation (5),
so the continuity equation in the fracture network is

1
r2

∂
∂r

r2
∂mf
∂r

� �
=
μgiϕf cfgi

kf

∂mf
∂t

+ 3
Rm

km
kf

∂mm
∂rm

����
rm=Rm

: ðA:1Þ

The shape factor of the spherical matrix particles is

α = 15
R2
m
: ðA:2Þ

Inserting the shape factor into equation (A.1) yields

1
r2

∂
∂r

r2
∂mf
∂r

� �
=
μgiϕf cfgi

kf

∂mf
∂t

+ αRm
5

km
kf

∂mm
∂rm

����
rm=Rm

:

ðA:3Þ

Inserting equation (11) into equation (6) yields

1
r2m

∂
∂rm

km
μg

ρgrm
2 ∂pm
∂rm

 !
=
ϕmμgicmgi

km

∂mm
∂t

+
ϕmμgicd
km

∂mm
∂t

,

ðA:4Þ

where cd is an additional compressibility taking into account
the effect of desorption; the expression is given in the follow-
ing formula:

cd =
2Tpsc

ϕmμgiTsc

1 − ϕf − ϕmð ÞVLm pLð Þ
m pLð Þ +m pmð Þ½ �2 : ðA:5Þ

The initial condition of the spherical matrix is

mmj t = 0, rmð Þ =m pið Þ: ðA:6Þ

The inner boundary condition of the spherical matrix is

∂mm
∂rm

���� t, rm = 0ð Þ = 0: ðA:7Þ

The outer boundary condition of the matrix is

mmj t, rm = Rmð Þ =mf : ðA:8Þ

All the dimensionless variables are defined as

rmD = rm
Rm

,

rD = r
Lref

,

tD = kf t

ϕmcmgi + ϕf cfgi

 �

μgiL
2
ref

,

ωf =
ϕf cfgi

ϕmcmgi + ϕf cfgi
,

ωd =
ϕmcd

ϕmcmgi + ϕf cfgi
,

λ = α
km
kf

L2ref ,

Δmf =m pið Þ −m pfð Þ,
Δmm =m pið Þ −m pmð Þ:

ðA:9Þ

Inserting the dimensionless variables above into the seep-
age model of the matrix and fracture network, we can rewrite
the model as

1
r2D

∂
∂rD

r2D
∂Δmf
∂rD

� �
= ωf

∂Δmf
∂tD

+ λ

5
∂Δmm
∂rmD

����
rmD=1

,

1
r2mD

∂
∂rmD

r2mD
∂Δmm
∂rmD

� �
= 15 1 − ωfð Þ

λ

∂Δmm
∂tD

+ 15ωd
λ

∂Δmm
∂tD

,

Δmmj tD = 0, rmDð Þ = 0,
∂Δmm
∂rmD

���� tD, rmD = 0ð Þ = 0,

Δmmj tD, rmD = 1ð Þ = Δmf :

ðA:10Þ

Using the Laplace transform method, we can get

Δ�m =
ð∞
0
Δme−stDdtD: ðA:11Þ

And the model above can be written as

1
r2D

∂
∂rD

r2D
∂Δ�mf
∂rD

� �
= ωf sΔ�mf +

λ

5
∂Δ�mm
∂rmD

����
rmD=1

, ðA:12Þ

1
r2mD

∂
∂rmD

r2mD
∂Δ�mm
∂rmD

� �
= 15s 1 − ωf + ωdð Þ

λ
Δ�mm, ðA:13Þ

Δ�mmj tD = 0, rmDð Þ = 0, ðA:14Þ
∂Δ�mm
∂rmD

���� tD, rmD = 0ð Þ = 0, ðA:15Þ

Δ�mmj tD, rmD = 1ð Þ = Δ�mf : ðA:16Þ
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Do the following variable substitution

W = rmDΔ�mm: ðA:17Þ

Inserting equation (A.17) into equation (A.13), we have

∂2W
∂r2mD

= 15s 1 − ωf + ωdð Þ
λ

W: ðA:18Þ

According to the characteristics of the above equation,
the general solution of equation (A.18) can be obtained easily
by

W = A sinh ffiffiffi
g

p
rmDð Þ + B cosh ffiffiffi

g
p

rmDð Þ, ðA:19Þ

where

g = 15 1 − ωf + ωdð Þs
λ

: ðA:20Þ

Inserting equation (A.19) into equation (A.17),

Δ�mm = A sinh ffiffiffi
g

p
rmD


 �
+ B cosh ffiffiffi

g
p

rmD

 �

rmD
: ðA:21Þ

B can be determined by the inner boundary condition,
and A can be determined by the outer boundary condition.
A and B have the following values:

B = 0, ðA:22Þ

A = Δ�mf /sinh ð ffiffiffi
g

p Þ:
Incorporating the value of A and B into equation (A.21)

yields

Δ�mm = Δ�mf
sinh ffiffiffi

g
p
 � sinh ffiffiffi

g
p

rmD

 �
rmD

: ðA:23Þ

The derivative of equation (A.23) is

∂Δ�mm
∂rmD

����
rmD=1

= ffiffiffi
g

p coth ffiffiffi
g

pð Þ − 1½ �Δ�mf : ðA:24Þ

Incorporating equation (A.24) into equation (A.12) and
then simplifying it, we can then obtain the following:

1
r2D

∂
∂rD

r2D
∂Δ�mf
∂rD

� �
= f sð ÞΔ�mf , ðA:25Þ

where the expression of f ðsÞ is

f sð Þ = ωf s +
λ

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
15 1 − ωf + ωdð Þs

λ

r
coth

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
15 1 − ωf + ωdð Þs

λ

r
− 1

" #
:

ðA:26Þ

B. Dimensionless variables

All the dimensionless variables are defined as

rD = r
Lref

,

tD = kf t

ϕmcmgi + ϕf ccgi

 �

μgiL
2
ref

,

ωf =
ϕf cfgi

ϕmcmgi + ϕf cfgi
,

ωd =
ϕmcd

ϕmcmgi + ϕf cfgi
,

λ = α
km
kf

L2ref ,

Δmf =m pið Þ −m pfð Þ,
Δmm =m pið Þ −m pmð Þ:

ðB:1Þ
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The application of horizontal wells with multistage hydraulic fracturing technologies has made the development of shale gas
reservoirs become a worldwide economical hotspot in recent years. The gas transport mechanisms in shale gas reservoirs are
complicated, due to the multiple types of pores with complex pore structure and special process of gas accumulation and
transport. Although there have been many attempts to come up with a suitable and practical mathematical model to
characterize the shale gas flow process, no unified model has yet been accepted by academia. In this paper, a comprehensive
literature review on the mathematical models developed in recent years for describing gas flow in shale gas reservoirs is
summarized. Five models incorporating different transport mechanisms are reviewed, including gas viscous flow in natural
fractures or macropores, gas ad-desorption on shale organic, gas slippage, diffusion (Knudsen diffusion, Fick diffusion, and
surface diffusion), stress dependence, real gas effect, and adsorption layer effect in the nanoshale matrix system, which is quite
different from conventional gas reservoir. This review is very helpful to understand the complex gas flow behaviors in shale gas
reservoirs and guide the efficient development of shale gas. In addition to the model description, we depicted the type curves of
fractured horizontal well with different seepage models. From the review, it can be found that there is some misunderstanding
about the essence of Knudsen/Fick diffusion and slippage, which makes different scholars adopt different weighting methods to
consider them. Besides, the contribution of each mechanism on the transport mechanisms is still controversial, which needs
further in-depth study in the future.

1. Introduction

The reserves of unconventional gas reservoirs, such as shale
gas, coalbed methane, tight gas reservoirs, and natural gas
hydrate, are rich around the world. The annual production
of them has become increasingly important to the global
energy supply. As a kind of unconventional natural gas, shale
gas is trapped in the source rock with self-accumulation,
which is very tight with the permeability range from nD to
mD [1–7]. The shale gas storage in shale reservoirs are
mainly with the status of free gas, adsorbed gas, and dissolved
gas. The adsorbed gas can account for up to 85% of the total.
Shale gas has become an increasingly important source of
natural gas since the success of exploitation in the United

States, and interest has spread to potential shale gas reser-
voirs around the world [1–3]. The horizontal wells and the
multistage hydraulic fracturing technique have proven to
be the key for the cost-effective development of such tight
reservoirs [1, 8–11].

While shale gas reservoirs have the characteristic of
multiscaled space from ultramicropores (pore diameter <
0:7nm), micropores (0.7 nm~2nm), and mesopores
(2 nm~50 nm) to macropores (>50nm), the small-scale
nanopores of less than 10nm dominate in shale [1, 2, 5, 6].
Due to the complex pore size distribution and different gas
storage mechanisms in shale gas reservoirs, which dominated
by the viscous flow, slippage flow, Fick diffusion, Knudsen
diffusion, surface diffusion, etc., gas transport mechanisms
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in shale gas reservoirs are very complicated and vastly differ-
ent from those in conventional reservoirs. Although many
models have been proposed and used to analyze the gas flow
behaviors in nanoscale, some of which are extended to the
application of numerical simulation and well testing, there
is no unified model that can be acceptable in the industry
so far. The related studies on such topics are being widely
reported. The objective of this paper is to review the progress
of gas transport mechanisms and some mathematical models
developed for shale reservoirs [1], which is of great signifi-
cance to establish a shale gas reservoir development strategy
that is completely different from the conventional gas reser-
voir. Only by revealing the complex transmission mechanism
of shale gas in the micro-nanopore system can an accurate
mechanism model be provided for the numerical simulation
and production dynamic evaluation of shale gas.

2. Gas Flow and Transport Mechanisms

2.1. Pore Types in Shale Gas Reservoirs. Shale gas reservoirs
are typical unconventional oil and gas reservoirs, which con-
sist of fine-grained and organic-rich sedimentary rock. Shale
is both the reservoir and the source of oil and gas [1, 9–12].
According to the International Union of Pure and Applied
Chemistry (IUPAC), classification of pores in shale can be
divided into organic intragranular pores, inorganic pores,
and natural fractures [1].

In general, organic intragranular pores are formed only
when thermal maturity (Ro) reaches 0.6% or above. When
Ro is smaller than this value, few or no organic intragranular
pores are developed. Organic pores in shale reservoirs are
mainly developed during the thermal cracking of the hydro-
carbon generation phase, and the sizes of organic pores range
from 5nm to 700nm (as shown in Figure 1). Such organic
nanometer pores are well developed in shale reservoirs, pro-
viding tremendous surface areas for shale gas adsorption as
well as flow paths for gas flow [1, 6, 7].

The inorganic pores in shale matrix can be categorized
as residual primary intergranular pores (as shown in
Figure 2(a)), intercrystalline pores (as shown in Figure 2(b)),
and secondary dissolved pores formed by dissolution of
unstable minerals (e.g., calcite and feldspar, as shown in
Figure 2(c)).

There are lots of natural fractures that are developed in
shale gas reservoirs (as shown in Figure 3). Most natural
fractures in shale reservoir developed during the organic evo-
lution of hydrocarbon source rocks, and they are intermit-
tently open or closed with the changes of reservoir pressure.
Therefore, for those shale gas reservoirs with mass microfrac-
tures, the permeability of the fracture system is sensitive to
stress caused by closing of the microfractures during reser-
voir development. Similar to conventional dual-porosity res-
ervoirs, natural fractures are considered to the main flow
channel for shale gas [1].

2.2. Gas Adsorption and Desorption. The physical properties,
pore types, and accumulation mechanisms of shale gas reser-
voirs are different from those of conventional gas reservoirs,
resulting in natural gas to exist in diverse states in shale.

Although a small amount of gas is dissolved in kerogen,
asphaltene, liquid hydrocarbons, and formation water, the
majority of natural gas exists in a free or an adsorbed state.
Adsorbed shale gas is mainly adsorbed on the surface of
organic matter with a single multimolecular layer, account-
ing for 20% to 85% of total reserves (as shown in Figure 4).
Free gas is mainly stored in the pores of microfractures, inor-
ganic and organic pores [14–16]. When the quantity of gas
present in the reservoir is greater than the saturated adsorp-
tion capacity, free gas can exist [17, 18]. The relative propor-
tion of adsorbed and free gas varies with temperature,
pressure, organic matter content and quality, degree of
microfracture development, and formation water content
(the gas storage status of shale gas reservoirs is shown in
Figure 4) [1, 13, 19].

As mentioned above, the amount of adsorbed gas can
account for up to 85% of the gas reserve, which will be des-
orbed from the organic particle surface into free gas when
the pressure is lower than the desorption pressure [1]. There-
fore, the adsorption model is very important to describe the
amount of gas in a given formation under certain conditions.
According to the previous studies, there are two types of gas
adsorption and desorption models—monomolecular layer
model including the single layer adsorption model, such as
Langmuir isothermal adsorption (L model); multimolecular
layer model including the Freundlich adsorption model (F
model), BET model, bi-parameter BET model (B-BET
model), Toth adsorption model (T model), Langmuir-
Freundlich adsorption model (L-F model), extended Lang-
muir model (E-L model), three-parameter BET model (T-
BET model), and Dubinin-Radushkevich volume filling
model (D-R model). These models can be used to calculate
gas adsorption rate, pore size distribution, and desorption
pressure. The formulas for these models are shown in
Table 1 [17, 20, 21].

Figure 5 shows the fitting curves of the methane isotherm
adsorption data from Barnett formation by different adsorp-
tion models, and Figure 6 shows the fitting curves of the test
data by samples from the target layer of Longmaxi shale in

106.4 nm

175.1 nm

218.7 nm

Figure 1: SEM images of shale organic pores [1].
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southern Sichuan Basin. From the fitting results, the follow-
ing results can be obtained: in general, the single molecular
adsorption model is much better for the North American
Barnett shale gas reservoirs, and the multimolecular layer
adsorption model of T-BET is much better for the Changn-
ing shale gas reservoirs of China.

3. Seepage Mechanism Models for Shale
Gas Reservoirs

Due to the complex pore space and gas accumulation dynam-
ics in shale gas reservoirs, the movement of shale gas occurs
via complex mechanisms, including adsorption-desorption,
diffusion, and seepage [23]. The specific flow processes are
as follows. With decreasing reservoir pressure, the gas

adsorbed on the organic matter is desorbed. The desorbed
gas then enters macropores, nanopores, and natural micro-
fractures and becomes free gas. Due to the difference in gas
concentration between kerogen/clay and organic nanopores,
the gas flows to the low-pressure zone through diffusion
(through matrix macropores or microfractures). Finally, free
gas stored in matrix macropores and natural microfractures
flows into wellbores and artificial hydraulic fractures under
the pressure gradient [23, 24]. Gas flow in macropores, frac-
tures, and wellbores follows Darcy’s law [25].

Generally, continuity hypothesis or molecular hypothesis
can be used to model fluid flow in nanopores. The continuity
hypothesis model can be used to describe the relationship
between macroscopic fluid properties and spatial coordi-
nates, which is widely used in fluid flow. Knudsen number

447.2 nm

559.0 nm

625.0 nm

(a) Intergranular pores

(b) Intragranular dissolved pores

57
0.

1 
nm

57
5.

0 
nm

12
5.

0 
nm

22
5.

0 
nm

(c) Intercrystalline pores

Figure 2: SEM images of shale inorganic pores [1] (the sample from Changning area of Weiyuan, Sichuan, China).
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usually is used to justify if fluid flow satisfies the continuity
hypothesis and then determine the fluid flow regime. Knud-
sen number Kn is defined as the ratio of gas molecular mean
free path to the characteristic length of porous media, repre-
senting the relative degree of gas molecule collision with the
gas molecules and pore walls. Its expression is

Kn =
λ

Rh
, ð1Þ

where λ is the gas molecular mean free path of gas (nm) and
Rh is the average hydraulic radius of pore media (nm).

As shown in Figure 7, when Kn < 0:001, the gas molecule
velocity of a pore wall is zero, and Darcy’s law is valid. This
transport mechanism is also known as continuum flow.
When 0:001 < Kn < 10, the gas molecule velocity of a pore
wall is no longer zero, and, consequently, the gas flux is
increased. Darcy’s law is no longer valid, and this transport
mechanism is referred to as rarefied gas transport. The rare-
fied gas transport is further subdivided into slip flow

850.0 nm

(a) Structural fractures (b) Cleavage fractures

(c) Intragranular fractures

Figure 3: SEM images of natural fractures in shale [1].

Natural fractures

Free gas in the
fracture system

Adsorbed gas on
fracture surfaces

Adsorbed gas on
matrix pore surfaces

Matrix particlesShale solid matrix
Free gas
Adsorbed gas

Free gas in
matrix pores

Matrix

Matrix

Figure 4: Schematic of gas storage in shale gas reservoirs [1, 13].
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(0:001 < Kn < 0:1), transition flow (0:1 < Kn < 10), and free-
molecular flow (10 < Kn). Under normal reservoir conditions
of shale gas reservoirs, Knudsen number ranges from 0.0002
to 6 [1, 26].

By using Equation (1), the Knudsen number of pure
methane under different pressure and different radius of
pores with a temperature of 350K can be calculated. And
the results can be plotted as shown in Figure 8.We can clearly
see that the gas flow in larger-scale pores, such as natural
fractures, can be treated as a continuous flow. However, for
small-scaled pores, the gas flow covers from slippage flow
to transitional flow regimes, which is much more compli-
cated than the continuous flow. The small scale pores always
exist in the shale matrix.

To describe the mechanism of nanopore gas transport in
continuous flow, slip flow, transition flow, and diffusion flow,
scholars have proposed many coupling models considering dif-

ferent mechanisms. Ertekin et al. first established the coupling
mechanism model considering continuous flow and Fick diffu-
sion, and these two mechanisms directly adopted linear super-
position. In this paper, the transport mechanism of gas in
porous media was divided into bulk flow (intermolecular inter-
action), Knudsen diffusion (gas-solid interface interaction), and
surface diffusion of the adsorption layer, among which the gas
slip flow was essentially equivalent to Knudsen diffusion [28].

In 2007, Javadpour et al. proposed an apparent perme-
ability model of shale matrix considering the dual mecha-
nism of Knudsen diffusion and slip flow. The model had a
similar form to the Darcy equation and was easy to apply
[29]. Then, based on the Javadpour model, Darabi et al.
introduced the influence of the pore-throat structure charac-
teristics of the shale matrix on the gas flow law (the tortuosity
and roughness, etc.) by introducing the fractal theory [30].
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Figure 5: Fitting curves of different adsorption models for the
Barnett shale reservoir sample [22].

Table 1: Adsorption models and formulas [17, 20, 21].

Model Formula

Langmuir model (L model) V = VL
p

pL + p

Freundlich empirical formula (F model) V = Kbp
n

Bi-parameter BET model (B-BET model) V =
VmCp

p0 − pð Þ 1 + C − 1ð Þ p/p0ð Þ½ �

Toth adsorption model (T model) V =
VLKbp

1 + Kbpð Þn½ �1/n

Langmuir-Freundlich adsorption model (L-F model) V =
VLKbp

n

1 + Kbpn

Extended Langmuir model (E-L model) V =
VLKbp

1 + Kbp + n
ffiffiffiffiffiffiffiffi
Kbp

p

Three-parameter BET model (T-BET model) V =
VmCp 1 − n + 1ð Þ p/p0

� �n + n p/p0
� �n+1h i

p0 − pð Þ 1 + C − 1ð Þ p/p0ð Þ − C p/p0ð Þn+1
h i

Dubinin-Radushkevich volume filling model (D-R model) V =V0
−D ln2 p0/pð Þ½ �
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Figure 6: Fitting curves of different adsorption models for
Changning shale reservoir.
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In 2012, Shabro et al. established a shale gas flow mecha-
nism model that considers dissolved gas diffusion, slip flow,
Knudsen diffusion, and Langmuir desorption in kerogen
[31]. In 2014, Mi et al. studied the apparent permeability
model of the fracture system and matrix system, respectively,
by linear superposition. The methods of establishing these
models were based on Javadpour’s model, which was to
superimpose the slip flow and the diffusion. The difference
was that Mi et al. divided the flow types into Knudsen diffu-
sion, transitional diffusion, and Fick diffusion according to
the Kn number [32].

In 2015, based on the transport mechanisms of slip flow
and Knudsen diffusion, Wu et al. established a nanopore
shale gas transmission model according to the ratio of the
collision frequency between molecules and the collision fre-
quency of molecules to the wall of the pores as the weighting
factors of the slip flow and the Knudsen diffusion [26]. In the

same year, Sheng et al. proposed a comprehensive model for
coupling gas viscous flow, slip flow, Knudsen diffusion, and
surface diffusion based on the weighted superposition of
Wu et al.’s [33]. Subsequently, according to different trans-
port mechanisms and pore structure characteristics of the
gas, various multiple apparent permeability models were suc-
cessively proposed by using different superposition methods
[34, 35].

In 2017, Li et al. published their research results in the
Journal of Physics that both Nusen diffusion and surface dif-
fusion are related to the gas-solid interaction at the interface
[36]. Knudsen diffusion is a diffusion phenomenon that
occurs after gas molecules collide with the wall surface. Sur-
face diffusion is a process in which gas molecules continu-
ously jump between adsorption sites on the pore surface. In
both cases, the velocity of the gas molecules on the wall sur-
face is not zero, which is consistent with the slip

Boltzmann equation

N-S equation

No-slippage Slippage effect

Burnett equation
Euler
equation
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Figure 7: Knudsen number regimes [27].
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phenomenon. Li et al. believed that it is debatable to superim-
pose the Knudsen diffusion and slip flow, or to superimpose
the slip flow and surface diffusion, or to superimpose these
three transport mechanisms in flow models. Since the shale
gas mass transport mechanism was introduced from the the-
ory of rarefied gas dynamics, the aerodynamic researcher also
thought that, from the point of view of rarefied gas, slip flow
was essentially the same as Knudsen diffusion, which was
determined by the Boltzmann equation and gas-solid inter-
action, but the coefficients were different under different Kn
[37, 38]. After that, Cai et al. proposed a very interesting
apparent permeability model by accounting for three major
fluid flow mechanisms in shale stratum, which is modeled
as a 3D fractal media. This model can present the gas flow
in shale pore media more accurately [39, 40].

Table 2 lists the apparent permeability models proposed
by different scholars in recent years for different transport
mechanisms of shale gas under different coupling methods.
In general, scholars believe that the fluid flow mechanism
in the micro-nanopore system of shale gas mainly includes
viscous flow, slip flow, Knudsen diffusion, surface diffusion,
adsorption layer effect, reservoir pore structure characteris-
tics, and stress sensitivity. However, there are still differences
in the essential relations between various mechanisms, which
need to be further studied. Meanwhile, the existing mecha-
nism models are not combined with the actual characteristics
of pore-throat scale distribution. Whether the same mecha-
nism model is applicable to reservoirs of various types of
scales is still debatable and remains to be further studied. In
order to better guide the efficient development of shale gas,
only by revealing the complex transmission mechanism of
shale gas in the micro-nanopore system can we provide an
accurate mechanism model for shale gas numerical simula-
tion and production dynamic evaluation.

R is the molar gas constant; M is the molar mass; kapp is

the apparent permeability; k0 is the absolute permeability; �λ
is the mean free path at mean pressure; r is the pore radius;
a is the dimensionless rarefaction coefficient (when multiply
by K), or tangential momentum accommodation coefficient
(when in the denominator); a0 is the rarefaction dimension-
less coefficient at Kn → 0; a1 and a2 are the fitting dimension-
less constants that are obtained through molecular-
simulation and experimental data, respectively; Df is the frac-
tal dimension of the pore surface; δ′ is the ratio of normal-
ized molecular size to local average pore diameter; Dk is the
Knudsen diffusion coefficient; cg is the gas compressibility;
cϕ is the dimensionless material-specific constant; σm is the
mean in situ effective stress; ζmb is the dimensionless correc-
tion factor of apparent permeability in nanopores of SGRs; T
is the temperature; ωm is the poromechancial-response
dimensionless coefficient of shale matrix; ωs is the sorption-
induced-swelling-response dimensionless coefficient of shale
matrix; η is the gas viscosity; Cads is the adsorbed-phase con-
centration; ρads is the adsorbed-phase density; Re is the effec-
tive radius of the nanocapillary tube for free gas transport; R0
is radius of the nanocapillary tube; DS is the diffusion coeffi-
cient; αρ is the density ratio of adsorbed gas to free gas; n is
the number of adsorbed layer; p0 is the saturated adsorption

pressure of gas; Z is the gas deviation factor; DS0 is the cor-
rected diffusivity; τ is the tortuosity; ρl is the sorbent density;
θ is the surface coverage; δ is the molecular diameter; pL is the
Langmuir pressure; CL is the maximum gas capacity; ψ is the
TOC; wv and wk are the weight of the viscous molar flux and
the Knudsen diffusion molar flux, respectively; ψor is the ratio
of pores with adsorption capacity to total pores; ωor and ωin
are coefficients of variation in pores with and without
adsorption.

Taking the model proposed by Zhang et al. as an exam-
ple, considering the properties of porous media and adsorp-
tive gas occupation, the apparent permeability of shale
matrix can be expressed as the sum of bulk transport and
adsorbed gas transport in the following form [1, 5, 54]:

kapp = kslip + kKnudsen + ksurface: ð2Þ

For slippage flow, considering the effect of stress-
dependence and adsorbed layer, its equivalent permeability
could be expressed as

kslip = γbF Kn, pð Þ r
2
eff
8

: ð3Þ

For Knudsen diffusion, its equivalent permeability has
the following form [5]:

kKnudsen = γb δ′
� �Df ‐2

DKcgμ: ð4Þ

Considering the influences of gas coverage ratio, porous
media properties, and real gas effect, the equivalent perme-
ability of surface diffusion could be expressed as

ksurface = γsDsVLθreal
μZ
p2

Tpsc
Tsc

,

F Kn, pð Þ = 1 +
8ωpr
p

Kn,
ð5Þ

where VL is the Langmuir volume, m3/m3;Dk is the Knudsen
diffusion coefficient, m2/s; Ds is the surface diffusion coeffi-
cient, m2/s; cg is gas concentration, mol/m3; μ is gas viscosity,
Pa∙s; pr is the reference pressure, Pa; Kn is the Knudsen num-
ber, dimensionless; Df is the fractal dimension of pore sur-
face, dimensionless; p is reservoir pressure, Pa; Z is the gas
deviation factor, dimensionless; Tsc and Psc are the tempera-
ture and pressure at standard condition; b is the Langmuir
equilibrium adsorption constant, Pa-1; ω is a parameter
related to gas-solid interaction; γb is the correction factor
from single capillary model to upscaled porous media model
for bulk phase; γs is the correction factor from single capillary
model to upscaled porous media model for surface diffusion.

θreal is the gas coverage ratio on solid surfaces considering
the real gas effect and thermodynamic phase changes, which
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can be expressed as

θreal =
bp/Z

1 + bp/Z
: ð6Þ

reff is the effective hydraulic radius considering the effect of
stress dependence and gas adsorption on a solid surface, m.

reff = r0
1 − σ/p1ð Þm
1 − σ0/p1ð Þm
 �1:5

− dmθreal, ð7Þ

where dm is the gas molecular diameter, m; σ is the effective
stress, Pa; σ0 is the effective stress under initial state, Pa; p1
and m are the parameters related to the pore stiffness and
roughness, respectively; r0 is the radius of the capillary tube,
m.

4. Comprehensive Mathematical Models

The development of natural fracture in shale gas reservoir is
very rich, which makes the development of shale gas reser-
voirs of economic value. Therefore, there are at least two
types of pores in shale reservoirs including natural fractures
and nanopores in the matrix system, which are properly pre-
sented by multiple medium models. Through the review of
theories and models of transient well flow, the following
three types of continuum models, as shown in Figure 9, are
the most widely used [1, 58].

To sum up, the storage spaces in shale gas reservoirs span
multiple scales, from matrix nanopores to artificial fractures;
free, adsorbed, and dissolved gas coexist, with most in the
adsorbed state; and gas migration mechanisms include
adsorption-desorption, diffusion, and seepage. Models of
gas flow must account for the physical properties of the res-
ervoir. Current shale gas seepage models consist of adsorp-
tion/desorption models (equilibrium and nonequilibrium
diffusion-percolation models) and models based on the res-
ervoir medium (dual-, triple-, and quadruple-porosity
models) [13, 23, 24, 58–63]. The models based on reservoir
media considers the distribution of pore types and natural
microfractures at different scales in the reservoir matrix,
and they couple adsorption and desorption together.

The equilibrium ad/desorption-diffusion model is theo-
retically based and reflects physical phenomena. In this
model, when reservoir pressure decreases, adsorbed gas
instantly desorbs and enters macropores; the time required
for gas to migrate into matrix nanopores (the desorption-
diffusion time) is not considered, i.e., the pressure of gas
adsorbed on micropore walls and the pressure of free gas in
macroscopic pores are in a state of continuous equilibrium.
The equilibrium adsorption model is a single-porosity partial
differential equation that incorporates a pressure-dependent
point source term in a conventional single- or
multiporosity-mediummodel for the adsorption and desorp-
tion characteristics of shale/coal reservoirs, or it is obtained
by adding ad/desorption compressibility to the total com-
pressibility. The partial differential equation can be solved
with analytic or numerical methods [13, 65–68]. A represen-

tative model of percolation was proposed by Bumb and
McKee for gas seepage in coalbed methane, and this model
has been widely used by other scholars [66]. Bumb and
McKee used actual data to verify that desorption of coalbed
methane and shale gas followed the Langmuir isotherm,
and they proposed the concept of “modified ad/desorption
compressibility” to consider the effect of desorption of
coalbedmethane during reservoir development. This concept
refers to the compressibility of shale gas and shale reservoirs
(the isothermal compression coefficient) and the isothermal
adsorption characteristics of shale gas, which represents gas
desorption. Using this method, Bumb and McKee examined
the pressure response of a vertical well in a homogeneous res-
ervoir. They concluded that although the shape of the test
curve remained constant, the presence of adsorbed gas would
shift the curve to the right in proportion to the quantity of
adsorbed gas. Although Bumb and McKee did not consider
natural fractures and only discussed the effects of adsorbed
gas in homogeneous reservoir models, their method was
widely used to examine seepage in coalbed and shale gas res-
ervoirs. The model is simple to use, and the compressibility of
the system can be adjusted to take into account the influence
of adsorbed gas and different types of porous media on well
production [65–69].

The nonequilibrium ad/desorption-diffusion model
assumes that the adsorption, desorption, diffusion, and seep-
age of shale gas are interdependent and diffusion cannot be
neglected [17, 70, 71]. Different from the equilibrium model,
desorbed gas and fracture systems in the nonequilibrium
adsorption-diffusion model do not reach equilibrium instan-
taneously but exist in dynamic equilibrium, which is
described by diffusion equations. The nonequilibrium model
can more accurately reflect the theoretical occurrence and
migration of shale gas [27] and has been widely used for
coalbed and shale gas reservoirs [17, 27, 31, 47, 70–72]. This
model consists of Fick, Knudsen, and surface diffusion
models. We summarize the conceptual models proposed to
describe the gas flow in shale gas reservoirs by coupling dif-
ferent diffusion models and combinations of reservoir media,
which can be divided into five types, as shown in Figure 10
[1].

4.1. Conceptual Model 1: Microfracture + Equilibrium
Ad/Desorption Diffusion (“Quasi-Dual-Porosity”). The fol-
lowing assumptions are used for this model: the shale gas res-
ervoirs are composed of only microfractures and matrix;
adsorption and interporosity flow within the matrix are neg-
ligible; adsorbed gas only exists on the surface of matrix; and
the microfractures are not only the storage space for free gas
but also the main channels for desorbed gas flowing into
hydraulic fractures or wellbores. The physical model is
shown in Figure 10, 1 [64, 66, 69, 73, 74].

In spherical coordinates, the continuity equation of shale
gas flow in fractures is

1
r2

∂
∂r

kf
μg

ρgr
2 ∂pf
∂r

 !
=
∂ ϕfρg

� �
∂t

+ qdes, ð8Þ
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Figure 10: Conceptual models for gas transport mechanisms in shale gas reservoirs [1].
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Figure 9: Conceptual model for dual-porosity formation [58–60, 64].
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where pf is the pressure of the microfracture system (Pa); ρg
is the gas density at the given conditions (kg/m3); ∅f is the
porosity of the microfracture system (dimensionless); kf is
the permeability of the microfracture system (m2); qdes the
is gas mass by steady-state desorption from unit reservoir
volume (kg/m3∙s); r is the radial coordinate (m); t is the pro-
duction time (s).

For steady-state desorption and diffusion, according to
Langmuir isothermal adsorption equation, we have

qdes = ρgsc 1 − ϕfð ÞVL
pL

pL + pfð Þ2
∂pf
∂t

, ð9Þ

where ρgc is the gas density at standard condition (kg/m3); pL
is the Langmuir pressure (Pa).

4.2. Conceptual Model 2: Microfracture + Matrix Pores +
Equilibrium Ad/Desorption Diffusion (“Triporosity”). When
there are a large number of macropores developing in the
shale reservoir matrix, it will result in a certain error to ignore
gas containing and flowing in such pores. Therefore, some
scholars proposed the conceptual model of triple porosity.
In the triple porosity model, the adsorbed gas on the matrix
surface goes into macropores instead of microfractures after
desorption and then flows into microfractures from macro-
pores (as shown in Figure 10, 2) [1, 13, 75].

In spherical coordinates, the continuity equation of shale
gas flow in fractures is

1
r2

∂
∂r

kf
μg

ρgr
2 ∂pf
∂r

 !
+ qm =

∂ ϕfρg

� �
∂t

, ð10Þ

where qm is the gas mass flow from the matrix macropores to
microfractures in unit reservoir volume (kg/m3∙s).

4.2.1. Transient Interporosity Flow Model. When gas flow
from matrix to fractures is transient interporosity flow, the
continuity equation of gas flow in the matrix can be
expressed as

1
r2m

∂
∂rm

km
μg

ρgr
2
m
∂pm
∂rm

 !
=
∂ ϕmρg

� �
∂t

+ qdes, ð11Þ

where km is the permeability of shale matrix (m2); pm is the
pressure in the matrix system (Pa); rm is the radius in the
matrix (m).

Initialization condition and corresponding boundary
conditions for the spherical matrix model have been reported
by de Swaan [60].

The interporosity flow rate qm can be expressed as

qm = −
3ρg
Rm

km
μg

∂pm
∂rm

����
rm=Rm

, ð12Þ

where Rm is the radius of the spherical matrix element (m).

For gas desorption rate qdes, according to Langmuir iso-
thermal equation, there is

qdes = ρg 1 − ϕf − ϕmð ÞGL
pL

pL + pmð Þ2
∂pm
∂t

: ð13Þ

4.2.2. Pseudo-Steady-State Flow.When gas flow from macro-
pores to microfractures is pseudo-steady-state flow, the inter-
porosity flow in macropores can be represented as [59]

−qm =
∂ ϕmρg

� �
∂t

+ qdes: ð14Þ

Assuming the flow from the matrix to the fracture system
is pseudo-steady-state flow, there is

qm =
αkm
μg

ρgmpm − ρgfpf
� �

, ð15Þ

where α is the matrix shape factor (1/m2); ρgm is the gas den-
sity at matrix pressure condition (kg/m3); ρgf is the gas den-
sity at fracture pressure condition (kg/m3).

4.3. Conceptual Model 3: Microfracture + Adsorbed Gas
Desorption + Fick Diffusion in Matrix Pores. Gas diffusion
is assumed as a steady state for the two models introduced
above. Later on, the Fick diffusion theory was introduced to
describe the desorption and diffusion of shale gas. Compared
to model 1, Fick diffusion rather than steady-state diffusion is
used in this model. The physical desorption and diffusion
process is illustrated in Figure 10, 3 [1, 30, 76–78].

In spherical coordinates, the continuity equation of shale
gas flow in fractures is

1
r2

∂
∂r

kf
μg

ρgr
2 ∂pf
∂r

 !
=
∂ ϕfρg

� �
∂t

+ qF: ð16Þ

1200 m

r→
∞

Figure 11: Schematic of a fractured horizontal well with infinite
outer boundary.
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In unit reservoir volume, the diffusion of gas from matrix
to fractures is

qF =Mg 1 − ϕfð Þ dCm
dt

: ð17Þ

For pseudo-steady-state and unsteady-state gas diffusion
from matrix to fractures, there is

dCm
dt

=

3DF
Rm

∂Cm
∂rm

����
rm=Rm

unsteady‐state diffusion,

6DFπ
2

R2
m

CE pfð Þ − Cm½ � pseudo‐steady‐state diffusion,

8>>>><
>>>>:

ð18Þ
where DF is the Fick diffusion coefficient (m2/s); Rm is the

radius of spherical matrix element (m); CE is the gas molar
concentration when the gas adsorption at the matrix surface
is in equilibrium with free gas in microfractures (mol/m3).

For Fick diffusion, the following mathematical expres-
sion can be used to describe gas concentration change in
matrix.

∂Cm
∂t

=
1
r2m

∂
∂rm

Dr2m
∂Cm
∂rm

� �
, ð19Þ

where Cm is the shale gas volume concentration in matrix
under unsteady state (mol/m3); rm is the inner diameter of
sphere matrix element (m).

4.4. Conceptual Model 4: Microfracture + Matrix Macropores
+ Adsorbed Gas Desorption + Fick Diffusion in Nanopores.
Similar to the steady-state diffusion model, if the macropores
are well developed in shale matrix, desorption gas is assumed
to flow into macropores and then into microfractures. This
model is first proposed by us, and the physical process is
shown in Figure 10, 4.

In spherical coordinates, the continuity equation of shale
gas flow in the fractures is

1
r2

∂
∂r

kf
μg

ρgr
2 ∂pf
∂r

 !
+ qm =

∂ ϕfρg

� �
∂t

: ð20Þ

(1) For transient interporosity flow from matrix to frac-
tures, the continuity equation for flow in matrix is

1
r2m

∂
∂rm

km
μg

ρgr
2
m
∂pm
∂rm

 !
=
∂ ϕmρg

� �
∂t

+ qF: ð21Þ

Table 3: Parameters used for the models.

Variables Value Variables Value

Reservoir pressure, pi (MPa) 25 Reservoir temperature, T (K) 320

Formation thickness, h (m) 60 Fracture half length, xf (m) 30

Gas-specific gravity, γg (fraction) 0.65 Well production rate, qsc (m
3/d) 1 × 104

Langmuir pressure, PL (MPa) 4 Langmuir volume, GL (m
3/m3) 10

Skin factor, Skin (dimensionless) 0.1 Dimensionless wellbore storage, CD 10-6

Number of fracture, M 6 Horizontal well length, L (m) 1200

Conceptual model 1

Permeability of natural fractures, kf (mD) 0.01 Porosity of natural fractures, ∅f (fraction) 0.02

Conceptual model 2

Permeability of natural fractures, kf (mD) 0.01 Porosity of natural fractures, ∅f (fraction) 0.02

Permeability of macropores, km (mD) 0.0001 Porosity of macropores, ∅m 0.12

Shape factor, α (1/m2) 10-5

Conceptual model 3

Permeability of natural fractures, kf (mD) 0.01 Porosity of natural fractures, ∅f (fraction) 0.02

Well production rate, qsc (m
3/d) 1 × 104 Rmð Þ2/DF 2 × 106

Conceptual model 4

Permeability of natural fractures, kf (mD) 0.01 Porosity of natural fractures, ∅f (fraction) 0.02

Permeability of macropores, km (mD) 0.0001 Porosity of macropores, ∅m 0.12

Well production rate, qsc (m
3/d) 1 × 104 Rmð Þ2/DF 2 × 106

Shape factor, α (1/m2) 10-5

Conceptual model 5

Permeability of natural fractures, kf (mD) 0.01 Porosity of natural fractures, ∅f (fraction) 0.02

Permeability of matrix, km (mD) 0.0001 Porosity of matrix, ∅m 0.12

Shape factor, α (1/m2) 10-5 Knudsen diffusion coefficient, Dk (1/m
2) 10-6
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For unsteady-state flow from macropores to fractures,
the flow rate qm has a similar expression as Equation (12),
and the diffusion rate caused by Fick diffusion qF can be
expressed as

qF =Mg 1 − ϕfð Þ 1 − ϕmð Þ dCm
dt

ð22Þ

(2) For pseudo-steady-state flow from macropores to
microfractures, the continuity equation for flow in
macropores is

−qm =
∂ ϕmρg

� �
∂t

+ qF, ð23Þ

where qm has a similar expression as Equation (15)

4.5. Conceptual Model 5: Microfracture + Adsorbed Gas
Desorption + Knudsen Diffusion in Nanopore Models. In
recent years, the Knudsen diffusion model has been widely
used to describe the gas flow process in nanopores. Most of
the researchers thought that gas flow in shale nanopores is
a kind of complex flow under the combined influence of mul-
tiple mechanisms, e.g., slippage effect, Darcy flow, Knudsen
diffusion, and adsorption-desorption [1, 3, 17, 31, 59, 79–
81]. The physical model of microscopic gas flow in shale res-
ervoirs is shown in Figure 10, 5.

Since gas flow in the microfracture system follows
Darcy’s Law, the continuity equation is similar to those of
previous models and can be expressed in spherical coordi-
nates as [31]

1
r2

∂
∂r

kf
μg

ρgr
2 ∂pf
∂r

 !
+ qm =

∂ ϕfρg

� �
∂t

: ð24Þ

(1) For transient interporosity flow from matrix to frac-
tures, the continuity equation of flow in matrix is

1
r2m

∂
∂rm

kapp
μg

ρgr
2
m
∂pm
∂rm

 !
=
∂ ϕmρg

� �
∂t

+ qdes ð25Þ

(2) For the pseudo-steady-state flow from macropores to
microfractures, the continuity equation of flow in
macropores is

−qm =
∂ ϕmρg

� �
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+ qdes ð26Þ

In order to compare the effects of different conceptual
models on type curves of fractured horizontal well in shale
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Figure 12: Type curves of fractured horizontal well with different conceptual models.
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gas reservoirs, there is a horizontal well with a length of
1200m located at the center of a shale gas reservoir with infi-
nite outer boundary (as shown in Figure 11). Six hydraulic
fractures are uniformly distributed along the horizontal well.
The essential parameters and some unique parameters for
each model are listed in Table 3. For such models, the semia-
nalytical solutions can be easily derived by the source function
idea and superposition theory, which has been reported and
used to analyze the well production performance of complex
structure wells, such as horizontal well, slanted well, fractured
vertical well, and fractured horizontal well. Figure 12 com-
pares the type curves of fractured horizontal well in shale gas
reservoirs with different conceptual models. It can clearly see
that the models mainly affect the early flow periods and the
interporosity flow period during the gas flow from matrix
pores into natural fractures. Here, we just list a set of type
curves in Figure 12 for the physical models in Figure 11. Due
to the consideration of different flow mechanisms or different
pore types, the type curves have different characteristics. For
model 1, adsorption and interporosity flow within the matrix
are negligible, and the only flow channels are microfractures
with high seepage capacity, so it is relatively easy to maintain
the gas supply to the well, resulting in the most concave type
curves among 5 curves of dimensionless pseudopressure
derivative. Compared with model 2, model 5 considers the
Knudsen diffusion effect in nanopores, which is equivalent to
increasing the gas supply, so the concave of dimensionless
pseudopressure derivative appears earlier before the boundary
control flow stage. And there are many models that have been
proposed, such as the liner flow model, discrete fracture
models, and fractured horizontal well in different outer
boundaries, so the readers can utilize the models presented
in this paper to analyze the well production performance of
different models. Besides, the conceptual model can also be
considered in the numerical simulation [82–85].

5. Conclusions

This paper presents a comprehensive review for gas flow and
the mathematical models of gas transport in multiscaled
shale gas reservoir, which can be easily used to the well test-
ing and flow performance analysis of wells in shale gas reser-
voirs by combing them with the well models.

The reported apparent permeability models are summa-
rized firstly. Until now, there is no unified model that can
be reliable and acceptable in the petroleum industry. Most
expressions of apparent permeability are constructed by cou-
pling slippage flow formula with the Knudsen diffusion for-
mula with different weighting coefficient. For this method,
the choice of weighting coefficient is always controversial.

Five comprehensive models are established under the
assumption of a continuum medium model and single gas
flow. Model 1 and model 2 are established under the equilib-
rium adsorption-diffusion model, model 1 does not consider
the gas flow in the matrix system, and model 2 divides the
formation into a natural fracture system and matrix macro-
pore system. Model 3 is the classical transport model used
in coalbed, which also divides the pores into two types. Dif-
ferent from model 2, model 3 considers the gas transport in

matrix pores by Fick diffusion. We proposed model 4, which
divides the matrix pores into macro ores and nanopores, and
the gas flow in nanopores follows Fick diffusion and in
macropores follows conventional viscous flow. Model 5 is
most widely used recently, which introduces an apparent
permeability to take into account the complex transport
mechanisms in shale matrix, including viscous flow, slippage
flow, Knudsen flow, and surface flow.

Although many achievements have been made in the
mechanism of shale gas seepage, most researches are carried
out in the microscale. The application of shale gas complex
transport mechanisms in numerical simulation and other
fields is rare and needs to be studied urgently.
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CO2-alternating-water injection is an effective way of enhancing recovery for low-permeability oil reservoirs. The injection process
is one of the essential issues that are facing severe challenges because of the low permeability and poor pore space connectivity.
Previous researchers mentioned that water injection ability could be decreased by around 20% after the CO2-flooding; hence, it
is necessary to quantify the water injectivity variation during an alternated injection process. In this paper, a CO2 convection-
diffusion model is established based on the seepage law of CO2 and dissipation effect. The relationship between the width of
miscible flooding and injection time is defined. Besides, an equivalent resistance method is introduced for developing a capillary
bundle model for featuring an unequal diameter for CO2 water vapor alternate flooding. CO2-oil and CO2-water interactions are
analyzed using the new model. The effects of oil viscosity, pore throat ratio, CO2 slug size, and equivalent permeability of the
capillary bundle on water injection are analyzed. The result indicates that water injection ability increases with the rise of CO2
slug size and equivalent permeability of the capillary bundle and decreases with the increase of viscosity and pore throat ratio.

1. Introduction

The CO2-alternating-water injection method, used in the low-
permeability reservoirs, has the advantages of both CO2 flood-
ing and water flooding. It represents a promising method for
improving the recovery of oil in the future. In 1957, Mobil
Company has performed a pilot CO2-alternating-water injec-
tion test in North Pembina of Alberta, and then, several tests
were conducted in Canada and the United States. In the
United States, many tests have been performed because of
the sufficient CO2 sources [1, 2], whereas in China, the first
pilot field application was started by CNOOC in Qikou oil-
field. The test showed that during the middle-late stage of
the nonhomogeneous reservoir, the CO2-alternating-water
injection could not only block the advantage flow channel

but also contribute to the optimization of water injection [2].
Although its significant benefits, this method still has several
problems. One serious problem is the decreasing of injection
ability after CO2-alternating-water has been injected into the
formation [3, 4]. Therefore, it is significanlty important to
study the variation of injection ability with capillary bundle
model during CO2-alternating-water flooding process.

The CO2-alternating-water injection in the low-
permeability reservoirs is a multiphase flow process. Early
researchers have studied the seepage and flooding mechanism
of multiphase fluid in the porous medium. Dong et al. pre-
sented the results of immiscible WAG injection in a water-
wet micromodel and found that in a gas/oil/water system, sta-
ble oil layers were formed between the gas and water phases [5].
Due to gas bubbles were always surrounded by oil layers, direct
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gas/water displacements were not observed. Meanwhile, he
found that the oil recovery declined greatly with WAG cycles.
Wang and Dong developed an interacting triangular tube bun-
dle model based on capillaries of equilateral triangle cross sec-
tions [6]. The relationship between the residual oil saturation
and the complete capillary number (CA) was investigated,
and the effects of the tube size, tube size distribution, and vis-
cosity ratio on the magnitude of entrapment were also studied
using this tube bundle model. Jovanović et al. presented both
the stagnant film model and the moving film model to study
the energy loss problem when the fluid flows in the capillary
[7]. They considered the interfacial pressure drop and the fric-
tional pressure drop with the tube wall, and the influence of the
static and fluid boundary layer on the fluid seepage. As micro-
scopic flowmechanics gradually became the focus of investiga-
tion, some researchers began to pay attention to the complex
seepage mechanism of pore space in porous media. Some of
those researchers have been focusing on the alternate injection
of water and gas by pore structure by establishing a pore net-
work model as a simulation platform. Piri developed a quasi-
static pore network model by fully considering the seepage
characteristics of oil, gas, and water three-phase flow in the
pore throat [8]. The variation of saturation and relative perme-
ability of each phase in the process of water seepage are com-
pared with the existing experiment, and the data is well fitted.
Yang et al. simulated the WAG displacement process in differ-
ent wettable porous media from a microscopic point of view
and analyzed the oil, gas, and water saturation and distribution
during WAG displacement [9]. The changed law of position
and displacement characteristics explains the microscopic
mechanism of three-phase seepage in porous media. Helland
pointed out that a bundle-of-triangular-tube model can repro-
duce the main characteristics of mixed-wet capillary pressure
curves with hysteretic scanning loops [10].

The displacement core test could be used to study the effect
on the injection of CO2-alternating-water process. Jinan et al.
designed an experimental unit for long core displacement by
considering the necessity of similarities upon core length, the
complex mechanism, and periodic physical-chemical reaction
during multicontact miscible phases [11]. Zhao et al. analyzed
the affecting factors of CO2 flooding, which include permeabil-
ity, the relative density of crude oil, layer heterogeneity, inter-
layer heterogeneity, and layer fluid channeling by establishing
the component numerical simulation model with Eclipse soft-
ware [12, 13]. They concluded that it is appropriate to carry
out CO2 flooding for homogeneous and lightweight reservoirs
in low-permeability oil fields. Zahoor et al. mentioned that
proper water-alternating-gas process design and implementa-
tion requires better knowledge of wettability and wettability
variations in particular [14]. Wettability, in addition to
influencing flow parameters, strongly affects other design
parameters such as the volumes of water and gas required for
injection, well spacing, etc. Some other researchers also used
experimental methods to study the increasing difficulty in
injection. Prieditis et al. and Kamath et al. conducted displace-
ment tests on carbonate and limestone cores and analyzed the
factors that cause a decrease of injectivity [15, 16]. Prieditis
et al. also performed a field test based on laboratory work and
used a simple model to predict the injectivity, but good results

were not achieved [15]. Roper et al. used a compositional
model to simulate and interpret an injectivity test conducted
in the Mabee Field in the San Andres Formation, Martin
County, Texas [17, 18]. They mentioned that the validation
of compositional simulation as a means for interpreting field
tests and developing improved predictions of reservoir injectiv-
ity performance and geostatistical techniques could be used
successfully to characterize high heterogeneity in carbonate res-
ervoirs for injectivity calculations. Yang et al. used core samples
collected from tight formations to conduct a series of water-
alternating-CO2 flooding experiments with different water-
alternating-CO2 ratios and slug sizes [19]. They found that
fluid injectivity is strongly dependent on slug size, water-alter-
nating-CO2 ratio, and cycle time.

Besides the experimental work, early researchers have
done some theoretical modeling work. Li et al. derived the
injectivity equation for water-alternating-gas injection based
on similarity theory [20]. Zhou et al. analyzed the effects of
injection pressure, injection speed, slug size, and gas-water
slug ratio on oil displacement efficiency [21]. Yan et al. used
a numerical simulation method to study the best injection
parameters for CO2 gas water alternative drive [22]. Hu
substituted the permeability of the capillary model into
low-permeability equation and used superposition method
to get total flow rate and threshold pressure gradient of the
rock [23]. This model gives a theoretical description of low-
permeability seepage characteristics. Several researchers have
studied the injection capacity of different reservoirs and
found that the injection volume, injection velocity, formation
temperature, formation pressure segment size, and propor-
tion have an impact on the final oil displacement efficiency
and recovery factor [24–29]. Pizarro and Lake considered
the influence of heterogeneity and autocorrelation of reser-
voir permeability distribution on the injectivity [30]. This
model gives insight into why injectivity calculated from a
core permeability average is frequently different from the
injectivity manifested by the well in question. Yang et al. per-
formed numerical simulations to history-match the experi-
mental measurements and conduct sensitivity analysis on
operational parameters and achieved good matching [19].

Overall, researchers have done relatively thorough
research on the decreasing injectivity happens in low-
permeability reservoir during CO2 injection. However, due
to the complexity of flow behavior of water-oil-gas, just a
few researchers have explained the abnormal variance of
injectivity during water-alternating-CO2 injection. In this
paper, a new seepage diffusion equation is established by con-
sidering the CO2 diffusion and seepage in the reservoir. It
could effectively reflect the variance of CO2 injectivity in
water-alternating-CO2 injection process. The distribution of
oil, CO2, and water in the capillary model with different
diameters has been analyzed, and the influence of geology
and fluid properties on injectivity has been provided.

2. CO2 Flooding Dynamics considering
Mass Transfer

2.1. Mathematical Modeling.Assuming that the CO2 flooding
process in the capillary model is a piston, the molecular
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diffusion, convective diffusion, and viscosity difference diffu-
sion due to the difference of viscosity between CO2 and crude
oil will occur at the interface between CO2 and crude oil.
From a thermodynamic point of view, diffusion coefficients
are functions of pressure, temperature, and composition,
and driven by chemical potential difference; however, the
proposed model is complex and hard to use [31]. Therefore,
in this paper, the classical Fick’s law is utilized. According to
the classical Fick’s law, molecular diffusion is mainly caused
by the change of CO2 concentration in crude oil, and the dif-
fusion coefficients are assumed to be constant. Convective
diffusion is mainly affected by the complexity of the internal
channels of the pores. The diffusion under the viscosity gra-
dient is related to the difference of viscosity between CO2
and crude oil, and it is also affected by molecular diffusion
and convection-diffusion [32]. The diffusion equation is
derived from mass transfer equations by considering the bal-
ance of matter into and out of the capillary unit. To derive the
diffusion equation of CO2 in the capillary, here, a πR2dx
flowing unit of the capillary tube is studied (Figure 1).

According to the principle of material balance, the
influentmass = effluentmass + amount of substance
accumulated in the unit, which is as follows:

∂C
∂t

= −
∂vD
∂x

− ω
∂C
∂x

: ð1Þ

According to the diffusion law,

vD = −D
∂D
∂x

: ð2Þ

Substituting Equation (2) into Equation (1), the material
diffusion equation of the flow unit in the capillary is obtained.

∂C
∂t

+ ω
∂C
∂x

= ∂
∂x

D
∂C
∂x

� �
, ð3Þ

where C is a unit concentration of CO2 after a mixed phase of
crude oil and CO2, %; D is a comprehensive diffusion coeffi-
cient, cm2/s; ω is the flow velocity of the fluid in the capillary,
cm/s. Here, the comprehensive diffusion coefficient D can be
understood as a composite coefficient which not only con-
siders the molecular diffusion and convection-diffusion of
the single-phase fluid in the capillary but also considers the
viscosity difference between the displacement and the dis-
placed solution.

For the method of determining the diffusion coefficient,
based on the Stokes-Einstein relation, Kooijman developed
a correlation and used UNIFAC parameters to correct for
particle roundness and size. Hayduk and Minhas developed
a set of correlations, specific to certain types of mixtures. Sig-
mund developed a correlation for high-pressure gas and liq-
uid binary mixtures with the expression that related the
reduced density-diffusion coefficient product to a third-
degree polynomial function of reduced density. For nonideal
binary mixtures, Riazi and Whitson developed a correlation
to predict gas and liquid diffusion coefficient. Currently, the
most widely used correlation to calculate diffusion coefficient

is presented by Wilke and Chang and is the function of vis-
cosity, which is used in this paper [33].

The results of a displacement experiment in which a liq-
uid is miscible with another liquid in the presence of differen-
tial pressure indicate that the best approximation of the
overall diffusion coefficient is as follows:

D =DE 1 + Kμ∇μm
� �

,
DE =Dm +Dμ,
Dμ = Kωω,

ð4Þ

where Dm is the molecular diffusion coefficient, cm2/s; Du is
the convection-diffusion coefficient of single-phase fluid,
cm2/s; μm is the viscosity of two liquid mixtures, mPa·s; Kω

and Kμ are the experimental coefficients which consider the
experimental coefficients of single-phase fluid convection
and different viscosity diffusion, with the unit of cm and
cm/(MPa·s).

From Equation (4),

D =Dm +Du + Dm +Duð ÞKμ∇μm: ð5Þ

Meanwhile,

Dμ = Dm +Duð ÞKμ∇μm: ð6Þ

Dμ is the diffusion coefficient of viscosity difference
between displacement fluid and displaced fluid. Equation
(6) shows that the comprehensive diffusion coefficient is the
sum of the molecular diffusion coefficient, the convection-
diffusion coefficient, and the diffusion coefficient of the vis-
cosity difference between the displacement fluid and the dis-
placed fluid, which is a mixing coefficient.

2.2. Solution Strategy. In miscible region, we assume that
there is only a single phase, which is the mixture of oil and
gas phase. We introduced a new variable, τ = t, ξ = x − u/ϕ,
into Equation (3). Then, Equation (3) become the standard
diffusion equation.

∂C
∂τ

= ∂
∂ξ

D
∂C
∂ξ

� �
, ð7Þ

where ξ is called the self-modulation variable which changes
with time and space.

R

dx

Figure 1: Flow unit of the capillary tube.
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The boundary conditions are as follows:

C −λ, tð Þ = 1, ð8Þ

C λ, tð Þ = 0, ð9Þ
C 0, tð Þ = 0:5, ð10Þ

where ±λ is the miscible half-width, cm.
Also, it is assumed that there is no CO2 inflow or outflow

at the boundary of the miscible zone.

∂C
∂ξ

����
ξ=±λ

= 0: ð11Þ

The viscosity of the miscible zone μm is also given in
Figure 2 and is considered to be linear, so the viscosity of
the miscible zone is as follows:

∇μm = μ2 − μ1
2λ : ð12Þ

Assuming β = Kμðμ2 − μ1/2Þ, then Kμ∇μm = β/λ. Equa-
tion (7) becomes the following:

∂C
∂τ

= ∂
∂ξ

DE 1 + β

λ

� �
∂C
∂ξ

� �
: ð13Þ

After solving Equation (13), the differential form solution
can be obtained as follows:

dλ
dτ

= 4DE
1
λ

1 + β

λ

� �
: ð14Þ

Thus, the corresponding “integral form solution” is given
as follows:

λ2

2 − βλ + β2 ln λ + β

β

� �
= 4DEτ: ð15Þ

If the full length of the mixed-phase zone isΛ = 2λ, Equa-
tion (15) can be transformed as follows:

Λ2

4 − βΛ + 2β2 ln Λ + 2β
2β

� �
= 8DEτ: ð16Þ

Equations (15) and (16) can be used to calculate the half-
width λ or width Λ of the miscible region at any given time t,
and λ = λðtÞ and Λ =ΛðtÞ can be obtained by the iterative
method that can be used to solve.

3. Unequal Diameter Capillary Beam Model for
CO2-Alternating-Gas Flooding

3.1. Physical Model. It is assumed that the capillary beam
model consists of n capillaries with different capillary radii.

Since in real oil reservoir, for any one flowing path, there
are pores and throats; therefore, to reflect this pattern, for
each capillary, the radius is not equal everywhere along the
axis, and there is a throat. For the ith capillary, the pore
throat structure is as follows in Figure 3.

The capillary length is L, the throat position is Lc from the
injection end of the capillary section, throat length is Lt , the
capillary radius is Rp, and the radius at the throat is as fol-
lows:

R xð Þ = Rp + Rt

2

� �
+

Rp − Rt

2

� �
cos 2πx

Lt

� �
, ð17Þ

where Rt is the throat radius, μm; RðxÞ is the radius of the
junction of the pore and the throat, μm; x is between 0 ~ Lt ,
cm; the total volume of the throat is as follows:

V = π
ðLt
0
R2 xð Þdx: ð18Þ

According to the definition of alternate driving of water
and gas, the injection process can be divided into two stages,
namely, CO2 injection and water injection. Because the
throat is arbitrarily distributed for the same capillary, the
throat position is various for different capillaries, and the
fluid distribution in the capillary is complicated because of
the difference in CO2 injection time.

In the process of CO2 injection, six distribution patterns
exist in the crude oil, mixed-phase zone, and CO2 in the cap-
illary tube, and in the process of water flooding process, there
are three fluid distribution patterns. Schematics and descrip-
tions for those fluid distribution patterns are shown in Table 1.

3.2. CO2 Flooding Seepage Mode and Mathematical
Description. To facilitate the solution and analysis of the
mathematical model, CO2/water is injected by constant pres-
sure. The injection pressure of each capillary is equal, and the
pressure difference between the injection end and the pro-
duction end is ΔP. Introducing the seepage resistance coeffi-
cient to describe the magnitude of the seepage resistance and
using the equivalent resistance model to solve the capillary
beam injection flow rate are as follows [34]:

3.2.1. Fluid Distribution Pattern I. For the ith capillary, at the
beginning of time j (j = 1, 2, 3,⋯,Ntg), when xj−1gi + xj−1λi < Lc,
the seepage resistance in the CO2 zone is as follows:

Wj
gi =

8μgx
j−1
gi

πR4
pi

, ð19Þ

where xj−1gi = 0 is the length of CO2 region at the j − 1
moment for the ith capillary, cm; for the beginning, x0gi = 0.
μg is the CO2 viscosity, mPa·s; Rpi is the capillary radius, μm.
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The seepage resistance of the miscible zone is as follows:

Wj
gi =

8�μogx
j−1
λi

πR4
pi

, ð20Þ

where xj−1λi is the miscible length at the moment of j − 1, cm;
for the beginning, x0gi = 0; �μog is the miscible fluid viscosity,
mPa·s.

The seepage resistance in the crude oil zone is as follows:

Wj
o,i =

8μ0 L − xj−1gi − xj−1λi − Lti
	 


πR4
pi

+ μ0

ðLti
0

dx
G xð Þ , ð21Þ

where G is the conductivity of a fluid per unit length, μm4.

G xð Þ = π

128

ffiffiffiffiffi
At

π

r
+ R xð Þ

 !4

= π

8 R
4 xð Þ: ð22Þ

In the case of a constant pressure difference, the injection
flow rate is as follows:

qjgi =
ΔP + Pc,o−g

Wj
eg

, ð23Þ

whereWj
eq,i =Wj

g,i +Wj
λ,I +Wj

o,i, because there is no interfa-
cial tension between CO2 and crude oil, Pc,o−g = 0.

During the Δt time, it is assumed that the fluid seepage
velocity in the capillary remains constant.

Wj
i =

qji
πR2

pi

: ð24Þ

The convection-diffusion coefficient between CO2 and
crude oil is as follows:

Dj
Ei =Dm + KwW

j
gi: ð25Þ

According to the derivation in Section 2.2, the relation-
ship for the length of miscible band at time j is obtained,
and the relevant parameters are substituted. Using the New-
ton iteration method, the length of miscible band at the end
of time j can be obtained. Since in Equation (1), C is defined
as the unit concentration of CO2 in the mixture phase; it also
can be seen as the volume ratio of CO2 in the unit bulk vol-
ume approximately, as shown in Figure 2. Therefore, assum-
ing the volume of dissolved CO2 in the miscible zone
occupies 1/2 of its total volume, the amount of CO2 dissolved
in the mixed phase is as follows:

V j
misi =

1
2

� �
πR2

pix
j
λi: ð26Þ

The length of the CO2 zone formed at the beginning of
the time j + 1 is as follows:

xjgi =
V j

gi

πR2
pi

= xj−1gi +
qjg,iΔt −V j

misi

πR2
pi

: ð27Þ

R

1.0

1 2 3

x

C
C(x,t)

–𝜆 𝜆𝜉 = 0
𝜇1 𝜇2

Figure 2: Schematic of CO2 flooding (1: CO2 region, 2: miscible region, and 3: oil region).

L

2Rp 2R (x)
2Rt

LtLc

Figure 3: Structural schematic of pore and throat in the capillary tube.
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The total amount of CO2 injected into the bundle of tubes
is as follows:

Qj
g = 〠

n

i=1
qjg,i: ð28Þ

If the calculated sum of the CO2 zone x
j
gi and the miscible

zone xjλi is less than Lci, iterative calculation of j + 1 time can
be performed according to the above steps.

3.2.2. Fluid Distribution Pattern II. At the beginning of jn
moment, when the sum of the obtained CO2 zone and the
miscible zone length is greater than Lci, but the volume of
the miscible belt is smaller than the volume of the throat, that

is xjn−1gi + xjn−1λi ≥ Lci, x
jn−1
gi ≤ Lci, 2V

jn−1
misi <Vti. At the end of the

jn − 1moment, the length of the miscible belt in the throat Lkλi
ðk = 1, k = k + 1Þ is as follows:

xjn−1gi + xjn−1λi − Lci
	 


R2
pi =
ðLkλi
0
R2 xð Þdx: ð29Þ

The Lobatto numerical integral formula can be used to

solve Lkλi; x
jn−1
λi is the equivalent length of the miscible band,

cm; the actual width of the miscible band is xjn−1λi = Lci −
xjn−1gi + Lkλi. Meanwhile, the actual length of the crude oil zone

is xjn−1oi = L − Lci − Lkλi.
The seepage resistance of the miscible zone includes two

parts, one is the seepage resistance in the capillary at the left
end of the throat and the other is the percolation resistance in
the throat. The expression is as follows:

Wjn−1
λ,i =

8�μog Lci − xjn−1gi

	 

πR4

pi

+ �μog

ðLkλ,i
0

dx
G xð Þ : ð30Þ

The percolation resistance of crude oil and CO2 in the
capillary is as follows:

Wjn
o,i = μ0

ðLti
Lkλ,i

dx
G xð Þ + 8μ0 L − Lci − Ltið Þ

πR4
pi

, ð31Þ

Table 1: Schematics for fluid distribution pattern during CO2 and water flooding.

Process Number Fluid distribution pattern Description

CO2
flooding

I 2R(x) 2R
t2R

p

L
c

L
t

The front edge of the mixed-phase zone does not enter into
the throat; the fluid in the throat is crude oil.

II 2R(x) 2R
t

2R
p

L
c

L
t

The front of the CO2 flooding is not entering the throat, but
the right end of the miscible belt has entered the throat and

occupied a part of the throat.

III
2R(x)

2R
t

2R
p

L
c

L
t

The front of the CO2 flooding is not entering the throat, but
the right end of the miscible belt has entered the throat and

occupied a part of the throat.

IV
2R(x)

2R
t

2R
p

L
c

L
t

The leading edge of the CO2 displacement has not entered the
throat, the volume of the mixed phase is larger than the

volume of the throat, and the right end has passed through the
throat.

V
2R(x)

2R
t

2R
p

L
c

L
t

The leading edge of the CO2 displacement enters into the
throat, and the right end of the miscible zone passes through

the throat.

VI
2R(x)

2R
t

2R
p

L
c

L
t

The leading edge of CO2 displacement passes through the
throat and the throat is filled with CO2.

Water
flooding

VII
2R(x) 2R

t

2R
p

𝜃w-g

L
c

L
t

Water leading edge does not enter the throat.

VIII
2R(x)

2R
t

2R
p

𝜃w-g

L
c

L
t

Water leading edge enters the throat.

IX 𝜃w-g

2R
t

2R
p

L
c

L
t

2R(x)

Water leading edge passes through the throat.
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Wjn
g,i =

8μox
jn−1
gi

πR4
pi

: ð32Þ

At the end of jn moment, the injection amount of the ith
capillary and the total injection amount of the capillary beam
CO2 can be calculated by Equations (23) and (28). At this time,
the leading edge of CO2 displacement is still outside the throat.

Using Equations (27) and (26), the length of the CO2 zone, x
jn
gi,

and the length of the equivalent miscible zone CO2, x
jn
λi, at the

end of jn can be obtained (regardless of the length of the throat).

3.2.3. Fluid Distribution Pattern III. At the beginning of jn
moment, when the sum of the lengths of the CO2 region
and the miscible region is greater than Lci, that is, xgi

jn−1 +
xλi

jn−1 ≥ Lci, 2Vmist
jn−1 >Vn, it indicates that at the beginning

of jn, the right end of the miscible band has begun to pass
through the throat. The length of each zone and the seepage
resistance are shown in Equations (30)–(32). The same itera-
tive calculation procedure as in mode (2) is used to obtain the
capillary tube injection flow rate.

The length of themiscible zone formed at the right end of the
throat is xmrλi (m = 1,m =m + 1), and the expression is as follows:

xmrλi = xjdgi + xjdλi − Lci
	 


−

Ð Lti
0 R2 xð Þdx

h i
R2 : ð33Þ

The actual miscible band width is xjdλi = Lci − xjdgi + Lti + xmrλi.

xjdλi is the length of the equivalent miscible region at the end of jd
moment. The expression of seepage resistance in the miscible
zone is as follows:

Wjd+1
λ,i =

8�μog Lci − xjdgi + xmrλi
	 


πR4
pi

+ �μog

ðLt
0

dx
G xð Þ : ð34Þ

The seepage resistance of the CO2 zone and the crude oil
zone in the capillary is as follows:

Wjd+1
gi =

8μgx
jd
gi

πR4
pi

, ð35Þ

Wjd+1
o,i = 8μo L − Lc − Lt − xmrλið Þ

πR4
pi

: ð36Þ

At this time, CO2 flooding interface is still outside the throat.
Using Equations (27) and (26), the length of the CO2 zone at the

end of jd + 1 is xjd+1gi , and the length of the equivalent miscible

zone is xjd+1λ,i . At this time, it is necessary to judge the relative size

of xjd+1gi and Lci. If x
jd+1
gi ≤ Lci, the iterative calculation can be con-

tinued according to the steps in the distribution pattern II.

3.2.4. Fluid Distribution Pattern IV. Let CO2 entering length
is Lagi (a = 1, a = a + 1), and the expression is as follows:

xjmgi − Lci
	 


R2
pi =
ðLagi
0
R2 xð Þdx, ð37Þ

where xjmgi is the equivalent length of the CO2 zone, cm; actual

length is xjmgi = Lci + Lagi.
It is assumed that after the CO2 flooding leading edge

enters the throat, CO2 is no longer dissolved in the crude
oil, and the equivalent length of the CO2 zone remains con-
stant. At the end of jm, the seepage resistance in the CO2 zone
is as follows:

Wjm+1
gi =

8μgLci
πR4

pi

+ μg

ðLagi
0

dx
G xð Þ : ð38Þ

Since the volume of the miscible zone is smaller than the
throat volume, the actual length of the miscible zone in the

throat at the end of jm is xjmλi = LkλI − Lagi (k has been accumu-

lated), where Lkλi can be defined by the following:

R2
pix

jm
λi =

ðLkλI
Lagi

R2 xð Þdx, ð39Þ

where xjmλi is the end of jm, the equivalent length of the misci-
ble band, cm.

Since CO2 does not dissolve into the crude oil when the
CO2 flooding leading edge is in the throat, the equivalent
length of the miscible zone remains constant until the CO2
flooding leading edge passes through the throat. The seepage
resistance of the miscible zone is as follows:

Wjm+1
λ,i = �μog

ðLkλi
Lagi

dx
G xð Þ : ð40Þ

The actual length of oil zone is xjmoi = L − Lci − Lti + ðLti −
LkλiÞ. The seepage resistance in the crude oil zone is as follows:

Wjm+1
o,i = 8μo L − Lci − Ltið Þ

πR4
pi

+ μo

ðLti
Lkλi

dx
G xð Þ : ð41Þ

At the end of jm, the length of the formed CO2 zone is as
follows:

xjm+1gi = xjmgi +
qjm+1g,i Δt

πR2
pi

: ð42Þ

The amount of CO2 injected in the ith capillary and the
total injection amount of the capillary bundle can be calcu-
lated by Equations (23) and (28).
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3.2.5. Fluid Distribution Pattern V. At this time, the length of
the miscible band formed in the capillary at the right end of
the throat is xbrλi (b = 1, b = b + 1).

xbrλi = xjmλi −

Ð Lti
Lagi
R2 xð Þdx

h i
R2
pi

: ð43Þ

The actual width of the miscible band is xjmλi = Lti − Lagi
+ xbrλi. At the beginning of jm + 1, the seepage resistance of
the miscible zone is as follows:

Wjm+1
λ,i =

8�μogxbrλi
πR4

pi

+ �μog

ðLti
Lagi

dx
G xð Þ : ð44Þ

The actual length of oil zone is xjmoi = L − Lci − Lti − xbrλi,
and the seepage resistance in the crude oil zone is as follows:

Wjm+1
o,i = 8μo L − Lci − Lti − xbrλi

� �
πR4

pi

: ð45Þ

The seepage resistance in the CO2 zone is shown in Equa-
tion (38). The CO2 injection amount in the ith capillary and
the total injection amount in the capillary bundle can be
obtained by Equations (23) and (28). The equivalent length
of the miscible zone is constant, and the length of the formed
CO2 zone can be obtained by Equation (42).

3.2.6. Fluid Distribution Pattern VI. In the capillary, at the
right end of the throat, the length of CO2 region formed by
xcrgi (c = 1, c = c + 1) is as follows:

qjcg,iΔt −
Ð Lti
Lagi
πR2 xð Þdx

πR2
pi

= xcrgi: ð46Þ

At this moment, the CO2 displacement front is outside
the throat and CO2 will continue to diffuse into the crude
oil. At the beginning of jc + 1, the actual length of the CO2

zone is xjcgi = Lci + Lti + xcrgi. The equivalent length of the mis-

cible band is xjcλi, cm. Thereafter, the equivalent length of the
miscible zone is equal to the actual length, and the actual

length of the crude oil zone is xjcoi = L − xjcgi − xjcλi.
At the beginning of jc + 1, the seepage resistance in the

CO2 zone is as follows:

Wjc+1
g,i =

8μg Lci + xcrgi
	 

πR4

pi

+ μg

ðLti
0

dx
G xð Þ : ð47Þ

The seepage resistances of the miscible zone and the
crude oil zone are as follows:

Wjc+1
λ,i =

8�μogx
jc
λi

πR4
pi

, ð48Þ

Wjc+1
o,i =

8μo L − xjcgi − xjcλi
	 


πR4
pi

: ð49Þ

Knowing the magnitude of seepage resistance in each zone,
the amount of CO2 injection in the ith capillary and capillary
bundle can be calculated by using Equations (23) and (28).
According to Equations (47)–(49), combined with the formula
of the mixed-phase band in Section 2, the length of CO2 zone
and the miscible zone can be obtained. Here, it should be noted
that since the length of the miscible slug is constant when the
leading edge of the CO2 displacement is assumed to be in the
throat, the calculation of the miscible zone is performed after
deducting the period of the CO2 displacement leading edge
through the throat. In this way, according to the distribution
pattern VI, the next iterative calculation is performed.

3.3. Water Flooding Seepage Mode and Mathematical
Description. Suppose that the CO2 injection time is Tg, the time
step has Ntg ðNtg = Tg/ΔtÞ. At the beginning of Ntg + 1, the
water is injected with a constant pressure difference, ΔP.
Assuming that CO2 is not dissolved in water, there is a gas-
water interface. There is a capillary force, the CO2-water interfa-
cial tension is σwg, and the contact angle is θw−g. At the begin-
ning of water injection, when the leading edge of CO2 flooding
is at the left end of the throat, during the subsequent water injec-
tion process, there may be six distribution patterns in the CO2
flooding process, but on the other hand, due to water injection,
the following three fluid distribution patterns appear.

3.3.1. Fluid Distribution Pattern VII. At this time, the seepage
resistance of the water zone is as follows:

Wj
w,i =

8μwx
j−1
wi

πR4
pi

, ð50Þ

where xj−1wi is the length of the water zone in the capillary at
the beginning of Ntg + j, cm, x0wi = 0.

The pressure difference between the ends of the capillary
bundle is ΔP + Pci, which is kept constant, and the flow rate
of injected water is as follows:

qjw,i =
ΔP + Pci

W
Ntg+j
eq,i

,

Pci =
2σw−g cos θw−g

Rpi
,

ð51Þ

where W
Ntg+j
eq,i =Wj

wi +W
Ntg+j
g,i +W

Ntg+j
λ,i +W

Ntg+j
o,i , W

Ntg+j
g,i ,

W
Nig+j
λ,i ,WNtg+j

o,i is the magnitude of seepage resistance in the
CO2 zone, the miscible zone, and the crude oil zone at the
beginning of Ntg + j.

The total amount of water injected is as follows:

Q
Ntg+j
w = 〠

n

i=1
q
Ntg+j
w,i : ð52Þ
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During this process, the water seepage velocity is the
same as CO2.

Wj
wi =

qjw,i
πR2

pi

=W
Ntg+j
gi : ð53Þ

According to the principle of material balance, due to the
constant total injection volume, CO2 will continue to diffuse

into the crude oil during the water injection process, the
length of the CO2 zone and the crude oil zone will decrease,
the width of the miscible zone will increase, and the calcula-
tion formula of the miscible zone will be for the distribution
mode. For the first, second, third, and sixth fluid distribution
pattern, the formula for calculating the length of the CO2
zone should be corrected to the following:

Yes

No

Calculate water seepage velocity, miscible zone width wi
Ntg+j, x𝜆i

Ntg+j

Output capillary bundle water injection rate Qw

No

End

Yes

Begin

Input 𝜇o, 𝜇g, L, Tg, Tw, Δt, ΔP,Dm,
Kw,K𝜇,σw-g,𝜃w-g,Ri(i = 1,2,···,n)

j = 1

Calculate qjig, obtain gas injection flow rate of capillary bundle

Calculate CO2 seepage velocity, miscible zone width wj
i , x

j
𝜆i

Calculate length of CO2 zone xji

j = j+1

j Δt < Tg

Output capillary bundle gas injection rate Qg

j = 1

Calculate qjiw, obtain water injection flow rate of capillary bundle

Calculate the length of CO2 and water zone xig
Ntg+j, xiw

Ntg+j

j = j+1

jΔt < Tg+Tw

Calculate model injectivity

Figure 4: Flow diagram of solution.
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x
Ntg+j
gi = x

Ntg+j−1
gi −

ΔV j
misi

πR2
pi

, ð54Þ

where ΔV j
mist is the amount of increase in the amount of CO2

dissolved in the miscible zone, cm3; x
Ntg+j
gi and x

Ntg+j−1
gi are the

equivalent lengths of the CO2 zone at the time of Ntg + j and
Ntg + j − 1, cm.

ΔV j
misi =V

Ntg+j
misi − V

Ntg+j−1
misi = 1

2πR
2
pi x

Ntg+j
λi − x

Ntg+j−1
λi

	 

,

ð55Þ

where x
Ntg+j
λi and x

Ntg+j−1
λi are the equivalent lengths of the

miscible band at the time of Ntg + j and Ntg + j − 1. Since
the diffusion of CO2 in water is not considered, the length
of water zone in the capillary is as follows:

xjwi = xj−1wi + qjwiΔt

πR2
pi

: ð56Þ

3.3.2. Fluid Distribution Pattern VIII. Assuming at the begin-
ning of Ntg + jw + 1 moment (which is also at the end of
Ntg + jw moment), the length of water zone is calculated as

xjwwi > Lci. It means that at the end of Ntg + jw, the injected
water has entered the throat. The length needs to be cor-

rected, and the actual water zone length is xjw−1wi .

xjww,i = Lci + Ldwi, ð57Þ

R2
pi xjwwi − Lci
	 


=
ðLdwi
0
R2 xð Þdx, ð58Þ

where xjwwi is the equivalent length of the initial water zone at
the time of Ntg + jw + 1, cm. Ldwi (d = 1, d = d + 1) is the
extended length of the injected water in the throat.

In the throat, the radius of the water-CO2 interface
changes, so it will affect the capillary force. The capillary
radius and capillary force at Ldwi are as follows:

Ri Ldwi
	 


= RP + Rt

2

� �
+

Rp − Rt

2

� �
cos 2πLdwi

Lt

 !
, ð59Þ

Pd
ci = 2σw−g cos

θ + γ

Ri xð Þ , ð60Þ

γ = tan−1 dR xð Þ
dx

� �
, ð61Þ

tan γ = dR xð Þ
dx

= Ri L
d
wi

� �
− Ri L

d−1
wi

� �
Ldwi − Ld−1wi

, ð62Þ

where RiðL0wiÞ = Rpi, L0wi = 0; γ is the correction value of the
contact angle.

At the beginning of Ntg + jw + 1, the actual CO2 equiva-

lent length is x
Ntg+jw
gi , where the extension length at the right

end of the throat is xergi (e = 1, e = e + 1).

xergi = x
Ntg+jw
gi −

Ð Lti
Ldwi
R xð Þ2dx
R2
pi

: ð63Þ

The seepage resistances in the water area and CO2 area
are given in Equations (64) and (65).

W
Ntg+jw+1
w,i = 8μwLci

πR4
pi

+ μw

ðLdwi
0

dx
G xð Þ , ð64Þ

W
Ntg+jw+1
g,i =

8μgxergi
πR4

pi

+ μg

ðLti
Ldwi

dx
G xð Þ : ð65Þ

At this time, the length of the crude oil zone

isL − Lci − Lti − xergi − x
Ntg+jw
λi , and the resistance of the crude

oil zone can be obtained by substituting Equation (49), and
the seepage resistance of the mixed phase can be obtained by
using Equation (48). By substituting the formula for seepage
resistance in each zone into Equations (51) and (52), the water
injection amount of the ith capillary and capillary bundle can be
obtained. According to Equations (51)-(55), the length of the
water zone and the CO2 zone can be obtained, and the method
of obtaining the miscible zone is the same as in previous cases.

3.3.3. Fluid Distribution Pattern IX. At the beginning of Ntg

+ jg + 1, if the calculated Ldwi is greater than Lti, the water-
CO2 interface has passed through the throat, and the length
formed at the right end of throat is xewri (e = 1, e = e + 1),
xewri = x

jg
wi − Lci − ½Ð Lti0 R2

i ðxÞdx�/R2:
pi.

At the end of Ntg + jg, the actual length of the water area

is x
jg
wi = Lci + Lti + xewri. x

jg
wi is the equivalent length of water

zone, the length of CO2 zone is x
Nig+jg
gi , the length of miscible

zone is x
Nig+jg
λi , and the length of the crude oil zone is L − Lci

− Lti − x
Ntg+jg
λi − x

Ntg+jg
gi − xewri. Water-CO2 interfacial tension

remains constant.
At the beginning of Ntg + jg + 1, the seepage resistance

for each zone is as follows:

W
Ntg+jg+1
w,i = 8μw Lci + xewrið Þ

πR4
I

+ μw

ðLti
0

dx
G xð Þ , ð66Þ

W
Ntg+jg+1
g,i =

8μgx
Ntg+jg
gi

πR4
i

, ð67Þ

W
Nig+jg+1
λ,i =

8�μogx
Ntg+jg
λi

πR4
i

, ð68Þ

W
Ntg+jg+1
o,i =

8μo L − x
jg
wi − x

Ntg+jg
gi − x

Ntg+jg
λi

	 

πR4

i

: ð69Þ
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Substituting Equations (66)-(69) into Equations (51)-(55),
the length of the water zone and the CO2 zone can be
obtained, and the parameters such as β and DE are substituted
into Equation (40) to obtain the width of the miscible zone.

4. Sensitivity Analysis

4.1. Model Solving Process and Basic Parameter Settings.
According to the above descriptions, the solution process
can be divided into two steps, CO2 injection and water
injection, and the flow chart of solution is shown in
Figure 4.

During water-alternating-gas flooding process, the injec-
tion capacity is defined as the ratio of injected CO2/water rate
to the pressure difference across the capillary bundle:

I =
Qw,g
ΔPw,g

, ð70Þ

where I is the injection capacity, cm3/(MPa·s); Qw,g is the
CO2/water injection flow rate, cm3/s; ΔPw,g is the pressure
difference across the capillary beam, MPa.

For the convenience of analysis, it is stipulated that during
the injection of CO2 andwater injection, the pressure difference
across the capillary bundle is equal. To quantitatively charac-
terize the ability of the capillary tube to flow, the equivalent per-
meability is introduced, and the expression is as follows:

k = L

8∑n
i=1R

2
pi 1/R4

pi

	 

+
Ð Lti
0 1/R4

i xð Þ� �
dx

	 
	 
 : ð71Þ

According to the variables used in the model derivation
process, the pore throat size of the reservoir in low-
permeability reservoirs and the characteristics of fluid proper-
ties of water-alternating-CO2 injection are investigated [35],
and the basic parameters of the model are set, as shown in
Table 2.

4.2. Injection Capacity Analysis. To better reflect the change
law of injectivity of CO2, mixed-phase slug, and injection
capacity, the throat is set closer to the injection end. Then,
the influences of viscosity, pore throat ratio, CO2 slug size,

and equivalent permeability on the variance of CO2-alternat-
ing-water capacity have been studied.

4.2.1. Crude Oil Viscosity. Assuming the crude oil viscosities
are 5mPa·s, 6mPa·s, and 7mPa·s, and simultaneously keep
all other parameters constant, the changing law of injectivity
with time is plotted in Figure 5.

As it can be seen from Figure 5, the crude oil viscosity
increases, and the viscous resistance that the fluid flow needs
to overcome increases, thus causing the injectivity to decrease
as the crude oil viscosity increases. After the capillary beam is
transferred to water, the high-viscosity crude oil is driven out.
Then, the total seepage resistance of the fluid in the capillary
bundle is reduced, causing the increase of injectivity. How-
ever, when the water-flooding front enters the throat, the
low-viscosity CO2 is replaced. Then, the seepage resistance
is increased, causing a decrease of injectivity. As the fluid per-
colation velocity decreases with the increase of the crude oil
viscosity, the time that the front of the water flooding enters
the throat continuously is delayed with the increase of the
crude oil viscosity. When the water-gas interface, that is,
the front edge of the water drive passes through the throat,
the throat is occupied by water, the displacement will tend
to be stable, and the water injection capacity will continue
to increase.

4.2.2. Pore Throat Ratio. Since the capillary radius has been
set to characterize the pore size, the pore throat ratio is
defined as the ratio of the capillary radius to the radius at
the narrowest point of the throat. Set them to 2.5, 3, and
3.5, respectively, and the injection capacity changes with time
are shown in Figure 6.

When the capillary radius is constant (the pore radius is
constant), the throat radius decreases with the increase of
the pore throat ratio. Because the throat size has a great influ-
ence on the seepage resistance, the CO2 water-gas alternate
injection capacity decreases with the increase of throat ratio.
The throat is closer to the injection end, and after the water is
injected, the injectivity is increased because the crude oil in
the capillary bundle is replaced by the injected water. Similar
to Figure 5, the front edge of the water drive enters the throat,
and the injectivity is rapidly reduced; after the front edge
passes through the throat, the injection capacity well increase
slowly. Because the seepage resistance generated by the fluid

Table 2: Parameters for CO2 water-alternating-gas model.

Parameters Value Parameters Value

Capillary radius (μm) 5~15 Capillary length (cm) 30

Water/CO2 interfacial tension (mN/m) 20 Water/CO2 contact angle (degree) 60

Crude oil viscosity (mPa·s) 5 CO2 viscosity (mPa·s) 0.05

Water viscosity (mPa·s) 2 Kw (cm) 0.001

Kμ(cm/(Pa∙s)) 0.001 CO2 injection time (s) 5

Dm (cm2/s) 1 × 10−5 Time interval (s) 0.1

Injection time (s) 5 Pore throat ratio 3

Pressure difference at both ends of the capillary bundle (MPa) 1 Distance between throat and inlet end (cm) 2~3
Throat length (cm) 1 Number of capillaries 11
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in the throat is large, after the water flooding front passes
through throat, the rising rate of water injectivity will
decrease with the increase of pore throat ratio.

4.2.3. CO2 Slug Size. Because CO2 is injected with constant
pressure, the size of CO2 slug cannot be changed by changing
the CO2 injection rate. However, CO2 slugs with different
sizes can be equivalently injected by setting different injection
times. According to this treatment method, CO2 injection
time is set to be 4 s, 5 s, and 6 s, and then, different CO2 slug
size is obtained. After CO2 injection, the changes of injectiv-
ity with time are shown in Figure 7.

The larger the CO2 injection time is, the longer the CO2
slug is formed, and the smaller the total seepage resistance
of the fluid in the capillary bundle is, so the injection capacity
increases with the injection time. The throat is closer to the
injection end, and the injection capacity increases linearly
before the front of the water drive enters the throat. When
the front edge of the water drive enters the throat, the injec-
tivity decreases sharply. When the water drive front passes
through the throat, the injectivity will increase slowly.

4.2.4. Equivalent Permeability. Since the pore throat ratio
between the capillary and the throat is constant, the capillary
radius distribution range in the capillary bundle is changed,
and the equivalent permeability under different capillary
bundles can be obtained by Equation (71), which is 10:6 ×
10−3 μm2, 18:5 × 10−3 μm2, and 28:5 × 10−3 μm2. The injec-
tivity is calculated at different permeability, and the resulting
injection capacity changes with time are shown in Figure 8.

As can be seen from Figure 8, the smaller the equivalent
permeability (the smaller the range of the capillary bundle
radius) is given, the smaller the injectivity will be. The reason
is that for crude oil with the same viscosity, the smaller the
equivalent permeability, the greater the resistance to be over-
come by the fluid flow. Under the same injection pressure
difference, the smaller the injection flow rate, the lower the
injection capacity. This change law indicates that for low-
permeability reservoirs, the injection capacity is lower due
to the smaller pore throat, and the required injection pressure
difference is greater at the same injection amount compared
with the high-permeability reservoir. Under the same injec-
tion amount, the required water injection pressure difference
is larger. If the fluid is injected with constant pressure, it is
hard to inject water, which has an impact on the oil recovery
for low-permeability reservoirs. Comparing Figure 5 to
Figure 8, it can be found that the change of equivalent perme-
ability has the greatest influence on the injection capacity,
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which also indicates that in a practical pilot test for CO2-
alternating-water injection, the influence of permeability on
injectivity should be fully considered.

5. Conclusions

(1) Considering the seepage, mass transfer, and CO2 dif-
fusion during CO2 flooding, a mathematical model of
convection-diffusion is established and solved. The
relationship between the width of the mixed-phase
zone and the injection time is obtained

(2) According to the difference of distribution forms for
the unswept oil region, mixed-phase zone, CO2
region, and water region in a capillary tube, six possi-
ble patterns are defined during CO2 displacement,
and three distribution patterns are described during
water flooding. Through the introduction of the
equivalent resistance model, the injectivity for each
possible distribution pattern is evaluated during
water-alternating-gas displacement

(3) Through parameter analysis, the injectivity decreases
with the increase of crude oil viscosity and pore
throat ratio. Oppositely, the injectivity increases with
the equivalent permeability and CO2 slug size. The
equivalent permeability has the greatest influence
on injection capacity compared with other factors;
therefore, in practice, the influence of permeability
on injectivity should be carefully considered
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The effective utilization of reserves in tight sandstone reservoirs is one of the major concerns in terms of the development of tight
sandstone gas reservoirs. However, the characteristics of reserve utilization are not fully understood, and many uncertainties still
exist in the process. For this purpose, long cores on the Su 6 block of Sulige tight sandstone gas field in China were selected, and
a multipoint embedded measurement system was established to study the characteristics of effective reserve utilization. Then,
the effects of the related reservoir properties and production parameters were investigated. Based on the similarity theory, the
effective conversion relationship between the physical experiment and the actual field production was established. The results
showed that the pressure distribution in the exploitation of tight gas reservoir is nonlinear, and water cut in the reservoir will
hinder the effective utilization of reserves. The lower the reservoir permeability, the larger the negative effect of water on
reservoir utilization. Lower gas production rate and higher original pressure are associated with a smoother drawdown curve,
which results in larger reserve utilization. The moving boundary expands with time, and its initial propagation velocity increase
and then decrease. Additionally, the water cut in the reservoir can delay the spread of moving boundary propagation. The
experimental results are consistent with the actual results of the field production by the similarity criterion, which can reflect
and predict the production performance in tight gas reservoirs effectively. These results can provide a better understanding of
reservoir pressure distribution and effective utilization of reserves to optimize the gas recovery and development benefit in tight
sandstone gas reservoirs.

1. Introduction

Tight sandstone gas reservoirs are widely distributed
throughout the world with huge resource potential, which
is playing an increasingly important role among energy
sources [1, 2]. Up till 2019, the discovered tight sandstone
gas field is more than 70 and the total amount of estimated
recoverable is more than 45 × 1013 m3 [3]. According to the
statistics, the recoverable reserves of tight sandstone gas in

China are about 13:4 × 108 m3, which accounts for more than
50% of the total natural gas reserves in the country. There-
fore, the efficient development of tight sandstone gas is of
great significance to the implementation of China’s natural
gas strategy [4]. At present, most of the tight sandstone gas
reservoirs belong to lithologic gas reservoirs which are
formed under the microstructure background, and they are
characterized by small-scale, low reserve abundance, large
amplitude change in production, and more development
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difficulties [5, 6]. Due to the geological characteristics with low
porosity, low permeability, and high water saturation, as well
as the development characteristics of threshold pressure gradi-
ent, Klinkenberg effect, and stress sensitivity, the propagation
law of the pressure disturbance in tight sandstone reservoirs
significantly differs from conventional gas reservoirs [7, 8].
Moreover, the seepage laws in tight sandstone reservoirs also
differ from Darcy’s law. The characteristics of pressure propa-
gation and pressure distribution in tight sandstone reservoirs
are the direct reflection on the effective utilization range and
utilization degree of the reservoir, which is also the theoretical
basis for cognizing geofluid flow characteristics, gas produc-
tion calculation, and well testing in gas reservoirs [9]. There-
fore, there is great significance to understand the effective
utilization of reserves for gas productivity and optimize the
effective development in tight gas reservoirs.

In the last few decades, there has been a surge of interest
in the characteristics of fluid flow and reservoir pressure dis-
tribution in the low permeability reservoirs [10]. Based on
comprehensive consideration of threshold pressure gradient,
nonlinear flow, and dynamic boundary effects, some scholars
have established a large number of the percolation models of
low-permeability reservoirs. Pascal analyzed the transient
flow in a one-dimensional model with the threshold pressure
gradient and derived the approximate analytical solution
[11]. Feng and Ge [12] established the mathematical model
of unsteady non-Darcy flow in the dual-medium reservoir
and analyzed the change of bottom hole pressure in the dif-
ferent exploitation process. Wattenbarger et al. [13] analyzed
the production decline curve analysis of linear flow into frac-
tured tight gas wells. Considering the threshold pressure gra-
dient and moving boundary factors, Deng and Liu [14]
proposed a mathematical model of nonlinear steady flow
and unsteady percolation in low permeability reservoirs and
derived the reservoir pressure distribution of two percolation
models. Hsieh et al. [15] used both analytical and numerical
methods to estimate the pressure disturbance area from a
producing well in an infinite reservoir. Feng et al. [16] estab-
lished a mathematical model of nonlinear percolation in low-
permeability gas reservoirs which considered the threshold
pressure gradient. Wang et al. [17] derived a new analytical
expression of pressure distribution and moving boundary
propagation by approximate solving the mathematical model
of nonlinear radial unstable fluid flow, which involved
threshold pressure gradient and moving boundary using
the integration method. Ji and He [18] established a
non-Darcy radial percolation model for ultralow perme-
ability reservoirs under constant flow and constant flow
conditions, which considers the threshold pressure gradi-
ent. Nobakht and Clarkson [19, 20] studied the linear flow
of fractured wells in tight gas reservoirs under constant-
flowing-pressure boundary conditions and obtained the cor-
responding expressions of detection boundary propagation.
Based on the trilinear flow model, Huang et al. [21] estab-
lished a new analytical model of a multifractured horizon-
tal well to recognize formation properties and forecast the
dynamics of pressure and the production in tight gas res-
ervoirs. Besides, there are some studies conducted in the
physical experiments, and Hu et al. [22] conducted gas perco-

lation experiments to understand the changes in reservoir
pressures during tight gas reservoir exploitation under the
conditions of homogeneous cores. Based on the similarity the-
ory of heterogeneous reservoir, Yu et al. [23] used low-
permeability physical simulation by artificial core plate model
to study on the seepage flow patterns in heterogeneous low
permeability reservoir. However, although there have been a
lot of numerical simulations studies, most of these studies have
generally been restricted to the idealized conditional, which
cannot truly represent the pressure disturbance propagation
and the reserve utilization in the actual formation. Concerning
physical simulation studies, the length of core commonly used
is generally only 5-8 cm; thus, accordingly, the effect of end
surface is obvious [24]. The existing long core experiments
usually arrange the growing cores or multicores in series
through the permeability harmonic average method, and there
is a great error compared with actual formation [25, 26].

In this study, the multipoint embedded measurement
system was established, and the 30 cm long core of the Sulige
tight sandstone gas fields was selected by outcrop coring to
simulate the variation law of reservoirs pressure in the differ-
ent exploitation processes. The propagation characteristics of
pressure disturbance and reserve utilization of tight sand-
stone gas reservoirs during the exploitation process were
studied, and the effects of the related reservoir properties
and production parameters such as permeability, pressure,
water saturation, and gas production were investigated.
Based on the above study, the effective conversion relation-
ship between the physical experiment and the actual field
production was established by the dimensional analysis,
and the experimental results were transformed into the actual
field production. These results can provide a better under-
standing of reservoir pressure distribution and effective
utilization of reserves for improving the gas recovery and
development benefit in tight gas reservoirs.

2. Experimental Samples and Methods

2.1. Experimental Samples. Sulige gas field, the biggest tight
sand gas reservoir in China, is a gentle west-leaningmonocline
located in the Yishan slope of the Ordos Basin, which is a
monoclinic structure inclined from northeast to southwest
with an exploration area of about 4:0 × 104 km2 [25]. The Su
6 block is located in the middle of the Sulige gas field in the
Ordos Basin, and it is one of the most favorable natural gas
enrichment and key development blocks in the Sulige gas field.

In the previous studies, physical simulation experiments
often use conventional cores with a length of 5-8 cm which
can result in the effect of end surface. Although long core
formed by splicing can weaken the effect of end surface, it dif-
fers significantly from the actual formation. Constrained by
coring technology and coring equipment, conventional cor-
ing of long cores is very difficult. In this study, 30 cm lone
core samples are collected by outcrop coring from the Su 6
block of the Sulige tight sandstone gas field. Then, three cores
with permeability values of 1:49 × 10−3 μm2, 0:32 × 10−3 μm2,
and 0:028 × 10−3 μm2 are selected to understand the propa-
gation characteristics of pressure disturbance and reserve
utilization of tight sandstone gas reservoirs during the
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exploitation. The basic properties of the tight sandstone
cores used in this study are shown in Table 1.

Tight sandstone gas reservoirs are characterized by low
permeability, high heterogeneity, and high water saturation
[22, 27]. During the depletion-drive development, the reser-
voir pressure gradually decreases, and the pressure within
the gas well drainage radius will exhibit a decreasing draw-
down curve from the distal reservoir to the proximal. The
physical properties and gas production rate of the reservoir
are diverse; thus, the pressure drop profiles in the different
development phases are also different, which reflects the
imbalance in the utilization of reserves. According to the
propagation characteristics of pressure disturbance and
reserve utilization of tight sandstone gas reservoirs, the
effects of the related reservoir properties and production
parameters such as reservoir permeability, original pressure,
water saturation, and gas production rate were considered,
and the experiments of the effective utilization of reserves
conducted on different conditions are summarized in
Table 2.

2.2. Experimental Methods. In the study, the experimental
system of multipoint embedded measurement in the gas res-
ervoir development is illustrated in Figure 1, which was com-
posed of a gas boosting section, core simulation section, and
data acquisition section. The unique feature of this experi-
mental system is that in addition to the two pressure points
at the inlet and outlet ends, there are also three pressure
points evenly distributed in the sidewall of the core holder.
The pressure sensor corresponding to each pressure measur-
ing point has an independent rigid collecting channel in
which the apex has installed a filter. The fore-end of the pres-
sure sensor is placed inside the core through the sealing
isolating device of the pressure-receiving device, which can
accurately measure the pressure changes at different posi-
tions on the core section during the gas reservoir develop-
ment. The pressure point recording interval is 2 s. Through
the data processing device, the pressure profiles of different
development phases can be established according to the mea-
sured pressure, and determine reservoir pressure propaga-
tion and pressure distribution characteristics finally.

The following experimental processes are set up to simu-
late the effective utilization of reserves in tight sandstone gas
reservoirs under different conditions: (1) According to the
experimental scheme, the core samples were chosen (for the
aqueous experiment, the irreducible water saturation was
established on the core by the gas-drive method). Drill a
radial hole in the core and put the core in the core holder,
and then place the rigid collecting channel of the pressure
sensor in the corresponding radial hole. (2) The nitrogen
was previously pressurized to 20MPa by gas booster pump

and stored in the high-pressure vessel. After the confining
pressure was increased to 30MPa, open the safety valve and
the control valve 2, and the core samples was filled with
high-pressure nitrogen. Then, the core samples were satu-
rated with a set saturation pressure secondarily by a gas
booster pump. When the pressure distribution inside the
core was uniform, remove the high-pressure gas source and
prepare to start the experiment. (3) Open the control valve
3 and release the gas at a constant gas production rate by reg-
ulating valve 3 at the outlet end during the initial stage. The
regulator valve 3 was opened to release gas from the outlet
end of the core holder, and the outlet end flow rate was con-
trolled by the regulating valve 3. After the outlet pressure was
reduced to the abandonment pressure 5MPa, the experiment
terminated, and the abandonment pressure Pa is calculated
using the empirical formula of the constant volume reservoir,
Pa = ð0:7 ~ 0:5ÞPiZa/Zi. (4) At the end of the experiment, the
drawdown curves were made with the experimental data.
Then, the characteristics of drawdown curves and the effect
of the different factors on the utilization of tight sandstone
reservoirs were analyzed comprehensively. During the exper-
iment, the core system of saturated high-pressure nitrogen
was closed completely, and there was no other external
energy supply. There is a great difference in the compressibil-
ity between the gas phase and the water phase, and thus, it
could be ideally considered that the energy source of the
product gas was the gas expansion caused by the reservoir
pressure drop.

2.3. Basic Theory. The material balance equation has long
been recognized as one of the basic tools for interpreting
and predicting reservoir performance, which was presented
by Schilthuis [29, 30]. The equation of the closed dry gas
reservoir can be written as follows:

GBgi = G − Gp

� �
Bg, ð1Þ

where G is the initial gas-cap gas; Gp is the cumulative gas
produced; Bgi is the initial gas formation volume factor; Bg

Table 1: Basic properties of tight sandstone cores.

Core no. Core type Core size (cm) (length × diameter) Permeability (10-3 μm2) Porosity (%)

Su1 Low permeability 30 × 3:76 1.49 14.6

Su2 Ultra-low permeability 30 × 3:72 0.32 11.7

Su3 Tight 30 × 3:77 0.028 8.8

Table 2: Different experiments for the reservoir utilization
conducted.

Experimental
scheme

Core
No.

Original pressure
(MPa)

Gas production
rate (mL/min)

1 Su1 20 2000, 6000, 10000

2 Su2 20 500, 1000, 1500

3 Su3 20 100, 300, 500

4 Su3 25 100, 300, 500
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is the gas formation volume factor; GBgi is the reservoir vol-
ume filled with gas under the initial reservoir pressure, and it
is the core pore volume for the dry core, while the water-
bearing core is that the core pore volume minus the irreduc-
ible water volume; ðG −GpÞBg is the reservoir volume filled
with gas at the pressure Pi after gas production, which is illus-
trated in Figure 2.

By substituting the ratio of the gas formation volume fac-
tor under initial condition and production (Bgi/Bg = ZPi)
into the Equation (1), thus, Equation (1) can be rewritten
and expressed as

P
Z
= Pi

Zi
−

Pi

ZiG
Gp: ð2Þ

From Equation (2), it can be seen that the graph of P/Z
versus Gp is a straight line if the reservoir is a closed bound-
ary. Based on the curve of P/Z versus Gp in the depletion-
drive development of tight sandstone gas reservoir, the
dynamic reserve G can be obtained by the intercept.

In this study, the gas production rate (q) and the cumula-
tive gas (Gp) can be measured, and the degree of reserve

recovery can be calculated from the cumulative gas and the
dynamic reserve,

R =
Gp

G
: ð3Þ

Define the recovery at a point in the core segment as
(1 − ZiP/ZPi), where P is selected as the pressure at that
point,

R′ = 1 − ZiP
ZPi

� �
: ð4Þ

3. Results and Discussion

3.1. Effect of Reservoir Permeability and Water Saturation.
The gas driving method was often used to establish the water
saturation of the core. However, it is more difficult to estab-
lish water saturation for the 30 cm long core in the experi-
ment. Here, the dry and irreducible water conditions were
compared to study the effect of water saturation on reserve
utilization in tight gas reservoirs. Based on the gas driving
method, the irreducible water saturation was established for
the cores, and the changes of related parameters between
dry core and aqueous cores were shown in Table 3. Accord-
ing to the experimental scheme, the physical experiments of
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Figure 1: Measurement of multipoint embedded measurement in gas reservoir development.

GBgi (G-Bp)Bg

Production condition
(p < pi)

Initial condition
(p = pi)

Gp

Figure 2: Tank model concept of the material balance equation
[28].

Table 3: Changes of related parameters between dry core and
aqueous cores.

Core
No.

Permeability
(10-3 μm2)

Aqueous cores
Permeability

loss
Water

saturation
Permeability
(10-3 μm2)

Su1 1.49 38% 0.86 46%

Su2 0.32 43% 0.15 61%

Su3 0.028 48% 0.022 21%
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different permeability sandstone cores in the exploitation
were conducted, and the propagation characteristics of pres-
sure disturbance and reserve utilization were studied by the
system of multipoint embedded measurement.

For the formation of a sandstone reservoir with perme-
ability greater than 1× 10-3μm2 represented by Su1 core,
the reserve utilization under the dry and irreducible water
conditions is illustrated in Figure 3. The fluid percolation
channel is mainly capillary pore throat (0:1 μm< r < 1 μm)
and supercapillary pore throat (r > 1 μm), and the resistance
of single-phase gas to flow in the core is very small. From the
results of the experiment, the internal pressure of the core is
basically the same, with evenly decreasing, and the draw-
down pressure is extremely small. The drawdown curve is
approximately a straight line, and there is almost no pressure
cone of depression. The average pressure in the dynamic con-
trol area is low when the core outlet reaches the abandon-
ment pressure, and the reservoir is very well utilized. When

the gas production rate is 6000mL/min, the experiment is
carried out for 8.23min, and then, the pressure at the outlet
reaches the abandonment pressure. The pressure at the inlet
and outlet of the dry core is 5.66MPa and 5.03MPa, respec-
tively. The drawdown pressure is 0.63MPa, and the ultimate
recovery is 71.7%. When the reservoir contains irreducible
water, the irreducible water is present in the form of a water
film on the surface of the reservoir pore throat. The thickness
of the water film is very small relative to the radius of the pore
throat, so the influence on the gas seepage is negligible. In the
study, the experiment was finished in 4.13min, and the draw-
down pressure and the ultimate recovery are 0.99MPa and
66.7%, respectively.

For the formation of a sandstone reservoir with the per-
meability of 0:1 ~ 1 × 10−3 μm2 represented by Su2 core, the
reserve utilization under the dry and irreducible water condi-
tions is illustrated in Figure 4. The fluid percolation channel
is mainly microcapillary pore throat (0:01μm< r < 0:1 μm)
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and capillary pore throat. From the result, it can be seen that
there exists the obvious percolation resistance when the gas
flows through in the core. The drawdown curve is nonlinear,
which shows the pressure cone of depression. When the pres-
sure drop reaches the end of the core, the pressure drop at
each point decreases uniformly with the increase of time
and reaches the pseudosteady state. When the gas production
rate is 500mL/min, the experiment is carried out for
5.38min, and the outlet reaches the abandonment pressure.
At the end of the experiment, the drawdown pressure is
8.29MPa, and the ultimate recovery of the dry core is
49.55%. The reservoir contains the irreducible water, and
the thickness of the irreducible water film is not negligible
compared with the radius of the main control throat. The
existence of the water film occupies the effective pore throat
of the reservoir, and it reduces the effective pore throat radius
and increases the percolation resistance to affect the effective
gas flow, which results in a larger drawdown pressure than in
the nonaqueous state to maintain the same gas production
rate. When the core contains irreducible water, the experi-
ment was finished in 1.67min; the drawdown pressure and
the ultimate recovery are 13.32MPa and 27%, respectively.

For the formation of a sandstone reservoir with perme-
ability less than 1 × 10−3 μm2 represented by Su3 core, the
reserve utilization under the dry and irreducible water condi-
tions is illustrated in Figure 5. The microcapillary pore throat
and nanopore throat (r < 0:1 μm) play the main control role
in the permeability of the formation. Compared with Su2,
Su3 has a smaller radius of the main control hole throat,
and the gas is more resistant to percolation in such reservoirs.
The drawdown curve is more nonlinear, and the pressure
cone of depression is more obvious. The reserves can be uti-
lized near the outlet while the reserves are utilized very poorly
at a distance from the outlet. When the gas production rate is
500mL/min, the experiment is carried out for 8min, and the
outlet reaches the abandonment pressure. At the end of the
experiment, the drawdown pressure is 9.91MPa, and the
degrees of reserve recovery degrees in the pressure measure-
ment points 1, 2, 3, 4, and 5 are 24.2%, 24%, 32.4%, 46.1%,

and 73.9%, respectively, and the degree of reserve recovery
in the dry core is 49.55%. When the reservoir contains irre-
ducible water, the main pore throat radius is smaller than
that of the ultralow permeability sandstone reservoir, and
the rock pore surface has a stronger ability to bind water mol-
ecules. Both the irreducible water saturation and the water
film thickness are larger, and the thickness of the irreducible
water film is even in the same order of magnitude as the
radius of the pore throat because the influence of water-
bearing gas percolation is greater. At the end of the experi-
ment, the pressure near the inlet hardly decreased, and the
reserves were basically not utilized. The pressures corre-
sponding to the pressure measuring points 1, 2, 3, 4, and 5
were 19.90MPa, 19.88MPa, 19.83MPa, 18.36MPa, and
4.92MPa, respectively, and reserve utilization in the pressure
measurement points was 1.88%, 2%, 2.40%, 8.56%, and
74.31%, respectively. The drawdown pressure reaches
14.98MPa, while the reservoir ultimate recovery is only
8.40%, and the ultimate recovery is reduced by 31.4%
compared with the dry core.

3.2. Effect of Initial Pressure. The original pressure of tight
sandstone gas reservoir is varied in different areas, which
affects the ultimate recovery [31, 32]. In this study, the Su3
core with irreducible water was chosen to study the effects
of different initial reservoir pressures in the reservoir utiliza-
tion. The gas production rate and original pressure were
100mL/min, 20MPa, and 25MPa, respectively, which was
shown in Figure 6. When the original pressure of the core
was 20MPa, the gas production rate was 100mL/min, and
the experiment was completed in 20.07min. The pressures
corresponding to the pressure measurement point 1, 2, 3, 4,
and 5 were 11.81MPa, 11.59MPa, 11.36MPa, 8.54MPa,
and 5MPa, respectively. The drawdown pressure was
6.81MPa at the end of the experiment, and the ultimate
recovery was 48.3%. While the initial saturation pressure
was 25MPa, the gas production rate was 100mL/min, and
the experiment was carried out for 34.12min. The pressures
corresponding to the pressure measurement points 1, 2, 3,
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4, and 5 were 13.27MPa, 13.03MPa, 12.87MPa, 10.17MPa,
and 5MPa, respectively, and the drawdown pressure and
the ultimate recovery were 8.27MPa and 59%, respectively.
Compared with the initial saturation pressure of 20MPa,
the ultimate recovery was increased by 10.7%. This demon-
strates that the greater the original pressure in tight sand-
stone reservoirs, the greater the elastic expansion energy
that promotes the gas percolation. Therefore, the more gas
that could be effectively utilized in the reservoir, and the
greater the ultimate recovery.

3.3. Effect of Gas Production Rate. The gas production rate is
an important parameter in the gas reservoir exploitation
which can impact the productive life and the effective use
of reservoir [28, 33]. When the gas production rate was too
high, the drawdown pressure would increase rapidly. Besides,
the pressure at the core outlet would drop to the abandon-
ment pressure when the experiment was conducted for a
short time. When the experiment was in the abandoned con-

ditions, the corresponding core inlet pressure was varied with
different gas production rates. The higher gas production rate
was significantly associated with lager drawdown and higher
inlet pressure in abandonment conditions. As a result, the
degree of reservoir utilization was very low, and the nonlin-
ear pressure drop curve was stronger. The amount of pro-
duced gas was reduced, and the lower the ultimate
recovery. As shown in Figure 7, the original pressure of the
core was 20MPa, and the gas production rate was
100mL/min. When the experiment was carried out until
20.07min, the outlet pressure was reduced to the abandon-
ment pressure, and the corresponding pressures of the pres-
sure measuring points 1, 2, 3, 4, and 5 were 11.81MPa,
11.59MPa, 11.36MPa, 8.54MPa, and 5MPa, respectively.
According to Equation (6), the corresponding recovery of
each pressure point is 38.3%, 39.4%, 40.55%, 54.95%, and
73.51%, respectively, and the corresponding ultimate recov-
ery at the gas production rate was 48.3%. When the gas pro-
duction rate was 500mL/min, the experiment was carried out
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Figure 6: Comparisons of reservoir utilization in the Su3 core under different initial reservoir pressures.
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Figure 7: Comparisons of reservoir utilization in the Su3 core under different gas production rates.
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to 8min, and the outlet pressure was reduced to the aban-
donment pressure. The corresponding pressures of the pres-
sure measuring points 1, 2, 3, 4, and 5 were 19.9MPa,
19.88MPa, 19.83MPa, 8.54MPa, and 5MPa, respectively.
The reserves in the core end were basically not utilized, and
the reservoir ultimate recovery was only 8.4%.

3.4. Effect of Abandonment Pressure. The abandonment pres-
sure plays a significant role in determining recovery effi-
ciency, and the reservoirs with low permeability will have
higher abandonment pressures than reservoirs with high per-
meability [28, 34]. The characteristics of the drawdown curve
under abandonment pressure reflected the distribution of
remaining reserves. In this study, the abandonment pressure
was uniformly set to 5MPa; three abandonment pressures (6,
7, and 8MPa) were set to study the effect on the utilization of
tight sandstone gas reservoir. Then, the recovery factor and
the drawdown curves of Su 3 under different abandonment
pressure were analyzed and compared.

Figure 8 shows the drawdown curves of the Su3 core with
irreducible water at different gas production rates when the
outlet pressure drops to the abandonment pressure. It can
be seen from the pressure distribution curve that the draw-
down curve was sharp near the outlet and was gentler away
from the outlet when the experiment was carried out to the
abandoned pressure condition. The trend of drawdown
curves is similar at the same production rate but different
abandonment pressure. However, the increased gas produc-
tion rate would make this trend more apparent. The results
of this phenomenon indicate that reserves near the core out-
let can be better utilized, but the reserves near the core end
are less utilized. The reason for the above phenomenon was
that the pore pressure was gradually reduced during the tight
sandstone depletion-drive development, and the pore pres-
sure was different at different locations in the core. Therefore,
the effective stresses at different points inside the core were
different. However, there was a strong stress sensitivity in
the tight sandstone, so the permeability of the core at differ-
ent locations was different in the mining process. The effec-

tive stress increased, and the permeability decreased along
the seepage direction. In the case of constant flow condition,
the drawdown pressure would gradually increase to ensure
the gas supply, which was reflected in the drawdown curve.

3.5. Propagation Characteristic of the Moving Boundary. Pas-
cal [11] and Liu [35] pointed out that there existed threshold
pressure gradient in the low-permeability reservoirs. The
propagation of pressure disturbances in the flow was not
transmitted to infinity instantaneously like the high-
permeability formation, but there existed a dynamic bound-
ary which was the outer edge of the propagation of pressure
disturbance. Tight sandstone gas reservoirs had similar
dynamic boundary pressure propagation characteristics as
low-permeability reservoirs. Analysis of gas reservoir pres-
sure disturbance propagation could reflect the effective utili-
zation range around gas wells, which was the theoretical basis
for analyzing gas production performance.

Since there was the threshold pressure gradient in the
tight sandstone gas reservoir, the pressure disturbance did
not propagate to the end of the core instantaneously, while
it would gradually move from the outlet end to the end of
the core with the advance of time. As shown in Figure 9,
the pressure wave propagated to pressure detecting points
4, 3, and 2, respectively, when the experiment was carried
out for 6 s, 18 s, and 34 s, respectively, in the dry core, and it
reached the core inlet when the time was 54 s. The corre-
sponding times of the dynamic boundary propagation to
each pressure measurement point in the condition of irre-
ducible water were 8 s, 24 s, 52 s, and 92 s, respectively.
Within the influence range of the moving boundary, the res-
ervoir was utilized and formed a pressure profile. However,
the reservoir was not utilized outside the influence range of
the moving boundary. The moving boundary gradually
expanded with the advance of time, and the propagation
speed increase first and then decrease. The higher the gas
production rate was, the faster the dynamic boundary prop-
agation speed was. The irreducible water in the core would
increase the threshold pressure gradient of the reservoir,
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which reduced the propagation velocity of the moving
boundary and decreased the propagation velocity of the pres-
sure disturbance. Therefore, the control area of a single well
was limited in the tight reservoirs even if the formation was
an infinite formation and there were no external boundary
conditions.

4. Similarity Conversion between Physical
Experiment and Gas Well Production

4.1. Similarity Criteria. Tight sandstone gas reservoirs are
characterized by low permeability, and there is basically no
natural productivity, and only after large-scale fracturing
transformation can they obtain gas productivity [36, 37].
However, the gas can only flow effectively within the
fracturing-affected area, and thus fracturing technology is
widely used during the development to increase the discharge
area of the gas well and increase productivity [38]. When
there was a fractured horizontal well in the center of the tight
sandstone gas reservoir, the gas flowed from the reservoir to
cracks and then flowed from the crack to the wellbore. And
the cracks were the main discharge surface and vertical
cracks were the main flow lines in the reservoir. The vertical
cracks were formed after fracturing in the gas well, which was
with equal spacing distribution and symmetrical distribution
on both sides of the gas well, and the cracks had infinite flow
conductivity, illustrated in Figure 10. Therefore, the percola-
tion problem of the segmented fracturing of horizontal wells
in tight sandstone reservoir could be simplified into several
one-dimensional percolation models. Considering that
cracks were distributed along the wellbore with equal spac-
ing, the production dynamics between the cracks did not
interfere, and then, the contribution of each crack to the
gas well production was consistent.

Similarity criterion refers to the effective conversion rela-
tionship between physical model experiment parameters and
mineral parameters established through similarity theory.
The similarity criterion can realize the effective application
of the physical simulation experiment results in the actual

mine field [39]. According to the percolation mechanics
theory and gas reservoir engineering method, there are 13
independent variables and 1 dependent variable in the exper-
iment, which contains 4 basic dimensions, as shown in
Table 4. They are length dimension (L), mass dimension
(M), time dimension (T), and temperature dimension (K),
respectively. According to the similarity theory, there are 10
similarity numbers, and they can be expressed by the follow-
ing form [40],

π = Kx1ϕx2Sx3w L
x4R1

x5R2
x6Px7

i q
x8 tx9zx10Tx11Tx12

sc P
x13
sc P

x14
5 : ð5Þ

According to the homogeneous principle, the corre-
sponding linear equations are as follows:

2x1 + x4 + x5 + x6 − x7 + 3x8 − x13 − x14 = 0, ð6Þ

x7 + x13 + x14 = 0, ð7Þ

−2x7 − x8 + x9 − 2x13 − 2x14 = 0, ð8Þ

x11 + x12 = 0: ð9Þ
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Equations (6), (7), (8), and (9) are homogeneous equa-
tions of length dimension, mass dimension, time dimension,
and temperature dimension, respectively. The corresponding
equations are homogeneous linear equations. According to
the matrix theory, there are 10 basic solutions for homoge-
neous linear equations and 10 independent similarity criteria.
By solving the equation, then conducting derivation and
transformation, the similarity criterion of the similarity phys-
ical simulation experiment of tight sandstone gas reservoir
development is obtained (as shown in Table 4).

π1 and π2 are the porosity and water saturation (or gas
saturation), respectively; π3 is the gas compressibility similar-
ity, and the deviation factor of nitrogen and formation natu-
ral gas used in the experiment changes around 1, which is
basically consistent; π4 is the ratio of temperature to the stan-
dard temperature. The physical experiment temperature is
298.13K and the formation temperature is 373.15K. The dif-
ference between the two and the standard temperature is
small, and the similar criteria π4 can be guaranteed to be
basically consistent; π5 and π6 are the geometric similarity.
In the physical experiment, π5 is the ratio of the core long
axis to the short half axis, which is generally 1. In the field,
π5 is the ratio between the width of the fracture percolation
surface and the thickness of reservoir. It can be seen from
Table 4 that it is difficult to achieve consistency between
physical experiment and the field according to the similarity
criterion π5, but it mainly represents the similarity of the ver-
tical flow direction, which has little influence on the one-
dimensional flow in the experiment, and the similarity
requirement can be appropriately reduced; π7 and π8 are
the dynamic similarities, and they are similar initial pressure
and similar abandonment pressure. The denominator of the
similarity criteria π9 is the expression of open flow capacity,
which means that the ratio of the experimental production
rate to the core open flow capacity should be consistent with
the ratio of the field production and the gas well open flow
capacity, which is consistent with the production of 1/3 and
1/6 based on the open flow capacity, and the significance of
the similarity criteria π9 is to establish relative production.
The similarity criteria π10 are the ratio of cumulative gas pro-
duction to dynamic reserves, which reflects the degree of gas

recovery. According to calculations and statistics, the com-
pact gas reservoir prototype similarity criteria π10 are
between 0 and 0.6, and the physical experiment π10 is
between 0 and 0.95, and thus, the similarity criteria are basi-
cally the same. It can be seen from the comparison between
the similarity criteria of the physical experiment and the
actual value of the field in Table 4 that they are the same basi-
cally, and so, the dynamic physical experiment of tight gas
reservoir development can basically realize the effective sim-
ulation of the field.

4.2. Similarity Conversion. According to the similarity crite-
rion π9, the velocity at the core outlet corresponds to the con-
tribution of a single fracture to the gas well, which can be
described as follows.

qsc =
bhKKrgTscP

2
i

aμzTPsc

qLμzTPsc

πR1R2KKrgTscP
2
i

 !
m

, ð10Þ

where the subscript m is the experimental parameter.
Then, the horizontal well production is written as

q = nf qsc: ð11Þ

Based on the similar criteria π10 and the experimental
time tm, the actual production time in the field can be calcu-
lated as follows.

t = bhaϕSwTscPi

qzTPsc

zTPsctm
πR1R2LϕSwTscPi

� �
qm: ð12Þ

According to the similarity criteria π8 and material
model core pressure Pj, the pressure P at different positions
during the development process is calculated. Thus, the bot-
tom hole pressure of gas well can be calculated based on the
pressure at the outlet end of the physical model core.

P = Pi

Pj

Pi

� �
m

: ð13Þ

Table 4: Physical simulation similarity of the tight sandstone gas reservoir development.

No. Similarity Similar attribute Model value Mine value

1 π1 = ϕ Porosity 0.11 0.02~0.15
2 π2 = Sw Flow medium 0.42 0.4~0.8
3 π3 = z Gas compressibility 1.055 0.9~1.2
4 π4 = T/Tsc Temperature 1 1.1~1.3
5 π5 = R2/R1 Geometric 1 10~50
6 π6 = R2/L Geometric 0.126 0.3~1
7 π7 = Psc/Pi Dynamic 0.005 0.002~0.005
8 π8 = Pa/Pi Dynamic 0.250 0.1~1.0
9 π9 = q/ πR1R2KKrgTscP

2
i /LμZTPsc

� �
Dynamic 0.097 0.1~0.3

10 π10 = qt/ πR1R2LϕSgTscPi/zTPsc

� �
Recovery 0.479 0~0.95
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4.3. Application of Similarity Criteria. To verify the accuracy
of similarity criteria in the field, the Su-1 well of Sulige gas
field was selected in this study, and they are similar in the res-
ervoir characteristics. The original formation pressure of the
reservoir is 29.23MPa, and the reservoir thickness is 13.6m,
and the porosity, the water saturation, and the reservoir tem-
perature are 8.7%, 42%, and 373.15K, respectively. The
length of the horizontal well is 1045m, and the number of
reconstruction sections is 8, and the length of the fracture is
90m. Since April 2011, the production has started at 4:2 ×
104 m3/d in the initial stage and gradually decreased to about
2:5 × 104 m3/d in the later stage. The average daily gas pro-
duction is about 3:48 × 104 m3/d, and there is a small amount
of water in the process, and the related production perfor-
mance is shown in Figure 11.

According to the similarity π9, the average daily gas pro-
duction of the Su-1 well is 3:48 × 104 m3/d, which corresponds
to the experimental flow rate of 100mL/min. Based on the
experimental result and the similarity criteria, the production
performance curve can be calculated as shown in Figure 12.
From the result of Figure 12, it can be seen that the production
performance curve calculated by the experimental result and
the similarity criterion is basically consistent with the actual
gas production performance curve in the field. There exists a
slight deviation, and the reason is that the influence of the frac-
ture conductivity, the wellbore flow, and other production fac-
tors are not considered. Thus, the production prediction of gas
reservoir development can be carried out based on similar cri-
teria and the physical experiments.

5. Conclusions

The variation law of reserve utilization in tight sandstone gas
reservoirs development was studied using the multipoint
embedded measurement system, and the effects of the utiliza-
tion of reservoir were analyzed. Besides, the effective conver-
sion relationship between the physical experiment and the
actual field production was established by the dimensional
analysis. The conclusions are as follows:

(1) The multipoint embedded measurement system can
accurately measure the pressure changes at different
positions on the core section during the gas reservoir
development. Selected 30 cm long core can weaken
the effect of end surface and overcome the unreality
of splicing long cores, and the experimental results
are more representative of real reservoirs.

(2) The water cut of tight sandstone gas reservoir has an
impact on the gas flow characteristics and thus reduces
the ultimate recovery. The lower the permeability is,
the higher the effect of water on the reservoir utiliza-
tion is, which is reflected in the drawdown curve as
the drawdown curve is nonlinearly enhanced. The
higher the reservoir pressure is, the lower the gas
production rate is, and the smoother the drawdown
curve is and the higher the ultimate utilization of the
reservoir is.

(3) There exists a moving boundary effect in the develop-
ment of tight gas reservoirs. The velocity of the mov-
ing boundary becomes large and then reduces
smaller, and the moving boundary will gradually
expand with time. The water cut in the reservoir will
reduce the velocity of the moving boundary.

(4) Based on the similarity theory, the production per-
formance curve calculated by the experimental result
is basically consistent with that in the field. However,
there exists a slight deviation between them as a result
of the effects of the fracture conductivity, the wellbore
flow, and other production factors.

Data Availability

The data used to support the findings of this study are
available from the first author upon request.
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It is important to determine the reasonable injection and production rates in the development of multilayer tight oil reservoir with
water flooding treatment. Based on the INSIM (interconnection-based numeric simulation model), a connected network model, a
new method is designed to evaluate the water injection efficiency of different layers in water flooding reservoirs and to optimize the
injection-production system to produce more oil. Based on the types of sedimentary facies and corresponding injection-production
data, the interwell connections are divided into four major categories (middle channel, channel edge, middle channel bar, and
channel bar edge) and twelve subclasses. This classification standard of interwell connections could help to significantly improve
the accuracy of judging the dominant flow path without constructing a complicated geological model. The interaction of
interwells such as injection-production correlation and water injection efficiency could be revealed by simulating the production
performance and computing the layer dividing coefficient and well dividing coefficient. A numerical example is used to validate
this method by comparing results from FrontSim and this method, and the computational efficiency of this method is several
dozen times faster than that of the traditional numerical simulation. This method is applied to quickly optimize the production
schedule of a tight oil reservoir with the water flooding treatment, that is, the water injection rate of multilayer reservoirs could
be optimized subtly by the injection efficiency of different layers, and the target of producing more oil with lower water cut
could be achieved.

1. Introduction

Waterflooding operations are performed to improve the oil
recovery of reservoirs worldwide [1]. In some oil fields
with many wells and a long production history, the wide
expansion of the injection water and the continuous
changes in the flow field in the layer results in water
channeling and dead oil areas [2, 3]. These problems are
mainly due to two factors. First, the physical properties
of the reservoir are affected by the sedimentary environ-
ment, tectonic movement, and diagenesis; there are
intralayer and interlayer heterogeneities in the reservoir.

Second, unreasonable injection and production systems
have exacerbated the phenomenon of injection water fin-
gering and bottom water coning. Therefore, based on the
existing reservoir development knowledge, it is important
to identify the injection-production correspondence, to
accurately determine the dominant flow path, and to
evaluate the injection efficiency of the injectors [4, 5]. This
forms both the key issue and the basic work to increase
the high economic value oil production and to determine
a reasonable injection-production system [6, 7].

Due to the relatively poor physical properties of tight oil
reservoirs, the following measures were used to optimize
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the development effect currently, including fracturing [8],
asynchronous injection alternating production [9], water
flooding huff-puff of horizontal wells [10], and CO2 huff
and puff of horizontal wells [11]. Flow paths can reflect the
flow behavior of fluid in a period of time, so it is often used
to evaluate the development effect of reservoir under a cer-
tain working system. Commonly used methods for distin-
guishing flow paths include the tracer method, reservoir
numerical simulations [12–14], and data-driven models.
The tracer test incurs significant time to acquire results,
and some operations during the test have a certain impact
on the normal reservoir production. In multilayer water-
flooding reservoir, the capillary forces may have a significant
effect to change the flow pathways [15]. Therefore, although
this method has high accuracy, it is difficult to popularize and
to apply on a large scale in a reservoir. Reservoir numerical
simulation methods are restricted by model accuracy, and it
is difficult to achieve accurate real-time analysis of the entire
reservoir. Data-driven models, as part of a new class of dom-
inant flow path identification methods, do not require com-
plex geological modeling and can determine information
such as fluid flow dynamics and water injection efficiency
through the analysis of the production data. There are cur-
rently two kinds of data-driven models, namely, the CRM
(capacitance-resistive model) and the INSIM (interconnec-
tion-based numeric simulation model). The CRM was first
used by Yousef et al. [16] to determine the connectivity
between wells in 2005. Following that, the model was used
in waterflooding reservoirs [17], large-scale reservoirs [18],
and analysis of the formation damage from injected water
[19]. Zhao et al. [20] proposed the INSIM in 2015. By simpli-
fying the characterization of the reservoir as a network of
interconnected nodes that consider a series of complex geo-
logical features such as wells, water bodies, and faults, an
interwell connection network is established. It is character-
ized by two parameters, connected volume and transmissibil-
ity, to fit the actual production dynamics, to correct the
interwell connection parameters, and to make the model
conform to the actual connectivity of the reservoir. Because
a complex geological modeling process is not considered,
the INSIM and its derived INSIM-FT (interconnection-based
numeric simulation model with front-tracking algorithm)
[21–22] and INSIM-FPT (interconnection-based numeric
simulation model with the flow-path tracking strategy) [23]
reduce the modeling time significantly, while considering
reservoir properties and maintaining the calculation accu-
racy. Based on the distribution of sedimentary facies in each
layer, this study identifies the influence of different sedimen-
tary environments on the interwell connection relationship
of INSIM. The pressure, saturation, and water cut of each
node are solved by the connection parameters corrected by
production data combined with the principle of material bal-
ance. Then, the vertical/plane dividing coefficient and water
injection efficiency of the injector are obtained. Based on this,
the water injection efficiency of each layer is calculated and
combined by the optimization principle to optimize the
injection and production systems [24, 25].

Since the main factors affecting the accuracy of the
water injection efficiency evaluation method are INSIM’s

modeling data and the model’s historical fitting results,
the method has good general applicability to the reservoirs
applicable to INSIM. At present, the INSIM model has
been widely used in sand reservoirs, carbonate reservoirs,
fracture-cavity reservoirs, etc. This method has certain
practical significance for evaluating the water injection
efficiency of these types of reservoirs. Compared with the
traditional reservoir numerical simulation method [26,
27], the calculation speed of the water injection efficiency
is significantly improved. It is of great significance to accu-
rately identify the injection-production correspondence
relationship and increase oil production at a lower cost.

2. Water Injection Efficiency Evaluation
Method and Optimization Theory

2.1. The Calculation of Water Injection Dividing Coefficient
Based on INSIM. The interwell connection unit constructed
by the INSIM model contains two characterization param-
eters: transmissibility and connection volume. Transmissi-
bility represents the flow capacity of formation fluids in
units under unit pressure difference, which is mainly
affected by permeability and fluid properties. Connection
volume reflects the material basis of units, mainly related
to well spacing, effective thickness, and porosity of the
reservoir. After establishing the INSIM (Figure 1), the
material balance equation of the fluid in the connected
unit can be obtained by

〠
Nl

k=1
〠
Nw

j=1
Tijk tð Þ pj tð Þ − pi tð Þ

� �
+ qi tð Þ =

1
2
dpi tð Þ
dt 〠

Nl

k=1
Ctk 〠

Nw

j=1
Vijk tð Þ:

ð1Þ

The implicit difference discretization of Equation (1)
can solve the bottom hole pressure of each well, then sat-
uration and water cut of each node in the connected net-
work can be calculated with the saturation-tracking
method. Fitting the actual production data to correct the
connection parameters is conducted to align the produc-
tion result of the model with the actual production. Let
the feature parameter matrix b denote the reservoir con-
nectivity parameter, applying the stochastic perturbation
approximate gradient algorithm (SPSA) to optimize the
objective function OðbÞ causes it to have a minimum
value.

O bð Þ = 1
2 b − brð ÞTG−1

B b − brð Þ + 1
2 kobs − h bð Þ½ �TG−1

D kobs − h bð Þ½ � b ≥ 0ð Þ:
ð2Þ

Using percolation theory and interwell connection
parameters, the production index in the cross-well connec-
tivity unit can be expressed as

Jnijk =
4Tn

ijkλ
n−1
ik

λn−1ijk ln 0:5Lijk/rik
� �

+ sik − 0:75
� � : ð3Þ
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Combining the bottom hole pressure and the produc-
tion index, the phase mobility in the connected unit is
determined by the upstream weight method:

λnijk =
λn−1ik = Kijk

Kro Sn−1wik

� �
μok

+ Krw Sn−1wik

� �
μwk

" #
 pn−1i ≥ pn−1j ,

λn−1jk = Kijk

Kro Sn−1wik

� �
μok

+ Krw Sn−1wik

� �
μwk

" #
 pn−1i < pn−1j :

8>>>>><
>>>>>:

ð4Þ

Based on the above method, the total production index
of well i can be determined:

Jni = 〠
Nl

k=1
〠
Nw

j=1
Jnijk: ð5Þ

Therefore, the vertical dividing coefficient of well i in
layer k is determined by the ratio of the sum of the pro-
duction index of well i in layer k to the total production
index of well i:

An
ik =

Jnik
Jni

=
∑Nw

j=1 J
n
ijk

∑Nl
k=1∑

Nw
j=1 J

n
ijk

: ð6Þ

Meanwhile, the plane dividing the coefficient between
wells i and j is determined by the transmissibility between
the nodes and the pressure difference:

An
ijk =

qnijk
qnik

=
Tn
ijk pnj − pni
� �

∑Nw
j=1T

n
ijk pnj − pni
� � : ð7Þ

Compared to the dividing coefficient calculation
method proposed in this study, the reservoir engineering

method does not consider changes in pressure and uses
only the percolation theory to calculate the dividing
coefficient from the well properties.

An
ik =

∑Nw
j=1 Kij∙hij/Lij
� �

∑Nl
k=1∑

Nw
j=1 Kij∙hij/Lij
� � , ð8Þ

An
ijk =

Kij∙hij/Lij
∑Nw

j=1 Kij∙hij/Lij
� �

:
ð9Þ

2.2. Water Injection Efficiency Calculation and
Optimization. After clarifying the dividing coefficient in
each layer, the layered water injection efficiency of the
injectors can be solved further, that is, the ratio of the
amount of oil displaced by the injector to the surrounding
producers in this layer and the water injection amount of
this layer. The ratio of the total oil production of layer k
to the total water injection of layer k is the average water
injection efficiency of layer k and is expressed as

enik =
∑Nw

j=1q
n
ikA

n
ijk 1 − f nwjk

� �
qnik

, ð10Þ

enxk =
∑NI

i=1∑
Nw
j=1q

n
ikA

n
ijk 1 − f nwjk

� �
∑NI

i=1q
n
ik

: ð11Þ

After obtaining the water injection efficiency of each
well in this layer, it should be compared with the average
water injection efficiency of this layer to determine the liq-
uid volume adjustment measures. When the water injec-
tion efficiency is higher than the average, the injection is
increased; otherwise, the injection is reduced, and the liq-
uid volume of each well in this layer is determined by
Equations (12) and (13).

qn+1ik = qnik 1 + ηið Þ, ð12Þ

Transmissibility: T
ijk

P1 P2

P4 P3

W1

Connection volume: V
ijk

Figure 1: A sketch map of the INSIM in a multilayer reservoir.
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ηi =
ηmax

enik − enxk
enmax − enxk

� 	α

, enik < enxk,

ηmin
enxk − enik
enxk − enmin

� 	α

, enik > enxk:

8>>><
>>>:

ð13Þ

In Equation (13), ηmax and ηmin are assigned to the
values of -0.5 and 0.5, respectively. Because the fractional
part value is less than or equal to 1, it means that the liq-
uid volume adjustment range for the next time step will
not be greater than 50% of the liquid volume in the previ-
ous time step. As the injection volume of the reservoir will
not change significantly in a short time, to keep the injec-
tion volume of the entire reservoir constant, it is necessary
to adjust the injection volume of each layer according to
Equation (14). The well water injection volume is equal
to the sum of the injection volume of each layer, as shown
in Equation (15).

q n+1ð Þ′
ik = ∑NI

i=1∑
Nl
k=1q

n
ik

∑NI
i=1∑

Nl
k=1q

n+1
ik

qn+1ik , ð14Þ

qn+1i = 〠
Nl

k=1
qn+1ik : ð15Þ

After determining the liquid volume adjustment of the
injectors, assuming that the reservoir injection-production
ratio in the optimization stage is constant, the liquid vol-
ume adjustment of the production well is calculated from
the injection volume and the dividing coefficient, as shown
in Equation (16).

qn+1j = qnj + 〠
NIc

i=1
〠
Nl

k=1
q n+1ð Þ′
ik An

ijk: ð16Þ

3. The Conceptual Model

A two-layer model including five injectors and four pro-
ducers is established to introduce the basic parameters of
the INSIM and the workflow for calculating injection effi-
ciency (IE). The producer-injector spacing is 200m, and the
thickness of each layer is 10m. The range of permeability is
165.0mD in the 1st layer and 171.6mD in the 2nd layer,
while the permeability field is shown in Figure 2. The initial
oil saturation is 0.8. The viscosity of the formation water is
1.0mPa s and the viscosity ratio of oil to water is 20. The daily
water injection rate of each injector is 40m3/d. Before 3000
days, the daily fluid production rate of each producers is
50m3/d. From 3000–6000 days, the working system from
P1 to P4 changes to 80m3/d, 60m3/d, 40m3/d, and
20m3/d, respectively, and the FrontSim streamline field is
shown in Figure 3.

The initial value of the interwell connection parameters
could be calculated from the well property data. Then, using
the reservoir production data combined with the optimiza-
tion theory, the initial value of the interwell connection
parameters is corrected after the fitting indicators meet accu-

racy requirements. The final value of the interwell connection
parameters is shown in Figure 4. The line between the wells
shows the transmissibility of the reservoir; the red line indi-
cates strong connectivity, the blue line indicates the second
strongest connectivity, and the black line indicates weak con-
nectivity. Upon comparing the distribution of strong connec-
tivity with high permeability zones, these were found to be
consistent. It shows that after correction, an INSIM could
accurately characterize the reservoir properties and provide
a reliable basis for calculating the dividing coefficient of injec-
tion water and evaluating the water injection efficiency.

In this study (Equation (6)), the reservoir engineering
method (Equation (8)) and the streamline numerical simula-
tion method are used to calculate the vertical dividing coeffi-
cient of each layer. Figures 5 and 6 show the difference
between the calculation results of the INSIM method and
other methods. From the result shown in Figure 6, the verti-
cal dividing coefficient of the reservoir engineering method
does not change because it does not consider the flow field
change caused by the adjustment of the production system.
However, the dominant seepage channel in the reservoir
forms gradually and stabilizes with the development. Due
to a superior physical property of the first layer in the model,
the vertical dividing coefficient of the first layer gradually
increases during the formation of the dominant seepage
channel. Following the stabilization of the seepage channel,
the vertical dividing coefficient also stabilizes. The method
in this study and the streamline numerical method can reflect
this law accurately.

Meanwhile, Equations (7) and (9) were used to calculate
the plane dividing coefficient of the injection well at 6000 days.
As shown in Figure 7, the plane dividing coefficient obtained
based on this method is basically consistent with the results
based on the streamline simulation, which verifies the reliabil-
ity of this method. The reservoir engineering method cannot
accurately reflect the plane dividing coefficient currently
because it does not consider the changes in the reservoir pro-
duction system. The streamline simulationmethod takes 25.54
seconds for one complete calculation. Compared to this
method, the method in this study takes only 0.74 seconds for
one complete calculation, which is faster by a factor of 35.

The single-well water injection efficiencies and average
water injection efficiencies of the reservoir engineering
method, streamline method, and method of this study are
calculated using Equations (10) and (11), as shown in
Figure 8. According to the reservoir engineering method,
the water injection efficiency of each well is lower than the
other two methods. Due to changes in the flow field, the divi-
sion of injected water in each direction is different periodi-
cally. Some remaining oil is produced by adjusting the
working system, and this volume of oil cannot be calculated
using the reservoir engineering method. The method in this
study solves this problem better by considering the change
in the bottom hole pressure of each well, and the calculation
results are basically consistent with the streamline method.
By using the dividing coefficient and the water injection effi-
ciency of the conceptual model in Equations (12), (13), (14),
(15) and (16), the production system of each well in the
optimization stage is calculated.
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Figure 3: Streamline field in FrontSim.
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Figure 4: Model interwell connectivity field.
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The production system of the original plan and the
adjusted plan were brought into the Eclipse model to pre-
dict the oil production and the water cut of the reservoir
after the implementation of the plan. As shown in
Figure 9, five months after the implementation of the
adjusted plan, the daily oil production of reservoir is
increased, the comprehensive water cut of reservoir is
decreased, and the adjusted plan had an optimized effect
on the overall reservoir development.

4. Practical Applications

4.1. The Characterization of the Interwell Connection and the
Evaluation of the Water Injection Efficiency. For the charac-

terization, the layered water injection efficiency evaluation
method based on the INSIM was applied to a tight oil reser-
voir. The adjustments to the production system proposed in
this method were implemented in the field, which achieved
good development results. This tight oil reservoir is an edge
water reservoir controlled by structural lithology. It has an
oil-bearing area of 9.3 km2 and an effective thickness of
26.3m. The reservoir is divided into upper sandstone sec-
tions and lower conglomerate sections; a separated water-
flooding and comingled producing technology is used
between different rock sections. The average porosity of the
reservoir was 16.9%, the average permeability was 182:27 ×
10−3 μm2, the central reservoir depth was 1650m, and the
geological reserves were 1530:70 × 104 t. Since entering the
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second development stage in 2016, a total of 213 new wells
were deployed, accessing geological reserves of 1105:43 ×
104 t, and the average well spacing was reduced to 150m.
At the end of June 2018, 96 water injection wells and 133
oil wells were opened. The daily liquid production was
2837 t, the daily oil production was 370 t, and the compre-
hensive water cut was 86.9%. The recycle of injection water
is inefficient in such a high water cut reservoir.

After history matching the INSIM (Figure 10), the field
interwell connection obtained by fitting the production
dynamics is shown in Figure 11, in which the red line repre-

sents a strong connectivity, the green line represents the
second strongest connectivity, and the black line represents
weak connectivity.

Based on the sedimentary facies’ types of reservoirs and
the INSIM, an interwell connectivity classification standard
is established, which reflects the similarities and differences
in the various sedimentary facies. The orange area represents
the channel bar, and the light yellow and bright yellow areas
represent the river channels, as shown in Figure 12. Overall,
the connectivity from sandstone to conglomerate in the ver-
tical direction deteriorates, and the permeability decreases. In

First layer Second layer

(a) Streamline simulation method

First layer Second layer

(b) Method in this study

First layer Second layer

(c) Reservoir engineering method

Figure 7: The plane dividing coefficient of injectors in 6000 d.
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the plane, affected by source direction, the interwell connec-
tivity from the southwest to the northeast improves and the
permeability increases.

Combining the interwell connectivity with the sedimen-
tary facies at the well nodes, the distribution pattern of the
characteristics is obtained as shown in Table 1, which divides
the interwell connectivity into four major categories and

twelve subcategories. The four types include the middle chan-
nel, the side of channel, the middle of the channel bar, and the
side of the channel bar. Since the porosity of different sedi-
mentary facies of the same section in this tight oil reservoir
is not much different, the connection volume is mainly
affected by the well spacing, and different types of connection
units cannot be accurately distinguished. Therefore, when
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Table 1: The interwell connection structure pattern.

Categories Types Connection types Structure Transmissibility

Channel

Middle

Strong connection >3

Medium-strength connection 1~ 3

Weak connection

<1

<1

Side

Strong connection >3

Medium-strength connection 1–3

Weak connection <1

Channel bar

Middle

Strong connection

>3

>3

Medium-strength connection 1–3

Weak connection <1

Side

Strong connection >3

Medium-strength connection 1–3

Weak connection <1

Channel-channel bar

Medium-strength connection 1–3

Weak connection <1
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dividing the types of interwell connection units, only choose
the transmissibility and divide it into three types as the criteria
for connectivity classification. The three types of connectivity
classification include Tij > 3, 1 < Tij < 3, and Tij < 1, which,
respectively, indicate strong, medium, and weak connectivity
of the interwell transmissibility based on the proportion of
each subtype in the different types of sedimentary facies. In
the middle channel, the interwell is well connected and
exhibits anisotropy. In the side of the channel, the interwell
has a partial connection, with significant anisotropy. In the
middle of the channel bar, the interwell is connected, and there
is a large difference between the channel bars. In the side of the
channel bar, the interwell is connected in some directions, and
the physical properties are relatively worse.

The sedimentary structure of the middle channel is
shown in Figure 13(a). The middle channel has a thick chan-
nel sediment with good properties. When the two wells are

connected parallel to the source direction, the connectivity
between the wells is good and may develop a dominant seep-
age channel. As shown in Figure 13(b), the sedimentary
period changes quickly to the side of the channel and the sed-
iment thickness of a single period decreases. Correspond-
ingly, the flow barriers between sand bodies are more
developed. Furthermore, the flow barriers cause the proper-
ties of the reservoir to become worse than those of the middle
channel. The interwell connectivity is without change, and
the dominant seepage channel is infrequent. In general, the
connectivity of the parallel source direction is better than that
of the vertical source direction.

As shown in Figure 14(a), the central area of the channel
bar is dominated by parallel interlayers. The parallel inter-
layers of sand bodies between wells in the central area are uni-
formly distributed, with good connectivity in all directions.
Additionally, the dominant seepage channels are developed.

(a) Middle of channel (b) Side of channel

Figure 13: Channel sedimentary structure.

Water flow direction

(a) Middle of the channel bar

Water flow direction

(b) Side of the channel bar

Figure 14: Channel bar sedimentary structure.
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Figure 15: Oil saturation field.
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Figure 16: Water injection efficiency of injectors.
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Figure 17: The dividing coefficient diagram of the T1 well group.

Table 2: Tracer test results of the T1 well group.

Injector
Tracer type & inject

date
Tracer
well

Tracer breakthrough
date

Tracer breakthrough time
(day)

Tracer peak concentration
(ng/ml)

Duration
(day)

T1 Er 3/19/2019

P1 4/14/2019 26 148.66 41

P2 5/11/2019 54 126.31 30

P4 5/19/2019 62 97.04 36
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As shown in Figure 14(b), the side of the channel bar is
affected by river erosion. Locally inclined interlayers develop,
which worsen the connectivity between wells. The water injec-
tion has a poor development, and substantial oil remains in
this area. In the parallel source connectivity direction, when
the interlayer distribution is more consistent with the source
direction, the interwell connectivity is better, and the seepage
channel is more developed. When the interlayer distribution
is inconsistent with the source direction, the interwell connec-
tivity is poor. In the vertical source direction connectivity, the
interwell connection becomes poor due to the changes in the
sand body contact relationships and permeability. There is
no obvious dominant seepage channel in this area.

Based on the study of the remaining oil enrichment area
and the connectivity characteristics of each layer, the A2 area
in Figure 15 with higher remaining oil saturation and complex
connection relationship is preferred as the adjustment area for
the water injection efficiency evaluation. The water injection
efficiency of injectors in A2 area is shown in Figure 16.

4.2. The Optimization of the Production System and
Implementation Effect. Targeting the problem of dominant
seepage channels in some directions of the well group in area
A2 that caused the dividing coefficient to be concentrated,
this study combined the automatic optimization method of
the injector and producer working system to form three sets
of adjustment plans.

The first plan is a liquid volume adjustment plan for
water injection volume. Comparing the average water injec-
tion efficiency with the efficiency of different layers in differ-
ent wells, there is an increase in water injection volume in the
higher efficiency layer and conversely, the injection is
reduced. For the connected producers, calculating the change

in injected water volume in each direction according to the
dividing coefficient and summing all as the liquid volume
adjustment of the producers. The second plan is a reservoir
property adjustment plan. The measures include profile
control for inefficient injectors, as well as sealing, backflow,
and well function reassignment for strong connectivity, large
dividing coefficient, high water cut producers.

To ensure accurate and effective measures, the dividing
direction and tracer test data of key well groups were verified.

In Figure 17, the plane dividing coefficient of injector T1
shows that the producers P1 and P2 of the same well group
are the main dividing directions, with 45% and 27% of
injected water diverted on the sandstone section, respec-
tively, and 32% and 42% on the conglomerate section, respec-
tively. Table. 2 shows a good correspondence among the
three wells; the tracer test data from the T1 well group shows
that P1 has the longest sustained dose time (41 days) and the
highest peak tracer concentration (148.66 ng/ml); P2 has a
continuous tracer time of 30 days and the peak tracer con-
centration 126.31 ng/ml; no tracer reaction was seen in P3;
P4 continued to be seen for 36 days, and the peak tracer
concentration was 97.04 ng/ml.

The water injection efficiency of T1 in the sandstone sec-
tion was 0.15, and the water injection efficiency of the con-
glomerate section was 0.07; the water injection efficiency in
the sandstone section was higher than the average water
injection efficiency. The injection volume of T1 in the sand
and conglomerate sections changed to 4.2m3 and 7.5m3,
respectively.

In Figure 18, the horizontal dividing coefficient of T6
shows that the producers, P7 and P8, in the same well group
are the main dividing directions, with 36% and 27% of the
injected water diverted in the sandstone section, and 33%

P7
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0.17

0.27

0.36 P6

0.20

T8

P8

T7

T6

P5

(a) Sandstone section

P7
T9

0.13

0.54

0.33 P6

T8

P8

T7

T6

P5

(b) Conglomerate section

Figure 18: Dividing the coefficient diagram of the T6 well group.

Table 3: Tracer test results of the T6 well group.

Injector
Tracer type & inject

date
Tracer
well

Tracer breakthrough
date

Tracer breakthrough time
(day)

Tracer peak concentration
(ng/ml)

Duration
(day)

T6
Gd 3/20/2019

P8 5/9/2019 50 52.4 30

P7 5/17/2019 58 97.01 26

Sm 3/15/2019 P8 4/25/2019 41 82.41 21
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and 54% in the conglomerate section, respectively. The tracer
test data in Table 3 shows a good correspondence among the
three wells. The tracer test data of the T6 well group shows
that P7 lasted 26 days, and the peak tracer concentration
was the highest (97.01 ng/ml). Two kinds of tracers were seen
in P8, and the peak tracer concentrations were 52.4 ng/ml
and 82.41 ng/ml, while no tracer reaction was seen in P5
and P6.

The water injection efficiency of T6 in the sandstone sec-
tion was 0.17, and the water injection efficiency of the con-
glomerate section was 0.13. The water injection efficiency in

both was higher than the average water injection efficiency.
The injection fluid volume of the T6 increased to 5.0m3 in
the sandstone section and increased to 3.5m3 in the
conglomerate section.

After a three-year production simulation of the adjusted
production system in Figure 19 and with comparisons to
the original system, the daily oil production in the field
increased by 15.5%; the cumulative oil production in the field
increased by 4:24 × 104 t; the comprehensive water cut
decreased by 1.39%, and the effect of the adjustment is
obviously shown in Figure 20.
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Figure 19: Adjusted production system.
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5. Conclusion

A layered water-injection efficiency evaluation method based
on INSIM is proposed in this study by accurately adding vir-
tual well points to characterize the actual geological connec-
tivity of glutenite reservoirs and a well-to-well conductivity
of the fitted connectivity model. Combined with the location
of the sedimentary facies at the well point, a classification
standard for interwell connectivity of glutenite was estab-
lished, and the interwell connectivity was divided into four
major categories and twelve subcategories. On this basis, to
determine the injection water splitting quantity, the layered
water injection efficiency of the injection well which is the
basic knowledge to adjust the injection-production schedule
was evaluated.

The method determines the vertical and horizontal water
injection split coefficients by calculating data, such as con-
nectivity parameters, pressure difference, and production
index, and identifies the injection-production correspon-
dence relationship and the effect of water injection. The cal-
culation speed and the calculation result of the water
injection efficiency are more reliable than the reservoir engi-
neering method.

Based on this method, three types of liquid volume adjust-
ment plans were formulated for an actual oilfield: injection-
production structure adjustment, injection-production mea-
surement adjustment, and comprehensive adjustment. It is
predicted that after two years of implementation of the liquid
volume adjustment measures for 20 water injection well
groups in the A2 area, the daily oil production rate in the block
will increase by 15.5%; the cumulative oil production in the
block will increase by 4:24 × 104 t; the comprehensive water
cut will decrease by 1.39%, and the effect of increasing oil
precipitation will be obvious.

Nomenclature

A: Dividing coefficiency
b: Feature parameter matrix
br : Initial estimation of feature parameter matrix
Ct : Total compressibility, MPa–1

e: Water injection efficient
ex: Average water injection efficient
f w: Water cut
GB: Covariance matrix of the model parameters
GD: Initial estimation covariance matrix of the model

parameters
�h: Average interwell reservoir thickness, m
hðbÞ: Initial numerical simulation observation values
J : Production index
K : Layer average permeability, 10-3μm2

�K : Interwell average permeability, 10-3μm2

Kr : Relative permeability, 10-3μm2

kobs: Observation values
L: Well spacing, m
Nl: Number of reservoir layers
NIc: Number of connected injectors
Nw: Number of connected wells
O: Objective function for history matching

p: Flowing bottom hole pressure, MPa
q: Production or injection volume, m3

r: Wellbore radius, m
s: skin factor
Sw: Water saturation
T : Transmissibility, m3/d·MPa-1

V : Pore volume, m3

η: Liquid volume adjustment coefficient
λ: Mobility, 10-3μm2/(mPa·s)
μ: Viscosity, mPa·s

Subscripts

i: Well-node index
ij: Parameters between well i and well j
j: Well-node index
k: Layer index
max: Parameter maximum
min: Parameter minimum
o: Oil phase
w: Water phase

Superscript

N : Timestep.
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The special mechanisms underneath the flow and transport behaviors in unconventional reservoirs are still challenging an accurate
and reliable production estimation. As an emerging approach in intelligent manufacturing, the concept of digital twin has attracted
increasing attentions due to its capability of monitoring engineering processes based on modeling and simulation in digital space.
The application potential is highly expected especially for problems with complex mechanisms and high data dimensions, because
the utilized platform in the digital twin can be easily extended to cover more mechanisms and solve highly complicated problems
with strong nonlinearity compared with experimental studies in physical space. In this paper, a digital twin is designed to
numerically model the representative mechanisms that affect the production unconventional reservoirs, such as capillarity,
dynamic sorption, and injection salinity, and it incorporates multiscale algorithms to simulate and illustrate the effect of these
mechanisms on flow and transport phenomena. The preservation of physical laws among different scales is always the first
priority, and simulation results are analyzed to verify the robustness of proposed multiscale algorithms.

1. Introduction

The successes in the commercial exploitation of unconven-
tional resources, such as shale gas and tight oil, in North
America have already changed the current world energy
market, and the growing public concerns on the depletion
of conventional oil and gas resources in the foreseeable future
also stimulates more efforts in both academia and industry to
investigate unconventional reservoirs [1, 2]. A large number
of technical studies have been carried on for a better charac-
terization of oil and gas storage in either or both adsorbed or
free states and a clearer description of the rock properties
including porosity and permeability [3–5]. On the other

hand, environmental issues have challenged the development
of the unconventional oil and gas resources. As a conse-
quence of hydraulic fracturing and shale gas production,
groundwater pollution has become a serious issue that
haunts oil companies. Earthquake and gas explosion, the
other two problems often criticized due to unconventional
reservoir production, are increasingly arising public con-
cerns. In order to achieve a better balance between recovery
efficiency and environmental impacts, we need to pay more
efforts for a thorough understanding of the special mecha-
nisms that control the storage, flow, and transport of uncon-
ventional resources in subsurface reservoir in order to meet
the growing global energy demands in an environmentally

Hindawi
Geofluids
Volume 2020, Article ID 8876153, 12 pages
https://doi.org/10.1155/2020/8876153

https://orcid.org/0000-0001-7216-0423
https://orcid.org/0000-0003-2877-7543
https://orcid.org/0000-0002-3078-864X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8876153


friendly and economical approach. For instance, the classical
viewpoint that transient linear flow dominates the flow
regime for multifractured horizontal wells is challenged by
the anomalous diffusion behavior, which also enlightens us
that our understanding of the complex mechanisms and flow
behaviors in unconventional reservoirs still needs to be
improved [6].

Numerical modeling and simulation have become a pop-
ular approach in the study of unconventional reservoirs,
mainly due to their significant superiority on efficiency and
flexibility [3]. In practice, experimental studies are limited
to time and space scale and also restricted by field or labora-
tory conditions. However, these constraints can be avoided
by well-designed numerical simulation. Moreover, numerical
schemes can be further verified through experimental analy-
sis, and some key parameters are tuned from experimental
results. After continual improvement and optimization, such
mathematical model is believed to be “realistic” and is reli-
able to be applied to solve practical problems in much larger
time and space scale in order to guide or suggest engineering
practice. As one of the cutting-edge techniques, digital twins
have been extensively used in automatic production, predic-
tive maintenance, and complete-cycle management. Digital
twins, also known as DT, can be defined as a simulation pro-
cess or simulation-based system that integrates multidisci-
pline, multiphysics, and multiscale numerical methods to
make full use of physical models, sensor data, operation
history, and other information and to complete mapping in
virtual space so as to reflect the whole life cycle of a corre-
sponding process or equipment in physical space [7]. The
concept of digital twins was first proposed in the field of
advanced manufacturing, along with the application of
state-of-the-art information technologies in industrial pro-
cesses [8, 9]. With the arrival of the big data era, the entire
product life cycle produces plenty of data in the aspect of
designing, manufacturing, marketing, and service. These data
can be transferred into the digital models for simulation and
analysis, and in turn, the numerical results can provide sup-
ports to improve practical manufacturing. The data obtained
in physical reality is often fragmented and isolated, but well-
designed numerical schemes in virtual space can describe the
underneath physical or chemical correlations among the
data. Thus, the intelligence and efficiency of industrial
manufacturing are constantly improved to achieve intelligent
production andmanagement. The similar idea can be applied
to reservoir simulation in which data of the reservoir geology,
fluid properties, and environmental and operation condi-
tions can all feed into the model in virtual space.

In this paper, we will combine several promising numer-
ical models and algorithms that describe the special mecha-
nisms behind the flow and transport behaviors in
unconventional reservoirs in different scales as an explor-
atory investigation to construct the digital twin. A thermody-
namically consistent flash calculation scheme is designed to
consider the effect of capillary pressure on phase equilibria,
and the dynamic sorption is included in the particle distribu-
tion function to establish a delicate Lattice Bhatnagar-Gross-
Krook (LBGK) scheme to simulate the shale gas flow and
transport using Lattice Boltzmann Method (LBM). Multi-

component ion exchange and double-layer expansion, both
directly relevant to fluid salinity, are also modeled in different
scales. Simulation results are presented to show the effective-
ness of the proposed algorithms for the investigated mecha-
nisms. The remainder of this paper is organized as follows.
In Section 2, several important mechanisms in unconven-
tional reservoirs are modeled, and the corresponding simula-
tion algorithms and results are illustrated in Section 3.
Conclusive remarks are provided in Section 4.

2. Design of the Digital Twin

A digital twin is expected to realize interaction and integra-
tion between physical space and virtual world due to its fea-
sibility on real-time synchronization, real mapping, and
high fidelity. In order to create the virtual model of physical
entity in unconventional reservoirs, the fluid flow and trans-
port process in realistic reservoir conditions are mathemati-
cally described in the digital space, while data is transferred
into the twin and information is fed back from the twin.
The procedures and processes in physical entity are expected
to be enabled or expanded with new capabilities based on the
feedback, which may be obtained via various approaches,
such as data fusion analysis and decision iteration optimiza-
tion. In this section, a digital twin for unconventional reser-
voirs is designed to bridge the physical space and digital
world, with focus on several selected mechanisms which
affect the complete cycle of evaluation and production. As
shown in Figure 1, some processes are extracted first from
the physical space, such as reserve prediction, recovery eval-
uation, hydraulic fracturing, and environmental effect. To
provide more effective, real-time, and intelligent improve-
ment and optimization schemes to these processes, the digital
twin is designed with three parts: models on reservoir geom-
etry, Darcy’s scale fluid flow, and pore scale fluid flow. Each
part is decomposed further with representative techniques
and research topics. It should be noted that phase equilib-
rium calculations are conventionally investigated in pore
scale, but in [10], Darcy’s scale phase equilibrium was
studied.

In this paper, we will start to model capillarity and
dynamic sorption, both of which play significant roles in
unconventional reservoirs and affect many engineering pro-
cesses in practice. The widespread nanopores are often con-
sidered as the main cause of significant capillary effect and
confinement effect. The strong interactions between gas mol-
ecules and rock surface result into the dynamic sorption, and
the related concepts of Knudsen diffusion, Knudsen layer,
and Knudsen number are introduced. The large amount of
water needed for hydraulic fracturing is often questioned by
the local communities, and seawater or produced water after
proper treatment is expected as an alternative to save fresh
water. Water salinity, one of the key factors affecting injec-
tion and fracturing performance, has also attracted numer-
ous attentions. In this section, thermodynamic equilibrium
modeling for multicomponent fluid mixtures in unconven-
tional reservoirs is used to describe phase behaviors and
properties. A delicate LBGKmodel is constructed to take into
account the effect of dynamic sorption on particle
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distribution functions. For the two processes directly relevant
to salinity, the electrical interaction process is represented by
multicomponent ion exchange equations and the electro-
static forces in a double-layer expansion process needed for
numerical simulation are calculated using the DLVO-type
theory, short for Derjaguin–Landau–Verwey–Overbeek
theory.

2.1. Capillarity Modeling. The presence of capillary pressure
could significantly deviate the phase behaviors of reservoir
fluids in unconventional reservoirs from their bulk proper-
ties. Therefore, the capillary effect has to be taken into
account in order to accurately estimate phase amounts and
compositions of unconventional reservoir fluids at geological
conditions. Defined as the pressure difference between wet-
ting phase and nonwetting phase, pc = pn − pw, the effect of
capillary pressure can be concluded as moving the interface
toward the nonwetting phase due to a positive capillary pres-
sure and conversely due to a negative capillary pressure. The
work done by capillary pressure can be formulated as

dW
dt

= −pn
dVn

dt
− pw

dVw

dt
= −pn

dVn

dt
+ pw

dVn

dt
= −pc

dVn

dt
,

ð1Þ

where pc is assumed to be constant along the interface
between nonwetting and wetting fluids. Here, the Young-
Laplace equation is used to calculate the capillary pressure as

pc =
2σ cos θ

r
, ð2Þ

with the interfacial tension σ, in the unit of N/M, being esti-
mated by the Weinaug-Katz correlation

σ = 〠
M

i=1
P½ �i ni,w − ni,nð Þ

" #4
: ð3Þ

2.2. Dynamic Sorption Modeling. Usually, shale gas can exist
as three states, including dissolved gas, adsorbed gas, and free

gas, and the dominant reserve is made up of the adsorbed gas,
which has been reported in [11] that the adsorbed gas covers
up to 80% of the total gas reservation. The dynamic balance
between adsorption and desorption, as a result of shale struc-
tures and fluidity, can provide helpful knowledge to design
and optimize fracturing and recovery processes. Such critical
information is of significant importance to evaluate the reser-
voir and predict the well production. A large number of stud-
ies have been reported to analyze and model the dynamic
sorption in unconventional reservoirs. Molecular accumula-
tion, as a consequence of surface energy minimization, is
often considered the main cause of adsorption on shale sur-
face, while the van der Waals force is leading the physical
sorption in potential theory. The sorption capacity is depen-
dent on temperature, pressure, and other geochemical prop-
erties, such as the TOC content, also known as total organic
carbon. Generally, if there are more organic matters in shale,
a higher gas adsorption amount can be detected together
with a higher surface area, total pore volume, and porosity.
Moreover, permeability, which is the key factor relevant to
flow and transport in porous media, is also affected by the
adsorption and desorption process in gas production. For
example, pressure drop facilitates gas desorption from kero-
gen, and on the other hand, the free gas production further
decreases the pore pressure. As a result, pressure difference
between the pores and bulk matrix will reinforce the desorp-
tion on the matrix surface. Plenty of isotherm models have
been developed to mathematically describe the sorption
mechanism, among which the most commonly used one is
the Langmuir’s model

V = VLP
PL + P

, ð4Þ

where V denotes adsorbate volume, P denotes pressure, and
PL and VL denote the Langmuir pressure and Langmuir vol-
ume, respectively. Other isotherm models, including Freun-
dlich model, D-R model, BET model, and Toth model, are
proposed later so that the estimations of these models get
closer to the experimental results. In this paper, the following
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Figure 1: Design of a digital twin for unconventional reservoirs.
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equation is selected to model the dynamic sorption balance
between adsorption and desorption

∂V
∂t

= kaC Vm − Vð Þ − kdV , ð5Þ

where ka and kd are the adsorption and desorption coeffi-
cients, respectively, with the unit of S−1, and Vm denotes
the saturated adsorption capacity. The gas concentration C
can be calculated from the deformed advection-diffusion LB
scheme:

∂C
∂t

+∇ · Cuð Þ = ∇ · Deff∇Cð Þ + S: ð6Þ

In the above equation, the total gas concentration at cer-
tain location can be calculated as the summation of distribu-
tion functions in all the directions:

C =〠gci, ð7Þ

where gci denotes the distribution function in convection-
diffusion problems and the source term S; in distribution bal-
ance equation, see Equation [eq: eq (6)], which represents the
effect of dynamic sorption which is determined by

S = ωiVsδt: ð8Þ

Correspondingly, the macroscopic velocity can be formu-
lated as

〠 f i − z × Sið Þ = ρu, ð9Þ

where Si denotes the adsorbed amount in the site of the ith
direction and z denotes a coefficient balancing the units.

2.3. Multicomponent Ion Exchange Modeling. The process of
multicomponent ion exchange can be modeled as (using C
a2+ as an example of divalent cations)

Clay− ⋯ Ca2+
� �

+H2O↔ Clay− ⋯H+½ � + OH− + Ca2+:
ð10Þ

A generalized model has been proposed in [12] for differ-
ent ions, e.g., sodium, calcium, and magnesium cations,
which are commonly seen in reservoir brine and rocks.

Na+ + 1
2

Ca − X2ð Þ↔ Na − Xð Þ + 1
2
Ca2+,

Na+ +
1
2

Mg − X2ð Þ↔ Na − Xð Þ + 1
2
Mg2+:

ð11Þ

Two coefficients are presented in their study to model the
ion exchange selectivity as

KNa/Ca′ =
ζ Na − Xð Þ m Ca2+

� �� �0:5
ζ Ca − X2ð Þ½ �0:5m Na+ð Þ

×
γ Ca2+
� �� �0:5
γ Na+ð Þ ,

KNa/Mg′ =
ζ Na − Xð Þ m Mg2+

� �� �0:5
ζ Mg − X2ð Þ½ �0:5m Na+ð Þ

×
γ Mg2+
� �� �0:5
γ Na+ð Þ :

ð12Þ

The ζðMI − XÞ term in the above equations represents
the equivalent fraction of the cations on the exchanger, and
MI denotes Na+, Ca2+, or Mg2+.

The wettability alteration is considered to result from ion
adsorptions and corresponding surface charge change, which
can be modeled as [13]

RCOO− −Ca − CaCO3 sð Þ + Ca2+ + SO2−
4 = RCOO − Ca+ + Ca − CaCO3 sð Þ + SO2−

4 ,

ð13Þ

where SO2−
4 serves as a catalyst increasing Ca2+ ion concen-

tration. A similar formula can be applied to brine containing
Mg2+ ions

RCOO− − Ca − CaCO3 sð Þ +Mg2+ + SO2−
4 = Mg −CaCO3 sð Þ + RCOO − Ca+ + SO2−

4 :

ð14Þ

In high salinity injection, pH reversal may occur and the
ion exchange can be modeled as

Clay− ⋯H+½ � + Ca2+ ↔ Clay− ⋯ Ca2+
� �

+ H+: ð15Þ

Dissolution and precipitation can happen with the inter-
action of injected brine and rock

CaCO3 sð Þ + H+ ⇄ Ca2+ + HCO−
3 ,

CaSO4 sð Þ⇄ Ca2+ + SO2−
4 ,

MgCO3 sð Þ +H+ ⇄Mg2+ + HCO−
3 :

ð16Þ

The HCO−
3 in Equation [eqim] is also obtained from the

interaction in the aqueous phase as

CO2 + H2O⇄HCO−
3 + H+,

HCO−
3 ⇄ CO2−

3 + H+,

H2O⇄OH− + H+:

ð17Þ

2.4. Double-Layer Expansion Modeling. The modified DLVO
theory, which describes electrostatic forces, is commonly
used to model and calculate the double-layer expansion pro-
cess [14, 15], and the results can be used in numerical simu-
lation of the low salinity waterflooding process [16]. Force
contributions can be modeled as

Π hð Þ =ΠVDW hð Þ +ΠEDL hð Þ +ΠSTR hð Þ, ð18Þ

where the disjoining pressure is a summation of contribu-
tions from London van der Waals force, electrostatic force,
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and structural force, all of which are functions of the wetting
film thickness h. This formulation can be used in wettability
calculation, as the following augmented Young-Laplace
equation uses disjoining pressure to express the interaction
equilibrium in oil/brine/rock system [15]:

pc =Π hð Þ + 2σow cos θ
r

, ð19Þ

where pc is capillary pressure. The contact angel θ is given by
[17]

cos θ = 1 +
1
σow

I: ð20Þ

It can be referred from Equation [eqca] that if I > 0, the
water film is unconditionally stable due to the constant con-
tact angel θ = 0∘. If the rock is water-wet, implying 90 > °θ
> 0° or 0 < I < −σow, then the water film is meta-stable; oth-
erwise, it is oil-wet with 180 > °θ > 90° or −σow < I < −σow.

The van der Waals forceΠVDW in Equation [eqfo] can be
calculated by [18]

ΠVDW hð Þ = −A
6πh3

, ð21Þ

where A is the Hamaker constant. The electrostatic double-
layer force in Equation [eqfo] can be modeled using a
bounded estimation of the Poisson-Boltzmann equation [19]

d2ψ
dx2

=
enb
zε0εr

e− zeψ/kBTð Þ, ð22Þ

where ε0 denotes the dielectric constant of vacuum, εr
denotes the relative dielectric constant of the aqueous
medium, kB denotes the Boltzmann constant, T denotes the
absolute temperature (K), and z denotes the ion valence.
An upper limit of the estimation can be established with a
constant potential assumption that attraction between the
plates with the same charge but unequal potential always
exists

ΠEDL hð Þ = nbkBT
2ψr1ψr2 cosh κhð Þ − ψ2

r1 − ψ2
r2

sinh κhð Þð Þ2
 !

: ð23Þ

On the contrary, if a repulsion force is assumed to exist
between the plates,

ΠEDL hð Þ = nbkBT
2ψr1ψr2 cosh κhð Þ + ψ2

r1 + ψ2
r2

sinh κhð Þð Þ2
 !

: ð24Þ

The term ψri in the above two equations is defined as the
reduced potential of ith plate, and it can be calculated by

ψri =
zeζi
kBT

: ð25Þ

The above approximation model is called the analytical
compression approximation (CA) model, which is suitable
for cases with low to intermediate electrostatic potential. A
linear superposition approximation (LSA) is proposed, also
called weak overlap approximation (WOA), as a correct
answer between the two extremes as [20]

ΠEDL hð Þ = 64nbkBT tanh
ζ1
4

� �
tanh

ζ2
4

� �
exp −κhð Þ,

ð26Þ

where ζi is the zeta potential on the ith surface of each plate.
It is proved in [19] that the LSAmodel is more favorable to fit
the force measurement on surface experiments. κ in the
above models are defined as the Debye-Hückel reciprocal
length and determined by the following expression:

κ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e2z2nb
ε0εrkBT

s
: ð27Þ

The hydration force can be calculated by [21]

ΠSTR hð Þ = C1e
h/ξ1 + C2e

−h/ξ2 , ð28Þ

where C is the force coefficient relevant with the boundary
conditions and h is the clay length. The hydrophobic force
near the surface can be calculated using

ΠBR hð Þ = −
Aδ6

7560
8rp + h

2rp + h
� �7 +

6rp + h

h7

" #
: ð29Þ

A more general form has been proposed in [22] to calcu-
late the structural forces for all the cases.

Y
structure

= Ak exp −
h
hs

� �
: ð30Þ

3. Simulation and Results

All the aforementioned mechanisms, such as capillarity,
sorption, and salinity, have challenged the conventional con-
tinuum modeling and simulation using Navier-Stokes equa-
tions. Consequently, modifications and improvements have
to be introduced to account for these mechanisms so that
the governing systems are generated in order to obey the
physical laws as well as realistic conditions. Thermodynamic
equilibrium schemes are reconstructed to account for capil-
lary effect and to meet the first and second laws of thermody-
namics. The calculated equilibrium solutions can ensure a
good initial estimate for multiphase multicomponent flow
simulation, and the new energy and entropy balance formu-
lations can lead to a stable convergence while tolerating a rel-
atively much larger time step. Mesoscopic numerical
approaches, representative of LBM [23] and Pore Network
Method [24], are widely employed in the direct simulation
of flow and transport in porous media, and some simple
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but effective terms can be added to take such special mecha-
nisms into account. The new mass and momentum conserva-
tion properties can be proved rigorously, which further
promote such delicate numerical approaches. However, there
is still not a comprehensive model or simulation approach
covering all the effect of capillarity, sorption, and salinity. In
another words, more investigations are expected to develop a
reliable and practical scheme to simulate engineering pro-
cesses, and the concept of a digital twin can be a potential plat-
form to cover as much mechanisms as we want. With
conservation equations governing fluid flow through porous
media, Darcy’s scale simulation can be performed to model
the migration and transport of oil and gas and predict the oil
production. Pore scale simulation is conducted to investigate
the detailed mechanisms of surface interactions and to show
the correlation between the microscopic details in a single
pore, thermal equilibrium conditions, and macroscopic flow
and transport properties. Mesoscopic simulations, like LBM
and pore network modeling, are used as a bridge to link
between micromechanism and macrophenomena.

3.1. Darcy’s Scale Simulation. A mass balance equation for
immiscible incompressible oil-water two phase flow can be
written as [25]

ϕ
∂s
∂t

+
∂uw
∂x

= 0,

ϕ
∂ 1 − sð Þ

∂t
+
∂ uo
∂x

= 0,
ð31Þ

where uo and uw denote the velocity of oil phase and water
phase, respectively. The extended Darcy’s law for aqueous
and oil phases can be modeled as follows if gravity is ignored:

uw = −
kkrw s, γ, σsð Þ

μw

∂pw
∂x

,

uo = −
kkro s, γð Þ

μo

∂po
∂x

,
ð32Þ

where po and pw represent the pressure of oil phase and water
phase, kro and krw are the oil and water relative permeability,
respectively. A commonly used model to account for the
effect of salinity on relative permeability and capillary pres-
sure has been proposed in [26] as

krw = θ × kHS
rw S∗ð Þ + 1 − θð Þ × kLSrw S∗ð Þ,

kro = θ × kHS
ro S∗ð Þ + 1 − θð Þ × kLSro S∗ð Þ,

pcow = θ × pHS
cow S∗ð Þ + 1 − θð Þ × PLS

cow S∗ð Þ,
ð33Þ

where

θ =
Sorw − SLSorw
� �
SHS
orw − SLSorw

� � ,
S∗ =

So − Sorwð Þ
1 − Swr − Sorwð Þ :

ð34Þ

In the above system, pcow denotes the oil-water capillary
pressure, θ is a scaling factor, and Sorw denotes the residual
oil saturation after waterflooding. The superscripts HS and
LS denote the high salinity water and low salinity water,
respectively. It is a simple model capable of predicting the
oil recovery using low salinity waterflooding at field-scale
studies or single-well tests. An obvious dependency of capil-
lary pressure and relative permeability on injection salinity is
expressed in the formulas, regarding the salt species in brine
only as an additional single lumped component in the aque-
ous phase. A balance between the two extreme conditions,
lower salinity limit and upper salinity limit, is conducted
using the scaling factor.

A more comprehensive model is proposed in [27] which
starts from the classical Corey equations [28]

krw = k0rw S∗wð Þnw ,
kro = k0ro 1 − S∗wð Þno ,

ð35Þ

where

S∗w =
Sw − Swr

1 − Swr − Sor
,

Pc =
cw

Sw − Swið Þ/ 1 − Swið Þð Þaw −
co

1 − Sw − Sorð Þ/ 1 − Sorð Þð Þao :

ð36Þ

The first modification is assuming the residual oil satura-
tion is a function of salinity only.

Sor Xcð Þ = SLSor +
Xc − XLS

c

XLS
c − XHS

c

SLSor − SHS
or

� �
: ð37Þ

An additional modification introduces the salinity effect
on the end-point water relative permeability

krw Xcð Þ = kLSrw +
Xc − XLS

c

XLS
c − XHS

c

kLSrw − kHS
rw

	 

: ð38Þ

Next, the effect of salinity is also applied to the exponent
of oil relative permeability

no Xcð Þ = nLSo +
Xc − XLS

c

XLS
c − XHS

c

nLSo − nHS
o

� �
: ð39Þ

The salinity is denoted by Xc in the above equations, and
the two thresholds of high salinity and low salinity are repre-
sented by the superscript HS and LS.
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A dimensionless system to model the macroscopic flow
of low salinity waterflooding can be written as [29, 30]

∂s
∂tD

+
∂f s, γð Þ
∂xD

= 0,

Ss = Sa0 − Scr γð Þð ÞAs s, γð Þ, f s, γð Þ = f s, γ, Ss γð Þð Þ,
∂γs
∂tD

+
∂γf s, γð Þ
∂xD

= 0,

1 = −λ s, γð Þ ∂P
∂xD

, λ s, γð Þ = krw s, γ, Ssð Þμo
μw

+ kro s, γð Þ,

ð40Þ

where the subscript D in the above system stands for dimen-
sionless and s denotes the saturation. The initial condition is
provided as reservoir saturation and formation water salinity
(γ) before injection [31]

tD = 0 : s = sI , γ = γI : ð41Þ

Several popular industrial software has been developed to
calculate the mechanisms related with injection salinity.
PHREEQC is an industry-standard geochemistry software
which has been successfully applied in the study of low salinity
waterflooding, with emphasis on the electrostatic reaction, ion
exchange, and mineral dissolution [32, 33], and used to verify
new models and approaches [12]. UTCHEM simulator is
another widely accepted software in petroleum industry, devel-
oped by the University of Texas at Austin, to predict the effect
of injected brine with various ion compositions, and the
injected low salinity water is described using the integrated tool,
UTCHEM-IPHREEQC [34]. IPHREEQC is also a state-of-art
geochemical engine, and UTCHEM-IPHREEQC is an accu-
rate, robust, and flexible tool that enables to model low salinity
waterflooding and many other enhanced oil recovery tech-
niques with respect to geochemistry. Later, another three-
dimensional equation-of-state-based compositional simulator,
also developed by the University of Texas at Austin, UTCOMP,
is coupled with IPHREEQC and the effect of hydrocarbon
components soluble in the aqueous phase on the pH buffering
and other related reactions in the oil/brine/rock system [35].

3.2. Mesoscopic Simulation. In addition to LBMmentioned in
Section 2, another representative mesoscopic approach, pore
network modeling, has also shown promising potentials in
simulating the flow and transport behaviors in unconven-
tional reservoirs. By constructing a porous network in which
pore bodies are connected through pore throats, such a
model could represent highly irregular structure from the
perspective of topology and geometry. After selecting certain
distribution functions and key parameters to control the size
of pore body and pore throat, the network is connected and a
double permeability media is then constructed for further
investigation. As explained in [11], the two structures, pore
body and pore throat, can be treated as fracture and matrix,
respectively, and this body-throat connection can be easily
extended to carry on the streaming and collision process of
distribution functions.

A network constituting of 500 × 500 pore bodies is con-
structed as shown in Figure 2, where the black band repre-
sents matrix and white band represent fracture. It can be
easily referred that this porous structure is generated by
two sets of pore parameters, and the corresponding porosity
and fluidity is different in these layers. The parameters of two
types of media are listed in Table 1, and it can be stated that
the three layers of Media 1 contain more matrix compared
with the two layers of Media 2. Furthermore, a better mobil-
ity is expected in the two layers of Media 2, and more resis-
tance may occur in the three layers of Media 1.

After constructing the porous media using pore network
modeling, the detailed mesoscopic algorithm can be
described as follows:

(1) Generate the optimized LBGK scheme with sorption
coefficients, weight matrix, medium structure, and
flow scenario. Determine the inclusive parameters

(2) Apply the free flow distribution function in fractures and
transport distribution function in matrix. The dynamic
sorption is then calculated, while at the first iteration, this
adsorption is set to be zero. The free flow distribution
function for fractured porous media reads as

F = −
ϕν

K
u −

εFϕffiffiffiffi
K

p uj ju + ϕG, ð42Þ

porous media in shale

Figure 2: A porous media generated using pore network model
with a designed structure.

Table 1: Parameters for pore network modeling.

Parameter Media 1 Media 2 Unit

Min. pore body inscribed radius 0.0372 0.0625 mm

Max. pore body inscribed radius 0.254 0.366 mm

Mean. pore body inscribed radius 0.125 0.246 mm

Standard deviation 0.128 0.187 mm
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and the distribution function at equilibrium state is

f eqi = ρwi 1 +
ei · u
ϕc2s

+
uu : eiei − c2s I

� �
2ϕc4s

� �
: ð43Þ

(3) Use this calculated adsorption amount to update the
free flow simulation, and further calculate the diffu-
sion and transport process

This two-scale LBM can be easily recovered back into
Navier-Stokes equation and advection-diffusion equation,
respectively, for fracture and matrix scale LBGK scheme by
Chapman-Enskog expansion [36]. The effectiveness of this
algorithm with proper modifications on the general
advection-diffusion LBGK scheme and the coupling of scales
using the free flow velocity can be verified with the following
example with constant gas injection on the left boundary of
Figure 2. The adsorption distribution at different time step is

illustrated in Figure 3. It can be seen free flow is much faster
in Media 2 with more fracture, while adsorption amount is
much larger in Media 1 with more matrix. The black color
in Figure 3 corresponds to the “fracture” structure. The result
is reasonable in both scales, and it can be concluded that more
adsorption in thematrix may be due to higher saturation sorp-
tion amount or adsorption coefficient (referred from
Langmuir-type isothermal models) and can lead to smaller
free flow velocity in fractures. On the contrary, the result of
our scheme is reasonable in both media and the effect of
dynamic sorption on free flow region is illustrated. The effect
of porosity in both two scales, fracture and matrix, and the
effect of sorption parameters in a Langmuir-type isothermal
sorption model are all tested and analyzed. Generally, the
increasing adsorbed amount in the matrix due to the higher
adsorption coefficient or saturation sorption amount will
result in a slower velocity in the free flow scale. However, if
the increase of adsorbed gas amount is the result of larger
matrix porosity, then the free flow velocity could be acceler-
ated as the total resistance in the media has been decreased.
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Figure 3: Adsorption distribution at time steps 12000, 22000, 76000, and 130000.

8 Geofluids



3.3. Pore Scale Simulation. Phase equilibrium calculation is
essentially needed for generating a physical-meaningful ini-
tial phase distribution benefiting further multiphase flow
simulation. The following fugacity equation can be used to
establish thermodynamic equilibrium, which can be calcu-
lated based on various equations of state (EOS), for example,
Peng-Robinson EOS [37, 38]:

gi ≡ f ig − f io = 0, i = 1,⋯, nm: ð44Þ

Generally, volume constraint is also needed for a com-
plete conservation relation, which could be described as

〠
q

Nn+1
q

ρn+1q

 !
− φn+1 = 0, q = g,w, o, ð45Þ

where N denotes the mole density, ρ denotes the mass den-
sity, and φ is the constitutive equation. Unconditional stabil-
ity, the most essential property determining algorithm
robustness and applicability in practice, is preserved by using
the convex-concave splitting scheme on chemical potential.
In details, the chemical potential μiðnÞ is supposed to have
two components μconvexi ðnÞ and μconcavei ðnÞ and the counter-
part splitting can be written as

μconvexi nð Þ = ∂f convex

∂ni
=
∂f attraction

∂ni
− λ

∂f ideal

∂ni
: ð46Þ

The unconditional stability of the above semi-implicit
scheme has been proved in details in [37]. The evolution
equations of mole and volume can be formulated based on

Onsager’s reciprocal principle as

∂NG
i

∂t
= 〠

M

j=1
ψi,j μGj − μLj

	 

+ ψi,M+1 pL − pG

� �
,

∂VG

∂t
= 〠

M

j=1
ψM+1,j μGj − μLj

	 

+ ψM+1,M+1 pL − pG

� �
:

ð47Þ

The computational efficiency and reliability require an
energy stable system consistent with the second law of ther-
modynamics. Regarding the Onsager coefficient matrix Ψ,
it can be divided into 4 submatrices, shown as below

Ψ =
A

BT

B

C

" #
: ð48Þ

Here, A = ∂ðμi,2 − μi,1Þ/∂Ni,1, B = ∂ðμi,2 − μi,1Þ/∂V1 = ∂ð
p1 − p2Þ/∂Ni,1, and C = ∂ðp1 − p2Þ/∂V1. It is essential to
ensure the positive definition of the Onsager coefficient
matrix; otherwise, a modified Cholesky factorization will be
introduced to preserve its positive definiteness. Generally,
Ψ + E should be sufficiently positive and E is added as a diag-
onal matrix with suitable positive entries. This positive defi-
nite property can keep the continuous increasing of entropy
in the iterations, which will ensure to reach the local maxi-
mum using the Newton-Raphson method. The effect of cap-
illarity can be illustrated by the difference in tangent-plane
distance (TPD) function and phase envelope of fluid mix-
tures in porous media with various pore radius. As shown
in Figure 4, the TPD function with respect to temperature
range ½250,700�K and overall molar density range ½0, 10000�
mol/m3 is plotted for an EagleFord oil in two cases either
with or without capillary effect. Within the specified molar
density and temperature intervals, there is a single two-
phase region and the phase boundary between single-phase
and two-phase states is drawn in red and blue for the case
with and without capillary effect, respectively. It can be seen
that capillary pressure can significantly reshape the bulk
phase envelope by suppressing the bubble point curve and
meanwhile expanding the dew point curve.

The effect of pore radius on the work done by capillary
pressure can be explained in Figure 5. If capillary pressure
is taken into account, the dew point pressure will be
decreased in the lower branch and the suppression of dew
point pressure becomes significant as pore radius decreases.
Moreover, dew point pressure increases in the upper branch
and deviates more significantly from the dew point curve of
the bulk phase where the capillary effect is negligible. The
overall effect of the dew point pressure increasing in the
upper branch and decreasing in the lower branch enlarges
the vapor-liquid region compared with bulk phase envelope.

The effect of multicomponent ion exchange on relative
permeability can be modeled as [39]

kr S, βCa, βMg

	 

= F βCa, βMg

	 

kHS
r Sð Þ + 1 − F βCa, βMg

	 
h i
kLS Sð Þ,
ð49Þ
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Figure 4: Phase envelope for an Eagle Ford oil considering
capillarity at different pore radii.
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where β is the absorbed cations and the subscripts Ca andMg
represent the calcium and magnesium ion, respectively. The
scaling function, F, is dependent on the divalent ion adsorp-
tion conditions in the precipitation and dissolution processes.

The microscopic displacement efficiency as a function of
trapping number is proposed in [40], using ionic strength (Is)
calculation as

Is =
1
2
〠
i

Z2
i mi, ð50Þ

where zi and mi denote the charge and molarity of the fluid
species i, respectively. The thickness of double electric layer
is then determined by

κ−1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εrε0kBT
2NAe2I

s
, ð51Þ

where εr and ε0 denote the relative permeability and the per-
meability of the free phase, respectively. A clay mineral
model is built in [41] in terms of composition, structure,
and charge density on the clay surface. Various salinity con-
ditions, ranging from freshwater to seawater, have been con-
sidered, and system wetness can be either oil-wet or water-
wet in that study.

4. Conclusion and Remarks

Due to the tight formations and related special mechanisms
often met in unconventional reservoirs, there are still nonne-
gligible public concerns on the economic efficiency, produc-
tion safety, and environmental friendship. As an effective
approach to describe the flow and transport behaviors in sub-

surface reservoirs, a digital twin is designed in this paper to
cover the purposes of media construction, mechanism inves-
tigation, and production estimation in physical entity. Repre-
sentative mechanisms, such as capillarity, sorption, and
injection salinity, have been mathematically characterized
in details, and multiscale algorithms are developed to simu-
late the effect of these mechanisms. Physical reservations
and equivalence between various scales can be preserved in
the generated schemes, and several results are illustrated to
prove the reliability and robustness.

More models and algorithms are expected to be included
in the digital twin in the future to construct a more compre-
hensive numerical platform capable of simulating realistic
engineering cases efficiently and accurately. Extensions to a
wider range of applications are easy to perform as long as
the physical correlations can be described numerically in
the virtual space. Field scale studies can be enabled by the
usage of parallel computing, bound-preserving, reduced-
space methods and many other scale coupling techniques
[42]. Molecular dynamics simulation and Monte Carlo sim-
ulation can also be added into this twin to lay a more solid
theoretical foundation on fundamental microscopic mecha-
nisms [43]. Accelerated flash calculations using deep learning
algorithms have also been carried out by many researchers
[44, 45], while the pore-scale flash calculation schemes have
been extended to solve related engineering problems includ-
ing carbon dioxide sequestration [46]. Hydraulic fracturing
and rock properties are directly relevant with the exploitation
of unconventional reservoirs, where numerous models have
been developed to simulate the observations [47, 48]. Gather-
ing and transportation are the connection between reservoir
exploitation and market utilization, where the flow and
transport in pipelines can also be modeled to resolve the
engineering problem including scaling and corrosion [49,
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Figure 5: Global minimum of TPD function, as well as corresponding phase envelope, as a function of the overall molar density and
temperature for an Eagle Ford oil with (red line) or without (blue line) capillarity.
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50]. The next step is to find the proper connectors that link
the many aspects of mechanisms, models, and algorithms
to establish a comprehensive digital twin.
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When the depressurization development of a hydrate-bearing layer is initiated, the temperature of the near-wellbore formation quickly
decreases to near the equilibrium temperature due to the dissociation of natural gas hydrate Therefore, the secondary generation of
natural gas hydrates in the wellbore easily occurs if pressure jumps to a high value due to the changes of production rates or
shutdown of the well. Though hydrate generation in the process of high-pressure drilling and gas and water transportation has
been widely investigated, the secondary generation of natural gas hydrates caused by pressure jump during the depressurization
development process is not fully understood. In this study, the multiphase pipe flow of a horizontal well, the Vyniauskas–Bishnoi
generation dynamics of natural gas hydrate, and a decomposition dynamics model developed by Kim and Bishnoi are combined to
build a set of horizontal well gas–liquid–solid three-phase flow models, which consider the phase transition in the wellbore and
distinguished the secondary hydrate generation area in the wellbore under different temperature and pressure conditions. The
results show that when the toe-end pressure is 7MPa and the environment temperature is 6.4°C, the secondary hydrate generation
exists in the horizontal section of the horizontal well, and the maximum hydrate flow velocity in the wellbore is 0.044m3/d. A high
toe-end pressure, low environment temperature, and high gas output will result in a greater hydrate generation in the wellbore,
and the wellbore pressure will have a remarkable influence on the amount generated and its range.

1. Introduction

Natural gas hydrate is an ice-like substance existing in high-
pressure and low-temperature environments and is widely
distributed in deep-sea sediment and land permafrost. Its
reserves are extremely large, i.e., approximately twice as
much as conventional fossil energy [1, 2]. The USA, Canada,
Japan, and China have successfully carried out a trial produc-
tion of natural gas hydrate reservoirs, concurrent with the
gradual increase in global energy consumption and a reduc-

tion in fossil energy reserves. Natural gas hydrate has been
regarded as one of the most promising new energy sources
during the 21st century and has received heavy attention
[3–5]. Natural gas hydrate is in a solid form in a reservoir
and has no flowability, and its existence requires special tem-
perature and pressure conditions. The current method of
development is to decompose the hydrate by artificially
destabilizing its conditions [6–8]. The state of gas hydrate
generally varies dynamically during the exploitation process.
The produced natural gas can react with the residing water
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and reform hydrate. At present, themain developmentmethods
of natural gas hydrate reservoirs include depressurization, ther-
mal activation, CO2 displacement, and chemical injection [9–
12]. Compared to thermal activation, CO2 displacement, and
chemical injection, depressurization can achieve a level of pro-
duction without injecting fluid into the reservoir, which incurs
the lowest development cost. Meanwhile, its technical feasibility
has been proven by the successful development of theMessoya-
kha Gas Reservoir of the former Soviet Union; thus, depressur-
ization has been the most studied development method in this
field [13–15]. The decomposition of natural gas hydrate is an
endothermic process, the reservoir temperature during the
depressurization development process gradually decreases,
and a secondary generation of hydrate is apt to occur in the
near-wellbore area. Myshakin et al. established 2D and 3D
models to simulate and analyze the rules of secondary hydrate
generation and ice blockage during the depressurization devel-
opment process [16, 17]. Ruan et al. established a three-phase
three-component core-scale hydrate depressurization simula-
tion model and studied the influences of the hydrate secondary
generation and permeability change on the development of
depressurization [18]. Gaddipati and Anderson found that after
one year of depressurization development, the secondary gener-
ation of hydrate occurs in the near-wellbore formation, and the
results show an increased potential for the formation of second-
ary hydrate and the appearance of a lag time for the production
rates as the reservoir size increases [19]. Using a horizontal or
inclined well can increase the contact area between the wellbore
and reservoir, and much higher decomposition and production
rates of natural gas can thus be realized. Owing to the lengthy
contact, the temperature near the wellbore will decrease after
the decomposition of the natural gas hydrate, thus decreasing
the temperature in the wellbore, which enhances the regenera-
tion of the hydrates.

In fact, during conventional gas and water pipeline
transportation and underbalanced drilling studies in the
petroleum industry, it has been discovered that if the temper-
ature and pressure conditions in the transportation pipe or
drilling wellbore meet the hydrate generation condition, the
hydrate will tend to gather at the pipe wall to cause a flow
area. Numerous researchers have targeted the multiphase
flow issue in a transportation pipe and drilling wellbore.
Experimentally, Grasso et al. observed that hydrate sedimen-
tary phenomena exist in the pipe flow and proposed three
hydrate sedimentation mechanisms [20]. Joshi et al. adopted
a 95-m-long pipe to study the hydrate blockage mechanism
in a high water content system; the results showed that the
hydrate generation process can be divided into three phases,
i.e., the hydrate is evenly distributed in the aqueous phase
when the hydrate content is low during the original phase,
the hydrate starts to aggregate when the hydrate amount
increases to a certain level, and the aggregated hydrate starts
to deposit and eventually block the wellbore during the last
phase [21]. Natural gas hydrates have been proposed as a
means to capture the associated gas produced on offshore
oil platforms. In this regard, Andersson and Gudmundsson
adopted a circulation pipe experiment to study the viscosity
and rheological properties of hydrate in water slurries and
found that as the concentration of the hydrate increases,

the viscosity of the water slurries increases [22]. Ding et al.
adopted a high-pressure flow loop to observe the hydrate
generation process when the gas and liquid mix and flow in
the pipe; they found that the generation of hydrate has a sig-
nificant influence on the flow type of the gas and liquid [23].
Nicholas et al. conducted a measurement of the adhesion
force existing between the hydrate and the metal wall. The
results showed that the hydrate entrained in the flow will
not adhere to the metal wall, whereas the hydrate is directly
generated on the pipe wall during the hydrate aggregation
and thickening [24].

To investigate the mechanisms of the secondary genera-
tion of gas hydrate and flowability, studies have been con-
ducted to build a simulation model to predict the
generation of gas hydrates during the drilling process. In
terms of mathematical modeling, Jassim et al. established a
hydrate sedimentary model targeting a gas-dominated flow-
line; simulations were conducted on the hydrate particle size
and hydrate sedimentary location [25]. Nicholas et al. estab-
lished a hydrate sedimentation prediction model in a liquid
condensate system according to the laws of the conservation
of energy and mass and compared the resulting pressure and
temperature curves [26]. Wang et al. studied a hydrate sedi-
mentary model in a gas-dominated system with free water
and conducted a simulation and prediction of the hydrate
layer thickness distribution in a horizontal pipe [27–29].

The flow environment in a horizontal wellbore during
the depressurization process of natural gas hydrate is quite
different from that found in a conventional drilling wellbore
[30]. Because hydrate dissociation is an endothermic process,
the temperature of the near well region decreases to the equi-
librium temperature quickly. At this time, if the pressure
jumps to a high value due to the shutdown of the well or
the adjustment of depressurization amplitude, natural gas
hydrates will form in the wellbore and the following produc-
tion of gas and water will be greatly hindered. Till now, the
secondary generation of natural gas hydrates in horizontal
wellbore caused by pressure jump during the depressuriza-
tion development of hydrate-bearing layers has not been fully
investigated. For this reason, the present study combines a
mass variable flow in a horizontal well with the generation
of natural gas hydrate and a decomposition dynamical model
to establish a set of three-phase (i.e., gas, water, and hydrate)
mass variable mathematical models for a horizontal well,
which consider the hydrate phase transition in the wellbore,
adopting a node analysis method to solve the model and con-
duct the example verification, which distinguishes the gener-
ation area of secondary hydrate under different temperature,
pressure, and gas output conditions. The results of this study
can provide a certain theoretical basis for the temperature
and pressure control of a horizontal well in terms of the
depressurization development of the hydrate reservoir and
a hydrate prevention in the wellbore.

2. Mathematical Model

Figure 1 shows a schematic diagram of the depressurization
development of a natural gas hydrate reservoir in a horizon-
tal well. The water and methane produced through hydrate
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decomposition will enter into a horizontal wellbore owing to
the pressure difference. A hydrate generation will be triggered
if the temperature and pressure condition in the wellbore meet
the required conditions of the hydrate generation. If the antico-
agulant and wellbore heating measures are not taken under the
hydrate generating conditions, the hydrate aggregation and
blockage are likely to occur by influencing the production. At
this part, the mass conservation equations of the three-phase
gas–water–natural gas hydrate and the momentum and energy
conservation equations of the system are first established and
are then combined with the Vysniauskas and Bishnoi genera-
tion dynamics model and the Kim and Bishnoi decomposition
dynamical model. In addition, a three-phase mass variable
mathematical model for a horizontal well considering the
hydrate phase transition is established. Considering that the
wellbore length is much larger than the well radius, the fluid
flow in the wellbore is often seen as one-dimensional flow in
the current researches and commercial software [31, 32]. In this
paper, the flow is also assumed as one-dimensional, and only
the flowing properties along the wellbore are investigated.

2.1. Conservation Law. Assume that the flow of each phase in
a wellbore is in a stable state, for the gas and liquid phases, the
changes in mass when flowing in the horizontal wellbore are
mainly the amount of inflow from the hydrate reservoir to
the wellbore, and the mass caused or consumed through
the hydrate generation or decomposition. For the hydrate
phase, because there is no inflow amount, the change in mass
only equals the generation or decomposition mass. Thus, the
mass conservation equations of the three phases are as
follows:

∂ ρgvgEgA
� �

∂s
= qg − xgRH ,

∂ ρwvwEwAð Þ
∂s

= qw − 1 − xg
� �

RH ,

∂ ρHvHEHAð Þ
∂s

= RH ,

8>>>>>>>><
>>>>>>>>:

ð1Þ

where ρg, ρw, and ρH are the densities of the gas, water, and
hydrate phases (kg/m3); νg, νw, and νH are the velocities of
the gas, water, and hydrate phases (m/s); and Eg, Ew, and
EH are the volume fractions of the gas, water, and hydrate
phases, respectively.

Based on the momentum theorem, the momentum
equations of a mathematical model for a three-phase pipe
flow can be obtained as follows:

∂
∂s

AEgρgνg
2 + AEwρwνw

2 + AEHρHνH
2

� �
= −

d AFrð Þ
ds

− Ag sin α Egρg + Ewρw + EHρH

� �
,

ð2Þ

where αis the angle between the wellbore and the horizontal
direction (°), Fr is the frictional resistance of the fluid during
the wellbore flow process (Pa), and P is the wellbore pressure
(Pa).

The energy change in the fluid for each phase during the
wellbore flow process mainly includes the heat carried by the
injecting gas and water, the heat exchange between fluids in
the wellbore and reservoir, and the heat released or absorbed
through the hydrate generation and decomposition, and
thus, the energy conservation equation of the system is as
follows:

∂
∂s

wg CgT + 1
2 vg

2 − g ⋅ s ⋅ sin α

� ��

+ww CwT + 1
2 vw

2 − g ⋅ s ⋅ sin α

� �	
=
d qgCgTe + qwCwTe

� �
ds

− 2πT − Te

Rt
−
RHΔHH

MH

ð3Þ

where wg and ww are the mass flow of the gas and liquid
phases, respectively (kg/s), Cg and Cw are the specific heat
of the gas and liquid phases (J/(kg·°C)), T is the temperature
in the wellbore (°C), Te is the environment temperature (°C),
Rt is the pipe thermal resistance, ΔHH is the decomposition
heat of the hydrate (J/mol), andMH is the average molecular
weight of the natural gas hydrate (kg/mol).

2.2. Supplementary Conditions. The biggest difference
between a mathematical model and a conventional gas–water
variable mass flow model of a horizontal wellbore is that a
mathematical model includes the natural gas hydrate gener-
ation and decomposition dynamics, whereas the aspects of
the high-pressure physical properties, state equation, and
flow type judgment of the gas are the same as in a conven-
tional model. The natural gas state equation used in this
paper is a P-R equation, and the flow-type judgment adopts
the classical Beggs–Brill model.

As for the calculation of the hydrate decomposition rate,
this paper adopts the most commonly used Kim–Bishinoi

Sea
levelWell
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III

HBL
Overburden and underburden
Upper formation

Sea water
Wellbore
Perforation

II

I

Figure 1: Natural gas hydrate reservoir horizontal well
depressurization development.
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dynamics model, the expression of which is as follows [33]:

rH = Aas exp
ΔEa

RT

� �
exp −

a

ΔTb

� �
⋅ Pγ, ð4Þ

where A is the composite preindex constant, A = 4:554 ×
10−26cm3/cm2 ⋅ min ⋅ barγ; ΔEa is the activation energy, Δ
Ea = 106204J/mol; R is the gas constant, R = 8:314J/ðmol ⋅ K
Þ; γ, a, and b are the test constants, where γ = 2:986, a =
0:0778Kb, and b = 2:411; ΔT is the subcooled temperature
(K), ΔT = Teq − T ; Teq is the phase equilibrium temperature;
P is the pressure (kPa); and as is the area of the gas–liquid
interface, as = 67:1cm2.

As for the calculation of the hydrate generation rate, this
study adopts the Vysniauskas–Bishinoi dynamics model, the

expression of which is as follows [34]:

dnH
dt

= kAs exp −
ΔE
RT

� �
Peq − Pg

� �
, ð5Þ

where k is the decomposition rate constant, k = 1:24 × 1011
mol/ðm2MPa ⋅ sÞ; ΔE is the hydrate decomposition activation
energy, ΔE = 78300J/mol; R is the gas constant, R = 8:314J/ð
mol ⋅KÞ; T is the temperature (K); Pg is the pressure
(MPa); Peq is the pressure balance corresponding to the tem-
perature T (MPa); and As is the total surface area of the
hydrate particles (m2). Based on the phase equilibrium line
of the hydrate, the judgments of the hydrate generation,
and the decomposition, the phase equilibrium line adopted
by this study is the regression form proposed by Moridis in
2003 [35]:

where T is the temperature (K) and Pe is the pressure balance
corresponding to T (MPa).

2.3. Boundary Conditions. The inlet pressure of the wellbore,
external environment temperature, horizontal well length,
gas production index, and liquid production index are
included as follows:

P Lð Þ = PL,
T Lð Þ = PL,

(
ð7Þ

Te = Te hð Þ, ð8Þ

Ei Lð Þ = 0
vj Lð Þ = 0

(
 j = g,w,H, ð9Þ

where h is the wellbore depth (m), Te is the environment
temperature (K), Te is the linear function of the wellbore
depth (h), and PL and TL are the horizontal well toe-end
pressure and temperature.

The main difference between the model in this paper and
those for well drilling and gas transportation is that the gas
and water will flow into the horizontal wellbore through the
perforations during the development of the hydrate-bearing
layer. Therefore, the fluid flow in the wellbore is variable
mass flow, and the gas and liquid production indices are used

to determine the inflow rate of gas and water as follows:

Jg = I,
Jw = J ,

(
ð10Þ

where I and J are the gas production index and liquid
production index and L is the horizontal well length (m).

3. Solution and Verification of Model

3.1. Solution of Model. The node method is adopted to solve
the model, which divides the horizontal well into N sections,
and N + 1 nodes will be generated in total, where i = 0, 1,⋯
,N − 1,N . Based on the flow direction, where i = 0 is located
at the toe-end of the horizontal well, the model is then solved
from the toe-end toward the heel end, deflecting the horizon-
tal and vertical section successively. Figure 2 shows a flow
chart of the calculation. The following takes any two nodes
i and i + 1 in the wellbore as an example to describe the
details of the calculation process. Assume that the parameters
of the node i are known quantities used to calculate the values
of each parameter at node i + 1.

(1) Assume that the pressure and temperature of node
i + 1 are Pi+1 and Ti+1, respectively

(2) Utilize the state equation to calculate the properties
of each phase at node i + 1 and calculate the inflow

T ≥ 273:2K  ln Pe =
−1:94138504464560 × 105 + 3:31018213397926 × 103T
−2:25540264493806 × 101T2 + 7:67559117787059 × 10−2T3

−1:30465829788791 × 10−4T4 + 8:6065316687571 × 10−8T5

,

8>><
>>:

T ≥ 273:2K  ln Pe =
−4:38921173434628 × 101 + 7:76302133739303 × 10−1T
−7:27291427030502 × 10−3T2 + 3:85413985900724 × 10−5T3

−1:03669656828834 × 10−7T4 + 1:09882180475307 × 10−10T5

8>><
>>: ,

ð6Þ
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terms of gas qg,i+1 and water qw,i+1 based on the gas
output and liquid output indexes

(3) Base on the pressure and temperature conditions at
node i + 1 to judge whether the hydrate is generated;
if the hydrate generation condition is met, the
amount of hydrate generated is RH,i+1, and the cor-
responding reaction heat can then be calculated.
By contrast, if the hydrate decomposition condition
is met, we can then judge whether the hydrate first
exists. The calculation is not required if the hydrate
does not exist, and if the hydrate does exist, the
hydrate decomposition amount RH,i+1 correspond-
ing to the reaction heat can then be calculated

(4) The continuity equation is used to solve the appar-
ent rate of each phase vi+1

(5) The Beggs–Brill method is utilized to judge the flow
type and determine the liquid holdup Ew j+1

(6) The volume fractions of the hydrate phase EH j+1
and gas phase Eg j+1 are calculated, and the apparent
rate is then utilized to solve the fluid velocities of
each phase vj+1

(7) Substitute the determined parameters into the
momentum and energy equations to solve the new
Pi+1 and Ti+1

(8) If the obtained pressure and temperature are within
the allowable error, i.e., jPi+1 − Pi+1j < ε1, jTi+1 −
Ti+1j < ε2, then stop calculating the i + 1 node;

otherwise, return to step (1) to reestimate until the
condition becomes true

(9) Judge whether the i + 1 node is the last node; if not,
take the parameters of i + 1 as the known condi-
tions for the calculation of the next node and
repeat the above steps. The entire calculation of
the wellbore is then complete, and the calculation
is finished

(10) The parameters of all nodes in the wellbore can be
calculated through the above steps

3.2. Model Verification. No detailed measurement data of the
fluids in the wellbore of a natural gas hydrate reservoir with a
recent trial production were available, and thus, the model
verification in this study is simply for a vertical wellbore
gas–liquid two-phase flow mode. The measured data in 14
actual water-and-gas producing wells in a Chinese gas field
are shown in Table 1 [36]. In this study, a wellbore gas–liquid
two-phase flow model was established, as described in Sec-
tion 2.1, to calculate the flowing bottom-hole pressures of
the 14 wells. We then compared them with the measured
data, as shown in Figure 3. According to Figure 3, the rela-
tive error between the calculation results of the model
established by this study and the measured data is between
0.6% and 8.4%, which means that the goodness of fit is gen-
erally high, and thus, the model established through this
study is reliable.

The model in this paper is verified with field data from
the well testing operations on a deepwater gas well: M-3,
see refer [37]. The temperature profile along the wellbore is
calculated. The ambient temperature profile is the same as
in the reference. The calculated data and the measured data
are shown in Figure 4. It shows that the calculated data is
consistent with the testing temperature.

4. Results and Discussions

4.1. Temperature-Pressure Distribution and Hydrate
Generation in Wellbore. Taking the basic information of the
natural gas hydrate reservoir of the Shenhu Sea area of the
South China Sea as a reference to conduct a parameter selec-
tion, the main parameters are as shown in Table 2 [38–41].
We assume the original pressure and temperature of a
hydrate reservoir to be 10MPa and 11°C, respectively. Dur-
ing the depressurization development process, excessive
depressurization will readily lead to a fast air and water flow
and the production of sand; therefore, the depressurizing
range will generally not exceed 50% [42]. The depressuriza-
tion range of a horizontal well is selected to be 5MPa, which
means that the horizontal well produces a pressure of 5MPa
at a flowing bottom hole. Based on the hydrate phase equilib-
rium line, which was regressed by Moridis, the hydrate phase
equilibrium temperature corresponding to 5MPa is approx-
imately 6.4°C; considering that the depressurization will first
lead to a fast hydrate decomposition in the near-wellbore
area, the temperature of the near-wellbore formation will
decrease to near the equilibrium temperature. At this
moment, if the pressures of the wellbore and near-wellbore

Initiation (i = 0)

i = i +1
i = N

Assume Pi+1 and Ti+1

Calculate water and
gas properties

Judge the formation or
dissociation of hydrate

Calculate the fractions and
velocities of each phase

Yes

Yes

No

No

Stop

Obtain Pʹi+1 and Tʹi+1

Pi+1 = Pʹi+1, Ti+1 = Tʹi+1

|Pi+1 – Pʹi+1| < 𝜀1& |Ti+1 – Tʹi+1| < 𝜀2

Figure 2: Calculation workflow.
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formation increase owing to a change in production and
other factors, a secondary hydrate generation will easily
occur in the near-wellbore formation and wellbore. Assume
that the toe-end pressure increases to 7MPa, the differential
pressure of the production is 2MPa, and thus, the pressure
of the near-wellbore formation is 9MPa.

Figure 5 shows the original temperature and pressure
distribution along with the wellbore formation. The origi-
nal temperature and pressure curves of the formation
can be divided into four parts: Section I is the horizontal
section of a horizontal well; the formation pressure in this
section decreases to 9MPa owing to the depressurization

development, and the pressure in the near-wellbore forma-
tion decreases to approximately 6.4°C owing to the endo-
thermic decomposition of the near-wellbore hydrate.
Section II is the hydrate layer section; the vertical deep
span of this section is 30m, and the wellbore length in
this section is approximately 80m owing to the deflecting
section. According to the radial flow principle, the forma-
tion temperature and pressure will gradually restore to the
original formation temperature and pressure in a logarith-
mic form as the vertical distance between this section and
the horizontal well increases. Section III is the original for-
mation section, and the temperature and pressure in this

Table 1: Measured data in gas wells.

Well
no.

Well
depth

Gas output, 104

m3/d
Water output,

m3/d
Wellhead

temperature, °C
Well-bottom

temperature, °C
Wellhead

pressure, MPa
Well-bottom
pressure, MPa

1 3260 5.3 15.7 34 106.5 20.402 27.704

2 3260 4.3 7 33 106 24.088 32.234

3 3260 3 3.5 32 108 30.137 39.195

4 2520 6.5 48 43 89 7.436 13.077

5 2520 5.2 33 41 96 7.482 13.164

6 2520 4 29 40 99 7.301 13.122

7 2520 3.5 38 39 98 7.012 13.155

8 2330 2.4 50 35 85 9.002 17.363

9 2330 2 45 35 84 8.679 17.597

10 2800 2 35 35 100 4.989 11.454

11 2800 1 11.3 35 97 8.367 14.185

12 3260 4.5 12 24 106 16.392 23.911

13 2860 2.5 49 31 107.6 4.394 10.592

14 2800 2 33 30 101.9 6.433 12.024
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Figure 3: Comparison between calculated results and measured data of flowing bottom-hole pressure.
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section are the temperature and pressure of the original
formation, where the temperature gradually decreases as
the depth decreases. When the flow reaches the bottom
of the ocean, the temperature is 5°C and the pressure is
8MPa. Section IV is the seawater section, and the temper-
ature and pressure in this section increase linearly as the
well length increases. When it finally reaches the ground,
the temperature is 25°C, whereas the pressure is 0.1MPa.

Figure 6 shows the temperature and pressure distribu-
tion in the wellbore. It should be noted that the dotted
line in Figure 6(b) denotes the equilibrium temperature
at the corresponding pressure in the wellbore. Figure 7
shows the gas and water output profiles of the horizontal
section at the corresponding standard ground temperature
and pressure, and the hydrate flow velocity curve in the
wellbore. As indicated in Figure 6, in the horizontal sec-
tion, namely, Section I, the changes in the wellbore tem-
perature and pressure are small, mainly because the
viscosities of gas and water are low and the pressure loss
caused by frictional resistance is also small, whereas the
pressure is mainly consumed during a lift in the inclining
and vertical sections; similarly, the temperatures of the
inflow gas and water are the same as the formation envi-
ronment temperature; meanwhile, the influences of the
heat conduction and convection can be analyzed by com-
paring Figures 5 and 6(b). The two changing trends of the
wellbore fluid temperature and the environment tempera-
ture are consistent after the entrance of the fluid into the
deflecting section. The formation temperature is higher
than the wellbore fluid temperature, and thus, the fluid
temperature will continually increase. However, as the
depth decreases, the formation temperature continually
decreases, and therefore, the wellbore fluid temperature
will decrease continually and the temperature will reach
the lowest point at the bottom of the sea section; after

entering the seawater section, the seawater temperature
increases as the depth decreases, and the wellbore fluid
temperature increases continually. The shaded area in
Figure 6(b) indicates that the wellbore fluid temperature
is lower than the equilibrium temperature in the wellbore
section; the temperatures in Sections I–IV are lower than
the equilibrium temperature, and thus, different levels of
hydrate are generated. By considering Figure 7(b) as well,
the hydrate flow rates in these three sections continually
increase, the hydrate generation rate is high, and the
increasing amplitude of the flow rate is large when the dif-
ference between the wellbore temperature and equilibrium
temperature is significant; when fluid enters Section III,
the hydrate generation rate slows down and the increase
in the amplitude of flow rate correspondingly decreases
as the wellbore fluid temperature increases. As the fluid
enters Section IV, the seawater section, and migrates
upward, the wellbore fluid temperature continually
increases, finally exceeding the hydrate equilibrium tem-
perature. The hydrate in the wellbore turns from a gener-
ation to decomposition, and because the decomposition
rate is much faster than the generation rate, as shown in
Figure 7(b), the hydrate flow rate will decrease rapidly
until a full decomposition occurs, and the flow rate is zero.
Numerically, the maximum hydrate flow rate in the well-
bore is 0.044m3/d because the diameter of the wellbore
is small and the tubing volume per unit length is only
7:85 × 10−3 m3. If the generated hydrate has a certain
amount of pipe wall deposition, it easily causes the effec-
tive diameter of the wellbore to decrease and even block
the wellbore, and thus, wellbore heating and other mea-
sures should be adopted to prevent the hydrate generation
in the wellbore and ensure a smooth production. Accord-
ing to Figure 7(a), the wellbore pressures from the toe-end
to the heel-end are slightly decreased owing to a friction
resistance, and thus, the differential pressure correspond-
ing to the toe-end is the largest. The gas and water output
rates are also the greatest at this point; however, the het-
erogeneity of the formation is not considered in this
scheme because the frictional resistance is relatively small,
the difference in the inflow profile throughout the entire
wellbore is relatively small, and the water and gas outputs
under the ground obtained through accumulation are
1:38 × 104 and 91:7m3/d, respectively.

4.2. Analysis of Influencing Factors. Hydrate generation is
closely related to the temperature and pressure in the well-
bore. In this section, we investigate the influences of the envi-
ronment temperature and wellbore pressure on the hydrate
generation and inflow performance.

4.2.1. Wellbore Pressure. Each parameter is kept consistent
with the basic scheme, whereas the toe-end pressure is
changed to 6MPa (corresponding to a difference in pro-
duction pressure of 3MPa) and 8MPa (corresponding to
a difference in production pressure of lower than 1MPa).
Figure 8 shows a comparison diagram of the on-way pres-
sure, temperature, hydrate flow rate, total gas, and water
output under different toe-end pressures. Among them,
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Figure 4: Comparison between the calculated temperature and
measured temperature (M-3 well: gas production rate = 30 × 104
m3/d; water flow rate = 10m3/d).
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the dotted line in Figure 8(b) denotes the hydrate phase
equilibrium temperature (EqT) of the corresponding well-
bore pressure. According to Figure 8(a), the changing
trends of the wellbore pressure under different toe-end
pressures are the same, and the change in the differential
pressure in the horizontal section is small; in addition, a
decrease in the main pressure occurs in the fluid lifting
of the vertical wellbore. The lower the toe-end pressure
is, the lower the on-way pressure will be in the wellbore.
Thus, the equilibrium temperature in Figure 8(b) corre-
sponding to the toe-end pressure of 6MPa is the lowest
point; the fluid temperature in the wellbore will rapidly
increase to above the equilibrium temperature after the
fluid enters the deflecting section. The hydrate starts to
decompose at this time, as shown in Figure 8(c). The
hydrate flow rate in the wellbore will rapidly decrease.
When the toe-end pressures reach 7 and 8MPa, respec-

tively, owing to the relatively high hydrate phase equilib-
rium temperatures, the temperature will increase to
above the equilibrium temperature only when the wellbore
fluid reaches the wellbore of the seawater section. Accord-
ing to Figure 8(c), the hydrate peak flows corresponding to
6, 7, and 8MPa are 0.016, 0.044, and 0.085m3/d, respec-
tively. According to the comparison results between the
gas and water outputs (Figure 8(d)), the lower the well-
bore pressure is, the greater the corresponding production
differential pressure will be, and the larger the gas and
water outputs that will occur without a change in the
gas and liquid production indexes. Overall, the wellbore
pressure has a significant influence on the hydrate genera-
tion and the generation area; in addition, the amount of
hydrate flow in the wellbore increases as the toe-end pres-
sure increases, and thus, the pressure in the wellbore
should be closely monitored during the actual develop-
ment of a hydrate reservoir to prevent hydrate generation
and wellbore blockage.

4.2.2. Environment Temperature in the Horizontal Section.
During the depressurization process of a horizontal well,
the temperature of the near-wellbore formation continually
decreases because of the hydrate endothermic decomposi-
tion. It should be noted that the toe-end pressure in this
section is assumed to be 7MPa. To simulate the hydrate
generation in the wellbore under different environment
temperatures, the environment temperatures of the hori-
zontal section are set to 5.4°C, 6.4°C, and 7.4°C, respec-
tively. Because the differential pressure and gas and
water production indexes during production are constant,
it can be seen that the pressure and gas and water inflows
in the wellbore of the three schemes are basically the
same. Figure 8 only compares and analyzes the tempera-
ture and amount of hydrate flow in the wellbore; at the
same time, because the pressure change is small, the three
schemes in Figure 9(a) only plot one hydrate phase equi-
librium line corresponding to the wellbore pressure.
According to Figure 9(a), the difference among the

Table 2: Basic parameters.

Basic parameters Value Basic parameters Value

Horizontal section length, m 500 Wellhead environment temperature, °C 25

Submarine environment temperature, °C 5 Submarine section length, m 800

Horizontal well burial depth, m 1,000 Deflecting section length, m 150

Sea temperature gradient, °C/100m -2.5 Formation temperature gradient, °C/100m 3

Gas output index, kg/(MPa·m·s) 0.0001 Water output index, kg/(MPa·m·s) 0.001

Hydrate reservoir pressure, MPa 10 Thermal conductivity of formation, W/m/°C 3.92

Radius of tubing, m 0.05 Tubing thickness, m 0.01

Radius of casing, m 0.1 Casing thickness, m 0.01

Radius of cement sheath, m 0.15 Cement sheath thickness, m 0.05

Thermal conductivity of cement, W/m/°C 19.4 Thermal conductivity of casing and tubing, W/m/°C 45

Hydrate formation rate, mole/(MPa·s·m2) 2:9 × 103 Hydrate dissociation rate, mole/(Pa·s·m2) 1:24 × 1011

Activation energy, J/mole 81084.2 Reaction enthalpy, J/mole 51858
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Figure 5: The original temperature and pressure distribution along
with wellbore.
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wellbore temperature distributions corresponding to the
three schemes is only reflected in the horizontal and
deflecting sections; the lower the environment temperature
is, the lower the fluid temperature will be in a horizontal
section. For the deflecting section, the fluid temperature
in the wellbore will rapidly increase because of the
increase in the environmental temperature. The tempera-
tures in the wellbore for the three schemes are gradually
approaching each other. According to Figure 9(b), the

lower the temperature is in the horizontal section, the fas-
ter the hydrate generation rate will be, and the maximum
hydrate flow rates corresponding to environment tempera-
tures of 5.4°C, 6.4°C, and 7.4°C are 0.036, 0.044, and
0.048m3/d, respectively, which means that a lower well-
bore temperature will lead to a faster hydrate generation
rate; however, because the hydrate decomposition rate is
much faster than its generation rate, the hydrate will rap-
idly decompose when the temperature in the wellbore is
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higher than the hydrate phase equilibrium temperature,
and the differences among the hydrate generation areas
in the three schemes are slight.

4.2.3. Influence of Gas Output. To investigate the influence of
the gas output on hydrate generation in the wellbore, assum-
ing the toe-end pressure and environment temperature as
7MPa and 6.4°C, respectively, the gas output index is set as
0:5 × 10−4 kg/ðMPa · m · sÞ, 1 × 10−4 kg/ðMPa · m · sÞ, and
1:5 × 10−4 kg/ðMPa · m · sÞ for the three schemes, respec-
tively. Figure 10 shows a comparison diagram of the on-
way pressure, temperature, hydrate flow rate, and total gas

and water outputs under different gas outputs. It can be seen
from the figure that, because the frictional resistance of the
wellbore is small, the difference among the fluid pressures
in the horizontal wellbore under different gas outputs is
slight. For the vertical wellbore, the gas holdup increases
because, owing to a large gas output, the density of the gas–
water mixture decreases, and thus, the differential pressure
in the vertical section under a large gas output is small.
According to Figure 10(b), although the difference among
the fluid pressures in the wellbore under different gas outputs
is slight, the pressures in the vertical wellbore under different
gas outputs are different, and the corresponding phase
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equilibrium pressures also have some differences, i.e., the
larger the gas output, the higher the equilibrium temperature
of the corresponding vertical section will be. At the same
time, according to Figure 10(c), the higher gas output corre-
sponds to a larger hydrate generation area and hydrate gen-
eration amount, although the differences among the three
schemes are generally small. Because only the gas production
index is changed, and according to Figure 10(d), the liquid
outputs of the three schemes are basically the same; the gas
outputs increase as the gas output indexes increase.

5. Conclusions

In this study, a multiphase pipe flow of a horizontal well was
combined with natural gas hydrate generation and a decom-
position dynamics model to establish a set of gas–liquid–solid
three-phase flowmodels of a horizontal well when considering
the phase transition in the wellbore. Based on this model, the
temperature and pressure distribution and hydrate secondary
generation rule are analyzed in the wellbore. The main conclu-
sions obtained are as follows:

(1) The viscosities of gas and water are low, the pressure
loss in the horizontal section caused by frictional
resistance is small, and the fluid pressure in the hor-
izontal section is almost the same. If the toe-end pres-
sure is higher than the equilibrium pressure of the
hydrate phase, the hydrate generation condition will
be met within the entire horizontal section

(2) The fluid pressure loss in a wellbore is mainly con-
sumed in the fluid lifting of the deflecting section
and the vertical section after it reaches the deflecting
section; when the environment temperature changes,
the changing trends of wellbore fluid temperature
and environment temperature are the same. Because
the temperatures of the sea-bottom and the subbot-
tom formation are relatively low, the horizontal well-
bore area mainly concentrates on the horizontal
section of the horizontal well, the sea-bottom forma-
tion section, and the subsea area if the hydrate gener-
ation condition is met in a horizontal wellbore

(3) For the case described herein, the fastest hydrate flow
in the wellbore is 0.044m3/d. If the generated hydrate
has certain amounts of pipe wall deposition, it may
block the wellbore and cause a decrease in its effective
diameter. Heating and other measures should be
adopted to prevent hydrate generation in the well-
bore to ensure a smooth production

(4) Pressure in the wellbore has a significant influence on
the secondary hydrate generation. In addition, the
hydrate generation area and flow amount in the well-
bore increase as the toe-end pressure increases, and
thus, to prevent a hydrate generation and wellbore
blockage, the pressure in the wellbore should be
closely monitored during the actual development of
a hydrate reservoir. A lower wellbore temperature
and higher gas output index will lead to a greater

amount of hydrate generated, and the influences of
these two factors on the secondary hydrate genera-
tion will be much smaller than the influence of the
wellbore pressure

The three-phase mass variable mathematical model of a
horizontal well considers the hydrate phase transition, which
is a stable state model. During the depressurization develop-
ment process of a natural gas hydrate reservoir, the pressure,
temperature, and gas and water indexes of the near-wellbore
formation are continuously changing as the development pro-
gresses. At different development stages, the gas–water flow
state and hydrate secondary generation situation in the well-
bore are different, and the influence of the hydrate generated
in the wellbore on the reservoir development is the study cat-
egory of the instable model. Subsequent studies need to couple
the established stable state model with a natural gas hydrate
reservoir depressurization development model and utilize
the coupled instability model to confirm the above studies.
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Shale gas is an important unconventional energy resource that needs large-scale fracturing to form industrial deliverability. The
evaluation of reservoir fracability plays a key role in the optimization of the sweet spot, the design of multistage fracturing, and
the prediction of economic benefit. Based on volumetric fracturing, the study proceeded from the fracture complexity of the
fractured core, and the bursting pressure experiment technology using the constant strain rate method was established. After the
core has fractured, the fracture morphology was extracted and the fracture parameters including fracture area ratio and fracture
declination dispersion were calculated to construct the fracture complexity of the pressed core. Combined with the core
strength, the fracability index of the core was determined to evaluate the reservoir fracability. This method can represent not
only the fracturing effect but also the fracturing difficulty. Compared with the monitoring data of hydrofracture-induced
microseism of the sample well, the core fracturing index was found to be in good agreement with the actual fracturing effect.
This method is more reasonable than the traditional brittleness index method and rock mechanics parameter method.

1. Introduction

There are lots of shale gas resources in China.With the devel-
opment of shale gas exploration and evaluation, several
basins/areas with shale reservoirs in China (such as Fuling,
Changning, Weiyuan, and Yanchang) have been industrially
exploited, and they show promising prospects for explora-
tion. However, due to the characteristics of shale gas reser-
voirs such as low porosity, low permeability, and low
abundance, the single-well production rate is generally low
and declines rapidly. One of the key factors restricting the
recoverability of shale gas is the accurate prediction of the
fracability of shale oil and gas reservoirs. The concept of the
“brittleness index” introduced in shale gas development in
North America has become the most important parameter
in fracability evaluation of shale gas reservoirs. Different sub-
jects and fields have different understandings of brittleness,
so there is no widely accepted definition of brittleness and
accurate calculation method. In the field of earth science, it
is generally accepted that rocks show little or no plastic defor-
mation before bursting, and it is characterized by brittleness.

In the study of shale reservoir brittleness evaluation,
Jarvie et al. (2007) believed that the brittleness of reservoir
rock was the characteristic parameter of rock fracture ability,
which was the result of the comprehensive action of lithol-
ogy, mineral composition, effective stress, reservoir tempera-
ture, pressure, pore fluid property, and total organic carbon
[1]. Currently, the studies published for evaluating brittleness
are mainly based on rock mineral composition, elastic
parameters, and stress-strain tests. For the mineral composi-
tion method, Jarvie et al. (2007), Rickman et al. (2008), and
Huiyuan et al. (2019) believed that the higher the content
of brittle minerals in rocks, the more brittle the rocks would
be [1–4]. For the rock mechanics parameter method,
Rickman et al. (2008) and Goodway et al. (2010) believed that
the rock brittleness index was closely related to Young’s
modulus and Poisson’s ratio, and the brittleness would
become greater when the Young’s modulus gets larger and
the Poisson’s ratio gets smaller [3, 5]; Liu and Sun (2015)
and Bai (2016) considered that different minerals have differ-
ent brittleness, and they constructed a new elastic parameter,
i.e., brittleness factor, which could better explain the
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brittleness change in reservoir rocks [6, 7]. For the stress-
strain method, the stress-strain curve of the rock which
reflects the whole process of rock deformation, cracking,
and ultimate loss of bearing capacity under external load is
the most intuitive and effective method for qualitative evalu-
ation of rock brittleness [8–10]. Jin et al. (2014), Bishop
(1967), Tarasov and Potvin (2013), Munoz et al. (2016),
and Ge et al. (2020) constructed the evaluation models of res-
ervoir brittleness index based on their understandings of the
stress-strain curve [11–15].

Currently, the brittleness index calculated based on min-
eral composition and rock mechanics parameters is a com-
monly used brittleness evaluation method in fracturing
reconstruction. Despite the advantages in ease of use and
high parameter accessibility, their theoretical defects and
application limitations prevent them meeting the needs of
unconventional reservoir development [16–18]. On the other
side, the brittleness index characterized by the stress-strain
curve of rock galloped ahead in recent years. The stress-
strain curve theoretically illustrates a deformation-to-
destruction process of the rock under external force, each
part of the curve is of clear physical significance, but the
entire curve is not in comprehensive use. Thus, to build a
complete simplified model to describe an actually complex
stress-strain curve is one of the obstacles for its wide
application.

The existing methods of brittleness evaluation are gener-
ally based on certain properties of the rock itself. The brittle-
ness index was proposed by studying the influence of these
properties on the rock brittleness. However, it lacks quantita-
tive evaluation on the effect of brittle fracture. For fracturing,
the ultimate goal is to fracture the rock to form a complex
network and maximize the contact volume of the reservoir.
Therefore, from the perspective of the fracturing effect, a
quantitative description of the brittle fracture degree is
needed to study the relationship between fracture effect and
rock properties. The establishment of a rock brittleness index
for the quantitative description of the fracturing effect will be
a more useful method for unconventional reservoir brittle-
ness evaluation in the future. Based on rock volumetric frac-
turing, the fracturing difficulty and fracturing effect of the
rock were comprehensively considered, and the fracture
pressure test technology of the constant strain rate method
was established in this study. Through this experiment, the
fracture information of the fractured core was collected,
and the fracture complexity was calculated. After combining
them with the standard strength of the rock, a new core frac-
ability evaluation model was constructed and was applied in
the study area which has achieved satisfactory results.

2. Experimental Method

We tested the black shale of Wufeng-Longmaxi’s formation
of the upper Ordovician and lower Silurian in Sichuan basin
as the research target and carried out the fracability test
research of the mud shale reservoir based on volumetric frac-
turing. We established a new set of evaluation indexes of res-
ervoir fracability and provided new ideas and methods for

fracability evaluation of shale gas reservoirs. The instrument
used in this experiment was AutoLab 1500.

2.1. Experimental Samples. The samples selected in this study
were from the black shale of Wufeng-Longmaxi formation in
the Zhaotong area, Sichuan Basin, which is gray-black or
dark black in color. With the low-speed diamond linear cut-
ting technology, the core was processed into standard
plunger samples with a diameter of 2.5 cm and length of
about 4.8 cm. Finally, 16 samples which met the experimental
requirements were processed.

The results from X-ray diffraction analysis of 16 rock
samples from Wufeng-Longmaxi formation in the Zhaotong
area are shown in Table 1. The change characteristics of
lithology and mineral composition showed that the shale res-
ervoir of Wufeng-Longmaxi formation is highly heteroge-
neous in the longitudinal direction, and the total organic
matter content (TOC) ranges from 0.48 to 79% with average
of 2.73%. The average of brittle minerals (quartz, feldspar,
pyrite, and calcium carbonate) was found to be 57.9%, and
the average of clay was 27.8%.

3. Principle of the Rock Fracability
Measurement Based on
Volumetric Fracturing

3.1. The Experimental Scheme. First the triaxial compressive
experiment was performed to the core; the core was fractured
and followed by optical scanning or X-ray CT scanning, and
then the parameters of each fracture were collected and
extracted. Fracture area ratio (or fracture porosity) and dis-
crete degree of fracture inclination were calculated, and their
average was taken after normalization. This average was just
the fracture complexity of the fractured core. The higher the
fracture complexity and the lower the core strength, the eas-
ier the core is to be fractured. The strength of the rock can be
obtained by correcting the triaxial compressive strength to
eliminate the size effect. The ratio of fracture complexity to
rock strength after fracture is defined as the fracability index
of the rock. The rationality of this method can be verified by
the comparison between the core fracturing index and the
monitoring data of hydrofracture-induced microseism. The
key of this model is to use the constant strain rate method
to control the fracturing degree of the mud shale and the
accuracy of 2D and 3D fracture parameters extraction. The
specific research scheme is shown in Figure 1.

3.2. Triaxial Compression Test of the Constant Strain Rate
Method. Constant strain rate method is a common method
of the triaxial compression test. In this study, the core frac-
turing is needed to be controlled on the same degree. During
the fracturing experiment, the test confining pressure was
loaded to the effective pressure condition of the reservoir,
then the pressure front was controlled to drop at a constant
speed, and the axial pressure was kept increasing. After the
core fractured, the pressure front continued to drop at a uni-
form speed until the residual strength was confirmed, and
then, the pressure was stopped. The process of constant
strain rate method is shown in Figure 2.
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It can be seen from Figure 2 that the axial pressure
increased to the peak value at about 1000 s and then
decreased which indicating the rock sample to be broken.
After about 1150 seconds, the falling speed of axial pressure
decreased, and the curve gradually formed an inflection point
(of which the corresponding axial pressure is the residual
strength of the rock sample). After about 1180 seconds, the

inflection point was confirmed, then the falling of curve
was terminated, and the experiment was completed.

The 2D optical scanner and 3D CT scanner were used to
scan the core fractures after being pressed. The results of the
core fractures is shown in Figure 3(a) and 3(b).

4. Quantitative Evaluation Method of
Fracability of the Shale Oil Reservoir Core

4.1. Fracture Analysis of the Pressed Core

4.1.1. Morphology Analysis of the 2D Core Surface Fracture.
The lateral surface of the core can be roller scanned to obtain
the fracture distribution image. The fracture morphology can
be characterized by four parameters: fracture extension, frac-
ture penetration, fracture width, and fracture inclination
angle. The fracture extension is the length of the fracture
on the side surface. Fracture penetration is the depth of the
surface fracture entering into the core. The fracture width is
the opening degree of the fracture. The fracture inclination
angle is the angle between the fracture and the core axis.

Fractures can be divided into four levels based on the
fracture morphology of the core. The characteristics are
shown in Table 2. The fractures at all levels were manually
retraced, and the treatment effect of the fracture image on
the side surface is shown in Figure 4(a). The fracture extrac-
tion results of pressed cores are shown in Figure 4(b). The 2D
fracture images of the pressed core in the test are shown in
Figure 5.

After retracing the fractures, the length of each fracture
and the length and width of fracture inscribed rectangle were
extracted in pixels, which should be converted into the actual
length when applied. The calculation method is shown in for-
mula (1):

Triaxial compressive experiment of constant strain rate
method

Core fracability index calculation

Fracture information collection of the pressed core

Core
standard
strength

calculation

2D optical
scanning

3D X-ray CT
scanning

3D fracture
parameter
extraction

2D fracture
parameter
extraction

Fracture complexity calculation
of the pressed core

Figure 1: Technical flow of the shale fracability experiment analysis
method based on quantitative FRAC of the fractured core.

Table 1: Shale mineral composition characteristics of Wufeng-Longmaxi formation.

Sample Formation
Depth
(m)

TOC
(%)

Quartz
(%)

K-feldspar
(%)

Plagioclase
(%)

Calcite
(%)

Dolomite
(%)

Pyrite
(%)

Ankerite
(%)

Clay mineral
(%)

1 Longmaxi 1399.47 0.94 32.9 2.6 6.6 10.3 9.8 0.9 4.4 32.5

2 Longmaxi 1875.68 0.48 13.9 0 4.3 40.8 7.6 0.9 9.1 23.4

3 Longmaxi 1934.25 0.52 24.6 1.3 4.2 21.8 8.6 0.8 6.6 32.2

4 Longmaxi 2054.63 5.45 47 0 3.4 13 11.2 1.8 5.6 18

5 Longmaxi 2062.88 2.40 30.2 1 2.4 27.8 6 0 6.1 26.6

6 Longmaxi 2164.24 1.92 35.9 1 6.3 6.9 3.2 1.9 3.1 41.7

7 Longmaxi 2174.36 2.71 34 1.2 2.8 13.1 3.3 1.4 0 44.1

8 Longmaxi 2177.01 2.50 41.5 0 1.9 14.3 0 1.9 0 40.5

9 Wufeng 2200.92 7.79 47.1 0 6.6 7.6 5.8 1.8 4.5 26.6

10 Wufeng 2205.24 3.28 54.2 0 1.6 12.5 2.9 0 2.8 26

11 Wufeng 2285.55 2.81 25.3 1.1 2 28.3 19.3 2.6 13.3 8.2

12 Wufeng 2287.34 1.74 25.7 0.8 1.7 30.7 12.3 2.6 10.2 16

13 Baota 2293.97 0.90 20.1 1.7 5.8 26.6 1.9 0.9 4.2 38.7

14 Longmaxi 2507.35 — — — — — — — — —

15 Longmaxi 2508.57 — — — — — — — — —

16 Wufeng 2512.11 4.85 27.3 1 4.8 24.2 14.4 2.3 12.1 14
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Figure 2: Bursting pressure experiment process of the constant strain rate method.

(a) Side view of the 2D optical scanning (b) Fracture image of the 3D CT scanning

Figure 3: The 2D optical scan and the 3D CT scan of the shale samples.
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Table 2: Fracture classification table of the pressed core.

Level Name The main characteristics

Level I Main fracture The longest and widest extension runs through the core, most cores have only one main fracture.

Level II Secondary fracture
The extension and width are large, but the penetration degree is poor, and there are no symmetrical fractures

on the plane graph.

Level III Branch fracture
The extension and penetration are poor, but have a certain width; it is very obvious in the image. The

occurrence is not consistent with the main and secondary fracture.

Level IV Associated fracture Small fractures have low extension, penetration, and width.

(a) Original scan image (b) Fracture retrace image

Figure 4: Side surface fracture images of the pressed core.

Figure 5: 2D fracture images of the pressed core.

5Geofluids



li = lp ×
h
hp

, ð1Þ

where li is the actual length of the fracture i, in mm; lp is the
pixel length of the fracture, in pixel; h is the actual height of
the rock sample, in mm; hp is the pixel height of the rock
sample, in pixel. The calculation method of fracture inclina-
tion is shown in formula (2).

A = arctan H
W

: ð2Þ

In the formula, A is the crack inclination angle, the unit is
degree; H andW are the height and width of the fracture’s
inscribed rectangle, both units are in pixel. The fracture incli-
nation angle is calculated from formula (2), and the value of
A is between 0° and 90°.

4.1.2. X-CT Fracture Analysis of the 3D Pressed Core. Based
on real rock samples, digital core technology digitizes the
core through a series of image processing technologies and

numerical algorithms to construct a 3D digital core. In this
study, CT scanning images were used to construct digital
cores and quantitatively characterize fracture information
of shale cores before and after fracturing (Sinha 2006).

CT scanning images can be converted into a series of 2D
images of core cross-sections through the reconstruction
algorithm, and these images are combined to obtain the
three-dimensional gray image of the core. From these images,
3D digital core construction and fracture parameter extrac-
tion were carried out for the core as shown in Figure 6.

The characteristics of the fractures in the CT scanning
image are high grayscale, strong continuity, and a long and
narrow line or dendritic distribution. Therefore, the 3D
shape factor F can be used to describe the target morphology
[15, 16].

F = 36π
Vp
Sp

, ð3Þ

where F represents the sphericity factor of the target; Vp is
the target volume; Sp is the target surface area; when F

Figure 6: 3D fracture images after the core being pressed.
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approaches 1, the target shape is close to a sphere; when F
approaches 0 (F < 0:05), the target shape is planar in three-
dimensional space.

The crack has ductility in 3D space; thus, the shape and
ductility of the target can be characterized by the equivalent
sphere radius Req and the minimum external sphere radius
Rmin. Req refers to the sphere radius that equals the volume
of the target, which is only related to the target volume.
Rmin is closely related to the extensibility of the target in
space. When Rmin and Req of the target are close, the exten-
sion line of the equivalent sphere in all directions is similar.
On the contrary, when ðRmin/ReqÞ > 3, it indicates that the
extensibility only exists in a certain direction.

4.2. Calculation of Fracture Complexity after the Core Being
Pressed. After the size and inclination of each fracture were
obtained, the complexity of the fracture was studied. Regard-
less of two-dimensional or three-dimensional, the descrip-
tion of fracture complex degree should include two aspects:
one is the size of the fracture which should include the num-
ber of fractures and each size of the fracture (2D for the frac-
ture area, 3D for the fracture volume); another is the form of
the fracture, which can be described by fracture dispersion.
The higher the fracture dispersion, the closer the fracture gets
to the reticulation. Fracture size can be represented by sur-
face fracture rate (2D) or fracture porosity (3D), and the
complexity of fracture form can be represented by fracture
inclination dispersion.

Fracture area ratio is the ratio of the total area of all frac-
tures to the lateral surface area of the core.

Rf = 〠
n

i=1

li × bi
Sl

× 100, ð4Þ

where Rf is the fracture area ratio, dimensionless; li and bi are
the length and width of the fracture i, in mm; Sl is the lateral
surface area of the core and the unit is mm2.

Fracture porosity is the ratio of all fracture volumes in the
3D image divided by the total volume in the 3D reconstruc-
tion area of the core.

φf = 〠
n

i=1

Vi

V t
× 100, ð5Þ

where φf is the fracture porosity, dimensionless; Vi is the vol-
ume occupied by the space of fracture i in the 3D image; V t is
the total volume of 3D core reconstruction area.

The dispersion of fracture inclination angle is expressed
as the variance of all fracture inclination angles:

Da =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 Ai − �A
� �2
n

s
× 100, ð6Þ

where Da is the dispersion of fracture inclination angle, and
the unit is degree; �A is the average inclination angle; Ai is
the inclination angle of fracture i, both are in degrees.

Considering that the contribution of fractures in different
sizes to the formation of a fracture network is different, each
fracture and its corresponding inclination angle should be
weighted when calculating the fracture complexity.

Ai′= Ai ×
Si
Sf

two‐dimensionalð Þ,

Ai′= Ai ×
Vi

V f

three‐dimensionalð Þ,
ð7Þ

where Ai′ is the weighted inclination angle of fracture i; Ai is
the original inclination angle, and the units are both degrees;
Si (Vi) is the area (volume) of the fracture; and Sf (V f ) is the
average of all fracture areas (volume) of the rock sample.

In order to facilitate the comparison and subsequent
analysis of different rock samples, the fracture area ratio
(fracture porosity) and inclination dispersion are normal-
ized.

Rf n =
Rf − Rfmin

Rfmax
− Rfmin

two‐dimensionalð Þ,

φf n =
φf − φfmin

φfmax
− φfmin

three‐dimensionalð Þ,

Dan =
Da −Damin

Damax
−Damin

,

ð8Þ

where Rf n
(φf n

) and Dan
are normalized fracture area ratio

(fracture porosity) and inclination dispersion of the pressed
core after fracture analysis, which are dimensionless; the sub-
scripts max and min are maximum and minimum,
respectively.

The complexity of fractures of the pressed core is repre-
sented by the size and morphology of fractures. Therefore,
the average value of the normalized fracture area ratio (frac-
ture porosity) and the normalized fracture inclination disper-
sion can be used to characterize the fracture complexity:

Fc =
Rf − Rfmin

� �
/ Rfmax

− Rfmin

� �
+ Da −Damin

� �
/ Damax

−Damin

� �
2 two‐dimensionalð Þ,

Fc =
φf − φfmin

� �
/ φf max

− φf min

� �
+ Da −Damin

� �
/ Damax

−Damin

� �
2 three‐dimensionalð Þ,

ð9Þ

where Fc is the complexity of fracture after the core is
pressed.

The 2D and 3D fracture complexity of the pressed core
are shown in Table 3. We can see that there is a good corre-
lation between the fracture complexity of the 2D core press-
ing and the 3D core pressing.

The rock brittleness index and fracture complexity after
pressure were calculated by the mineral content method
and the rock elastic mechanics parameter method, respec-
tively. They were performed on samples no. 11 and no. 7.
The calculated results are shown in Table 4. It can be seen
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from Table 4 that the brittleness index of sample no. 11
calculated by the mineral content method is larger than that
of sample no. 7. The brittleness index of sample no. 11 calcu-
lated by the rock mechanics parameter method is slightly dif-
ferent than that of sample no. 7. Brittleness index of sample
no. 11 calculated by the fracability index method is smaller
than that of sample no. 7, and the difference is obvious. As
seen from the CT scanning before and after the core being
pressed, the fracture generated in sample no. 7 is more
complex than that of the core in sample no. 11, as shown in
Figures 7 and 8. The fracture effect is consistent with the
fracture complexity after the core being pressed.

4.3. Calculation of the Core Standard Strength. The fracturing
difficulty of the rock can be characterized by its compressive
strength, which is related to the sample size. In order to use
the peak pressure in the bursting pressure experiment of
the constant strain rate method to represent the fracturing
difficulty of the core, the effect of size should be eliminated.

In this study, half of the triaxial compressive strength
obtained in the bursting pressure experiment was taken as
the initial value of the standard compressive strength to
estimate the size impact coefficient and to correct the peak
pressure. The specific formula is

Ss = Si
h
d

� �− −0:085×ln Si/2ð Þ+0:5421½ �
: ð10Þ

where Ss is the standard strength of the core; Si is the peak
pressure in the bursting pressure experiment of the constant
strain rate method; h and d are the height and diameter of the
core, respectively.

4.4. Construction of the Core Fracability Index. For the full
characterization of mud shale reservoir core fracability, full
consideration of the fracture complexity, and standard
strength of the core, the core fracability index expression F
was presented.

F = f Fc, Ssð Þ, ð11Þ

where F, the core fracability index, is the comprehensive
reflection of the core fracability; Fc is the fracture complexity
after the core being pressed, representing the fracture net-
work complexity of the rock being pressed; Ss is the core stan-
dard strength, representing the force required to fracture the
rock; Biis the core brittleness coefficient, representing the
rock fracture opening speed and width after being pressed.

The higher the fracture complexity of the pressed core,
then the lower the standard strength, thus the better the core
fracability is. The fracability index F of the shale reservoir
core is defined as follows:

F = Fc
Ss

, ð12Þ

where Fc is the fracture complexity of the pressed core,
dimensionless; Ss is the standard compressive strength of
the core, in MPa; F is the fracability index of the core, in

Table 3: Comparison of the 2D and 3D fracture complexity analysis results after the core being pressed.

Test
no.

Normalized fracture
inclination dispersion

Normalized
fracture area

ratio

2D fracture
complexity

2D
fracability
index

Normalized
fracture
porosity

Normalized fracture
inclination dispersion

3D fracture
complexity

3D
fracability
index

1 45.3 55.2 50.3 32.8 36.6 13.7 25.1 17.7

2 12.5 55.6 34.1 24.3 24.8 32.9 28.9 11.1

3 50.9 58.6 54.7 30.8 23.5 44.0 33.7 14.9

4 53.4 55.5 54.5 35.5 25.9 34.8 30.4 17.9

5 48.2 58.4 53.3 29.2 16.0 46.9 31.4 14

6 58.8 58.3 58.6 27.8 70.0 27.0 48.5 12.9

7 54.9 75.7 65.3 27.3 56.3 32.5 44.4 14.3

8 34.5 58.2 46.4 30.7 10.0 33.8 21.9 18.8

9 67.8 76.3 72.1 29.9 17.2 46.5 31.9 17

10 75.1 60.7 67.9 39.6 24.9 32.5 28.7 18

11 50.7 56.1 53.4 25.5 8.7 42.6 25.7 13.8

12 69.4 44.3 56.8 22.3 16.5 32.8 24.7 11.4

13 65.4 48.3 56.8 21.9 4.7 45.7 25.2 10.7

14 54.2 43.7 49.0 18.9 2.1 40.5 21.3 8.7

15 13.3 46.0 29.7 13.4 3.9 29.7 16.8 6

16 85.5 41.6 63.6 34.5 2.9 19.0 10.9 17.1

Table 4: Comparison of brittleness index and fracture complexity
after the rock being pressed.

Sample number 11 7

Brittleness index of the mineral content method 60.9 41.3

Brittleness index of the Poison-Yang method 66.3 63.6

Fracture complexity after the core being pressed 10.9 33.7
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MPa-1, and the physical significance is the fracture complex-
ity generated from pressure 1MPa.

According to the fracture complexity of the pressed core
and the standard core strength test, the core fracability index

was obtained. The 2D core fracability index obtained from
the core testing was compared with the 3D fracability index,
as shown in Figure 9. The 2D core fracability index is corre-
lated with that of the 3D index. Thus, in the actual data pro-
cessing, the 2D core fracability index can represent the
evaluation effect of the reservoir fracturing.

5. Actual Data Processing

The core fracability index of the shale reservoir takes full
account of the fracturing effect and the fracturing difficulty.
The microseismic data can effectively verify its evaluation
effect.

Figure 10(a) shows the microseismic monitoring results
during the fracturing in the X well. In the figure, the vertical
coordinate is the depth direction, and the horizontal coordi-
nate is the east direction. Every point in the figure represents
a microseismic event, i.e., the generation of a fracture. The

x

yz

(a)

x

y
15 mm

(b)

y

z

10 mm

(c)

x

z

10 mm

(d)

x

y z

(e)

x

y 20 mm

(f)

y

z

15 mm

(g)

x

z

10 mm

(h)

Figure 7: 3D CT images before sample 11 being pressed and after being pressed. (a–d) 3D CT images before sample 11 being pressed. (e–h)
3D CT images after sample 11 being pressed.
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3D CT images of sample 7 after being pressed.

0
0

5

10

15

20

25

10 20 30 40
2D fracability index (Mpa)

3D
 fr

ac
ab

ili
ty

 in
de

x 
(M

pa
)

50

y = 0.5186x – 0.5394
R2 = 0.8859

Figure 9: Comparison between the 2D core fracability index and
the 3D core fracability index.

9Geofluids



denser the point, the more fractures are generated in the
interval that indicates better fracability.

All the points in Figure 10(a) are projected onto the
vertical coordinate, indicating the microearthquakes detected
at each depth, and the statistical histogram (Figure 10(b)) is
performed with a step size of 10 meters. The statistics of
microearthquakes at different depths can be roughly seen.
As it is shown in Figure 10(b), the fracturing section of the
well X is between 1999m and 2114m. Two cores in the well
have been experimentally analyzed for their fracability
(shown in Table 5).

As it is shown in Table 5, the 2D and 3D fracability
indexes of cores 5 and 7 are relatively high, and there are a
large number of microearthquakes at the depths of these
cores. The core fracability index has a good correlation with
the number of microearthquakes. It means that the core anal-
ysis fracability index can indicate the formation fracability.

6. Conclusions

The evaluation of reservoir fracability plays a key role in
sweet spot optimization, multistage fracturing design, and
economic benefit prediction. In this study, the rock samples
were fractured through the triaxial compression test, and
the fracability of rock samples was characterized by the frac-
ability index which achieved excellent results. Conclusions
are drawn as follows:

(1) The traditional brittleness index method based on
mineral composition and rock mechanics parame-
ters cannot meet the developmental needs of the
unconventional reservoirs because it does not take

the influence of pore fluid, pore structure, reservoir
temperature, and pressure into account. The influ-
ence of dynamic and static elastic modulus difference
of rocks is also ignored

(2) Based on the fracture complexity after pressure
which is defined by the brittleness index proposed
in the shale gas development, a set of experimental
analysis methods was established, and the core frac-
ability index was proposed. This method represents
not only the fracturing effect but also the fracturing
difficulty. Comparing with the monitoring data of
hydrofracture-induced microseism of the sample
well, the core fracability index is in good agreement
with the actual fracturing effect. In addition, the core
fracability index method is more reasonable to char-
acterize reservoir fracturing compared with the tradi-
tional brittleness index method. Due to the high
correlation between the two-dimensional and the
three-dimensional core fracability index, it is enough
to use the two-dimensional core fracability index in
the actual data processing to represent the evaluation
of reservoir fracability

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

2200
0 500 1000

2114 m

1998 m

Well spacing (m)
1500 2000

2150

2100

2050

2000

D
ep

th
 (m

)
1950

1900

E

Z

(a) Microseismic profile of the well X

Well spacing (m)

20
00

20
10

20
20

20
30

20
40

20
50

20
60

20
70

20
80

20
90

21
00

21
10

21
20

0

4

8

12

16

M
ic

ro
se

ism
ic

 ev
en

t s
ta

tis
tic

s

(b) Microseismic event statistics at different depths of the well X

Figure 10: Modeling correctness verification using microseismic data.

Table 5: Information of the three rock samples from the well X and the results of fracability analysis.

Sample no. Depth (m) Lithology Standard strength (MPa) Fracability index (2D) Fracability index (3D)

7 2054.63 Ash black mud shale 278.3 21.1 21.8

5 2062.88 Ash black shale 200.6 21.6 25.4
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The influence of acid solutions was investigated on the mechanical properties of mudstone. Uniaxial compression tests on
mudstone samples were conducted to determine the variations of relative mass, porosity, deformation, and strength
characteristics of mudstone subjected to acidic solutions with different pH values. The change of pH, relative mass, and porosity
of mudstone in the process of acid solution immersion was monitored during soaking. The mechanism of hydrochemical
corrosion of mudstone samples was preliminarily discussed. The damage parameter was introduced based on the porosity rate.
The results show that with increased solution acidity, the peak stress and elastic modulus decreased to different levels, while the
peak strain increases in the rock samples. The increased chemical damage parameters reduce the mechanical parameters and
increased the deformation parameters. On the basis of the mechanical test, considering the stress-strain relationship of rock in
the compaction stage, a segmented damage constitutive model of rock based on chemical damage parameters is established, and
the test results are verified. The results show that the correlation coefficient between the theoretical curve and the experimental
data is as high as 0.98, and the model is suitable for the analysis of chemically corroded rock under the uniaxial compression
test. The results provide a reference for the analysis and design of coal-bed methane wells where the rocks frequently become
acidic during the production of methane.

1. Introduction

Coal-bed methane (CBM) is a clean and efficient energy
source associated with coal seams [1–3]. More than 50% of
China’s coal seams are rich in coal-bed methane, with a total
of 35 trillion m3 of coal-bed methane in the mines, which is
the third largest coal-bed methane storage in any country
after Russia and Canada. During the process of coal-bed
methane well drainage and gas production, the groundwater
continuously changes into acidic or alkaline water [4–7]. The
coal and rock of the reservoir are affected due to this corro-
sion. The hydrochemical solution produces pore water
pressure, which reduces the effective stress that the rock
skeleton can bear, thus reducing the effective strength of the

rock. Furthermore, a hydrochemical solution has certain
adverse chemical effects on the mineral composition of the
rock and the cementing properties between the mineral par-
ticles. This chemical effect plays a significant role in changing
the original structure of the rock and can even produce new
minerals [8–11]. This in turn affects the process of desorp-
tion, diffusion, and seepage interaction of coal-bed methane
in the reservoir. Whether coal-bed methane can produce
gas and whether it can produce high productive yield
depends on the degree and range of desorption of coal-bed
methane [4]. Therefore, it is of great significance to study
the physical and mechanical properties of the rock corroded
by chemical water in order to ensure the efficient exploitation
of coal-bed methane.
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In recent years, much progress has been made in under-
standing the influence of hydrochemical solutions on rock
mechanical properties. Tang et al. [12] studied the rock
mechanics and environmental effects under the action of
hydrochemistry and obtained the results of a three-point
bending test and uniaxial rock compression test under the
action of different hydrochemistry solutions. Feng and Ding
[13] studied the characteristics of crack propagation of
prefabricated rock samples under various chemical solution
corrosion and uniaxial compression conditions by using the
independently developed stress-percolation-chemical cou-
pling mechanics system. Wang et al. [11] carried out corro-
sion tests on sandstone under the action of different pH
aqueous chemical solutions. The type and degree of water-
rock chemical interaction in different aqueous chemical
environments are different, which leads to different changes
in the microstructure of rock. The neutral solution loss of
cementing materials in rock and large-size mineral
aggregates in the acid solution would also undergo a lot of
dissolution. Ding et al. [14] carried out dissolution kinetic
experiments and analysis on rocks soaked in different aque-
ous chemical solutions, analyzed the dissolution characteris-
tics of rocks in different aqueous chemical solutions, and
obtained the corresponding erosion dissolution kinetics
equations. Li et al. [15] and Xu et al. [16] conducted shear
tests on the mudstone corroded by chemical solution. They
studied the influence of hydrochemical solution on the shear
strength of mudstone, established the relationship between
porosity and shear strength index, and obtained the influ-
enced role of chemical solution corrosion on the crack open-
ing, failure, and expansion direction of mudstone. Han et al.
[17] carried out wave velocity tests and conventional triaxial
compression tests on mudstones corroded by aqueous chem-
ical solution with different electrolyte pH values, composi-
tions, and varying concentrations of calcium and
magnesium ions in the solution. He concluded that the
decrease of mechanical properties of mudstones after chem-
ical corrosion was closely related to the change of porosity.

The study of the mechanical properties of rock can pro-
vide a basis for the design of rock excavations, while the con-
struction of the constitutive rock model can provide a
theoretical basis for the prediction of the stability of the rock.
In terms of the constitutive rock model, Kang [18] analyzed
the influence of water on rock strength and deformation
based on damage mechanics. They used the volume change
caused by rock dilitancy to characterize damage variables
and established the evolution equation of damage variables
for saturated rock. Hu et al. [19] analyzed the influence of
water on the mechanical properties of rock under uniaxial
compression and deduced the statistical model of rock dam-
age considering the influence of water content. Based on the
Weibull distribution, Zhang et al. [20] established a statistical
damage constitutive model that can reflect multiple test
curves by using the relationship between peak strength and
elastic modulus in addition to the relationship between water
content and rock damage constitutive model parameters.
Chen et al. [21] based on the principle of effective stress
assumed that the damage of rock was caused by the effective
stress of particles and the effective stress of body structure.

According to the condition of stress balance, the stress rela-
tion equation under the two effective stresses is obtained,
and on this basis, the damage evolution equation of saturated
rock under uniaxial compression is established.

The constitutive damage models of rock established in
the past however only consider the influence of water con-
tent, and the constitutive damage model of rock after chem-
ical solution corrosion was seldom reported. Due to the
corrosion of a chemical solution, the initial compaction stage
of the rock stress-strain curve is more significant. The com-
paction stage of stress-strain curve drawn by the traditional
statistical damage constitutive model is quite different from
the experimental curve. In this paper, the mechanical proper-
ties of mudstone after chemical corrosion were analyzed.
Chemical damage parameters were introduced to quantita-
tively characterize the mechanical parameters of rocks, and
the compaction stage and subsequent stage were innovatively
expressed separately. This allowed a rock segmental damage
statistical constitutive model with chemical damage parame-
ter interface to be built. The research results are expected to
enrich the rock mechanics theory of underground engineer-
ing and provide a theoretical reference for the more efficient
mining of coal-bed methane.

2. Experimental Design

2.1. Preparation of Acidic Solutions. The complex composi-
tion of water ions in nature makes it impossible to consider
the effects of all the various ions on rocks. Considering the
high content of Na+, K+, and Cl- ions typically found in
groundwater therefore, a solution of NaCl and KCl was
selected as the electrolyte solute to configure the hydroche-
mical solution [11]. The mine water collected from the rock
is mainly acidic, with a pH range of 2.0-6.5; therefore, this
research considers mostly the influence of the acidity of the
solution on the rock characteristics and properties. The inter-
action between water and rock is a slow process in situ, so due
to time constraints, four different acidic solutions with high
solution concentration and increasing the pH value were
selected. This was to reflect the water chemistry and solution
corrosion effect in a relatively short time on the mudstone
samples. The chemical solutions prepared for this research
are shown in Table 1. Electrolyte solutions with pH values
of 1.3, 3.3, 5.3, and 7.3 with a concentration of 0.1mol/L
NaCl and KCl were used in this research experiment. The
pH value of the acid solution was adjusted by adding 68%
HNO3 into the mix. The procedure was first to add NaCl
and KCl into the distilled water, stir with a glass rod to make
it fully dissolved, then take 68% HNO3, dilute with 100ml
distilled water, and add it to the electrolyte solution drop by
drop. During the gradual acid introduction, a pH meter was
used to monitor the pH change of the solution in real time
until the predetermined pH value was reached.

2.2. Sample Preparation. The representative sandy mudstone
samples collected from a coal mine in Shandong Province,
China, were used in this research study. The X-ray diffrac-
tometer was used for the mineralogical composition of repre-
sentative samples. The result shows quartz (35.7%), feldspar
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(16.3%), calcite (6.4%), dolomite (4.2%), mica (3.4%), and
clay mineral content (34%). The main mineral composition
was kaolinite, illite, chlorite, and carbonate.

The rock samples were collected from the mine at the
same location. The core was extracted from the same block
of mudstone to keep similar and uniformed mechanical
properties and minimize any mineralogical and size effect.
The prepared rectangular-sized specimens had precise
dimensions of 50 × 50 × 100mm. The edge angles were kept
strictly at 90° to ensure that the lateral pressure could be
loaded smoothly and evenly on the rock sample sides. The
nonparallelism of the two ends of the test piece was less than
0.005mm, and the grinding flatness of the end face was less
than 0.02mm. A total of 20 samples were prepared and
divided into five groups: A, B, C, D, and E. E group samples
were kept completely dry as a control.

The size and weight of the finished samples were
recorded after vacuumed and dried for 48 hrs at 108°C. The
rock sample from groups A, B, C, and D was soaked in each
chemical solution, as described in Table 1. In order to reduce
the dispersion of experimental data, and the peak strength of
each group of rock samples is removed from the one that
deviates from the average value. Therefore, a total of 15 rock
samples left having three specimens from each group were
used for subsequent data analysis.

2.3. Experimental Procedure. In this research, the previous
experimental research procedure was followed [11]. 1.5 litres
of each pH solution was used for each sample. It was found
that the H+ in the solution having pH 3.3 and 5.3 was con-
sumed by chemical reaction with the minerals in the rock,
after the rock sample was soaked for about 30 days. There-
fore, all rock samples were soaked for 30 days in a full immer-
sion solution container in an open environment. The samples
were immersed in the solution and regularly agitated to
reflect the real occurrence environment of rock. During the
soaking of the samples, the solution pH and rock samples’
mass and porosity samples’ change were noted. The pH of
the solution and rock mass were measured every two hours
in the early stage and once daily when it reached a stable
stage. During the soaking process, the measurement interval
was based on the change rate of the pH value of the solution.
It is considered that the water-rock interaction reached a
steady state when the change of the pH value remained stable

for a period of time. All rock samples were tested using the
conventional uniaxial loading method with the displacement
rate of 0.1mm/min, after soaking.

3. Experiment Results

3.1. Interaction between the Hydrochemical Solution
and Mudstone

3.1.1. pH Change of Solution. The pH value of the solution
was monitored over time during the experiment, as shown
in Figure 1. With the neutral solution having pH = 7:3, the
pH value increased slowly with soaking time and then
remained constant. With the acidic solution having pH =
5:3, pH showed a trend of rapid increase, slow growth, and
stable with the increase of soaking time. The pH value began
to increase to 6.8 from 0 to 115 hours, and then slowly
increased to 7.7 from 115 to 591 hours, and then became sta-
ble and remained constant. With the solution having pH =
3:3, the pH value increased with the increase of soaking time
and reached pH value to 7.4 maximum, and the solution was
stable with soaking time 720 hours. The pH value of the solu-
tion with pH = 1:3 had almost no change with the increase of
immersion time, because the content of H+ in the solution
with pH = 1:3 was more, and only a small proportion of H+

is consumed when a chemical reaction occurs with rocks.
When the pH is 3.3 and 5.3 solutions begin to soak, the pH
shows a rapid growth trend. This is because the concentra-
tion of H+ in the initial stage of rock soaking was high, and
the chemical reaction rate was fast. With the increase of soak-
ing time, the concentration of H+ decreases, resulting in the
slow chemical reaction rate.

3.1.2. Change of Masses of Mudstone Samples. In the process
of soaking, the samples were taken out every day; sample sur-
face water was wiped with a cotton cloth to make it free of
surface liquid. The sample was placed in a dry location for
5 minutes to ensure that the liquid on the surface of the sam-
ple volatilizes completely and then weighed on an electronic
scale. According to the difference between the measured
mass and the initial mass of the sample, the relative mass
change rate of the sample at different times is [11, 17]

ω = m −mNS
mNS

× 100%, ð1Þ

where mNS and m are the mass of the sample in the initial
state and after soaking condition, respectively.

Figure 2 shows the curve of the change rate of the relative
mass of the sample with the immersion time, which indi-
rectly reflects the degree of water-rock interaction. As
observed from Figure 2, the relative mass change rate of the
soaked samples in the solution with pH = 7:3, pH = 5:3, pH
= 3:3, and pH = 1:3 increases rapidly at the initial stage of
immersion. Thus, the water absorption on the rock surface
at the initial stage of immersion is much higher than the min-
eral consumption due to chemical reaction. After a pro-
longed soaking time, samples in an acid solution having pH
5.3, 3.3, and 1.3 show a decreased trend while samples having
pH = 7:3 show an increasing trend due to the neutral

Table 1: Preparation of chemical solutions.

Group
Solution
type

Solution
composition

Solution
concentration

(Mol/L)

pH
value

A
Acidic
solution

NaCl, KCl 0.1 1.3

B
Acidic
solution

NaCl, KCl 0.1 3.3

C
Acidic
solution

NaCl, KCl 0.1 5.3

D
Neutral
solution

NaCl, KCl 0.1 7.3
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solution; no chemical reaction occurred with rock mineral.
Initially, during the soaking of samples, solution diffusion
was dominant in the acid rock reaction, and water absorption
increased the mass of the samples. During prolonged soak-
ing, the rock samples are saturated, and chemical corrosion
plays an active role. The mudstone mineral components are
hydrolyzed and dissolved, which decreased the mass of the
sample. The relative mass change rate of samples in pH =
5:3, 3.3, and 1.3 solutions show a downward trend, and the
lower the pH value is, the faster the decline speed. The trends
show that the stronger the acidity of the solution, the stronger
the reaction between the sample and the solution, and the
faster the corrosion rate.

3.1.3. Porosity. Mudstone is a porous medium with micro-
cracks and pores. The porosity of the sample in this experi-
ment is its total porosity (including two parts of open and
closed pores), and the calculation formula is [17]

n = 1 −
ρg
ρ

� �
× 100%, ð2Þ

where n is the total porosity of the specimen, ρg is the bulk
density of the specimen, and ρ is the particle density of the
specimen.

The bulk density is determined by the following formula:

ρg = ρV × m0
m1 −m2

, ð3Þ

where m0 is the mass of the dry sample in air (g), m1 is the
mass of the saturated sample in air (g), m2 is the mass of
the saturated sample in water (g), and ρv is the density of
water at room temperature (g/cm3).

When testing the total porosity before corrosion, the
dried rock samples of groups A-D were tested in the air first
and then soaked in water for 14 days to test the mass of rock
samples in the air and water, respectively. Finally, the rock
samples of groups A-D are baked in a dryer for 48 hours,
cooled naturally to room temperature, and soaked in chemi-
cal solution.

The particle density is determined by the following
formula:

ρ = ρV × m3
m4 +m3 −m5

, ð4Þ

where m3 is the mass of rock powder in the air (g), m4 is the
mass of a density bottle containing distilled water (g), andm5
is the mass of a density bottle containing rock powder and
water (g).

Three parts of rock powder are produced by rolling the
fragments of dry rock samples under uniaxial loading, and
the average of the three parts of rock powder particle density
is taken as the particle density of rock.

In this paper, the porosity rate reflects the variations of
porosity in the mudstone specimens; the calculating formula
is [17]

η = nt − n0
n0

× 100%, ð5Þ

where n0 and nt is the total porosity of the specimen before
and after corrosion, respectively.

Table 2 shows the statistics of porosity and porosity
change rate of mudstone before and after corrosion. The
porosity change rate of group A is 7.77%, group B is 6.27%,
group C is 4.38%, and group D is 1.89%. Furthermore, the
rate of porosity increased with acidity, which shows porosity
is strongly influenced by acidity. The porosity change rate of
group A is 4.11 times than that of group D.

3.2. Mechanical Properties. The comparison of the results of
the parallel tests revealed that the prepeak stress-strain curves
of each group of three tests have a good similarity. The post-
peak stress-strain curves of the three tests are different due to
the differences of the individual samples, showing a particu-
larly distinct type. The main mechanical parameters of rock
samples are determined by the stress-strain prepeak curve,
so it can be considered that the uniaxial loading test of mud-
stone soaked by acid water is repeatable.
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Figure 1: pH value of solution with time.
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Figure 2: Change rate of relative mass of sample with soaking time.
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The stress-strain curve of mudstone after soaking in acid
water is shown in Figure 3. It includes the loading processes
of all rock samples’ progress through four stages: compac-
tion, elastic, plastic (stable crack propagation and unstable
crack propagation), and postpeak. As the acidity of the solu-
tion increases, the range of the stress-strain curve in the com-
paction stage increases, the range of the elastic stage
decreases, and the plastic stage becomes more significant.
In this paper, “axial stress method” is used to analyze the pro-
portion of the compression stage of the specimen after
immersion in acid water from the stress-strain curve before
peak stress. Several points are selected in the straight-line sec-
tion (linear elastic deformation stage) of the stress-strain
curve, and the best fitting straight line of the linear elastic
deformation stage is obtained. Since the slopes of the com-
paction stage and the elastic stage are different, the bifurca-
tion point of the fitting line and the stress-strain curve is
defined as the endpoint of the compaction stage as shown
in Figure 4, and the corresponding stress value is the compac-
tion stress [22]. The crack initiation stress and crack damage
stress are determined by the crack volume strain curve and
the volume strain curve, respectively [23–25]; the volumetric
strain calculation formula is as follows:

εv = ε1 + 2ε2, ð6Þ

where εv is the volumetric strain, ε1 is the axial strain, and ε2
is the lateral strain.

The crack volume strain of the rock will change due to the
crack deformation in the process of the primary microcrack
closing and expanding and then new crack initiation and
development. For rock under uniaxial loading, the formula
of crack volume strain can be expressed as follows:

εve = εv −
1 − 2μ
E

σ1, ð7Þ

where εve is the crack volume strain, σ1 is the axial stress, μ is
the Poisson ratio, and E is the elastic modulus.

Figure 4 shows the evolution curve of rock volume strain
and crack volume strain, in which the turning point of the
crack volume strain from rising to horizontal is the end point
of compaction stage, the turning point from horizontal to
falling is the crack initiation point, and the turning point of
volume strain curve from rising to falling is the crack damage
point.

The ratio of compaction stress to peak stress of each spec-
imen is shown in Table 3. According to Table 3, the ratio of
the rock compaction stress to peak stress decreases with the
increase of pH. The average ratio of compaction stress to
peak stress in groups: A is 0.378, B is 0.333, C is 0.314, D is
0.305, and E (control group) is 0.253. The results revealed
that acidity significantly increases the proportion of rock
compaction stage.

The three kinds of mechanical parameters of mudstone
soaked in acid water were obtained from the uniaxial com-
pressive test data. These parameters were peak stress, elastic
modulus, and peak strain. The trend of peak stress, peak
strain, and modulus of elasticity of rock with pH is shown
in Figures 5–7. The peak stress and elastic modulus linearly
have a positive correlation with pH variation, while peak
strain and pH have a linearly negative correlation. When
pH increased by 1, the peak stress and elastic modulus
increased by 2.21MPa and the 0.96GPa, respectively, while
the peak strain decreased by 0.0016.

The mechanical properties of mudstone change with the
changes in the pH value of the acid solution. At the same
time, the acid solution will also affect the macroscopic failure
pattern of mudstone. The failure patterns of mudstone sam-
ples were recorded by photographing, and the failure pat-
terns were sketched. Due to the space limitation, a typical
rock sample was selected for analysis in each group.
Figure 8 shows the failure pattern and sketch of mudstone
under uniaxial loading after soaking in acid solution. As
shown in Figure 8, rock samples C2 and D1 were damaged
by a single tensile crack. Two main tensile cracks appeared
on the surface of the rock sample A3, with the bifurcation
cracks distributed in the area near the main crack, and shear
cracks appeared in the upper area of the rock sample. The
rock sample B2 is shear failure, and two tensile cracks

Table 2: Rock porosity and chemical damage parameters.

Sample
number

Initial
porosity
(%)

Porosity after
corrosion

(%)

Rate of
porosity

change (%)

Chemical
damage

parameter (%)

A1 15.74 16.95 7.69 1.44

A2 16.01 17.24 7.68 1.47

A3 15.88 17.14 7.94 1.50

B1 16.33 17.38 6.43 1.25

B2 15.92 16.92 6.28 1.19

B3 16.04 17.02 6.11 1.17

C1 16.21 16.93 4.44 0.85

C2 15.85 16.56 4.48 0.84

C3 16.08 16.76 4.23 0.81

D1 15.77 16.07 1.90 0.36

D2 15.80 16.12 2.03 0.38

D3 16.17 16.45 1.73 0.33
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Figure 3: Stress strain of rock after soaking at different pH.
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appeared near the main shear crack. In other words, the
number of cracks in the process of rock failure increases with
the increase of acidity, and the failure pattern tends to be
complex. This is due to the stress concentration that occurred
around the pores and microcracks during the crack stable
development stage of rock, which will cause the pores and
microcracks to generate new cracks and stably expand. The
acid solution will increase the porosity of mudstone and then
promote the formation of more new cracks and stable prop-
agation of microcracks. In the crack unstable development
stage of rock, more microcracks will expand irregularly, and
the deformation will be more complex and severe. When
the microcracks gather to form the local weakening of macro
critical scale, more microcracks will be generated on the rock
surface. Therefore, with the increase of acidity, the number of
cracks after rock failure increases and hence, the failure mor-
phology tends to be more complex, and the peak strain
increases.

4. Constitutive Model Development

4.1. Chemical Corrosion. The mudstone damage caused by
chemical corrosion is mainly due to the dissolution of soluble
cementitious materials and chemical reactions within the
mineral composition. The chemical corrosion correspond-
ingly changes the microstructure of mudstone continuously
and causes damage, which reduces the mechanical properties
of mudstone. In this paper, porosity is selected as a parameter
representing damage. Porosity reflects the corrosion damage
degree of solution chemical corrosion to mudstone. The
selected chemical damage parameter,Dch, is calculated as fol-
lows [17]:

Dch = 1 − 1 − nt
1 − n0

� �
× 100%, ð8Þ

where nt is the porosity after chemical corrosion and n0 is the
porosity before chemical corrosion.

The microstructure and mineral composition of mud-
stone samples were changed to different degrees after cor-
roded by an aqueous chemical solution. The corrosion
caused damage to the samples and resulted in the macro-
scopic mechanical parameters of the samples to decrease.
According to Equation (8), the corresponding chemical dam-
age variable Dch of mudstone samples after corrosion by an
acidic solution is calculated, and the relationship between
Dch and physical mechanical parameters of mudstone sam-
ples is obtained. The fitting curve results are shown in
Figures 9–11.

The peak strength and elastic modulus of mudstone sam-
ples decreased with the increase of damage variables, while
the peak strain increases with the increase of damage vari-
ables. Furthermore, acidity affects the macroscopic physical
and mechanical parameters of mudstone samples and
decreases with the increase of acidity. The deformation
parameters however increased with the increase of acidity.
Based on the results, therefore, the relationships between
peak strength, peak strain, elastic modulus, and chemical
damage parameter were fitted by using the first-order
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Table 3: Rock mechanical parameters.

Sample
number

Peak
stress
(MPa)

Peak
strain

Compressive
stress (MPa)

Ratio
Elastic
Modulus
(GPa)

A1 17.33 0.0146 6.92 0.399 2.11

A2 18.61 0.0177 6.91 0.371 2.31

A3 17.51 0.0153 6.37 0.364 1.92

B1 21.59 0.0119 7.99 0.370 3.64

B2 21.54 0.0118 7.09 0.329 3.06

B3 22.11 0.0123 6.61 0.299 3.40

C1 26.87 0.00896 9.30 0.346 5.69

C2 27.01 0.0090 8.18 0.303 4.60

C3 26.25 0.00896 7.69 0.293 4.79

D1 30.41 0.00613 8.48 0.279 8.07

D2 31.70 0.00638 10.4 0.328 7.68

D3 30.77 0.00609 9.48 0.308 8.22

E1 50.14 0.00498 10.6 0.211 10.5

E2 43.28 0.00537 12.5 0.288 9.87

E3 46.97 0.00521 12.2 0.259 9.93
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function relationship, and all of them had a good fitting
degree with a correlation coefficient from 0.92 to 0.97. The
expressions of mudstone peak strength, peak strain, elastic

modulus, and chemical damage parameters Dch after soaking
in acid water are as follows:

σc = a − bDch,
εc = c + dDch,
E = e − f Dch:

8>><
>>: ð9Þ

4.2. Damage Variables under Stress. According to the equiv-
alent strain hypothesis proposed by Lemaitre [26], the effec-
tive stress is equal to the deformation of the damaged
material; that is, the strain caused by the stress of rock is
equivalent to the strain caused by the effective stress of rock
without damage. It is only necessary to replace the nominal
stress with the effective stress, and the constitutive damage
equation of the rock is

σ½ � = σ∗½ � I − D½ �ð Þ = H½ � ε½ � I − D½ �ð Þ, ð10Þ

where ½σ� and ½σ ∗� are nominal stress and effective stress,
respectively, I is the identity matrix, ½D� is the damage vari-
able matrix, ½H� is the elastic modulus matrix, ½ε� is the strain
matrix. Assuming that rock damage is isotropic, the one-
dimensional damage constitutive relation of rock can be
expressed as

σ = σ∗ 1 −Dð Þ = Eε 1 −Dð Þ, ð11Þ

where D is the damage variable.
From the above, the compaction stage of uniaxial stress-

strain curve of rock under acid water immersion can be
clearly identified, and the proportion of compaction
increases with the increase of acidity. The traditional contin-
uous damage constitutive model does not consider the com-
paction stage of rock. Therefore, in this paper, the uniaxial
compressive stress-strain curve of rock soaked in acid water
is divided into the compaction stage and subsequent damage
expansion stage, and therefore, a separate damage constitu-
tive model is established.
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It is assumed that the pores and fissures of the rock are
compacted in the compaction stage without damage expan-
sion, and continuous damage occurs in the elastic (linear),
plastic, and postpeak stages. According to the results of Lu’s
research [27], the stress-strain relationship in the rock com-
paction stage can be expressed as

σ = σA
ε

εA

� �2
, ð12Þ

where σ is stress and ε is strain, in the process of uniaxial
loading, while σA is the maximum stress and εA is the maxi-
mum strain in the compaction stage.

The rock material is heterogeneous and contains a variety
of defects, which greatly affect mechanical properties. The
distribution of defects is random, so the resuling damage is
also distributed randomly in the rock material. It can there-
fore be considered that the rock strength is a random vari-
able. Weibull distribution is used to describe the law of
random statistical distribution of rock strength, so the prob-
ability density function of the failure of microelements of
rock material is [28, 29]

P Fð Þ = m
F

ε

F

� �m−1
exp −

ε

F

� �mh i
, ð13Þ

wherem and F are two constants, characterizing the brit-
tleness (nonuniformity) of materials, reflecting the different
response characteristics of rock materials to external loads,
and both are nonnegative numbers. F is the random distribu-
tion variable of the microelement intensity, m is the shape
factor of the distribution function. If the damage variable D
is defined as the ratio of Nf of material damage to the total
number of elements N , the range is 0~1. Then, the damage
variable of rock material is

D =
Nf

N
= N

Ð ε
0 m/Fð Þ x/Fð Þm−1 exp − x/Fð Þm½ �dx

N

= 1 − exp −
ε

F

� �mh i
:

ð14Þ

Substituting Equation (14) into Equation (11), the stress-
strain relationship under uniaxial loading of mudstone can
be obtained as

σ = Eε exp −
ε

F

� �mh i
: ð15Þ

The m and F of the damage statistical constitutive model
can be determined by the peak strength point (εc, σc) of the
stress-strain curve under the uniaxial loading of mudstone
after soaking in acid water. The slope at the peak strength
point (εc, σc) is 0. When ε = εc, there are

dσ
dε

= E 1 −m
εc
F

� �mh i
exp −

εc
F

� �mh i
= 0: ð16Þ

Meanwhile, the peak intensity point (εc, σc) satisfies

σc = Eεc exp −
εc
F

� �mh i
: ð17Þ

According to Equations (16) and (17), the following can
be obtained:

m = ln Eεc/σcð Þ½ �−1, ð18Þ

F = εc ln Eεc/σcð Þ½ �m: ð19Þ
In combination with Equations (12) and (15), we can

obtain the constitutive damage model of mudstone soaked
by segmental acid water:

σ =
σA ε/εAð Þ2 ε ≤ εAð Þ,

σA + E ε − εAð Þ exp −
ε − εA
F

� �mh i
ε ≥ εAð Þ:

8<
: ð20Þ

The authors used formula (20) to do the model curve and
found that the peak strength of all rock samples was lower
than the experiment value. Thus, the damage variable is
defined based on the fact that all the bearing capacity of the
rock is lost after the failure. In fact, although the bearing
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capacity of the rock after the failure is reduced, it can still bear
part of compressive stress and shear stress; that is, the rock
still has residual strength after the failure. For this reason,
some scholars put forward a modified damage variable char-
acterized by critical damage value [30]:

D′ =Du ·D, ð21Þ

where Du is the critical loss value and D′ is the modified
damage variable.

Du = 1 − σp/σc, ð22Þ

where σp is the residual strength.
It can be seen from Equation (14) that the damage vari-

able of rock is actually related to exp ½−ðε/FÞm�. If Equation
(21) is used to deduce the damage constitutive model of rock,
the derivation process and the final expression will be com-
plicated. In order to make the curve drawn by the model con-
sistent with the experiment curve and simplify the damage
constitutive model of rock. In this paper, the reciprocal of
the critical damage value is substituted into Equation (17),
and the revised statistical damage model of rock is

σc = Eεc
1
Du

exp −
εc
F

� �mh i
: ð23Þ

The damage constitutive model of mudstone after acidic
water corrosion can be obtained by combining Equations
(12), (19), and (23):

σ =
σA ε/εAð Þ2 ε ≤ εAð Þ,

σA + E
1
Du

ε − εAð Þ exp −
1
m

ε − εA
εc − εA

� �m� �
ε ≥ εAð Þ:

8><
>:

ð24Þ

Equation (9) of compressive strength, peak strain, elastic
modulus, and chemical damage parameters of mudstone

soaked in acid water is substituted into Equation (18), Equa-
tions (9) and (22) are substituted into Equation (24), and the
segmented damage constitutive model of mudstone soaked
in acid water characterized by chemical damage parameters
is obtained:

m = ln e − f Dchð Þ c + dDchð Þ/ a − bDchð Þ½ �f g−1, ð25Þ

σ =
σA ε/εAð Þ2 ε ≤ εAð Þ,

σA +
a − bDch

a − bDch − σp
e − f Dchð Þ ε − εAð Þ exp −

1
m

ε − εA
εc − εA

� �m� �
ε ≥ εAð Þ:

8><
>:

ð26Þ
5. Model Verification

Based on the results of the uniaxial loading tests and the
above theoretical assumptions, a piecewise statistical consti-
tutive damage model of mudstone soaked in acid water is
established in this paper. In order to further verify the ratio-
nality of the model, the fitting curve data was used for analy-
sis. This included the maximum stress σA and maximum
strain εA in the compaction stage, peak strain, and residual
strength of mudstone soaked in acid water that can be
obtained from the measured test data. According to
Figures 9-11, parameters a = 35:65, b = 1175, c = 0:00265, d
= 0:839, e = 9:67, and f = 522. The statistical constitutive
parameter m is calculated from Equation (25). By taking
the above parameters into Equation (26), the constitutive
model of piecewise statistical damage of mudstone after acid
water corrosion can be calculated.

Taking rock sample A1 as an example to illustrate how to
do the curve of the model, the residual strength of rock sam-
ple A1 after failure is 5.13MPa, the peak strain is 0.0146, the
compressive stress and strain are 6.92MPa and 0.00852,
respectively, and the chemical damage parameter is 0.0144.
The above parameters were substituted into Equation (25)
to obtain the value of m which is 1.74, and then, all parame-
ters were substituted into Equation (26) to obtain the piece-
work damage constitutive model of rock sample A1 which is

After that, the strain data obtained by the test were
substituted into Equation (27) to obtain the corresponding
stress value, so as to determine the stress-strain curve of the
model. Other rock samples are similar to drawing model
curves. Figure 12 shows the experiment curve and model
curve of the uniaxial loading of rock after soaking in acidic

water. The model curve in this paper is consistent with the
experimental curve, and the correlation coefficient is as high
as 0.98 before the peak stress.

The traditional continuous damage constitutive model,
due to the significant deviation in the initial compaction
stage, leads to the poor fitting between the estimated curve

σ =

6:92 ε/0:00852ð Þ2 ε ≤ 0:00852ð Þ,

6:92 + 35:65 − 1175 ∗ 0:0144
35:65 − 1175 ∗ 0:0144 − 5:13 9:67 − 522 ∗ 0:0144ð Þ ∗ 1000∗,

ε − 0:00852ð Þ exp −
1

1:74
ε − 0:00852

0:0146 − 0:00852

� �1:74
" #

ε ≥ 0:00852ð Þ:

8>>>>>>><
>>>>>>>:

ð27Þ
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and the rock stress-strain curve. The segmented statistical
constitutive model of rock damage is expressed in the com-
paction stage and the subsequent stage separately. The
advantages of the rock damage model from the elastic (lin-
ear) stage overcome the problem of a large deviation of the
estimated curve from the experiment curve. Furthermore,
the degree of the fitting is high and is more suitable for the
analysis of rock uniaxial compression stress-strain after
chemical solution corrosion.

6. Corrosion Mechanism of Acid Water
on Mudstone

In acidic solutions, the initial H+ content of the solution is
relatively high. In the early stage of soaking, the water-rock
chemistry is mainly the ion exchange reaction between H+

and mineral components. The reaction causes the replace-
ment of the cation of mineral crystals, dissolution, and dete-
rioration of mineral components. As consumption of H+ and
hence its depletion occurs, the water-rock chemical reaction
gradually changed to mineral hydrolysis and the reaction rate
slowed down. The chemical interaction between water and
rock caused both physical and chemical changes in the rock
specimens. In terms of physical action, the dissolution of
water on the rock leads to the decrease of interparticle relay
and friction and thus produces a splitting action on the
micropores. In terms of chemical action, the chemical action
of water and rock not only causes the change of rock mineral
composition but also leads to the change of fine microstruc-
ture such as particle size and shape, pore, and fissure mor-
phology. The combined action of these two affects finally
leads to the change of physical and mechanical properties
of rock. The solubility of clay mineral in the acidic solution
will also be greatly increased. Feldspar solubility in the acidic
solution will greatly increase, and the solubility increases
with the decrease of pH. The corrosion degree of calcite,
dolomite, and other carbonate minerals increased signifi-
cantly at normal pressure and temperature. During different
hydrochemical solutions, minerals such as feldspar, calcite,

mica, and dolomite in mudstone have the following series
of chemical reactions with the H+ ions in the sultions:

KAlSiO8 feldsparð Þ + 4H+ + 4H2O→ K+ + Al3+ + 3H4SiO4:

KAlSiO8 + 8H2O→ K+ + Al OHð Þ4− + 3H4SiO4:

CaCO3 calciteð Þ + 2H+→ Ca2+ + H2O + CO2↑:
KAl3Si3O10 OHð Þ2 micað Þ + 10H+ → K+ + 3Al3+ + 3H4SiO4:

CaMg CO3ð Þ2 dolomiteð Þ + 4H+ → Ca2+ +Mg2+ + 2H2O + 2CO2↑:
ð28Þ

In addition to the above chemical reactions, there is also
dissolution in the solution. Some minerals in the mudstone
are easily soluble in the chemical solution, such as some chlo-
rides and some oxides (iron, aluminum oxides, etc.), which
are lost along with the chemical corrosion. This results in
the increase of porosity of the rock and the softening of the
rock structure. After the above series of hydrochemical reac-
tions occurring between water and rocks, the reaction prod-
ucts were lost with the solution, resulting in the increase of
porosity and softening of the sample, and some particles on
the sample surface were detached. From the microscopic
view, the corrosion of the hydrochemical solution to the
mudstone sample causes changes in its composition and
structure, which leads to an increase in its porosity. On the
macro level, it is the deterioration of the mechanical charac-
teristics of mudstone samples, which is closely related to
porosity. From the analysis of the test results, it is concluded
that in the process of chemical corrosion, the greater relative
mass change and porosity change rate of mudstone samples,
the greater the deterioration degree of rock.

7. Conclusions

The following are the conclusions of the research:

(1) The peak stress and elastic modulus of rock samples
decrease to different degrees with the increases of
solution acidity, but the peak strain increases with
the increase of solution acidity, and the proportion
of compaction stage increases with the increase of
acidity

(2) There is a close relationship between the physical
parameters of mudstone and its chemical parameters
after chemical corrosion. The greater the chemical
damage parameter, the greater the reduction of its
mechanical parameters, and the stronger the soften-
ing effect of deformation parameters

(3) A segmental rock damage statistical constitutive
model based on chemical damage parameters has
been developed. This overcomes the problem of large
deviation between the fitting curve and the test curve
before the peak, with the correlation coefficient as
high as 0.98, which is suitable for the analysis of the
uniaxial compressive stress-strain problem of rock
soaked in acid water
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Based on the results of molecular dynamics simulation, in a gas-water miscible zone, the velocity profiles of the flowing water film
do not increase monotonously but increase first and then decrease, which is due to the interaction between water and gas molecules.
This exhibits a new physical mechanism. In this paper, we firstly propose a gas-water flow model that takes into account the new
physical phenomena and describes the distribution of gas-water velocity in the whole pore more accurately. In this model, a
decreasing factor for water film in the gas-water miscible zone is used to describe the decrease of water velocity in the gas-water
miscible zone, which leads to the gas velocity decrease correspondingly. The new flow model considers the interaction among
gas and water molecules in the miscible zone and can provide more accurate velocity profiles compared with the flow models
not considering the miscible region. Comparison calculation shows that the previous model overestimates the flow velocity, and
the overestimation increases with the decrease of the pore radius. Based on the new gas-water flow model, a new permeability
correction factor is deduced to consider the interaction among gas and water molecules.

1. Introduction

Shale formation is a great energy source. As a result of rising
energy demand and prices, research into unconventional oil
and gas is deepening, and successful development of shale
formation in the United States has led to a boom in research
and development [1]. Nowadays, there are about 213 tcm of
recoverable shale gas reserves in the world [2]. Shale gas is
a very important unconventional energy, and its exploitation
capacity is mainly determined by gas storage and flow capac-
ity [3, 4]. Shale gas has a big advantage over other energy
sources in terms of carbon dioxide emissions and prices
and is becoming a bigger and bigger part of total energy pro-
duction [5, 6]. However, because shale is mainly stored in
natural fractures, micropores, nanopores, and other complex
and relatively impermeable shale formations, its exploitation
has many technical and flow mechanism problems [1, 7–9].
Therefore, it is important to study the flow mechanism in
shale formation in order to provide more theoretical support
for the improvement of mining technology and efficiency.

Shale formation pores are mainly nanoscale. The pore
radius varies widely and is mainly on the nanometer scale,
which is quite different from the transport mechanism in
conventional formation and has a significant effect on the
gas flow performance [1, 7]. When considering the transport
of single-phase gas in the nanometer pore channel, there is
slip effect on the wall surface due to the interaction between
solid and gas molecules [10]. Surface diffusion of adsorbed
gas cannot be neglected in smaller pores and increases signif-
icantly with the increase of the maximum adsorption capac-
ity [11]. By defining the ratio of the average free path of gas to
the characteristic dimension as the Knudsen number Kn, the
gas transport mechanism can be divided into viscous flow,
slip flow, transition flow, and molecular free flow [12–14].
Therefore, when establishing the flow equation, the flow
boundary cannot be regarded as a nonslip boundary, and it
needs to be corrected by adding gas slip [15]. Based on the
Knudsen number Kn, two kinds of models are established:
continuity equation obtained by converting the boundary
condition to nonslip boundary [16], several transport

Hindawi
Geofluids
Volume 2020, Article ID 6410614, 14 pages
https://doi.org/10.1155/2020/6410614

https://orcid.org/0000-0002-2596-8566
https://orcid.org/0000-0002-9078-3517
https://orcid.org/0000-0002-7622-4858
https://orcid.org/0000-0002-9078-7729
https://orcid.org/0000-0002-4571-0810
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/6410614


mechanisms combined by weight coefficients with a unified
gas transport equation [17, 18]. Based on a unified diffusion
coefficient, Cai et al. [19] proposed an apparent permeability
model of shale which investigated the gas transport mecha-
nism in a shale nanopore by considering convective flow,
gas diffusion, and surface diffusion. However, the above
results only apply to single-phase gas transport. In a real
shale reservoir, the injection of fracturing fluid and initial
water saturation make the real pore flow more than a
single-phase gas flow [20]. Therefore, when studying nano-
pores, the gas-water two-phase velocity model should be
established, which makes the model more consistent with
the actual situation.

In order to establish a more accurate gas flow model in
nanometer pores, a lot of literatures have discussed gas and
water flow models. Li et al. [21] proposed an analytical
method based on the Hagen-Poiseuille formula and capillary
pressure curve to model and analyze the gas-water relative
permeability of nanopores with interface effect. Singh and
Cai [8] proposed a new method which predicts permeability
of fractured shale by discretizing the medium into matrix and
can estimate permeability at any scale of interest and is used
to predict relative permeability estimates of two-phase flow
in fractured shale samples. Li et al. [22] proposed an analyt-
ical model to consider the flowing water film by changing
the boundary conditions of the gas-liquid interface and the
solid-liquid interface. The model has two different nanoscale
characteristic sizes of crack hole and circular hole and is in
good agreement with the experimental data, which proves
that the high-viscosity flowing water film can improve the
flow capacity of gas.

However, the gas-water two-phase flow in nanopores is
more complex than the above literatures. Molecular dynam-
ics simulation plays an important role in studying the mech-
anism of gas-water flow in pores. Xu et al. [23] performed a
comprehensive study on the two-phase transport character-
istics of shale gas and water through hydrophilic and hydro-
phobic nanopores combined with molecular dynamics (MD)
simulation and analysis model. Hao et al. [24] used nonequi-
librium molecular dynamics to simulate the mixed flow
behavior of water and methane gas in shale pores. Based on
Hao et al.’s research, we found that the velocity profiles of
the gas-water in the nanometer pore are different from the
previous studies, as shown in Figure 1. At the gas-water inter-
face, due to the interaction between gas and water molecules,
the water film velocity profile has an obvious downward
trend near the gas-water interface, which is partly enlarged
as shown in Figure 1(a), but the water velocity profile in a
previous paper is increasing monotonically as shown in
Figure 1(b) [25]. Based on the molecular dynamics results,
there are gas and water molecules in a zone near the gas-
water interface which is called the miscible zone in the next
section. The effect of the miscible zone on flow behavior is
not considered in the above-mentioned models. This shows
that there are some physical mechanisms that are not consid-
ered in previous papers.

Based on the research gap, in this paper, a gas-water two-
phase model was proposed to study the influence of the mis-
cible zone at the gas-water interface. The flow model takes a

decreasing factor into account to describe the effect of the
miscible zone on flow behaviors.

2. Model Establishment

2.1. Miscible Zone. Figure 2 gives the density distribution of
gas and water molecules in pores, the density 2D distribution
of gas and water molecules, and an elevation of water and gas
at equilibrium in a pore in Hao et al.’s molecular dynamics
simulation results [20]. As shown in Figure 2(a), at the gas-
water interface, there is a region where gas-water molecules
coexist. Figures 2(b) and 2(c) show the density 2D distribu-
tion of gas and water molecules. Near the pore wall are all
water molecules, and in the middle of the pore are all gas
molecules. At the gas-water interface, there is a region where
the density of gas and water molecules is not zero, and in this
region, the gas and water molecules coexist. In order to show
the region where gas-water molecules coexist clearly, the 1D
density distribution of gas and water is shown in Figures 2(d)
and 2(e), which show that there are three zones: zone 1, zone
2, and zone 3. Only water molecules are in zone 1, which rep-
resents the water film. In zone 2, there are gas and water mol-
ecules at the same time. The number of water molecules
decreases while gas molecules increase (indicated by the
shaded part). Combined with the analysis of 1D and 2D den-
sity distribution of gas-water molecules, water and gas mole-
cules form interfacial regions with the 1-99 thickness (1%-
99% of bulk gas density) around 0.3 nm [23, 26], and we call
the interfacial regions as the miscible zone (zone 2). In zone
3, the water molecule number of zone 3 becomes less and is
about five or six times less than that in zone 2, but the num-
ber of gas molecules reaches its maximum. Therefore, in zone
3, gas molecules are those that dominated and it is considered
as pure gas phase flow.

Figure 2(b) shows that the density distribution of water
and gas molecules is not strictly symmetrical. In order to
model the flow behavior, Figure 2 is simplified to Figure 3,
in which there are three flow zones in the circular pore.

They are a high-viscosity water film zone near the wall, a
gas zone in the middle, and a miscible zone between the gas
zone and the water film zone. Hao et al.’s results show that
due to the gas-water molecule interaction, the farther away
from the wall of the pore, the slower the velocity of water,
as shown in Figure 2. In this paper, we use a decreasing factor
β to describe the effect of molecule interaction in the miscible
region on the water velocity as follows:

β =
1 + 4:5 ln r

r0 − hw + hm
, r ∈ r0 − hw, r0 − hw + hm½ �,

1, r ∈ r0 − hw + hm, r0½ �,

8<
:

ð1Þ

where hm and hw are the thickness of the miscible zone and
water film zone, respectively, and r0 is the pore radius.

2.2. Mobile High-ViscosityWater Film. The walls of the nano-
pores are mainly composed of hydrophilic or hydrophobic
materials [27]. However, because of the diversity of wall
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materials, hydrophobic substances will also be doped. Due to
the solid attraction of the hydrophilic channel wall, the water
molecules are trapped on the surface of the hydrophilic solid
and arranged in an orderly manner within a few molecular
diameters near the channel wall [27, 28]. A large number of
molecular dynamics simulation results and experimental
data illustrate that the thickness of water film is about
0.7 nm [29–31]. When the pressure gradient in the pores
reaches a certain height, the water film will flow. Such a water
film will show the characteristics of high viscosity and slow
flow rate, which is of great significance in establishing the
gas-liquid two-phase velocity model in nanometer pores.

Because of the interaction of gas and water molecule, the
real slip of confined water can be calculated as [22]

ls =
C

cos θ + 1ð Þ2 , ð2Þ

where θ is the contact angle, ls is the slip length, and C is
assigned to be 0.41, dimensionless.

2.3. Flow Equation. This model is based on the Hagen-
Poiseuille equation for steady-state laminar flow through cir-
cular pores. As shown in Figure 3, the high-viscosity water
film is distributed on the pore surface evenly, and the misci-
ble zone exists at the gas-water interface. Based on the model
of Mattia and Calabrò [25], gas and water velocity are,
respectively,

Vg = −
ΔP
4μgL

r2 + C1, r ∈ 0, r0 − hw½ �,

Vw = β −
ΔP
4μwL

r2 + C2

� �
, r ∈ r0 − hw, r0½ �,

8>>><
>>>:

ð3Þ

where μw and μg are viscosity of water and gas, respectively; L
is the length of the pore; and ΔP is the pressure difference
between entrance and exit.

The boundary conditions for velocity continuity are as
follows:

∂Vg
∂r

r = 0ð Þ = 0,

Vw r = r0ð Þ = −ls
∂Vw
∂r

r = r0ð Þ,
Vg r = r0 − hwð Þ = vw r = r0 − hwð Þ − vs r = r0 − hwð Þ,

8>>>>><
>>>>>:

ð4Þ

where vs describes the gas-water momentum transport and
the interaction between gas molecules, which can be defined
as [32]

vs =
2 − σv
σv

λ

1 − bλ

∂vg
∂r

� �
, ð5Þ

where vs is the slip velocity between water and gas, σv is
the tangential momentum accommodation coefficient, b
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Figure 1: Comparison of velocity profile between molecular dynamics simulation results and the results only considering the slip velocity of
gas and water. (a) Molecular dynamics simulation results of gas and water velocity in nanometer pores. T = 333:15K, P = 207MPa, r0 = 2 nm,
L = 7:23 cm, θ = 30°. (b) Schematic view of the gas and water velocity which considers the slip velocity of gas and water. vs is the gas slip
velocity.
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is a slip coefficient, and λ is the mean free path, which can
be defined as

λ =
μg
P

ffiffiffiffiffiffiffiffiffiffiffiffi
πZRT
2M

r
, ð6Þ

where R is the gas constant, M is the molecular weight, T
is the temperature, and Z is the gas compressibility factor,
which is calculated [22]:

Z = 0:702 P
Pc

� �2
e−2:5T/Tc − 5:524 P

Pc

� �
e−2:5T/Tc

+ 0:044 T
Tc

� �2
− 0:164 T

Tc
+ 1:15,

ð7Þ

where Tc is the critical temperature and Pc is the critical
pressure.
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Figure 2: The elevation of water and gas at equilibrium in a pore, the density 2D distribution of gas and water molecules, and an average
density distribution curve of gas and water in the yz plane under a static equilibrium state of equilibrium molecular dynamics [24]. (a)
The elevation of water and gas at equilibrium in a pore. The gray ball represents the carbon atoms in the methane molecule, which can
represent gas molecules. The green ball represents the oxygen atoms in the water molecule, which can represent water molecules. (b) The
density 2D distribution of gas. (c) The density 2D distribution of water. (d) The density distribution curve of water and gas molecules
along the y direction, and (e) is the density distribution curve of water and gas along the z direction. The shaded areas are estimated to be
highly interactive between the gas and water molecules.
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By the combination of Equations (3) and (4), the velocity
profiles are obtained:

Vg =
ΔP
4μgL

r0 − hwð Þ2 − r2
� �

+ β
ΔP
4μwL

2r0hw − hw
2 + 2lsr0

� �
+ 2 − σv

σv

λ

1 − bλ
ΔP
2μgL

r0 − hwð Þ:

ð8Þ

By integrating Equation (8) along the r direction, the gas
flow equation can be further deduced as

Qg = −
ΔPπ
8μgL

r0 − hwð Þ4 + β
ΔPπ
4μgL

r0 − hwð Þ2 2r0 − hwð Þ

+ ΔPπ
2μwL

lsr0 r0 − hwð Þ2 + 2 − σv
σv

λ

1 − bλ
ΔPπ
μgL

r0 − hwð Þ3,

ð9Þ

where Qg is the flow rate of gas in nanopores.
In Darcy’s equation, the flow rate Qd of gas is as follows:

Qd =
KAg r − hwð Þ2π

μg

ΔP
L

: ð10Þ

The flow rate of porous media is modified by the ratio of tor-
tuosity to porosity [22]:

Qd =
ϕg
τ
Qg: ð11Þ

Substituting Equations (9) and (10) into Equation (11) to

get the formula for calculating the gas apparent permeability,

KAg =
ϕg
τ

r0 − hwð Þ2
8 + β

μg
4μw

2r0hw − hw
2 + 2lsr0

� �"

+ 2 − σv
σv

λ

1 − bλ
r0 − hwð Þ

2

	
,

ð12Þ

where KAg is the gas apparent permeability when considering
the flow of water film in the nanopores.

When the miscible zone and flowing water film with high
viscosity are not considered, it reduces to a single gas flow
model, and its boundary condition is given as follows:

∂Vg
∂r

r = 0ð Þ = 0,

Vg r = r0 − hwð Þ = −VS r = r0 − hwð Þ:

8><
>: ð13Þ

Using the same derivation process in the formula of
velocity profile and apparent permeability of gas without
considering the miscible zone and flowing high-viscosity
water film can be deduced as follows:

VAgi =
ΔP
4μgL

r0 − hwð Þ2 − r2
� �

+ 2 − σv
σv

λ

1 − bλ
ΔP
2μgL

r0 − hwð Þ,

KAgi =
ϕg
τ

r0 − hwð Þ2
8 + 2 − σv

σv

λ

1 − bλ
r0 − hw

2

" #
,

ð14Þ

where VAgi is the gas velocity in the nanometer pores without
considering the miscible zone and the mobile water film and
KAgi is the apparent permeability without considering the
miscible zone and the high-viscosity flowing water film.
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Water layer
Miscible zone
Gas layer

r0

Figure 3: Schematic view of the model.
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3. Model Validation

In order to verify the model in this paper, a comparison was
made between the velocity profile of gas-water calculated by
the proposed model and the result obtained by molecular
dynamics simulation. Figure 4 shows the velocity profile of
gas and water in a pore that contains a local magnification
of the velocity of the water film on the left and right sides.
The velocity profile of the gas in the middle of the pore is par-
abolic, while the velocity of the water film near the pore wall
first rises and then falls at the gas-water interface. Comparing
Figure 1 with Figure 4, the overall velocity distribution trend
is consistent with the results of molecular dynamics simula-
tion. This shows that the proposed model can correctly
reflect the simulation results. Through the comparison of
velocity profile between the model in this paper and Li
et al.’s model, it can be found that when the model in this
paper does not consider the miscible zone, it is the model
proposed in Li et al.’s paper. This also indirectly verifies the
correctness of the model in this paper.

4. Results and Discussion

4.1. Comparison between the Proposed Model and Single
Gas Model

4.1.1. Gas Velocity Profile. The gas velocity profile depends on
whether the flow of water film and miscible zone are consid-
ered. Figures 5(a)–5(c) give the gas flow velocity for the single
gas flow (with static water film and without miscible zone)

and the proposed model in this paper with the pore radius
of 2 nm, 3 nm, and 5nm, respectively. It shows that gas flow
velocity of the single gas model is smaller than that of the
proposed gas-water flow model.

We can see that when the pore radius increases, the dif-
ference of gas velocity profile between the proposed model
and single gas flow becomes larger. When the pore radius is
2 nm, their gas velocity is approximately equal. For the
smaller nanopores, although the water film thickness
occupies a relatively large pore radius and enhances gas
velocity at the interface of water film and gas, the miscible
zone reduces the gas velocity, so that the combined effect is
not obvious.

However, when the pore radius is 5 nm, the difference of
gas velocity profile between the proposed model and single
gas flow model becomes more obvious. According to Equa-
tion (1), we know that the value of the decreasing factor at
the interface of water film and gas increases with the increase
of the pore radius. The mobile water film increases the gas
flow capacity bigger, which leads to larger gas velocity profile.

4.1.2. Gas Transport Capacity. In this paper, the ratio of KAg
to KAgi which is defined as the apparent permeability
enhancement factor Kc, is used to evaluate the enhanced
gas flow capacity by considering the miscible zone and
high-viscosity flowing water film compared with the single
gas model.

Figure 6(a) shows that the value of Kc is always larger
than 1 and that Kc increases with the increase of the pressure,
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which means that the gas transport capacity is underesti-
mated if the miscible zone and mobile water film are not
considered.

Figure 6(b) shows that Kc is smaller for larger pore
radius. When flowing water film and miscible zones are con-

sidered coherently, enhancement factor Kc is very small, for
example, Kc = 1:013 for r0 = 50 nm. The mobile water film
leads to the increase of the apparent permeability enhance-
ment factor. The miscible zone lowers the apparent perme-
ability enhancement factor. The two factors are canceled
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Figure 5: Comparison between the proposed model, single gas model, and Li et al.’s model [22] at different pore radii of 1 nm, 2 nm, and
4 nm. Vgr is the velocity in Li et al.’s paper. P = 50MPa, T = 350K, ∅ = 0:9, hw = 0:7 nm, hm = 0:3 nm, L = 7:23 cm, θ = 30° in all cases. (a)
Gas velocity profile comparison at r0 = 2 nm; (b) gas velocity profile comparison at r0 = 3 nm; (c) gas velocity profile comparison at r0 = 5
nm; (d) the relative differences between Li et al.’s model and the proposed model.
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out, which leads to a small apparent permeability enhance-
ment factor in total.

4.2. Comparison between the Proposed Model and Li et al.’s
Model. When the miscible zone is neglected, the flow model
is described by Li et al.’s model [22].

4.2.1. Gas Velocity Profile. The miscible zone has effect on the
gas velocity profile. Figures 5(a)–5(c) also give the gas flow
velocity for Li et al.’s model and the proposed model under
the pore radius of 2 nm, 3 nm, and 5nm, respectively. It
shows that gas flow velocity calculated by the proposed
model is smaller than the gas flow velocity of Li et al.’s model

[22]. The reason is that the miscible zone lowers the gas
velocity and thus lowers the apparent permeability enhance-
ment factor.

We can see that when the pore radius increases, the dif-
ference of gas velocity profile between the proposed model
and Li et al.’s model becomes smaller. This means that for
the smaller nanopores, the miscible zone has larger effect
on the gas velocity.

Figure 5(d) gives the relative differences of gas velocity
between Li et al.’s model and the proposed model in this
paper. It clearly shows that error would increase for the
smaller nanopores when the miscible zone is neglected. At
the centerline, the differences are 2.85%, 1.5%, and 0.82%
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Figure 6: Effect of the miscible zone and high-viscosity flowing water film on gas transport capacity. (a) T = 300K, hw = 0:7 nm, hm = 0:3 nm,
θ = 30°, r0 = 4 nm; (b) T = 300K, hw = 0:7 nm, hm = 0:3 nm, p = 50MPa, L=7.23 cm, θ = 30°.
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for the pore radius of 2 nm, 3 nm, and 5nm, respectively. The
results also show that Li et al.’s model overestimates the gas
velocity.

4.2.2. Apparent Permeability Enhancement Factor. In order
to exhibit the effect of the miscible zone on permeability cor-
rection under the mobile water film, Figure 7 gives the com-
parison of the flow enhancement factor between with and
without consideration of the miscible zone. When the misci-
ble zone is neglected, the gas velocity will be larger at the
interface of mobile water film and gas. This leads to a larger
flow enhancement factor as shown in Figure 7.

4.2.3. Gas Flow Comparison. In order to exhibit the effect of
the miscible zone on the gas flow rate under the flowing water
film, Figure 8 gives the comparison of the gas flow rate
between the proposed model and Li et al.’s model. It shows
that the gas flow rate Qg calculated by the proposed model
is less than that of Li et al.’s model. The gas flow rate of Li
et al.’s model is 5% higher than that of the model in this
paper. This again shows that the miscible zone reduces the
flow ability.

4.2.4. Gas Velocity Profile. In order to exhibit the effect of the
miscible zone on gas velocity profile under the flowing water
film, Figure 5 gives the water velocity profile comparison
between with and without consideration of the miscible zone.
The gas velocity at the center line is the highest, and the over-
all gas velocity is parabolic. The gas velocity profile compar-
ison in Figure 5 shows that gas velocity is smaller when the
miscible zone is considered. The reason is that when the mis-
cible zone is considered, the water velocity profile near the
boundary increases first and then decreases (Figure 1(b))
and is like a parabola. According to boundary conditions in
Equation (13), the gas velocity at the boundary will be smaller
compared with the velocity of that not considering the misci-
ble zone, which will lead to a smaller gas velocity profile.

4.2.5. Water Flow Rate. In order to exhibit the effect of the
miscible zone on the water flow rate under the flowing water
film, Figure 9 gives the gas velocity comparison between with
and without consideration of the miscible zone. As shown in
Figure 9, the water flow rate in the proposed model is smaller
than that in Li et al.’s paper, but all of them increase with the
increase of pressure. In this paper, we use the proposed
model to describe the velocity distribution of water film,
which is different from Li et al.’s model. Due to the existence
of the miscible zone, there is an obvious downward trend
around the gas-water interface instead of a monotonic rise.
Therefore, the average velocity of water film in this paper is
less than the average velocity of water film not considering
the miscible zone in Li et al.’s paper. This indicates that the
water flow rate of the proposed model is smaller than that
of Li et al.’s model. This means that the water flowback ratio
is smaller due to the existence of the miscible zone.

4.3. Comparison among Proposed Model

4.3.1. Single Gas Flow Model and Li et al.’s Model.
Figures 4(a)–4(c) give the gas flow velocity for the single
gas flow, Li et al.’s model, and the proposed model in this
paper with the pore radius of 2 nm, 3 nm, and 5nm, respec-
tively. It shows that gas flow velocity of the single gas model
is smallest caused by neglecting the water film flow and that
gas flow velocity of Li et al.’s model is largest caused by
neglecting the miscible zone. The gas flow velocity consider-
ing the miscible zone is between the two.

As to the water flow rate, the water flow calculated by Li
et al.’s model is largest. The water flow calculated by the
single-phase gas model is zero due to the neglection of the
flow of water film. The water flow rate calculated by the pro-
posed model is between them.

The proposed model
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Figure 7: Comparison of gas apparent permeability enhancement
factor KC with Li et al.’s model [22]. T = 300K, hw = 0:7 nm, hm =
0:3 nm, r0 = 5 nm, L = 0:0723m, θ = 30°.
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5. Conclusions

In shale nanopores, the miscible zone and mobile high-
viscosity water film are potential influencing factors for gas
transport. Inspired by the results of molecular dynamics sim-
ulation, the miscible zone is considered into the gas flow
model in this paper. The calculation results of Li et al.’s
model are compared to verify that the model in this paper
is more comprehensive. According to the results of the study
and discussion, the following conclusions are drawn:

(1) Simulating the gas flow pattern in actual shale forma-
tions, miscible zones should be taken into account.
Ignoring the influence of miscible regions leads to
an overestimation of the velocity of the gas in the
pores. If the flow of water film and miscible zone
are ignored, the velocity of gas in pores will be
underestimated

(2) The flow enhancement factor reflects the transport
capacity of shale gas under different conditions,
which can be concluded as follows: in the case of
larger pressure and smaller pores, the enhancement
factor is larger and the flow enhancement is more
significant

(3) By comparing with Li et al.’s paper and single gas
model in the aspects of velocity, gas flow rate, water
flow rate, and enhancement factor, it is verified that
ignoring the miscible zone and only considering the
mobile high-viscosity water film will overestimate
the flow rate of water and gas and the flow capacity
of gas will also be overestimated in the calculation
process

The above results show that proposing the miscible zone
has a significance in modifying the gas flow model. In the

study of the miscible zone, the paper only discusses the indi-
rect influence on gas velocity through the influence on water
film velocity and the value of the thickness cannot be used to
every situation. Therefore, the specific mechanism of action
of the miscible zone needs to be explained, and the calcula-
tion of the thickness of the miscible zone needs to be more
accurate which will be the focus of the next work.

Nomenclature

b: Slip coefficient, dimensionless
C: Constant, dimensionless
hm: Thickness of the miscible zone (m)
hw: Thickness of the water film zone (m)
KAg: Gas apparent permeability with the miscible zone and

mobile high-viscosity water film ðm2Þ
KAgi: Gas apparent permeability with the static high-

viscosity water film (m2)
Kc: Enhancement factor, dimensionless
L: Length of the pore model (m)
ls: True slip length (m)
M: Molecular weight (kg/mol)
Pc: Critical pressure (Pa)
ΔP: Pressure difference between the entrance and exit (Pa)
Qd : Darcy rate of gas flow (m3/s)
Qg: Flow rate of gas (m3/s)
r0: Pore radius (m)
R: Gas constant (8.314 J/(K · mol))
T : Temperature (K)
Tc: Critical temperature (K)
VAgi: Gas velocity with the static high-viscosity water film

(m/s)
vs: Gas slip velocity (m/s)
Z: Gas compressibility factor, dimensionless
λ: Mean free path (m)
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Figure 9: Comparison of water flow rateQw with Li et al.’s model [22]. T = 300K, hw = 0:7 nm, hm = 0:3 nm, r0 = 5 nm, L = 0:0723m, θ = 30°.
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μg: Viscosity of gas
μw: Viscosity of water
τ: Pore tortuosity, dimensionless
ϕg: Porosity occupied by gas, dimensionless
β: Decreasing factor, dimensionless
θ: Contact angle (°)
σv : Tangential momentum accommodation coefficient,

dimensionless.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

Acknowledgments

This work is supported by the National Science and Technol-
ogy Major Project of China (Grant No. 2017ZX05009005-
002) and the Fundamental Research Funds for the Central
Universities (China University of Geosciences, Wuhan)
(Grant No. CUGGC04).

References

[1] H. L. Li, “Development state and countermeasure research on
China shale gas industry and technology equipment,” Uncon-
ventional Oil and Gas, vol. 1, no. 2, pp. 78–82, 2014.

[2] W. Shen, X. Li, A. Cihan, X. Lu, and X. Liu, “Experimental and
numerical simulation of water adsorption and diffusion in
shale gas reservoir rocks,” Advances in Geo-Energy Research,
vol. 3, no. 2, pp. 165–174, 2019.

[3] X. Tang, N. Ripepi, K. Luxbacher, and E. Pitcher, “Adsorption
models for methane in shales: review, comparison and applica-
tion,” Energy & Fuels, vol. 31, no. 10, pp. 10787–10801, 2017.

[4] H. Yu, Y. B. Zhu, X. Jin, H. Liu, and H. A.Wu, “Multiscale sim-
ulations of shale gas transport in micro/nano-porous shale
matrix considering pore structure influence,” Journal of Natu-
ral Gas Science and Engineering, vol. 64, pp. 28–40, 2019.

[5] J. M. Carey, Surprise side effect of shale gas boom: a plunge in
US greenhouse gas emissions, Forbes Magazine, 2012.

[6] L. Zhang, B. Shan, Y. Zhao, and Z. Guo, “Review of micro
seepage mechanisms in shale gas reservoirs,” International
Journal of Heat and Mass Transfer, vol. 139, pp. 144–179,
2019.

[7] R. G. Loucks, R. M. Reed, S. C. Ruppel, and D.M. Jarvie, “Mor-
phology, genesis, and distribution of nanometer-scale pores in
siliceous mudstones of the Mississippian Barnett shale,” Jour-
nal of sedimentary research., vol. 79, no. 12, pp. 848–861, 2009.

[8] H. Singh and J. Cai, “A feature-based stochastic permeability
of shale: part 1—validation and two-phase permeability in a
Utica shale sample,” Transport in Porous Media, vol. 126,
no. 3, pp. 527–560, 2019.

[9] Z. X. Xu, S. B. Guo, H. Qiao, and H. M. Li, “Research on fractal
characteristics of micro pore structure for shale gas,” Uncon-
ventional Oil and Gas, vol. 1, no. 2, pp. 20–25, 2014.

[10] R. A. Millikan, “Coefficients of slip in gases and the law of
reflection of molecules from the surfaces of solids and liquids,”
Physical Review, vol. 21, no. 3, pp. 217–238, 1923.

[11] J. Cai, D. Lin, H. Singh, W. Wei, and S. Zhou, “Shale gas trans-
port model in 3D fractal porous media with variable pore
sizes,” Marine and Petroleum Geology, vol. 98, pp. 437–447,
2018.

[12] M. T. Cantisano, D. P. Restrepo, S. Cespedes et al., “Relative
permeability in a shale formation in Colombia using digital
rock physics,” Unconventional Resources Technology Confer-
ence,, 2013, pp. 909–915, August 2013.

[13] A. Salama, M. F. E. Amin, K. Kumar, and S. Sun, “Flow and
transport in tight and shale formations: a review,” Geofluids,
vol. 2017, Article ID 4251209, 21 pages, 2017.

[14] Y. Yuan, W. Yan, F. Chen, J. Li, Q. Xiao, and X. Huang,
“Numerical simulation for shale gas flow in complex fracture
system of fractured horizontal well,” International Journal of
Nonlinear Sciences and Numerical Simulation, vol. 19, no. 3-
4, pp. 367–377, 2018.

[15] D. Li, L. Zhang, J. Y. Wang, and D. Lu, “Composition-transient
analysis in shale-gas reservoirs with consideration of multi-
component adsorption,” SPE Journal, vol. 21, no. 2, pp. 648–
664, 2016.

[16] F. Javadpour, D. Fisher, and M. Unsworth, “Nanoscale gas
flow in shale gas sediments,” Journal of Canadian Petroleum
Technology, vol. 46, no. 10, 2007.

[17] G. P. Brown, A. Dinardo, G. K. Cheng, and T. K. Sherwood,
“The flow of gases in pipes at low pressures,” Journal of Applied
Physics, vol. 17, no. 10, pp. 802–813, 1946.

[18] D. S. Scott and F. A. L. Dullien, “Diffusion of ideal gases in cap-
illaries and porous solids,” AICHE Journal, vol. 8, no. 1,
pp. 113–117, 1962.

[19] J. Cai, D. Lin, H. Singh, S. Zhou, Q. Meng, and Q. Zhang, “A
simple permeability model for shale gas and key insights on
relative importance of various transport mechanisms,” Fuel,
vol. 252, pp. 210–219, 2019.

[20] Y. Hao, X. Jia, Z. Lu, D. Lu, and P. Li, “Water film or water
bridge? Influence of self-generated electric field on coexisting
patterns of water and methane in clay nanopores,” The Journal
of Physical Chemistry C, vol. 123, no. 36, pp. 22656–22664,
2019.

[21] T. Li, H. Song, J. Wang, Y. Wang, and J. Killough, “An analyt-
ical method for modeling and analysis gas-water relative per-
meability in nanoscale pores with interfacial effects,”
International Journal of Coal Geology, vol. 159, pp. 71–81,
2016.

[22] R. Li, K. Wu, J. Li, J. Xu, and Z. Chen, “Gas transport in shale
nanopores with mobile high-viscosity water film,” Industrial &
Engineering Chemistry Research, vol. 57, no. 32, pp. 11219–
11228, 2018.

[23] Y. H. Xu, H. Yu, J. C. Fan, Y. B. Zhu, F. C. Wang, and H. A.
Wu, “Two-phase transport characteristic of shale gas and
water through hydrophilic and hydrophobic nanopores,”
Energy & Fuels, vol. 34, no. 4, pp. 4407–4420, 2020.

[24] Y. Z. Hao, D. T. Lu, X. T. Jia, and P. C. Li, “Mixture flow of
water and methane through shale nanopore by molecular
dynamics simulation,” Scientia Sinica Physica, Mechanica &
Astronomica, vol. 48, no. 9, article 094707, 2018.

[25] D. Mattia and F. Calabrò, “Explaining high flow rate of water
in carbon nanotubes via solid–liquid molecular interactions,”

13Geofluids



Microfluidics and Nanofluidics, vol. 13, no. 1, pp. 125–130,
2012.

[26] G. Galliero, “Lennard-Jones fluid-fluid interfaces under shear,”
Physical Review E, vol. 81, no. 5, article 056306, 2010.

[27] C. Neto, D. R. Evans, E. Bonaccurso, H.-J. Butt, and V. S. J.
Craig, “Boundary slip in Newtonian liquids: a review of exper-
imental studies,” Reports on Progress in Physics, vol. 68, no. 12,
pp. 2859–2897, 2005.

[28] K. Liu and M. Ostadhassan, “The impact of pore size distribu-
tion data presentation format on pore structure interpretation
of shales,” Advances in Geo-Energy Research, vol. 3, no. 2,
pp. 187–197, 2019.

[29] R. J. Mashl, S. Joseph, N. R. Aluru, and E. Jakobsson, “Anom-
alously immobilized water: a new water phase induced by con-
finement in nanotubes,” Nano Letters, vol. 3, no. 5, pp. 589–
592, 2003.

[30] M. Neek-Amal, F. M. Peeters, I. V. Grigorieva, and A. K. Geim,
“Commensurability effects in viscosity of nanoconfined
water,” ACS Nano, vol. 10, no. 3, pp. 3685–3692, 2016.

[31] Z. Qin and M. J. Buehler, “Nonlinear viscous water at nano-
porous two-dimensional interfaces resists high-speed flow
through cooperativity,” Nano Letters, vol. 15, no. 6,
pp. 3939–3944, 2015.

[32] G. E. M. Karniadakis, A. Beskok, and M. Gad-el-Hak, “Micro
flows: fundamentals and simulation,” Applied Mechanics
Reviews, vol. 55, no. 4, pp. B76–B76, 2002.

14 Geofluids



Research Article
Verification of Fracture Reorientation and Analysis of Influence
Factors in Multiple Fracturing Treatment

Mingjing Lu ,1,2,3,4 Yuliang Su,1 Marte Gutierrez,4 Yaohua Zhan,5 Kai Chen,2

and Bintao Zheng2

1China University of Petroleum (East China), China
2Petroleum Engineering Technology Research Institute of Shengli Oilfield, SINOPEC, China
3Postdoctoral Scientific Research Working Station of Shengli Oilfield, SINOPEC, China
4Colorado School of Mines, USA
5CNOOC, Shenzhen, China

Correspondence should be addressed to Mingjing Lu; lumingjing001@126.com

Received 11 February 2020; Revised 9 September 2020; Accepted 15 September 2020; Published 25 September 2020

Academic Editor: Jianchao Cai

Copyright © 2020 Mingjing Lu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A fracture will be initiated and propagated along the direction of maximum horizontal stress in fracturing treatment; however, in
refracturing stimulation, the new fracture may be initiated and propagated along a different direction from the initial one. This is
defined as a fracture reorientation. It is difficult to predict fracture reorientation due to the variation of formation properties after
long-term production. To verify the existence of fracture reorientation and analyze its influencing factors in multiple fracturing
treatment, experimental and numerical simulations are presented in this paper. Firstly, multiple fracturing stimulation is carried
out with a self-assembled large true triaxial apparatus, and the fracture reorientation is successfully induced by changing the
injection pressure and initial stresses in multiple fracturing processes. Then, numerical coupled hydromechanical modeling of
the actual field production and injection well pattern is performed. In particular, the stress reversal region, which indicates the
distance of fracture reorientation, and the factors that influence the reorientation are analyzed. The laboratory experiment and
numerical simulation results show that the fracture reoriented angle obtained can be perpendicular to the initial fracture. Stress
field and formation pressure are the two main factors that influence the fracture reorientation. With higher pressure differences
and lower initial horizontal stress differences, the area in which it is possible to initiate reoriented fracture will be larger. The
fractures of wells in the early production stage are hard to reorient due to the high formation and borehole pressure difference,
and the fracture reorientation area will be expanded until the pressure difference is low to a certain value. This research result
can guide oilfield stimulation treatments.

1. Introduction

Unconventional reservoir formations are considered to be
with low permeability and porosity, and underground liquid
seepage is hard to achieve during the producing process. Prof-
itable productivity can be obtained only by implementing
stimulation treatment [1, 2]. However, after long-term pro-
duction, the productivity of wells with initial fracturing treat-
ment will decrease due to improper or small-scale fracturing
treatment, closure of initial fracture, fines plugging, deforma-
tion and cracking of proppants, and borehole contamination

[3, 4]. In this situation, refracturing treatment is an effective
stimulation method for wells to regain productivity. Initial
fractures will be reopened, surface flushed, or proppant refilled
inmultiple fracturing treatment, and flow capacity will then be
restored or even enhanced by extending the geometry of initial
fractures. Additionally, by applying proper fracturing mate-
rials and large-scale fracturing treatment, fracture reorienta-
tion will be induced and new fractures will be initiated and
extended to the direction different from the former one. This
is the best scenario in field treatment because the fractures will
penetrate regions with more residual oil and higher pressure.
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Fracture reorientation is monitored in multiple fractur-
ing stimulation in field treatments. Many researchers have
studied the influencing factors that lead to fracture reorienta-
tion. Stress field changes are considered to be the leading fac-
tor of fracture reorientation in refracturing treatment [5]. By
analyzing pressure data of refracturing field cases, it was
shown that stress field changes due to propped initial frac-
tures and depleted porous pressure is the main reason for
fracture reorientation [6, 7]. With theoretical analysis, it is
concluded that the in-situ stress field would be altered in
the production process from an existing initial fracture,
resulting in new fractures that would be initiated and propa-
gated to the direction perpendicular to the former one [8].
The initial reservoir stress field is steady before development;
however, this status will be changed after well drilling, frac-
turing, liquid injection, and withdrawal. Regions of stress
reversals caused by stress field alternation were observed in
both vertical wells and horizontal wells [9, 10]. For compli-
cated well patterns, well injection and production make the
stress field alternation difficult to predict. It was pointed out
that fracture reorientation was always common in water
flooding reservoirs due to the change of formation pressure
after water injection [11]. It is difficult to evaluate stress field
changes for those wells with complicated interference due to
dynamic pore pressure change in the production and injec-
tion processes. With the development of fracturing technol-
ogy, results of field and laboratory cases indicate that
fracture reorientation can be induced by proper fracturing
techniques and methods [12]. It has been verified that frac-
ture reorientation can be easily induced by setting the direc-
tion of the perforation and controlling the horizontal stress
difference in well completion and stimulation process. This
can be done while the fracture initiation and propagation
can be artificially guided to certain directions [13].

Mechanisms of fracture reorientation are identified and
classified since it has become a research priority in restimula-
tion treatments. For a fractured well, liquid production and
injection will cause formation pressure change, and then,
the stress field will be altered due to the increase or decrease
of porous pressure. Meanwhile, it has been shown by numer-
ical models that the stress field is an important factor that
influences pressure and production performance [14]. Both
the initial minimum and maximum horizontal stresses will
be changed to some extent that the minimum can exceed
the maximum one. The induced stress change will finally
form an area where the directions of the initial stresses are
totally reversed. This area is defined as the stress reversal
region where fracture reorientation will exist. New fractures
will be initiated at the direction perpendicular to the initial
fractures in a reversal region [15]. Basic theories and models
are applied to determine the mechanisms and influencing
factors of fracture reorientation in multiple fracturing
treatments.

In 1995, fracture reorientation caused by stress field
change induced by production was first presented and
explained based on the poroelasticity theory [16]. Since then,
many models have been presented to deeply study the mech-
anisms and influence factors of fracture reorientation. Ana-
lytical and numerical models were built to calculate the

stress changes from wells after fracturing treatment, and
then, the influencing factors of the fracture length were dis-
cussed in refracturing treatment [17]. It was verified that
there existed a stress reversal region around infilled wells
after researching the stress changes induced by water flood-
ing wells [18]. Coupled models were built and in situ stress
changes due to well production were investigated, and
models were applied to determine the right time for refrac-
turing treatment. Meanwhile, factors that influence the exis-
tence of fracture reorientation were analyzed [19]. A
heterogeneous, two-dimensional coupled model was pre-
sented to study the stress field changes due to production,
and geological parameters that influence stress reversal were
discussed [20]. Numerical models were presented to verify
the possibility of fracture reorientation, and the relationship
between enhanced oil recovery and fracture reorientation
region was also discussed by Benedict and Wegner [21].

Based on a literature review, many theoretical studies and
field tests have been done to study the mechanism of fracture
reorientation in refracturing treatment. However, due to the
difficulty of restoring reservoir conditions and simulating
the complicated processes of multiple fracturing treatment,
there are fewer researches on physical simulation in the lab-
oratory to achieve fracture propagation. Therefore, fracture
propagation in refracturing treatment can only be monitored
by indirect ways in field tests, which are difficult to visually
observe.

In this paper, the whole process of multiple fracturing
treatment is completed on a self-assembled true triaxial
apparatus that can apply three independent confining
stresses, and fractured samples are sliced to directly observe
the complicated fracture propagation. Then, numerical
hydraulic-mechanic coupled modeling for a production and
injection well pattern is simulated based on the poroelasticity
and porous medial fluid theories. The main factors that
impact fracture reorientation are further studied based on
numerical models. Research results may guide field engineers
in predicting the possibility of fracture reorientation before
operating field treatment.

2. Fracture Reorientation in Laboratory Tests

Experiments were performed in the laboratory using a true
triaxial apparatus, and multiple fracturing treatment was
completed under three independent confining stresses
applied to simulate realistic underground conditions. By
applying various confining stresses and injecting fracturing
liquids at different pressures, fracture reorientation is suc-
cessfully induced and can be directly observed by slicing the
test samples after finishing the experiments.

2.1. Test Samples and Equipment

2.1.1. Test Sample. The 30 × 30 × 30 cm3 cubic samples were
an artificial sandstone made from nonshrink grout/cement
and sand that passes the # 40 or 0.42mm opening mesh.
The cement and sand were mixed with water in a concrete
mixer and placed in a cubic mold to cure and dry. Two cubi-
cal samples were prepared and hydraulically fractured under
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different stages. The properties of the artificial sandstone are
shown in Table 1, where ρ is sample density, ϕ is the porosity,
k is the permeability, UCS is the unconfined compressive
strength, BTS is the Brazilian Tensile Strength, and E is the
Young’s modulus. Tap water and hydrate pump oil were used
as fracturing fluids.

2.1.2. Test Equipment. The true triaxial apparatus used in the
laboratory simulation of fracture reorientation in cubical
samples was designed and fabricated at Colorado School of
Mines specifically for fracturing simulation studies. The
apparatus is composed of five parts, namely, the true triaxial
cell, hydraulic pumps to apply the three principal confining
stresses, a digital data acquisition system, an acoustic emis-
sion monitoring system, and a miniature drilling rig. The
main part is the true triaxial cell which consists of a rigid
cylindrical frame with rigid plate lids on top and bottom.
The confining pressure is applied via three dog-bone flat
jacks hydraulically pressurized by manual pumps and are
resisted by three rigid plates at the opposing sides of the flat
jacks. Fracturing is induced through a miniaturized casing
to a bottom-hole well that is partly uncompleted. Fracturing
pressure is applied by two Isco micropumps working in tan-
dem. Figure 1 shows a schematic diagram of the assembled
true triaxial fracturing system with multiple well locations.
Detailed information on the design and operation of the true
triaxial system can be found in Lu et al. [22] and Frash et al.
[23].

2.2. Experimental Procedures. The experimental procedures
to simulate fracture reorientation in rocks include four main
steps for one simulation stage: (1) sample preparation and
equipment assembly, (2) simulation of reservoir conditions
by applying confining pressures to the three sample faces,
(3) simulation of the fracturing treatment by increasing pres-
sure in the injection well using the Isco pumps, and (4) post-
test analysis by slicing the samples into thin cuts and imaging
the induced fracture(s). The fracture initiation and propaga-
tion processes are monitored in real-time from the injection
pump pressure and by acoustic emission sensors. Initial
stresses applied to the samples and locations of the acoustic
sensors are shown in Figure 2. S1~S6 are the six AE sensors;
σh, σH , and σv are the minimum horizontal stress, maximum
horizontal stress, and vertical stress, respectively.

Five boreholes were drilled in sample 1 under the follow-
ing test procedures: (1) the vertical, maximum horizontal,
and minimum horizontal stresses were set to 16, 12, and
8MPa, respectively. Then, the middle well was fractured with
water at a flow rate of 0.5mL/min. The injection pump is
stopped when a pressure drop was observed, which indicated
that fracture has been initiated, or when the acoustic emis-
sions indicated fracture initiation. (2) The flow rate was
increased to 30mL/min to refracture the sample. (3) The
fracturing fluid is injected into the four edge wells with a con-
stant bottom-hole pressure to prevent the fracture from
extending to the corner wells. A high-viscosity oil is then
injected into the middle well, and the pump was kept running
until the fracture propagated close to the edge of the sample.
(4) The major and minor horizontal stresses were rotated 90°,

and the middle well injection flow rate was increased to
20mL/min. Figure 3 shows the pressure change with time
during the three-stage fracturing process.

Three boreholes were drilled in sample 2 using the fol-
lowing procedures: (1) the three principal stresses were set
to the samemagnitudes as in sample 1. Then, the corner wells
were pressurized at a constant flow rate of 0.5mL/min. The
pump was kept running until fractures were fully propagated.
(2) The injection fluid was changed to a high viscosity fluid.
The middle well was fractured with a high constant flow rate
of 30mL/min, and the pump was stopped as soon as fracture
initiation occurred based on a well pressure drop or acoustic
emissions; then, the well pressure was released. (3) The frac-
turing fluid was injected into the middle well at constant
pressure to maintain a constant bottom-hole pressure, and
then, another corner well is fractured. Figure 4 shows the
pressure change with time during the multiple fracturing
process.

2.3. Experimental Results and Analysis. After the fracturing
tests, the samples were sliced into thin horizontal sections
about 2.75 cm in thickness to observe the induced fractures
directly. The sliced sections showed direct evidences of frac-
ture reorientation induced by changing the initial stress field
and the injection pressure. For sample 1, the fracture initiated
in the first fracturing treatment and then propagated in the
secondary fracturing treatment. By rotating the orientations
of the initial horizontal stresses, a second fracture initiated
at the direction perpendicular to the initial fracture and then
propagated as shown in Figure 5. Fracture propagation was
also located by acoustic emission as shown in the 3D scatter
diagram, which shows a high correspondence of the AE sig-
nals with the orthogonal-induced fractures. Spots of different
colors show the fracture location of every fracturing treat-
ment. Backpressure applied to the corner wells showed that
the fracture intersected the corner wells.

The acoustic emission events for fracture location in the
sample during multiple fracturing indicate fracture initiation
and propagation of every fracturing treatment, which agrees
with the observations from the sliced samples.

As shown in Figure 6, multiple tiny fractures are initiated
around the middle well, and the initiated directions of these
fractures are complicated by fracturing at a high flow rate.
To observe the fractures, pressure is released as soon as pos-
sible after fracture initiation to avoid the main fracture inter-
secting with the tiny fractures. Fracture propagation located
by acoustic emission is shown by the 3D scatter diagram.
With the same stress field, well 2 was fractured before well
1, and the fracture propagates along the initial maximum
horizontal stress. However, the fracture propagation of well
1 is different with that of well 2 because of the applied

Table 1: Material properties of the test samples.

Samples
ρ ϕ K UCS BTS E

kg/m3 % 10-3 μm2 MPa MPa GPa

1 1950 25.8 0.15 59.7 2.4 10.4

2 1980 25.2 0.13 58.9 2.4 10.8
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backpressure of well 1 and altered stress field. It is a compli-
cated process because the fracture initiated and the propa-
gated direction can be impacted by so many factors.

2.4. Fracture Reorientation Mechanism Analysis. It can be
verified from the experiments that fracture reorientation
occurred in the process of refracturing operation, and new
fractures could initiate at angles different from that of the ini-
tial one. In refracturing treatment, injected pressure, bottom-
hole stress distribution, and well interference are all impor-
tant factors that determine the initiated direction of new frac-
tures. In the refracturing process, the pore pressure around
the bottom well will be increased sharply with high-
pressure liquid injected. However, due to the existence of
an initial fracture, the pore pressure at the parallel direction
with the initial fracture is increased more than that at perpen-
dicular direction, which leads to an unbalanced increase of
the minimum and maximum horizontal stresses. As shown
in Figure 7, the inner stress reversal region is formed which
determines the initiation direction of fracture reorientation.

However, it is not enough for field applications only to
have new fractures initiated and reoriented. It is important
that fractures must propagate and extend to the far field away
from the well bottom. The propagation distance of fracture
reorientation is determined by the stress fields around and
far away from the well bottom. This stress reversal region is
determined by the stress field far away from the well
bottom-hole which is induced by liquid production and
injection, and the outer elliptical stress reversal region deter-
mines the extended distance of fracture reorientation as
shown in Figure 7.

Based on the above interpretation of the experimental
results and the fracture reorientation mechanism, it can be
shown that new fractures will be initiated around the well
bottom-hole during the process of refracturing treatment.
By applying a high flow rate of injected liquid and changing
the in situ stress field in a small-scale sample in laboratory
tests, it is easier to create new reoriented fractures. Oriented
perforation is one common technique in field treatment,
but it is difficult to simulate in small-scale cubic samples in
the laboratory, especially in refracturing treatment. However,
it can be inferred that with oriented perforating technology in
field treatment, fractures will be easily reoriented in the initi-
ation period. As analyzed above, if the outer stress reversal
region is small or even nonexistent, new fractures will prop-
agate along the original direction. In order to identify the dis-
tance of the reoriented fractures, it is necessary to study the
far stress field distribution which will be varied due to long-
term production and injection, which is known as stress var-
iation induced by a poroelastic effect. Since it is impossible to
simulate samples that are large enough for poroelastic effect
research, numerical simulation is used in the following to
extend the experimental results.

3. Coupled Hydromechanical Modeling

As mentioned above, the formation of liquid withdrawal and
injection will lead to pressure change and will cause variation
of the stress field; the formation stress field determines the
direction of fracture initiation and propagation in refractur-
ing treatment. Meanwhile, the area of the reversal stress
region determines the distance of fracture propagation.
Therefore, research on the stress field induced by pore pres-
sure is an important task before multiple fracturing treat-
ments. To furtherly study the induced stress distribution
after initial fracturing treatment, numerical coupled hydro-
mechanical models of production and injection well patterns
are simulated to study the factors that influence the stress
reversal region.

3.1. Poroelastic Model. The deformation of porous media sat-
urated with liquid is controlled by the applied effective
stresses. The relationship between the strain tensor and the
volumetric strain for porous media can be expressed as:

ε = 1
2 ∇u + ∇u½ �T
h i

, ð1Þ

εv = tr εð Þ = ∇ ⋅ u, ð2Þ
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Figure 1: Diagram of the assembled true triaxial fracturing system.
1. Hardened steel cell. 2. Block sample. 3. Syringe pumps. 4. Pump
liquid reservoir. 5. Acoustic emission receiver. 6. Hydraulic pump
for stresses. 7. Drilling system. 8. Filter. 9. Isolated valves. 10. Flow
transducer. 11. Pressure transducer.
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where ε is strain tensor of porous media, u is the displace-
ment of porous media, εv is the volumetric strain for porous
media, and trðεÞ is the trace of the strain tensor ε.

For linear poroelastic media, based on the effective stress
principle, the relationship of the effective strain, the overall
stress, and the pore pressure can be expressed as:

σ′ = σ − a pIð Þ, ð3Þ

where σ′ is the effective stress tensor (in MPa), σ is total
stress tensor (in MPa), p is the pore pressure of the porous
media (in MPa), a is Biot’s poroelastic constant, and I is
second-order identity matrix.

The momentum equation for the motion of elastic
porous media can be obtained from equilibrium:

∂2 ρuð Þ
∂t2

−∇ ⋅ σ′ = 0: ð4Þ

When the rock reaches the state of mechanical equilib-
rium, the velocity of the point of mass is zero, so the first
expression of the equation is zero. By combining Eq. (3),
the above equation can be expressed as:

−∇σ′ = a ∇pð Þ−∇σ = 0: ð5Þ

Then, associating Eq. (1) and Eq. (2) with the above equa-
tion yields:

∇ G∇u +G ∇uð ÞT + λtr ∇uð ÞI
h i

− a∇p = 0 ð6Þ

where G is the shear modulus of porous media, G = E/ð2ð1
+ vÞÞ (in MPa), v is Poisson’s ratio, and λ is the Lamé con-
stant (in MPa) defined as λ = Ev/ð1 + vÞð1 − 2vÞ.
3.2. Model for Fluid Flow in Porous Media. In this paper, the
hydraulic response of a reservoir is modeled as a two-phase
immiscible fluid flow. The model is applied to reveal pore
pressure changes in the reservoir during fluid injection and
production processes. Considering the deformation of the
porous media during water flooding, the kinematic velocity
of the porous media skeleton and the actual velocity of the
pore fluids in porous media is the sum of the flow velocity
of liquid and deformation velocity of porous media.

U =U r + vs =
v
ϕsj

+ vs =
v
ϕsj

+ ∂u
∂t

, j = o,w, ð7Þ

where U is the fluid seepage velocity in the porous
medium (in m/s), U r is the relative velocity between liquid
and porous medium (in m/s), vs is the velocity caused by
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Figure 3: Pressure versus time from multiple-stage fracturing of sample 1.
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the deformation of the porous medium (in m/s), v is the
Darcy seepage velocity of the fluid (in m/s), and sj is the sat-
uration of the liquid phase j.

Therefore, the absolute velocity of liquid phase j in the
coupled hydromechanical models can be expressed as:

vrealj = ϕsjU = v + ϕsj
∂u
∂t

: ð8Þ

Based on the law of mass conservation, the equation of
continuity for the two-phase oil/water seepage can be
expressed as:

∂
∂t

ϕsj
Bj

" #
+∇ ⋅

vrealj
Bj

" #
−Qj = 0, j = o,w, ð9Þ

where Bj is the volume factor of liquid phase j (in m3/m3) and
Qj is the flow rate of the injected or produced liquid at stan-
dard condition (in m3/d).

Combining Eq. (8) and Eq. (9) yields:

∇ ⋅
λj
Bj
∇p

 !
−
ϕsj
Bj

∂εv
∂t

+Qj =
∂
∂t

ϕsj
Bj

 !
j = o, w, ð10Þ

where μj is the viscosity of liquid phase j (in mPa·s) and λj is
the mobility of liquid phase j (in 10-3μm2/(mPa·s)) and is
defined as λj = kkj/μj.

The above equation can be expanded as:

∂
∂t

ϕsj
Bj

 !
= ϕ

Bj

∂sj
∂t

+
sj
Bj

∂ϕ
∂t

−
ϕsj
B2
j

∂Bj
∂t

: ð11Þ

The compressibility factors of the rock pore volume, oil,
and water and can be defined, respectively, as:

Cm = 1
ϕ

∂ϕ
∂p

Co = −
1
Bo

∂Bo
∂po

Cw = −
1
Bw

∂Bw
∂pw

: ð12Þ
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Figure 6: Diagram of fracture propagation in one slice (30 cm × 30 cm) and 3D scatter diagram of acoustic emission location of sample 2
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From the continuity equation for the porous medium, the
relationship between the strain and displacement can be
obtained as:

dϕ
dt

= 1 − ϕð Þ d ∇uð Þ
dt

ð13Þ

Combining Eq. (11), Eq. (12), and Eq. (13) with Eq. (10)
and multiplying by Bj give the saturation equation of liquid
phase j:

∇ ⋅ λj∇p
� �

+ BjQj = ϕ
∂sj
∂t

+ sj
∂ ∇uð Þ
∂t

+ ϕcjsj
∂p
∂t

: ð14Þ

The pressure equation can be obtained by combining the
oil phase of Eq. (10).

∇ ⋅ λo∇pð Þ+∇ ⋅ λw∇pð Þ + BoQo + BwQw = ∂ ∇uð Þ
∂t

+ ϕct
∂p
∂t

:

ð15Þ

The relationship of oil saturation and water saturation
can be shown as:

so + sw = 1: ð16Þ

The coupled hydromechanical model described by the
above equations can be discretely solved by a finite element
method.

3.3. Model Coupling and Boundary Conditions

3.3.1. Coupling of Stress and Seepage in the Artificial Fracture
Region. The relationship between the fracture width and
stress can be expressed as [24]:

wf =
Knw

2
fi

Knwfi + σn ′
, ð17Þ

wherewf is the width of the artificial fracture (in m),wfi is the
initial width of artificial fracture (in m), Kn is the normal
stiffness of artificial fracture (in MPa/m), and σn′ is effective
normal stress acting across the fracture surface.

Based on the seepage model of two flat plates, the rela-
tionship between the fracture permeability and fracture
width can be expressed by using the parallel-plate law as:

kf =
1
12w

2
f : ð18Þ

A dimensionless fracture conductivity Rconductivity can be
defined as the ratio of real-time fracture conductivity and ini-
tial fracture conductivity.

Rconductivity =
kfwf
kfiwfi

: ð19Þ

3.3.2. Coupling of Stress and Seepage Field in the Rock Matrix
Region. The porosity of the porous medium is defined as:

ϕm = V − V s
V

, ð20Þ

where V is the total volume of porous media (in m3) and V s
is the skeleton volume of porous media (in m3). Combining
with volumetric strain, dynamic porosity can be defined as:

ϕm = Vb + Vbεvð Þ − V s
Vb +Vbεv

= ϕm0 + εv
1 + εv

: ð21Þ

Based on the capillary bundle model, dynamic perme-
ability can be defined as:

km = km0
1 + εv

1 + εv
ϕm0

� �3
: ð22Þ

3.3.3. Boundary Conditions. The boundary conditions of the
poroelastic model include the displacement boundary condi-
tions and stress boundary conditions. The displacement
boundary conditions at the initial time of the reservoir can
be shown as:

ujΩ = u!: ð23Þ

The stress boundary conditions at the initial time of the
reservoir can be shown as:

σ ⋅ njΩ = σ
!, ð24Þ

where n is the stress in the normal direction, σ
! =

σx0

σy0

" #
,

MPa.
Based on the seepage theory, the boundary conditions for

the seepage model include the initial time conditions and
boundary conditions. The initial time conditions of the seep-
age model can be shown as:

pm t=0 = pfj jt=0 = pi,
swjt=0 = swi:

ð25Þ

The interior and exterior boundary conditions include
the Dirichlet and Neumann conditions. The Dirichlet
boundary condition is applied when the liquid pressure is
known at the boundary, and the Neumann boundary condi-
tion is applied as the liquid pressure gradient at the normal
direction of the exterior boundary.

pf = pm = �p,
k
μ
⋅ n∇pm = C:

ð26Þ

3.4. Model Implementation and Basic Parameters. The model
assumptions include the Darcy flow in porous media,
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neglecting the capillary force and the gravity, neglecting the
temperature change, and only linear elastic deformation for
the rocks and without the fracturing occurring during the
producing process.

COMSOL Multiphysics is applied for discretizing and
implementing the coupled hydromechanical model [20]. All
data used in the simulation were collected from a typical
low permeability reservoir, and the basic parameters used
in the model are shown in Table 2.

The rhombus inverted nine-spot well pattern is widely
applied in the development of low permeability reservoir,
and for the convenience of numerical simulation and
research on the well interference of target wells, this
approach is played in choosing wells for numerical simula-
tion, as shown in Figure 8. Two wells with different locations
are set as target wells for detailed research; P3 is an edge well
and P5 is a corner well.

4. Results and Parametric Analysis

4.1. Model Results. To investigate the formation stress varia-
tion of fractured vertical wells in the water flooding reservoir,
the models of the well pattern are simulated for producing
3000 days. Change of maximum horizontal stress, in situ
stress, and strains at the direction of the initial minimum
and maximum horizontal stresses (x and y axis) are analyzed
with different field development periods. Figure 9 shows the
maximum stress distribution in different development
periods. Figure 10 shows the minimum stress distribution
in different development periods. Figure 11 shows the shear
stress distribution in different development periods.

By analyzing the stress distributions in different loca-
tions, it is found that stress changes are mainly around oil
wells and water wells. The low-stress region is formed around
fractured oil wells due to the pressure drop caused by liquid
production, while the high-stress region is formed around
water wells due to high pressure caused by water injection.
The stress gradient is high around fractured oil wells and
water wells. By analyzing the stress distribution in different
development periods, stresses change with development,
which increases around water wells and decreases around
oil wells.

The maximum stress directions in different development
periods are shown in Figure 12, and the direction at the initial
time is along the propagation of the fracture. In the early
period, the direction of stress varies sharply around all oil
wells, the changed direction of stress is reversed to be perpen-
dicular to the initial direction, and the stress direction is
changed to the radial direction of the wellbore. In the mid-
period, the stress reversal region expands while the area of
the middle well is bigger than that of the edge wells. In the
late period, the stress change around water wells is dominant
and expands at the radial direction of the wellbore, the stress
reversal region decreases and then gets steady for the edge
wells, while it increases and then gets steady for the middle
well.

4.2. Parametric Analysis. The effects of the initial in situ
stresses and fluid pressures, which are considered to be the

dominant factors that influence the fracture propagation
and stress reversal region, will be analyzed separately in this
paper.

4.2.1. Initial Horizontal Stresses. To investigate the influence
of stresses on fracture reorientation, the models with differ-
ent ratios of maximum and minimum horizontal stress of
1.02, 1.04, 1.06, and 1.12 are simulated. In this paper, the
dimensionless fracture reorientation factor (La) is defined
as the ratio of the equivalent radius of the reversal region
and half-length of the initial fracture. The results are shown
in the following figures. Figures 13 and 14 show dimension-
less fracture reorientation factor changing with different ini-
tial horizontal stress ratio for the edge well and the middle
well, respectively.

It can be seen that for edge wells, the dimensionless frac-
ture reorientation factor increases to a maximum and then
decreases with time, while decreases with the increasing ini-
tial horizontal stress ratio. It means the initial horizontal
stress ratio has less influences on the time when the stress
reversal region gets to be steady, while influences more on
stress reversal distance. For the middle well, the dimension-
less fracture reorientation factor increases and then slows
down with time, and it also decreases with the increasing ini-
tial horizontal stress ratio. A small horizontal stress ratio is
more conducive to fracture reorientation.

4.2.2. Fluid Pressure. The pressure difference between the res-
ervoir formation and the well bottom is determined by injec-
tion pressure and production pressure at the well bottom.
Simulations are performed where bottom pressures are set
as 6MPa with injection pressures of 30, 25, and 20MPa.
Another set of simulations were performed using an injection
pressure of 30MPa with a bottom pressure of 6, 7, and

Table 2: Basic parameters used in numerical simulation.

Parameter Value

Minimum horizontal stress/MPa 20

Maximum horizontal stress/MPa 16

Poisson’s ratio of rock 0.25

Density of rock/(kg · m−3) 2000

Young’s modulus/GPa 10

Biot coefficient 0.70

Porosity 0.1

Permeability/(10-3 μm2) 1

Fracture porosity 0.2

Reservoir pressure/MPa 15

Produced well pressure/MPa 6

Injected well pressure/MPa 30

Oil density/(kg · m−3) 800

Water density/(kg · m−3) 1000

Oil viscosity/(mPa · s) 50

Water viscosity/(mPa · s) 1

Fluid compressibility/MPa-1 0.0003

Fracture half-length/m 100
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8MPa. Figures 15 and 16 show the dimensionless fracture
reorientation factor changing with different production pres-
sure difference for the edge well and middle well, respectively.

For the middle well, with the same bottom pressure,
dimensionless reversal distance increases with higher injec-

tion pressure, when the bottom pressure is lower than
25MPa. The reservoir pressure depletes, and the pressure
gradient is small in the development process, which causes
that dimensionless reversal distance to increase and then
decrease gradually. For the edge wells, dimensionless reversal
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Figure 8: Diagram of the well pattern for numerical simulation.
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distance increases and then decreases with time. The same
parameter increases with higher injection pressure, which
means with higher producing pressure difference, stress var-
iation induced by production is bigger, and fracture reorien-
tation is easier due to high horizontal stress difference.

With the same injection pressure, for the middle well,
dimensionless stress reversal distance increases with high
producing bottom pressure at the same development period.
With higher bottom pressure over 8MPa, it is difficult for
stress reversal to occur due to the low pressure difference
around the producing well (with initial reservoir pressure of
9MPa), and the stress reversal region expands until the pro-
duction time of 900 days. For the edge well, the dimension-
less stress reversal distance increases and then decreases
with time. The same parameter increases with the decreasing
bottom pressure of the producing well. With the higher bot-
tom pressure of over 8MPa, it is difficult for stress reversal
until producing time of 100 days. The results indicate that
the stress change for the edge well is faster than that of the
middle well.

5. Conclusions

The mechanisms of fracture reorientation in refracturing
treatment are studied, and the concept of the two stress rever-
sal regions is proposed. With physical laboratory tests and
numerical simulation, the fracture reorientation is verified
to be existed around the well bottom, and influence factors
that impacted fracture extended distance are analyzed.

(1) Two stress reversal regions that impacted fracturing
treatment in refracturing treatment are proposed:
the inner one is highly influenced by fracturing
parameters during the refracturing process, and the
outer one is impacted by the development of the
reservoir

(a) Initial state (b) 50 days

(c) 100 days (d) 2000 days

Figure 12: Maximum stress direction in different developing periods.
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(2) Fracture reorientation is induced by changing the ini-
tial stress field and the injection pressure in labora-
tory tests on the true triaxial fracturing system. The
direction of reoriented fracture can reach to be per-
pendicular to the initial fracture

(3) In the refracturing treatment, new fractures are easily
initiated and reoriented around the well bottom by
controlling fracturing parameters, which is verified
by experimental results

(4) The propagation distance of the reoriented fracture is
determined by poroelastic effect, the initial stress field
will change with pore pressure varies, and the outer

stress reversal region is formed which determines
the fracture reoriented distance in the fracturing
treatment

(5) The stress field and the injected and produced pres-
sures are the main factors that influence the stress
reversal region, and the propagation of the reoriented
fractures will be varied due to different well location
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Oil-water relative permeability curves are the basis of oil field development. In recent years, the calculation of oil-water relative
permeability in sandstone reservoirs by resistivity logging data has received much attention from researchers. This article first
analyzed the existing mathematical models of the relationship between relative permeability and resistivity and found that most
of them are based on Archie formula, which assumes the reservoir is clean sandstone. However, in view of the fact that
sandstone reservoir is commonly mixed with shale contents, this research, based on the dual water conductivity model,
Poiseuille’s equation, Darcy’s law, and capillary bundle model, derived a mathematical model (DW relative permeability model)
for shaly sandstone reservoir, which calculates the oil-water relative permeability with resistivity. To test and verify the DW
relative permeability model, we designed and assembled a multifunctional core displacement apparatus. The experiment of core
oil-water relative permeability and resistivity was designed to prove the effectiveness of the DW relative permeability model in
shaly sandstone reservoirs. The results show that the modified Li model can well express the transformational relation between
resistivity and relative permeability in sandstone reservoir with low clay content. Compared with the modified Li model and the
Pairoys model, the DW relative permeability model is more helpful to collect better results of relative permeability in shaly sand.
These findings will play a significant role in the calculation of oil-water relative permeability in reservoirs based on resistivity
logging data and will provide important data and theory support to the shaly sandstone reservoir characterized oil field
development.

1. Introduction

The evaluation of tight reservoir has always been an impor-
tant part of petroleum geology research, while oil-water rela-
tive permeability, which is vital to the evaluation of fluid flow
in porous media, is used in all aspects of the reservoir engi-
neering [1, 2]. Traditionally, relative permeability is obtained
in laboratory. However, in many cases, especially in low per-
meability reservoirs, or when phase transformation or mass
transfer happens with the change of pressure, oil-water rela-
tive permeability experiments are difficult, expensive, and
time consuming simultaneously [3, 4]. Alternately, it is diffi-

cult to maintain the samples the same as in the reservoirs;
moreover, relative permeability is almost impossible to
obtain in real time. Despite all these difficulties, experiment
serves as the main method to calculate relative permeability
curves for oil fields.

Conventional resistivity logging data, which is the basic
information of oil and gas well standard logging, is in large
amount and available. In recent years, more and more
scholars indicated that there is a relationship between relative
permeability and resistivity [5–9]. Cai et al. [10] presented a
review of the electrical conductivity models using fractal, per-
colation, and effective medium theories. In another article,
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Cai et al. [11] proposed a combined model including pore-
throat ratio, tortuosity, and connectivity, exactly estimating
the influence of complex pore structure on the transport
behavior associated with electrical parameters. Li [12] based
on Archie formula put forward a mathematical model that
uses resistivity to calculate the relative permeability of gas-
water, and Li verified the model with experimental data. Li
et al. [13, 14] conducted a lot of research on this field. Li
together with Horne and Williams worked out methods to
calculate two-phase relative permeability with resistivity log-
ging data in uniform medium. Mohammed and Birol [15]
modified Li model by taking the fluid viscosity and the aver-
age water saturation at the time of water breakthrough into
consideration. Alex et al. [16] proposed a method using resis-
tivity to calculate relative permeability in dual porosity
model, but the model has not been verified experimentally.
Pairoys et al. [17] verified the Li model and Brooks-Corey
model [6] with gas-water relative permeability experiments
and found that the Li model works better than Brooks-
Corey model in that situation. Then, the Li model is modified
by replacing the pore size distribution index λ to index satu-
ration exponent n Li model [18]. Pairoys [19] analyzed the
change of resistivity under different frequency in the process
of unsteady two-phase flow displacement, based on which
the Li model was verified again with gas-water relative per-
meability experimental data and oil flooding data by Bian
and Li [20]. The above-modified models based on the Li
model were established under the condition of homogeneous
clean sandstone reservoir. However, most real sandstone res-
ervoirs contain shale contents, which influence rock resistiv-
ity and relative permeability significantly.

This study, based on the dual water conductivity model,
Poiseuille’s equation, Darcy’s law, and capillary bundle
model, proposed and verified a mathematical model (DW
relative permeability model) to calculate relative permeability
using resistivity. To improve the Li model, a new model
named “dual water relative permeability model (DWmodel)”
was proposed in the consideration of better expressing the
transformational relations between resistivity and relative
permeability in the shaly sand reservoir. According to exper-
iments, the DW model achieved the goal of reflecting the
relation between resistivity and relative permeability in a bet-
ter way than the modified Li model and Pairoys model, which
is helpful in both the calculation of oil-water relatively per-
meability in shaly sand reservoir based on resistivity and
the oil field development.

2. Mathematical Background

2.1. Relationship between Water Saturation and Relative
Permeability. There exist many relationship models between
water saturation and relative permeability, among which the
most common one is as shown below [20]:

krw = krwmax Sw′′
� �nw , ð1Þ

krnw = krnw max 1 − Sw′′
� �nnw , ð2Þ

Sw′′ =
Sw − Swr

1 − Swr − Snwr
, ð3Þ

where krw and krnw are relative permeabilities of the wetting
and nonwetting phase, Sw and Swr are the saturation and
the irreducible saturation of wetting phase, krwmax is the max-
imum krw when Sw = 1 − Snwr, krnwmax is the maximum krnw
when Sw = Swr, Snwr is the residual saturation of nonwetting
phase, and Sw′ is the normalized saturation of wetting phase.

2.2. Li Model for the Relationship between Relative
Permeability and Resistivity. Fluid flow in porous media is
similar to current flow in conductive media [13]. According
to the Li model, gas/water relative permeability is calculated
using resistivity.

S∗w = Sw − Swr
1 − Swr

, ð4Þ

k∗rw = S∗w
1
I
, ð5Þ

k∗rw = S∗wð Þ 2+λð Þ/λ, ð6Þ

k∗rnw = 1 − S∗wð Þ2 1 − S∗wð Þ 2+λð Þ/λ
h i

, ð7Þ

where I is the resistivity index, and k∗rw is the wetting-phase
normalized relative permeability.

2.3. Pairoys Model.Many modified models grew out of the Li
model that is suitable for gas-water two-phase flow and oil
flooding, but not for water flooding. Pairoys worked out the
following model after analyzing water flooding situation [19].

Sw′ =
Sw − Swc

1 − Swc − Sor
, ð8Þ

k∗rw = Sw′
I
, ð9Þ

k∗rnw = 1 − Sw′
� � I

Imax
, ð10Þ

where Sw is the saturation of the wetting phase, Swc is the irre-
ducible saturation of the wetting phase, Sor is the residual sat-
uration of the nonwetting phase, Sw′ is the normalized
saturation of the wetting phase, I is the resistivity index,
when Sw = 1 − Sor, and k∗rw and k∗rnw are normalized relative
permeabilities of the wetting and nonwetting phases Imax is
the resistivity index.

2.4. Modified Li Model. Based on the Li model, Bian and Li
proposed a model for the relationship between resistivity
and oil-water relative permeability of water wet sandstone
reservoirs with low shaly contents [20].

Sw′ =
Sw − Swc

1 − Swc − Sor
, ð11Þ
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k∗rw = Sw′
Ror
Rt

, ð12Þ

k∗ro = 1 − Sw′
� �2

1 − krwð Þ, ð13Þ

where Ror is the formation resistivity when Sw = 1 − Sor and
k∗rw and k∗ro are normalized relative permeabilities of the water
and oil phases.

3. Relationship between Resistivity and Relative
Permeability of Shaly Sand Reservoir

The relationship models of resistivity and relative permeabil-
ity mentioned above all assume that the reservoirs are homo-
geneous and pure sandstone. However, in reality, most
sandstone reservoirs contain shale contents. Therefore, in
order to calculate the relative permeability in shaly sand res-
ervoirs accurately, a new model suitable for shaly sandstone
should be established.

The cross-sectional area, length, and volume of the water
wet shaly sandstone areA, L, andV , respectively (as shown in
Figure 1(a)). The effective pore space of rock is considered to
be composed of n large bore capillary columns with equal
cross-sectional area andm small bore capillary columns with
equal cross-sectional area. The large columns are filled with
movable water and oil, while the small columns are filled with
immovable water (irreducible water) and residual oil. The
cross-sectional area, cross-section radius, length, and volume
of the large bore capillary columns are Aa, ra, La, and Va i,
while those of the small columns are Ab, rab, Lb, and Vb i,
respectively (as shown in Figure 1(b)).

When the water saturation of the rock is Sw, in the ith

(i = 1, 2,⋯, n) large capillary columns, the oil cross-
sectional area and oil cross-section radius are Aof and rof ,
while the cross-sectional area, length, and volume of the
movable water are Awf , Lwf , and Vwf i, respectively. In the
jth (j = 1, 2,⋯,m) small capillary columns, the oil cross-
sectional area and oil cross-section radius are Aor and ror,
while the cross-sectional area, length, and volume of the
immovable water are Awc, Lwc, and Vwc j, respectively. Due
to the existence of shale contents, it is assumed that the
immobile water in the small capillary columns contains clay
water. The cross-sectional area, length, and volume of the
clay water are Awb, Lwb, and Vwb j, respectively (as shown
in Figure 1(c)).

When the core sample is saturated with water, according
to Poiseuille flow formula, the liquid flow in the ith

(i = 1, 2,⋯, n) large capillary column qa i is calculated as
follows.

qa i =
πr4aΔp
8μLa

, ð14Þ

where Δp is the pressure difference, and μ is the fluid
viscosity.

The total flow of water in the rock q is

q = 〠
n

i=1

πr4aΔp
8μLa

+ 〠
m

j=1

πr4bΔp
8μLb

: ð15Þ

According to Darcy’s formula,

Q = k
AΔp
μL

: ð16Þ

Suppose that the length of the large capillary column is
equal to that of the small capillary column. The permeability
k is obtained as follows.

k = 1
8 φa

r2a
τ2a

+ φb
r2b
τ2b

� �
: ð17Þ

Similarly, when the water saturation is SwðSwc ≤ Sw ≤ 1
− SorÞ, the small capillary columns are filled with bound
water and residual oil, while the large capillary columns are
filled with movable water and movable oil.

According to the Poiseuille flow formula, the total flow of
movable water in the rock qwf is

qwf = 〠
n

i=1

A2
wfΔp

8πμLwf
: ð18Þ

According to Darcy’s formula,

Qwf = kw
AΔp
μL

: ð19Þ

So, the permeability kw is

kw = 1
8φSwf

r2a‐r2of
� �
τ2wf

: ð20Þ

And the water relative permeability krw is obtained as
follows.

krw = φSwf r2a‐r2of
� �

τ2wf φa r2a/τ2að Þ + φb r2b/τ2b
� �� � : ð21Þ

The electrical conductivity of the model is analyzed
below. The resistivity of free water is Rw, while the resis-
tivity of clay water is Rwb. In the jth (j = 1, 2,⋯,m) small
capillary columns, the cross-sectional area, length, and vol-
ume of the bound free water are Awz, Lwz, and Vwz j,
respectively. When the core sample is saturated with
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water, the resistivity is R0. When the saturation is Sw and
the resistivity is Rt, there is the following equation.

1
Rt L/Að Þ = 〠

n

i=1

1
Rw Lwf /Awfð Þ + 〠

m

j=1

1
Rw Lwz/ Ab − Awbð Þð Þ

+ 〠
m

j=1

1
Rwb Lwb/Awbð Þ :

ð22Þ

Assuming that all the capillary columns have the same
length,

La = Lb = LA, ð23Þ

Lwf = Lwc = Lwz = Lwb = Lw: ð24Þ
The resistivity index I is

I = Rt
R0

: ð25Þ

So, the water relative permeability krw can be obtained.

krw = Sw − Swcð Þ2
1 − Swc − Sorð Þ2 + Swc + Sorð Þ2

τ2A
τ2w

: ð26Þ

Define the resistivity Rb.

Swc
Rb

= Swc − Swb
Rw

+ Swb
Rwb

: ð27Þ

Define SR can be calculated as follows.

SR = Rb
Rw

1 − Sor − Swc
Swc

: ð28Þ

Therefore, the normalized water relative permeability
in the dual water relative permeability model can be
expressed as follows:

k∗rw = krw
krw Sw = 1 − Sorð Þ , ð29Þ

k∗rw = Sw′
� �2 Ror/R0ð Þ SR + 1ð Þ − 1

I SRSw′ + 1
� �

− 1
: ð30Þ

When Sw = Swc, k
∗
rw = 0. When Sw = 1 − Sor, Sw′ = 1 and

k∗rw = 1, which satisfies the boundary condition.
When the clay water content is 0 (Swb = 0), the model is

simplified to a clean sandstone model, and the normalized
water relative permeability is as follows.

k∗rw = Sw′
� �2 Ror 1 − Sorð Þ − R0Swc

RtSw − R0Swc
: ð31Þ

3.1. Determination of the Parameters in the DW Relative
Permeability Model

3.1.1. Calculation of the Resistivity of Clay Water Rwb. Diffu-
sion factor of Na+ ion diffusion layer α is calculated as
follows [21]:

L

A

(a) Shaly sand core

L

A
Awf

LwfLa LwcLb

Aof

Awc
Aor

(b) Capillary columns pack bundle (water wetting)

Radius ResistivityCross-sectional area

Awfra

rof
Aof Ro

Rwb

Rw

Ro

Rw

ror

rb

rwz
Awz

Awb

Aor

(c) The cross section of capillary columns pack bundle (water wetting)

Figure 1: Capillary bundle model.
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α =
1, when Pw > Pwo,ffiffiffiffiffiffiffi

Pwo
Pw

s
, when Pw ≤ Pwo,

8>><
>>: ð32Þ

where Pw is the salinity of formation water, Pwo is the
salinity of formation water when xd = xH, and xd is the
thickness of Na+ ion diffusion layer (10-8 cm).

The pore volume occupied by clay water VQ when Qv
= 1mmol/cm3 is calculated as follows:

VQ = 1
2:853 + 0:019T °Cð Þ : ð33Þ

The equivalent conductivity β of compensation Na+ ion
in clay water (S/m) (mmol/L) is calculated as follows:

β = 0:0857T °Cð Þ − 0:143: ð34Þ

The clay water resistivity Rwb is calculated as follows:

Rwb =
αVQ
β

, ð35Þ

Rwb = α
0:0857T °Cð Þ − 0:143
2:853 + 0:019T °Cð Þ : ð36Þ

It can be seen from the above formula that the resistivity
of formation water is affected by both α and temperature T .
When the water salinity is high, α = 1. Therefore, the resistiv-
ity of clay water Rwb is independent from the equilibrium
cation concentration and clay types.

3.1.2. Calculation of the Clay Water Saturation Swb.

Swb = αVQQv: ð37Þ

Substitute equation (33) into equation (37),

Swb =
αQv

2:853 + 0:019T °Cð Þ : ð38Þ

From the above formula, it can be seen that the clay water
saturation Swb increases with the increase of α. As the
temperature T increases, Swb decreases. With the increase
of Qv, Swb increases.

3.1.3. Calculation of the Resistivity Rb.

Swc
Rb

= Swc − Swb
Rw

+ Swb
Rwb

: ð39Þ

3.1.4. Calculation of the Parameter SR.

SR = Rb
Rw

1 − Sor − Swc
Swc

: ð40Þ

3.1.5. Calculation of the Normalized Water SaturationSw′ .

Sw′ =
Sw − Swc

1 − Swc − Sor
: ð41Þ

3.1.6. Calculation of the Normalized Water Relative
Permeability k∗rw.

k∗rw = Sw′
� �2 Ror/R0ð Þ SR + 1ð Þ − 1

I SRSw′ + 1
� �

− 1
: ð42Þ

In conclusion, the DW relative permeability model can
be expressed as follows.

1ð Þ α =
1, when Pw > Pwo,ffiffiffiffiffiffiffi
Pwo
Pw

s
, when Pw ≤ Pwo,

8>><
>>:

2ð ÞRwb = α
0:0857T °Cð Þ − 0:143
2:853 + 0:019T °Cð Þ ,

3ð Þ Swb =
αQv

2:853 + 0:019T °Cð Þ ,

4ð Þ Swc
Rb

= Swc − Swb
Rw

+ Swb
Rwb

,

5ð Þ SR = Rb
Rw

1 − Sor − Swc
Swc

,

6ð Þ Sw′ =
Sw − Swc

1 − Swc − Sor
,

7ð Þ k∗rw = Sw′
� �2 Ror/R0ð Þ SR + 1ð Þ − 1

I SRSw′ + 1
� �

− 1
,

8ð Þ k∗ro = 1 − Sw′
� �2

1 − krwð Þ:

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð43Þ

3.2. Sensitivity Analysis of Parameters of DW Model of
Shaly Sandstone

3.2.1. The Effect of Irreducible Water Saturation Swc on k∗rw.
Suppose that Sor = 0:2, Swb = 0:05, R0 = 30Ω · m, Ror = 35Ω
· m, Rw = 0:5Ω · m, and Rwb = 0:1Ω · m, oil-water relative
permeability curves under different irradiated water satura-
tion Swc are shown in Figure 2. It indicates that the normal-
ized water relative permeability k∗rw decreases while Swc
increases. The reason is that the movable water saturation
Swf decreases under the same normalized water saturation
Sw′ as Swc increases, thus the normalized relative permeability
of water phase k∗rw decreases.

3.2.2. The Effect of Residual Oil Saturation Sor on k
∗
rw. Suppose

that Swc = 0:2, Swb = 0:05, R0 = 30Ω · m, Ror = 35Ω · m, Rw
= 0:5Ω · m, and Rwb = 0:1Ω · m, the oil-water relative per-
meability curves under different residual oil saturation Sor
are shown in Figure 3. It illustrates that the normalized water
relative permeability k∗rw decreases with the increase of Sor
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because the movable water saturation Swf decreases under the
same normalized water saturation Sw′ when Sor increases,
which leads to the decrease of normalized relative permeabil-
ity of water phase k∗rw.

3.2.3. The Effect of Cation Exchange Capacity Qv on k∗rw. Sup-
pose that there are a set of cores with the same parameters as
follows. T = 20°C, Pw = 8000 ppm, Swc = 0:5, Sor = 0:2, Rw =
5Ω · m, R0 = 33Ω · m, and Ror = 35Ω · m. Normalized oil-
water relative permeability curves under different Qv are
shown in Figure 4. It illustrates that the normalized water
relative permeability k∗rw decreases with the increase of Qv.

Studies [22–24] show that clay mineral content is one of
the main factors affecting the shape of oil-water relative per-
meability curve of rock. When water is injected into the core
sample, it first enters into larger pores, where the relative per-
meability of the water phase increases rapidly. Soon after the

injection, water gradually enters into small pores, where the
flow resistance increases. At the same time, the oil in large
pore paths is separated into small oil droplets by the water.
If the oil droplets migrate to the vicinity of the pore throat,
the so-called “liquid resistance effect” will emerge when the
diameter of the oil droplets is similar to that of the pore
throat. In this case, the capillary force of the orifice throat
must be overcome if the oil droplets want to move [25, 26].
The hydrophilic particles in the pores will move to the pore
throat and cause blockage. With the increase of water satura-
tion Sw, the amount of plugging particles will increase, and
the relative permeability of water phase will decrease
accordingly.

3.2.4. The Effect of Total Salinity Pw on k∗rw. Suppose that T
= 20°C, Qv = 0:25mmol/L, Swc = 0:5, and Sor = 0:3. Figure 5
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shows the normalized oil-water relative permeability curves
under different Pw. It illustrates that the normalized water
relative permeability k∗rw increases with increased Pw.

In shaly sand reservoir, with the decrease of salt content
in free water, the salinity in free water decreases, clay mineral
crystal layer expands, and the formation permeability con-
tinues to decline, which is called the salt-sensitive phenome-
non (Meng, 2012). There are a large number of clay minerals
in shaly sand reservoir. Therefore, with the decrease of free
water salinity, the salt content in free water decreases, the

salt-sensitive phenomenon gets worse, and the relative
permeability of water phase goes down.

4. Experimental Verification of DW Relative
Permeability Model

4.1. Experiments. In order to verify the relationship between
resistivity and relative permeability in DW Model, a multi-
functional core displacement experiment device was designed
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K11

K4

K7

K8

K1
K2

K10

K9

Pump

LCR meter Pump Balance Flow meter Hand pump Vacuum pump Computer

Air receiver Core Pressure gauge Valve Pressure transducer Burette

K66 K5
K3K3

K11

K4

K7

K8

K11
K2K2

K10000

K9

(a) Schematic of the apparatus used for the simultaneous measurements (b) Experimental apparatus

Figure 6: Multifunctional core displacement experimental apparatus.

Table 1: The basic physical parameters of core samples.

No. Samples L (cm) D (cm) φ (%) kw ( × 10−3 μm2) Qv (mmol/mL)

Group I

A-7 5.158 2.552 26.61 548.22 0.068

A-8 7.572 2.555 23.53 51.80 0.097

A-9 6.724 2.549 24.83 349.98 0.062

B-1 5.150 2.554 17.62 14.06 0.100

B-9 7.363 2.554 27.33 647.10 0.103

B-10 6.697 2.580 30.70 250.67 0.092

Group II

A-1 7.224 2.556 27.66 123.36 0.155

A-3 6.325 2.535 27.42 119.43 0.168

A-5 7.424 2.551 24.64 58.09 0.514

A-10 7.871 2.549 26.86 1200.05 0.857

B-7 7.063 2.566 24.87 33.02 0.142

B-8 6.737 2.548 24.31 42.38 0.240
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(Figure 6). The resistivity and relative permeability of core
samples with different water saturations were measured.

Core samples from Wells A and B are tested to explore
the relationship between resistivity and relative permeabil-

ity. Core samples are divided into two groups. Group I
contains less clay and smaller Qv than group II. The basic
physical parameters of cores are shown in Table 1. The
salinity of formation water in wells A and B are
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Figure 7: Comparison of relative permeability curves in sandstone reservoir.
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7500 ppm and 8000ppm, respectively. The density of brine
used is 1.02 g/cm3. The oil viscosity in both wells is
8.8mPa s at 20°C, and its density is 0.845 g/cm3.

4.2. Verification of Relationship Models between Resistivity
and Relative Permeability of Sandstone. The Li model, modi-
fied Li model, and Pairoys model are verified with the
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Figure 8: Comparison of relative permeability curves in shaly sand reservoir.
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experimental data of core samples in group I. Figure 7 shows
the oil-water relative permeability curves of group I cores. In
Figure 7(a), the solid blue triangular and pink dots are the
normalized water and oil relative permeability obtained from
the water displacing oil experiment, respectively; the brown
and sky blue chain dotted lines are the normalized water
and oil relative permeability calculated with resistivity based
on the Li model; the green and purple broken line are the
normalized water and oil relative permeability calculated
with resistivity based on Pairoys model; and the blue and
red solid line are the ones calculated with resistivity based
on the modified Li model. Figure 7(a) indicates that the Li
model does not work well in the data process of water flood-
ing. The problems of Pairoys model is that the normalization
oil relative permeability it calculates is nonnegligibly larger
than the experimental value. However, the normalization
water and oil relative permeabilities calculated by the modi-
fied Li model are in good agreement with experimental data.

Figure 7(b) shows the oil-water relative permeability
curve of cores in group I. The water relative permeabilities
calculated by the Li model and Pairoys model are smaller
than the experimental data, while the oil relative permeabil-
ities are larger. The oil and water relative permeabilities
calculated by the modified Li model fit well with the experi-
mental data in sandstone reservoir with less shale contents.

4.3. Verification of Relationship Models between Resistivity
and Relative Permeability of Shaly Sandstone. Experiment is
designed to measure the resistivity and relative permeability
of shaly sandstone samples in group II. Figure 8 shows the
comparison of the experimental results and the model
calculated results.

Figure 8(a) shows the normalized relative permeability
curves, and Figure 8(b) shows the relative permeability
curves. The filled dots are the unsteady oil-water relative per-
meability experiment data, the broken lines are the relative
permeability curves calculated with resistivity by the modi-
fied Li model, and the solid lines are calculated with resistiv-
ity by the DWmodel. As shown in Figure 8, the Li model, the
water relative permeability calculated by the modified Li
model fits well with the experimental data, but the calculated
oil relative permeability curve is smaller than the experimen-
tal data. Meanwhile, the relative permeability curves of oil
and water calculated by the DW relative permeability model
better fit the experimental data.

5. Conclusions

This study established the relationship model between the
resistivity and oil-water relative permeability of the shaly
sandstone reservoir based on the rock physics experiment
and the logging response of the shaly sandstone reservoir.
According to existing research results, the following main
conclusions can be drawn.

(1) In view of the influence of shale, the DW relative
permeability model, suitable for shaly sandstone
reservoir, was derived to calculate oil-water relative
permeability using resistivity based on the dual water

conductivity model, Poiseuille’s equation, and
Darcy’s law.

(2) According to the sensitivity analysis, with other con-
ditions being the same, the relative permeability of
water phase will decrease as the irreducible water sat-
uration increases, residual oil saturation increases,
cation exchange capacity of rock increases, or free
water salinity decreases.

(3) With the core water flooding experimental device,
the resistivity and oil-water relative permeability of
two groups of sandstone samples with different shale
contents were tested. The experimental results show
that the modified Li model is suitable for clean sand-
stone reservoirs, and the DW relative permeability
model is suitable for shaly sandstone reservoirs.
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Reservoir pore space assessment is of great significance for petroleum exploration and production. However, it is difficult to
describe the pore characteristics of deep-buried dolomite reservoirs with the traditional linear method because these rocks have
undergone strong modification by tectonic activity and diagenesis and show significant pore space heterogeneity. In this study,
38 dolostone samples from 4 Cambrian formations of Tarim Basin in NW China were collected and 135 thin section images
were analyzed. Multifractal theory was used for evaluation of pore space heterogeneity in deep-buried dolostone based on thin
section image analysis. The physical parameters, pore structure parameters, and multifractal characteristic parameters were
obtained from the digital images. Then, the relationships between lithology and these parameters were discussed. In addition,
the pore structure was classified into four categories using K-means clustering analysis based on multifractal parameters. The
results show that the multifractal phenomenon generally exists in the pore space of deep-buried dolomite and that multifractal
analysis can be used to characterize the heterogeneity of pore space in deep-buried dolomite. For these samples, multifractal
parameters, such as αmin, αmax, ΔαL, ΔαR , Δf , and AI, correlate strongly with porosity but only slightly with permeability.
However, the parameter Δα, which is usually used to reveal heterogeneity, does not show an obvious link with petrophysical
properties. Of dolomites with different fabrics, fine crystalline dolomite and medium crystalline dolomite show the best
petrophysical properties and show significant differences in multifractal parameters compared to other dolomites. More accurate
porosity estimations were obtained with the multifractal generalized fractal dimension, which provides a new method for
porosity prediction. The various categories derived from the K-means clustering analysis of multifractal parameters show
distinct differences in petrophysical properties. This proves that reservoir evaluation and pore structure classification can be
accurately performed with the K-means clustering analysis method based on multifractal parameters of pore space in deep-
buried dolomite reservoirs.

1. Introduction

Deep-buried dolomite reservoirs have strong heterogeneity
and complex pore structure [1]. Their pore geometry and
structure are strongly influenced by tectonic factors, diagen-
esis, and chemical reactions between rock and different fluids
[2, 3]. And they generally show various types of pore space,
complex pore structure, and strong reservoir heterogeneity
[1]. It will increase the difficulty of characterization on pore

structure, feature description, and reservoir evaluation of
deep-buried dolomite reservoirs.

It is well known that microscopic pore structure fea-
tures control the reservoir quality. Therefore, clarifying
the microscopic characteristics and heterogeneity of pore
structure is very important for understanding the macro-
scopic characteristics of a reservoir [4]. However, it is
difficult to characterize micropores’ heterogeneity with tra-
ditional Euclidean geometry. Fortunately, fractal geometry,
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created by Mandelbrot [5], has been introduced into anal-
yses of the pore distribution properties of sedimentary
rocks, and it plays an important role in characterization
of heterogeneity and self-similarity [6–8]. Compared to
classical geometry, fractal geometry reveals the determinis-
tic and stochastic unity laws of regularity and chaos in
pore structure [9–14]. Furthermore, multifractal analysis
is a multiscale method based on power-law relationships
and can describe local irregular fluctuations more effec-
tively than the monofractal method [15–17]. In multifrac-
tal analysis, the self-similarity measure can be regarded as
the singularity strength and parameters of the multifractal
spectrum through scale decomposition of interrelated frac-
tal series [17–20]. To date, multifractal analysis has been
widely used to depict the statistical properties of scale var-
iation for studies in soil science, geosciences, and materials
due to its advantage in heterogeneity analysis [21–27].

Fractal and multifractal behavior has been observed in
sedimentary rocks and soil from scanning electron micros-
copy (SEM) [6, 28, 29], X-ray computed tomography (CT)
[12, 30], nuclear magnetic resonance (NMR) [18, 31, 32],
and mercury intrusion analysis of core plugs [23, 33–36].
Fractal geometry and the multifractal method have been
widely used to describe the porosity and permeability of
porous media and clastic rocks [37–40]. However, only a
few of these studies have focused on carbonate rocks [16,
20, 41–44], and research on deep-buried dolomite is even
more limited. Accordingly, further study on deep-buried
dolomites within the framework of multifractal theory is
needed in an attempt to expand and deepen the application
of this powerful mathematics tool in different fields of the
earth sciences. Meanwhile, a new evaluation method based

on multifractal theory is proposed to study the characteristics
of pore space and pore structure in dolomite reservoirs.

Thin section analysis is an easy way to determine the
two-dimensional topological properties of pore space and
pore throat size in rocks, despite its lower resolution and
magnitude compared to SEM and CT. In this study, multi-
fractal analysis and digital image analysis of thin section
images were used to extract quantitative information
reflecting the distribution of pore space and the pore
structure characteristics. Thirty-eight Cambrian dolomite
core plug samples from Tarim Basin in northwestern
China were chosen as the study objects, and casting thin
section images were obtained. Then, based on image anal-
ysis, the multifractal behavior of pore space in deep-buried
dolomite and the application of multifractal theory for
heterogeneity evaluation were analyzed, and the relation-
ships between multifractal parameters and the physical
properties of different lithologies were studied. Finally,
classification of the pore structure was accomplished with
K-means clustering analysis of multifractal parameters.
The results are of great significance for quantitative het-
erogeneity characterization, pore structure evaluation, and
petroleum exploration in deep-buried dolomite reservoirs.

2. Methodology

2.1. Study Area and Sampling. Tarim Basin located in north-
western China is the largest inland basin with total area of
53 × 104 km2 in China. It is bounded byWest Kunlun Moun-
tains, Tianshan Mountains, Kunlun Mountains, and Altun
Mountains (Figure 1). For detailed geological setting and strat-
igraphic column of the basin, the reader can refer to Du and
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Figure 1: Basic information of the study area and distribution of the sampling well.
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Pan [45]. In the study, up to 38 dolostone samples were
collected from different formations of the Cambrian strata
in 7 wells to estimate the petrophysical properties. These
samples were made into a plunger for the petrophysical test
and molded into thin section for image processing, respec-
tively. The information of each sample could be seen in
Table 1.

2.2. Experiments. Helium porosity and permeability were
measured by CMS-300 Automated Permeameter (Core
Measurement Systems) under confining pressure of
34.5MPa. For image analysis, casting thin sections were
produced with the following procedure: (1) set samples
in a glass tube at constant temperature of 100°C for 2 h;
(2) reduce the glass tube to a vacuum with pressure
0.09MPa and keep samples in it for 1 h; (3) inject blue
epoxy resin into samples at pressure of 8MPa and temper-
ature of 100°C for 12h; and (4) after natural cooling, pol-
ish the samples into thin sections with thickness 20μm,
and mount each chip on a glass slide. Therefore, pore
spaces in thin section were filled by blue epoxy resin and
could be easily distinguished from matrix under the
microscope. For image and multifractal analyses, chromo-
photographs were captured from representative views of
each thin section. These collected images with different
magnifications, such as 25x, 50x, 100x, and 400x, can
reveal both macropores and micropores. All images were
obtained using the transmission mode of BX51 microscope
in State Key Laboratory of Oil and Gas Reservoir Geology
and Exploitation, Southwest Petroleum University, China.

2.3. Image Analysis. Casting thin section observation is an
inexpensive tool for characterizing pore structure in rocks
and has been widely used in heterogeneity of rock micro-
scopic pores [44]. By image processing on thin section
image, the pore type, pore shape, pore scale, and pore
throat type could be acquired. The image analysis consists
of image filtering, image segmentation, connected domain
identification, and statistics of pore size distribution
(PSD). First, median filtering was used to eliminate noise
in images. The K-nearest neighbor (KNN) classification
algorithm is implemented in image segmentation for getting
binary image, where the pixel values one and zero represent
pore and matrix, respectively. Then, the coordinates and
area of each pore were obtained with the connected domain
identification method [46]. Finally, parameters such as total
porosity (φ), PSD, average pore radius (rb), average pore
throat radius (rt), and permeability (K) value were calcu-
lated with the following formulas [47–50].

φ =
Apore
Atotal

, ð1Þ

rb =
∑Num

i=1 riAi

Atotal
, ð2Þ

rt =
∑Num

i=1 rtiAi

Atotal
, ð3Þ

where Apore is the pore area in the image, Atotal is the total
area of the image, ri is the mean radius of each pore, Ai is
the area of ith pore, Num is the total number of pores, and
rti is the minimum radius of each pore.

According to the values of φ, rb, and rt, the permeability
value K could be obtained with the following formula [51]:

K = φrb
2

τ2
⋅

ln rb/rtð Þ½ �2
rb/rtð Þ2 − 1

� �
⋅ rb/rtð Þ2 − rt/rbð Þ2� � , ð4Þ

where τ is pore tortuosity in samples, and here, its value was
assumed to be 1. The estimated values of porosity and perme-
ability are shown in Table 1.

2.4. Multifractal Analysis. For multifractal analysis, a cubic
box of size δ was used to cover the pore space. Assuming that
there are mi pore pixels in the ith box (1 ≤ i ≤ nðδÞ), nðδÞ
denotes the number of boxes required to cover the pore space
at the scale of δ and the total number of pixels in the pore
space is M. The measurement μiðδÞ, which denotes the local
probability of finding a box to cover the pore space at the
scale of δ, can be defined as follows [52]:

μi =
mi

M
: ð5Þ

With respect to the fluctuation in local porosity, a local
crowding index αi can be defined for the ith box, i.e., the sin-
gularity exponent, and it holds that

μi δð Þ∝ δαi : ð6Þ

Two approaches are available to compute the multifractal
spectrum: the moment method and the direct method [52].
In both methods, a weighted sum over all boxes must be per-
formed to yield the partition function χðq, δÞ as follows:

χ q, δð Þ =〠
i

μi δð Þ½ �q =〠
i

mi

M

� �q
, ð7Þ

where the variable q denotes the order of moment for μi;
it is clear to note that different q values actually allow
probing of the contribution to χðq, δÞ from boxes with dif-
ferent μi. In particular, at negative q values, χðq, δÞ is
dominated by boxes with small μi, while at positive q
values, χðq, δÞ is dominated by boxes with large μi. For
a multifractal measure, it holds that

χ q, δð Þ∝ δτ qð Þ, ð8Þ

where the mass exponent τðqÞ is a nonlinear function of q
but independent on δ; the singularity exponent α and the
Hausdorff dimension f ðaÞ can be determined with the
Legendre transformation:

α qð Þ = dτ qð Þ
dq

, ð9Þ
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f α qð Þð Þ = q ⋅ α qð Þ − τ qð Þ: ð10Þ

The multifractal generalized dimensions Dq of the qth

order are defined as

Dq =
1

q − 1 limδ→0

ln χ q, δð Þ½ �
ln δð Þ : ð11Þ

When q = 1, the above equation can be expressed as

D1 = lim
δ→0

∑N δð Þ
i=1 μi δð Þ ln μi δð Þð Þ

ln δð Þ

 !
: ð12Þ

The multifractal generalized dimensions Dq are related
to the mass exponent τðqÞ by

Table 1: Basic information, petrophysical data from helium porosimetry, and image analysis of samples in the study.

Sample Well Depth Formation Lithology Image Number φ (%) φI (%) φM (%) K (mD) K I (mD)

S1 BT5 4812.9 ∈3ql MD 4 0.80 2.99 0.79 0.001 0.809

S2 BT5 5782.08 ∈1x MD 6 7.48 2.01 0.889

S3 BT5 5783.95 ∈1x MD 4 4.30 8.56 2.83 0.540 3.072

S4 BT5 5784.8 ∈1x MD 6 2.50 10.20 2.74 0.01 0.558

S5 BT5 5785.12 ∈1x FD 4 3.30 14.87 4.29 1.160 7.365

S6 BT5 5785.95 ∈1x FD 6 7.24 3.07 1.703

S7 DG1 6216.87 ∈3ql SD 3 1.00 2.06 2.27 0.020 0.011

S8 DG1 6217.99 ∈3ql GD 2 1.00 0.96 0.97 0.020 0.059

S9 DG1 6256.34 ∈3ql FD 4 2.70 12.25 3.17 22.600 3.587

S10 DG1 6295.28 ∈3ql FD 3 5.46 1.73 0.644

S11 DG1 6297.6 ∈3ql FD 2 1.83 0.81 0.531

S12 HT1 6163.85 ∈2a GD 2 0.90 0.86 0.48 20.877 0.013

S13 XH2 5350.45 ∈3ql FD 5 4.80 18.40 5.24 4.050 2.977

S14 XH2 5355.3 ∈3ql SD 4 13.98 5.78 1.627

S15 XH2 5515.87 ∈3ql SD 3 3.36 0.79 0.439

S16 XH2 5517.68 ∈3ql FD 5 4.32 2.17 0.153

S17 XH2 5590.4 ∈3ql DM 2 0.83 1.13 0.002

S18 XH2 5590.9 ∈3ql DM 2 1.38 1.74 0.005

S19 XH2 5595.76 ∈3ql GD 5 4.43 1.76 0.527

S20 YQ6 7059.35 ∈3ql CD 3 3.50 2.42 0.240

S21 YQ6 7060.43 ∈3ql CD 3 2.43 1.48 0.364

S22 YQ6 7061.07 ∈3ql CD 5 1.80 2.21 1.77 1.350 0.099

S23 YQ6 7062.3 ∈3ql MD 3 0.30 1.43 0.51 0.060 0.132

S24 YQ6 7118.5 ∈3ql MD 5 2.20 11.45 3.52 0.450 1.187

S25 YQ6 7118.78 ∈3ql FD 3 2.90 3.58 1.28 0.130 0.590

S26 YQ6 7119.3 ∈3ql MD 3 2.70 2.69 1.46 0.020 0.327

S27 YQ6 7119.42 ∈3ql FD 4 0.80 1.32 1.08 0.700 0.006

S28 YQ6 7119.93 ∈3ql FD 4 2.80 5.03 2.82 0.070 1.552

S29 YQ6 7314.05 ∈3ql SD 3 0.60 1.11 0.55 0.003 0.033

S30 YQ6 7313.74 ∈3ql SD 3 0.60 2.13 0.42 0.003 0.331

S31 BT5 4811.6 ∈3ql FD 3 0.20 1.57 1.08 0.034

S32 MB1 6002.98 ∈2s SD 3 2.40 5.07 3.58 12.800 0.089

S33 MB1 6008.59 ∈2s SD 3 5.80 5.55 6.42 3.170 0.097

S34 MB1 6009.07 ∈2s GD 3 3.20 1.70 1.44 0.740 0.024

S35 TS1 7105.43 ∈3ql DM 3 0.6 1.04 1.16 0.6 0.913

S36 TS1 7268.10 ∈3ql FD 2 3.7 2.92 1.73 0.03 2.677

S37 TS1 7875.60 ∈3ql FD 4 3.7 8.09 4.39 34.14 3.772

S38 TS1 8407.56 ∈3ql SD 3 9.10 15.32 8.90 4.160 2.270

The abbreviation “∈3ql” represents Lower Qiulitage Formation of Upper Cambrian; “∈2s” represents Shayilik Formation of Middle Cambrian; and “∈1x”
represents Sholbrak Formation of Lower Cambrian. φI is the porosity obtained with Equation (1), φM is the porosity obtained with Equation (16), and K I is
the permeability computed from Equations (2)–(4) with images.
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τ qð Þ = q − 1ð ÞDq: ð13Þ

The q −Dq, q − α, and α − f ðαÞ construct the powerful
tool for characterizing the heterogeneity of pore structure.

2.5. Porosity Estimation Based on Multifractal Analysis. It is
clear that the porosity of dolomite can be estimated using
the total number and area of boxes as follows:

ϕ = N δð Þ∙δ2
Atotal

, ð14Þ

where NðδÞ is the box number for pores, δ is the size of the
box, and Atotal is the total area of the image. Using the box-
counting method for fractal and multifractal theory, the total
number of boxes covering the pore space can be expressed as
the following formula:

N δð Þ∝ δ−D0 , ð15Þ

where D0 is the capacity dimension obtained from Equa-
tion (11) when q is equal to zero. Then, the porosity can
be calculated with the box size δ and the capacity dimen-
sion D0 as follows:

ϕ∝
δ2−D

Atotal
: ð16Þ

In order to facilitate the calculation, Atotal was assumed
to be 1, and δ was set as the reciprocal of the pixel num-
ber for each column of the image. Therefore, the porosity
can be estimated with the pixel number in the image and
the capacity dimension.

3. Results

3.1. Porosity, Permeability, and Micropore Characteristics of
Dolomite. Dolomite is widespread in Cambrian strata of
Tarim Basin. According to classification and nomenclature
schemes of carbonate rocks suggested by Dunham [53], the
dolomite in the study area can be divided into dolomicrite
(DM), crystalline dolomite, and grain dolomite (GD). In
addition, crystalline dolomites are subdivided into silty crys-
talline dolomite (SD), fine crystalline dolomite (FD), medium
crystalline dolomite (MD), and coarse crystalline dolomite
(CD) in accordance with the crystal size.

The porosity determined from the helium porosimetry
test shows that these samples have low porosity values rang-
ing from 0.2% to 9.1% (Table 1) and wide permeability values
ranging from 0.003mD to 34.14mD. The Cambrian dolo-
mite contains a variety of reservoir spaces such as vugs, inter-
granular pores, intergranular dissolved pores, and fractures.
Intergranular or intercrystal dissolved pores are mainly
developed in the silty, fine, and medium crystalline dolo-
mites; intercrystalline pores mainly existed in the silty and
fine crystalline dolomites; and fractures are widely distrib-
uted in various types of dolomites. Typically, intergranular
dissolved pores are connected by microfractures or flat pore

throats. In addition, some throats and pores filled by bitumen
indicate that the rocks have experienced oil and gas accumu-
lation and filling.

The shape and size of intergranular or intercrystal dis-
solved pores are mainly controlled by the crystal structure
and morphology. In general, compared to the other dolo-
mites, the fine crystalline dolomite and medium crystalline
dolomite with high reservoir quality and permeability are
the most favorable reservoir rocks. As shown in Figure 2,
there are obvious differences in pore type and porosity
between the various dolomite types constituting the Cam-
brian dolomite formations of Tarim Basin.

The microcrystalline dolomite is mainly formed in tidal
flat environment with arid climate at the penecontempora-
neous stage. It formed from the Mg2+ rich in brine replacing
Ca2+ in marl sediment. Due to the relatively fast crystalliza-
tion speed and without being affected by later diagenesis,
microcrystalline dolomites are usually with fine, poor euhe-
dral crystals and close contact. Its porosity and permeability
are poor and with average value of 2.1% and 0.175mD,
respectively (Table 1). The microcrystalline dolomite often
shows the structure of laminae and bird eyes and develops
a small amount of cracks and sutures mostly filled by calcite,
quartz, gypsum, and anhydrite (Figure 2(a)). Thus, it is diffi-
cult to become an effective reservoir.

Silty dolomite formed from the recrystallization of
microcrystalline dolomite in shallow burial environment. It
performs as small crystal size, poor subhedral crystal, dirty
crystal surface, and with contact each other. Cloudy centers
and clear borders can be seen in some silty dolomite crystals.
In this type of dolomite, dissolved pores and intercrystalline
and look like pinhole and with dense distribution. The pore
space performs as irregular harbor and with homogeneous
pore size (Figure 2(b)).

3.2. Pore Characteristics. Sedimentation is the most impor-
tant factor, which provides the material foundation for the
primary porosity and pore development in dolomite. Typi-
cally, carbonates with high primary porosity form in high-
energy environments, such as granular beaches and micro-
bial mounds. However, tectonic activity also plays an impor-
tant role in modifying porosity and pore space in dolomite.
For example, as a result of tectonic uplift, buried carbonate
rocks may be exposed at the surface and dissolved by atmo-
spheric freshwater or karstification, such that large amounts
of intergranular dissolved pores form in reservoir rocks.
Alternatively, in the vicinity of tectonic fault zones, intensive
formation of concentrated fracture networks may provide
channels for geofluid flow. Acids contained in these fluids
can dissolve carbonate minerals, form pores along fractures,
and increase the porosity. Finally, the comprehensive trans-
formation and alteration by various diagenetic processes in
dolomite determine the final state of the pore space and
porosity in reservoir rocks.

The image analysis results show that significant differ-
ences in porosity and pore size distribution exist in deep-
buried dolomites with different crystal sizes and the pore size
distribution reveals strong heterogeneity. As shown in
Figure 3, the samples numbered S2, S32, and S22 are fine
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crystalline dolomite, silty crystalline dolomite, and medium
crystalline dolomite, respectively.

In the fine crystalline dolomite sample (S2), with porosity
of 9.5%, large intercrystalline pores are well developed. In the
silty crystalline dolomite sample (S32), with porosity of 5.1%,
intercrystalline pores are well developed due to dissolution
and dolomitization in the seepage-reflux model. As indicated
by sample S32, the silty crystalline dolomite evolved from
lagoon sediments containing gypsum deposited during evap-
oration. During the syngenetic period, the silty dolomite
formed due to evaporation pump dolomitization. When sea
level fell, the silty crystalline dolomite formation was exposed

at the surface and underwent dissolution by freshwater,
which formed the intergranular dissolved pores and gypsum
mold pores. During the later burial stage, fractures formed
due to tectonic activity and were filled by organic acid and
asphalt from pyrolysis of hydrocarbons. The organic acid dis-
solved residual gypsum and soluble calcite, which increased
the intergranular dissolved pores. In other words, the early
gypsum and small dolomite crystal size determine the pore
size ranging from small to medium scale. However, in the
medium crystalline dolomite sample (S22) with a low poros-
ity value of 2.3%, only a few intergranular pores and micro-
fractures were developed. Due to hydrothermal filling,

(a) 500 𝜇m

(a)

500 𝜇m(b)

(b)

(c) 500 𝜇m

(c)

500 𝜇m(d)

(d)

500 𝜇m
(e)

(e)

500 𝜇m(f)

(f)

Figure 2: The thin section images of different types of dolomite. (a) Thin section image of MD sample S18 with low porosity value 1.38%. It
shows that the intergranular pores are not developed and the fractures are filled with quartz, asphalt, and other minerals. (b) Image of SD
sample S32 with porosity 5.07%. The pore space consists of medium and small intergranular pores and dissolved pores. (c) Image of FD
sample S5 with porosity 14.87%. The pores are mainly larger intergranular dissolved pores. (d) Image for MD sample S4 with porosity
10.2%. Intergranular pores and intergranular dissolved pores with large size mainly develop in such type of dolomite. (e) Image of CD
sample S22 with porosity 2.21%. The intergranular pores were slightly developed. (f) Image of GD sample S19 with porosity 4.43%.
Dolarenite was recrystallized as fine crystalline dolomite. The intergranular dissolved pore with medium scale distributes along fractures.
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Figure 3: Continued.
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pores in the coarse crystalline dolomite were filled by large
saddle dolomite crystals and were severely diminished. Only
a few fine pores and fractures remained. These fractures and
dissolved pores were formed under late stress conditions and
were distributed along the grain boundaries.

The pore size distributions in samples S22 and S32 show
a wide scale range and stronger heterogeneity than that in
sample S2. The tiny crystals in sample S32 determine the
pore scale, producing small- and medium-scale pores,
whereas in the coarse crystalline dolomite, the coarse crystals
are more difficult to dissolve completely but easily form frac-
tures and dissolved pores along the crystal edges under stress
action and dissolution (Figure 3).

3.3. Multifractal Analysis on Pores of Dolomite. In this study,
the order of moment q is selected from -5 to 5 with steps of
0.5. The value of χðq, δÞ at q of ±5, ±4, ±3, ±2, ±1, and 0
are shown in Figure 4(a). The values τðqÞ, the slope of these
χðq, δÞ − q lines, can be determined with the least square fit-
ting method, as shown in Figure 4(b). Therefore, the sin-
gularity exponent αðqÞ and multifractal spectrum f ðαÞ
can be obtained with the direct method via Equations
(9) and (10), and results are shown in Figures 4(c) and
4(d). The program for calculating the fractal dimension,

singularity exponent, mass exponent, and multifractal
spectrum of pores in dolomite from thin section images
has been designed. The characteristic parameters of multi-
fractal spectra were extracted from binary images with a
batch process using this software, and the spectrum plots
αðqÞ – q, DðqÞ – q, τðqÞ – q, and f ðαÞ – α for each image
were exported in batch.

The most popular parameters for pore structure char-
acterization are Dq, f ðαÞ, τðqÞ, and Δα. In general, Dq

increases with increasing pore structure complexity [19].
Δα is often used as an indicator of the heterogeneity and
is positively correlated with heterogeneity. Corresponding
to q = 0, 1, and 2, the generalized dimension Dq is the
capacity dimension, information dimension, and correla-
tion dimension, respectively.

In multifractal analysis, the singularity exponent α and
the multifractal spectrum can be used to describe local mate-
rial features. The continuous distribution of αmay be used to
depict the pore structure of rocks, with the parameters αmin
and αmax corresponding to the maximum andminimum pore
sizes, respectively, as shown in Figure 4(c). The width of the
multifractal spectrum (Δα = αmax − αmin) reflects the irregu-
larity strength of the probability measure for a physical quan-
tity in the whole fractal structure and reveals fractal
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Figure 3: Thin section images, binary images, and pore size distribution of dolostone samples. (a) Intercrystalline pores and intercrystal
dissolved pores in sample S2, well BT5, 5782.08m, ∈1x, medium crystalline dolomite. (b) Intercrystal dissolved pores in sample S32, well
MB1, 6002.98m, ∈2s, silty crystalline dolomite. (c) Fracture and intercrystal dissolved pores in sample S22, well YQ6, 7061.07m, ∈3ql,
coarse crystalline dolomite. (d–f) The binary image of samples S2, S32, and S22, where the white and black pixel represents pore and solid
matrix, respectively. (g–l) The pore size distribution and porosity of samples S2, S32, S22, S5, S4, and S19 corresponding to images in
Figure 2 and this figure.
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characteristics at different scales and local conditions. The
wider the f ðαÞ – α spectrum, the higher the heterogeneity in
the local scaling indices of the studied variable and vice versa.
Thus, a higher value of Δα indicates a more heterogeneous
distribution of the probability measure for a physical quan-
tity. The parameter Δf is the amplitude difference between
the values of function f ðαÞ at αmax and αmin and indicates
the morphological characteristics of the multifractal spec-
trum and the proportion between the maximum and mini-
mum singularity, as shown in Figure 4(d). The value ΔαL is
the difference between αmin and α0, which is the width of
the left half of the multifractal spectrum from αmin to α0,
and the value ΔαR is the right half width. Similarities and dif-
ferences of pore distribution in rocks can be also be examined

with the help of the asymmetrical index (AI), which is the
ratio between (ΔαL − ΔαR) and (ΔαL + ΔαR), ranging from
-1 to 1, and shows the deviation of the multifractal spectrum
to the left or to the right. All the above parameters extracted
frommultifractal analysis of 38 dolostone samples are shown
in Table 2.

The multifractal analysis results of samples with different
pore structure are shown in Figure 5, respectively. For all the
samples, the spectrum α – q of pore distribution is an anti-“S”
shape. With increasing q, the singularity exponent α is
reduced with q and tends to be constant at the minimum
and maximum values of q (Figure 5(a)). The mass exponent
spectrum τðqÞ – q, which increases with the addition of q
but not at a constant gradient, shows that the pore space
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distributions have multifractal properties (Figure 5(b)). On
the multifractal spectrum f ðαÞ – α, f increases with increas-
ing α when α is less than α0 but decreases when α is greater
than α0. The shape of spectrum f ðαÞ – α displays a “left
hook,” “right hook,” or a symmetric parabola (Figure 5(c)).

3.4. Reservoir Heterogeneity Evaluation of Dolomite with
Multifractal Analysis. Multifractal theory has been widely
used in sandstone reservoir evaluation, pore structure analy-
sis, porosity prediction, and heterogeneity studies [11, 17–
19]. Based on multifractal analysis, this work includes esti-

mation of porosity for deep-buried dolomite, evaluation of
heterogeneity for different types of dolomite, and classifica-
tion of pore structure for dolostone samples using clustering
analysis method and multifractal parameters.

3.4.1. Porosity Estimated with Multifractal Analysis. The
crossplot in Figure 6 shows the relationship between the
porosity calculated with the capacity dimension and porosity
values obtained from core plug helium porosimetry. The
results indicated that the porosity values predicted by the
capacity dimension are very close to the measured values.

Table 2: Petrophysical properties and parameters of multifractal analysis on dolostone samples.

Sample αL αR Δα ΔαL ΔαR AI Δf D0 D1 D2
S1 1.246 1.706 0.460 1.246 0.251 -0.109 0.101 1.360 1.298 1.270

S2 1.358 1.862 0.504 1.358 0.294 -0.193 0.104 1.483 1.429 1.400

S3 1.455 1.861 0.406 1.455 0.321 -0.565 0.336 1.528 1.476 1.460

S4 1.425 1.943 0.518 1.425 0.334 -0.288 0.177 1.524 1.475 1.453

S5 1.527 2.020 0.493 1.527 0.352 -0.455 0.315 1.584 1.544 1.532

S6 1.379 1.902 0.523 1.379 0.264 -0.011 0.066 1.539 1.466 1.425

S7 1.215 1.710 0.495 1.215 0.141 0.427 -0.393 1.499 1.429 1.365

S8 1.125 1.559 0.434 1.125 0.099 0.570 -0.358 1.386 1.309 1.245

S9 1.466 1.967 0.501 1.466 0.333 -0.351 0.245 1.544 1.496 1.479

S10 1.287 1.795 0.508 1.287 0.232 0.085 -0.056 1.464 1.391 1.348

S11 1.179 1.672 0.493 1.179 0.189 0.234 -0.054 1.363 1.266 1.216

S12 1.044 1.493 0.448 1.044 0.122 0.466 -0.346 1.293 1.222 1.169

S13 1.511 2.032 0.520 1.511 0.349 -0.346 0.185 1.610 1.569 1.548

S14 1.489 2.039 0.549 1.489 0.335 -0.213 0.102 1.623 1.569 1.538

S15 1.201 1.626 0.425 1.201 0.178 0.163 -0.038 1.359 1.293 1.253

S16 1.307 1.806 0.499 1.307 0.221 0.111 -0.082 1.493 1.421 1.374

S17 1.130 1.543 0.414 1.130 0.096 0.537 -0.560 1.407 1.365 1.324

S18 1.159 1.642 0.483 1.159 0.124 0.487 -0.459 1.464 1.401 1.336

S19 1.272 1.766 0.495 1.272 0.199 0.190 -0.080 1.466 1.382 1.329

S20 1.347 1.778 0.431 1.347 0.204 0.012 -0.016 1.508 1.450 1.410

S21 1.239 1.727 0.488 1.239 0.186 0.230 -0.115 1.443 1.359 1.306

S22 1.300 1.686 0.386 1.300 0.149 0.242 -0.113 1.466 1.408 1.369

S23 1.127 1.654 0.527 1.127 0.303 -0.150 0.192 1.302 1.251 1.204

S24 1.475 1.912 0.437 1.475 0.262 -0.249 0.139 1.557 1.525 1.497

S25 1.293 1.674 0.382 1.293 0.180 0.067 0.041 1.424 1.364 1.330

S26 1.271 1.722 0.451 1.271 0.188 0.162 -0.053 1.441 1.367 1.323

S27 1.174 1.647 0.474 1.174 0.165 0.296 -0.202 1.401 1.325 1.267

S28 1.369 1.833 0.464 1.369 0.224 0.047 -0.004 1.528 1.468 1.429

S29 1.073 1.531 0.458 1.073 0.135 0.413 -0.254 1.312 1.232 1.171

S30 1.185 1.583 0.398 1.185 0.258 -0.346 0.204 1.277 1.241 1.221

S31 1.267 1.654 0.387 1.267 0.172 0.068 -0.028 1.401 1.340 1.307

S32 1.457 1.979 0.522 1.457 0.216 0.171 -0.221 1.560 1.542 1.513

S33 1.469 2.017 0.548 1.469 0.259 0.056 -0.126 1.597 1.622 1.576

S34 1.235 1.605 0.371 1.235 0.110 0.460 -0.301 1.439 1.388 1.347

S35 1.167 1.588 0.421 1.167 0.102 0.510 -0.318 1.410 1.338 1.282

S36 1.250 1.631 0.381 1.250 0.090 0.527 -0.073 1.463 1.366 1.315

S37 1.496 1.846 0.350 1.496 0.165 -0.028 0.012 1.586 1.556 1.520

S38 1.447 1.840 0.393 1.447 0.170 0.115 -0.013 1.680 1.520 1.478
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Although there is a deviation between the predicted andmea-
sured values in two points that may be caused by the selected
domain for image from thin section or the heterogeneity of
pore space, the predicted porosity is still strongly correlated
with measured values with multiple correlation coefficient
value 0.865. Thus, the generalized fractal dimension obtained
by multifractal analysis can provide a new method for the
porosity prediction of dolomite.

3.4.2. Multifractal Characteristics of Different Types of
Dolomite. In order to compare the multifractal characteristics
and physical properties of pore spaces in dolostone samples
with different crystal sizes, the average values of the multi-

fractal and physical parameters extracted from image analy-
sis of each sample were calculated from the data listed in
Table 2, and the heterogeneity and physical characteristics
of dolomites with different crystal sizes were analyzed. Statis-
tical analyses of these parameters clearly show the differences
between various dolomite types. As shown in Table 3, the fine
and medium crystalline dolomites have higher values of
porosity, permeability, average pore radius, and average pore
throat radius than coarse crystalline, silty crystalline, and
microcrystalline dolomites. In addition, the multifractal
parameters obtained from the fine and medium crystalline
dolostone samples are significantly different to those from
dolomites with other crystal sizes; e.g., the characteristics of
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Figure 5: Multifractal analysis of pores in dolomite for samples S2, S4, S5, S19, S22, and S32. (a) Plots of singularity exponents against
moments q. For each sample, the αðqÞ decreases against the increase of q. (b) Plots of Dq changing with q. (c) Plots of mass exponent
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higher Δα and D0 values, negative AI value, and positive Δf
value demonstrate that they show stronger heterogeneity
and comparatively well-developed macropores.

4. Discussion

4.1. Magnification Effect on Multifractal Analysis. In addi-
tion, the fractal law will be affected by image magnification
due to the image zoom setting, and the multifractal parame-
ters will vary with image magnification [26, 43, 44, 54]. It can
be observed that the fractal dimension and multifractal spec-
trum change irregularly when the image resolution is chan-
ged [26]. In other words, a rock may show complete
multifractal or local multifractal characteristics. Multifractal-
ity may be found in pore space or in solid matrix. These com-
plex properties may lead to difficulty in identifying the fractal
structure from rock images [43, 44].

Before conducting multifractal analysis on images, the
size of these images should be kept constant by image resam-
pling because the number of pixels influences the results of
multifractal analysis. Due to dependence of the minimum
distinguished pore scale on the image resolution, the accurate
determination of porosity will be directly affected by the
pixels of the image if the field of view has been confirmed.
In other words, some pores cannot be distinguished at low

resolutions, such that the porosity will be lower because the
indistinguishable pores are not calculated. In addition, the
multifractal spectrum will be different when the number of
pixels in the image is changed. In fact, the magnification
effect has a direct influence on multifractal analysis [43, 44].
Therefore, in order to compare the multifractal characteris-
tics of pores in different reservoirs, the image scale and num-
ber of pixels should be maintained at the same magnification
and size.

4.2. Relationship between Petrophysical Properties and
Multifractal Parameters. The pore structure can be described
by a continuous distribution series of singularity exponents α
. Therefore, the values αmin and αmax correspond to the max-
imum and minimum pore sizes, respectively. In Figure 7(a),
there is a strong positive correlation between porosity and
the value of αmin and αmax, where the value of αmin and
αmax increases gradually with increasing porosity.
Figure 8(a) shows a slightly nonlinear correlation between
permeability and αmin and αmax.

The value of Δα, as a comprehensive parameter for eval-
uating the heterogeneity of the spatial distribution of pores,
reflects the degree of aggregation in pore scale. The higher
the value of Δα, the more dispersive the pore size distribu-
tion, which indicates strong heterogeneity of the pore space
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Figure 6: Comparison of total porosity values obtained from core plug helium porosimetry (horizontal axis) and porosity obtained from
multifractal analysis on digital image.

Table 3: Average value of physical properties and multifractal parameters corresponding to different types of dolomites.

Lithology φI (%) Rb (μm) Rt (μm) K I (mD) αL αR Δα ΔαL ΔαR AI Δf D0

DM 1.08 54.21 23.34 0.31 1.15 1.59 0.44 0.33 0.11 0.51 -0.43 1.42

SD 4.62 79.15 20.90 0.50 1.27 1.74 0.47 0.27 0.20 0.16 -0.10 1.46

FD 7.93 138.95 32.56 1.97 1.37 1.85 0.47 0.23 0.25 -0.05 0.05 1.52

MD 7.53 120.00 30.50 1.00 1.37 1.84 0.47 0.19 0.28 -0.21 0.14 1.49

CD 2.53 44.65 11.40 0.23 1.30 1.71 0.42 0.25 0.17 0.19 -0.09 1.47

GD 1.99 70.15 19.16 0.16 1.17 1.61 0.437 0.30 0.16 0.33 -0.27 1.40
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in dolomite. In addition, as there are no significant correla-
tions between the porosity, permeability, and value of Δα,
it indicates that the influence of reservoir heterogeneity
on petrophysical properties is complex and cannot be
described with a simple linear formula (Figures 7(b) and
8(b)). However, there is a positive correlation between Δ
αL and porosity but a strong negative correlation between

ΔαR and porosity, which indicates higher porosity and
pores concentrated in a larger pore size range
(Figures 7(c) and 8(c)). Nevertheless, there is only a slightly
linear relationship between ΔαL, ΔαR , and permeability.

The asymmetrical index (AI), as a parameter to describe
the regularity of the multifractal spectrum, is determined by
the difference between the values of ΔαL and ΔαR. A positive
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Figure 7: The crossplots of porosity values andmultifractal parameters. (a) The relationship between singularity exponents αmin and αmax and
porosity from image analysis. (b) The relationship between Δα and porosity from image analysis. (c) The relationship between ΔαL, ΔαR , and
porosity from image analysis. (d) The relationship between AI and porosity. (e) The relationship between Δf and porosity. (f) The
relationship between D0 and porosity.
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value of AI indicates that the pores are scattered dispersively
in the large-scale range but concentrated in the small-scale
range, and vice versa. Generally, the corresponding value of
porosity is larger when the pore size distribution is concen-
trated in the large-scale range. Therefore, a significant nega-
tive correlation is presented in the AI-porosity crossplot but
there is a slightly negative correlation between AI and K I in
the AI-permeability crossplot (Figures 7(d) and 8(d)).

The Δf parameter reflects the morphological characteris-
tics of the multifractal spectrum. When the value of Δf is
positive, the f ðαÞ – α curve will display as a “left hook,” and
vice versa, it will display as a “right hook.” As shown in
Figures 7(e) and 8(e), the higher the value of Δf , the higher
the porosity will be. This is mainly because macropores will
engender a larger contribution and influence on the value
of porosity if they play a dominant role in the reservoir space
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Figure 8: The crossplots of permeability values andmultifractal parameters. (a) The relationship between singularity exponents αmin and αmax
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of a rock. In addition, there is a correlation preference
between the value of D0 and porosity, but not with perme-
ability (Figures 7(f) and 8(f)).

4.3. Reservoir Evaluation Based on K-Means Clustering with
Multifractal Parameters. In this study, K-means clustering
analysis was introduced to fully exploit the reservoir implica-
tions of multifractal parameters obtained from the multifrac-
tal analysis of digital images.

According to the multifractal parameters of each sample,
the K-means clustering method was used to classify these
samples into four categories. The statistics of physical prop-

erties for each category show significant differences between
them. As shown in Table 4 and Figure 9, class III corresponds
to the best physical reservoir properties, the porosity of which
is greater than 7.5% with an average value of 12.1% and the
permeability of which is generally greater than 0.56mD with
an average value of 2.66mD. For class II, the porosity ranges
from 2.2% to 8.1% with an average value of 5.2%, while the
permeability ranges from 0.089mD to 3.772mD with an
average value of 1.01mD. Classes I and IV, characterized by
low porosity and low permeability pore structure types, have
average porosity values of 2.4% and 1.4%, respectively. Based
on the multifractal characteristic parameters, the K-means

Table 4: The statistical results of porosity and permeability in different classes based on K-means clustering analysis with multifractal
parameters.

Type
Porosity (%) Permeability (mD)

Maximum Minimum Average Maximum Minimum Average

I 3.6 1.4 2.4 0.809 0.034 0.395

II 8.1 2.2 5.2 3.772 0.089 1.013

III 18.4 7.5 12.1 7.365 0.558 2.658

IV 2.9 0.8 1.4 2.677 0.001 0.373
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Figure 9: Crossplot of porosity and permeability and multifractal feature parameters of dolomites in different categories from K-means
clustering analysis based on multifractal parameters.
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clustering analysis method can be used to classify reservoirs
and provide a new method for reservoir evaluation and clas-
sification of pore structure.

Based on the parameters such as D0, AI, ΔαL, and Δf , we
attempted to construct the criteria of pore structure, with
purpose of pore structure classification by multifractal analy-
sis. Figure 9 shows the crossplot of porosity and permeability,
D0 and AI, and ΔαL and Δf . We establish the discrimination
criteria for pore typing, which are expressed as follows:

Pore structure class I: AI < 0:24 and D0 ≤ 1:44 and Δf >
−0:11.

Pore structure class II: −0:03 < AI < 0:24, D0 > 1:44, Δf
< 0:07, and ΔαL > 1:27.

Pore structure class III: AI ≤ −0:03, D0 > 1:44, Δf ≥ 0:07,
and ΔαL ≥ 1:36.

Pore structure class IV: AI ≥ 0:24, Δf < −0:11, and ΔαL
≤ 1:27.

5. Conclusions

In this study, multifractal analysis was used to evaluate the
pore space in dolomite reservoirs. Then, the relationship
between the statistical multifractal characteristic parameters
and the physical properties of dolomite was analyzed. Finally,
the pore structure of dolomite was classified by K-means
clustering analysis with multifractal parameters. The conclu-
sions can be summarized as follows:

(1) The porosity and permeability of deep-buried dolo-
mite are closely related to the multifractal character-
istic parameters. There are strong correlations
between porosity, permeability, and multifractal
parameters, such as αmin, αmax, ΔαR, ΔαL, AI, and Δ
f . The porosity can be accurately predicted on the
basis of the multifractal generalized dimension, and
this provides a new method for porosity estimation
of dolomite reservoirs from thin section images

(2) Significant divergence in porosity, permeability, and
multifractal parameters has been found between
dolomites with different crystal sizes, since the rock
type and crystallization degree control the reservoir
performance and permeability of dolomite to a cer-
tain extent

(3) K-means clustering analysis of multifractal feature
parameters can be used for quantitative pore struc-
ture classification and precise reservoir evaluation.
The discrimination criteria for pore typing can be
expressed with AI, D0, Δf , and ΔαL
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Based on the analysis of the typical Ordos well groups, this study began with the accurate characterization of the fracture geometry
by adopting advanced laboratory experiment methods and monitoring techniques. Then, with the integration of fracture geometry
characterization and in situ stress distributions, fracture optimizations of the target wells were performed through numerical
simulations methods. Finally, this study established a sweet spot prediction and identification method for long horizontal shale
oil wells and constructed a set of optimization design methods for multistage hydraulic fracturing. This investigation revealed
that the hydraulic fractures in Chang-7 terrestrial shale oil reservoirs exhibited the belt pattern, and the primary fractures
generated the secondary fractures, which activated the natural fractures and induced shear failure. Macroscopic fractures were
found to be perpendicular to the direction of the minimum principal stress. Secondary fractures and activated natural fractures
were distributed around the primary fracture in the form of fracture types I and II. Multicluster perforation optimization
techniques, which were based on shale reservoir classification and evaluation, and aimed at activating multiclusters and
determining fracture sweet spots, were developed. These were successfully applied to the field operation and achieved
production enhancement performance.

1. Introduction

Ordos Basin Chang-7 shale oil specifically refers to the oil in
the 7th member of the Triassic Yanchang Formation, which
is generated and accumulated within the tight sandstone
and shale source rock without covering long migration dis-
tances [1]. Compared to other domestic shale oils in China,
Chang-7 shale oil has low pressure and poor reservoir prop-
erties; however, it also has low viscosity and shallow buried
depth. Compared to the Permian Basin shale oil, Chang-7
shale oil features low brittleness index, pressure gradient,
and undeveloped natural fractures [1, 2]. These characters
lead to drilling and stimulation challenges in the economic
and effective development of Chang-7 shale oil. Hydraulic
fracturing is the primary method to increase oil recovery of
shale reservoirs. The region filled with a complex fracture

network during hydraulic fracturing stimulation is created,
which is defined as the stimulated reservoir volume (SRV).
Research proves that the SRV area is the main contribution
of production in unconventional reservoirs [3]. The two
main challenges are the difficulties in maximizing the SRV
due to a low brittleness index and large horizontal stress
differences, along with the rapid production decline due to
low reservoir pressure. Therefore, it is essential to conduct
an investigation on multiscale fracture characterization and
fracture design optimization in order to promote efficient
oilfield development.

Large-scale laboratory experiment simulations of
hydraulic fracturing have played a vital role in understanding
the mechanism of complex fracture propagation and
simulating field operations [3]. As understanding the com-
plexity of hydraulic fractures is challenging [4, 5], laboratory
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experiments can be performed to better control the experi-
mental conditions, gradually understand the complexity of
artificial fractures, evaluate the effectiveness of fracture mon-
itoring methods, and provide a basis for guiding on-site
hydraulic fracturing. Methods of direct observation and indi-
rect study can be adopted to examine fracture propagations.
Direct observation mainly refers to study of the post-frac
core samples and fracture visualizations, such as PMMA
for direct observation of fracture propagation process [6,
7]. Indirect study is the indirect analysis of fracture char-
acteristics by detecting the signals generated during frac-
ture propagation, mainly including acoustic emission (AE)
and acoustic wave technology, CT scanning, DIC technology,
fiber optic measurement technology, and electromagnetic
signal monitoring [8]. Acoustic emission technology can
detect the acoustic signals of rock fractures, while acoustic
wave technology inverts the shape of fractures by actively
transmitting acoustic signals and then receiving the reflected
signals. Acoustic emission localization is a common method
to study acoustic emission activities of rocks, and it is also
the most developed method to monitor the fracture propaga-
tions [9, 10]. Acoustic waves were first applied to detect the
laboratory hydraulic fracture propagations by researchers
from the University of Delft, who also detected the fracture
tips, fluid edges, and fracture widths. However, this method
has limitations in field applications [11, 12]. Synchrotron
X-ray microtomography is applied to observe the three-
dimensional (3D) real-time fracture propagations and
investigate the effects of mircofractures, grain boundaries,
and pore sizes on fracture toughness and propagation direc-
tions [13]. AlTammar and Sharma employed DIC technol-
ogy to observe the displacement field changes around
fractures and changes in pore pressure field changes
caused by fracturing fluid filtration [14]. Because fiber
optic materials have the characteristics of antielectromag-
netic interference, antienvironmental noise, electrical
insulation, and robust safety performance, they have been
widely used in harsh environments for downhole measure-
ment, and they have also begun to be applied in hydraulic
fracturing monitoring [15, 16]. During hydraulic fracture
propagations, ions in the reservoir continue to dissolve
into the fracturing fluid to form a current and generate a
magnetic signal, which can reflect the propagation of the
fractures. However, due to the high detection accuracy
requirements of this technology, no field applications have
been carried out [17].

Accurate identification of sweet spots in shale reservoirs
is the basic prerequisite to improve the effect of shale reser-
voir stimulations. The classification and evaluation of engi-
neering sweet spots in the Ordos Basin is important for
guiding fracture stage selections for multistage fractures in
shale oil reservoirs. The determination of sweet spots is
closely related to rock brittleness, fracture toughness, natural
fractures, and in situ stress, which can be measured using
fracability and brittleness index. Chong et al. summarized
the hydraulic fractures in the Barnett shale in Texas and
defined fracability as the property that the reservoir can be
effectively fractured to obtain increased production capacity
[18]. Mullen and Enderlin posited that fracability is not only

associated with geomechanical properties and proposed the
complex fracability index model, which integrated rock
properties, geomechanics, fracture toughness, and natural
fractures into a single index [19]. The higher the complex
fracability index value, the easier it is to generate a complex
fracture network. Fang and Amro compared the fracability
of the terrestrial and marine shale, determining that the
fracability of the former is more complicated [20]. The
effects of the brittleness index, mineral content, natural
fracture, diagenesis, and sedimentation on fracability were
studied, and it was concluded that the fracability calcula-
tion methods should be further improved. Hu et al. [21]
examined the effect of confining pressure on shale compres-
sive strength, Young’s modulus, Poisson’s ratio, and number
of microcracks, introducing fracture toughness and establish-
ing a new brittleness calculation model [21]. Jin et al. [22]
integrated the critical energy release rate with the brittleness
and proposed a fracability index model, which provided a
reference for distinguishing the fracture target zone and
optimized horizontal well trajectory and perforation cluster
spacing [22]. Xu and Sonnenberg [23] described the geome-
chanical properties of the Bakken shale based on well logging
data, triaxial tests, rebound impact tests, and X-ray data, and
proposed a new mineralogy-based brittleness index and
proved the significant positive correlation between mineral-
ogy and the brittleness index model [23].

Combining shale oil reservoir engineering-based sweet
spot identification with geological sweet spot descriptions
to determine optimal fracturing programs is the current
trend of shale oil development [24]. Liu et al. [25] optimized
the multistage fracture spacing and perforation locations
based on the analysis of reservoir and engineering combined
sweet spots [25]. Wigger et al. [26] applied the similar
method and optimized the development plan for Eagle Ford
shale reservoir [26]. Brittleness index and fracability have
been extensively studied; however, the studied brittleness
index and fracability models are limited in applicability to
specific reservoirs.

In addition to laboratory experiments, fiber optic
materials were first used in this study to reflect fracture
propagation. Based on the specific fracture network, the
fracture optimizations of the target wells are performed
through numerical simulations methods. Finally, a suitable
method to determine the sweet spots and design the fracture
program is proposed to develop the shale oil reservoirs in the
Ordos Basin.

2. Laboratory Experimental Investigation

2.1. Experiment Equipment and Setup. This experimental
study used the High Temperature High Pressure (HTHP)
Fracture Simulation System, and 50MPa triaxial stresses
are applied to the 30 × 30 × 30 cm3 specimen under 100°C
(Figure 1).

The specimen is composed of 40–70 mesh quartz sand
mixed with composite Portland Cement in a 1 : 1 ratio. The
mechanical properties of the specimen are shown in Table 1.

Twelve AE sensors are placed on the four sides of the
specimen (Figure 2(a)) and fixed in the AE hole during the
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experiment (Figure 2(b)). The threshold of the AE analysis
system is set to 40 dB and the sampling frequency is
10MHz. The experiment simulated the open-hole multistage
fracture beginning from the toe, and the hole length is 15 cm.

2.2. Experiment Program. In order to study the acoustic emis-
sion distribution during fracture propagation, two stress
differences of 5MPa and 10MPa were set. The experiment
fluid is 2% guar fluid with a viscosity of 106 cp. The parame-
ters used in the experiment are listed in Table 2.

2.3. Fracture Network Characterization and Controlling
Factors. The specimens are cut off after the experiment to
observe the fracture geometry. As shown in Figure 3, the
red surface represents the fracture surface. Due to the stress
concentration at the bottom of the hole, the fracture propa-
gates along the inclined surface in an elliptical shape
(Figure 3(a)). As the stress difference increases, the fracture
surface becomes a plane fracture nearly perpendicular to
the minimum in situ stress (Figure 3(b)).

(a)

Acoustic emission
detector

Injection
tube

Oil water
separator

Fracturing fluid
pump

Pumps of three directions

PC

Flat jack

(b)

Figure 1: Schematics of (a) the HTHP fracture system and (b) the experiment setup.

Table 1: Mechanical properties of the artificial cement specimen.

Parameters Value

Fracture toughness (MPa
ffiffiffiffi

m
p

) 0.7

Uniaxial compressive strength (MPa) 27:98 ± 1
Tensile strength (MPa) 3:55 ± 0:2
Poisson’s ratio 0.17

Elastic modulus (GPa) 24.6
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The energy of the acoustic emission signal is divided into
three categories. Red represents the highest energy level of
the acoustic emission event, followed by blue, while the green
energy level is the smallest. The highest energy level repre-
sents the main fracture trajectory, as shown in Figure 4. A
large number of high-level and low-level acoustic emission
events are gathered around the primary fracture, indicating
the existence of secondary fractures around the primary
fracture. The width of the fracture generated in the lab
experiment is 8–10 cm.

As the stress difference increases, the number of acoustic
emission events decrease, and the acoustic emission events
are more dispersed, as shown in Figure 5. The increased
stress difference results in a single form of the fracture; hence,
acoustic emission is mainly distributed on the primary frac-
ture surface. Moreover, the fracture network is not formed,
i.e., the fracture zone is not obvious.

In order to analyze the microfracture morphology, the
fracture surface of specimen #1 was selected to undergo
scanning electron microscopy (Figure 6). When hydraulic
fractures extend to the grain particle boundary, fractures
tend to extend along the particle boundary, which lead to
fracture reorientation or generation of fracture branches.
This phenomenon is difficult to observe on the macrofrac-
ture surface. The generation of microfractures is in line
with the band-shaped distribution of acoustic emission
events, i.e., there are a large number of acoustic emission
signals around the primary fractures.

The band-distributed acoustic emission events and
microfracture distribution indicated the hydraulic fractures
as fracture zones with a certain width. According to the in
situ stress state and reservoir mechanical properties of
Chang-7 shale reservoir, the experiment results indicated
that the hydraulic fractures in Chang-7 reservoir would
follow a fractured band pattern, which is different from that
of the currently used multistage fracture models in the Ordos
Basin. In the band-shaped fractures, the primary fracture
generated the secondary fractures, which further activated
the natural fractures and induced shear failure. Macrofrac-
tures are perpendicular to the direction of the minimum
principal stress. Secondary fractures and activated natural
fractures are distributed around the primary fracture in the
form of type I and II failures.
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Figure 2: Schematic of the AE hydraulic fracturing system.

Table 2: Experimental parameters for water-based fracturing.

No. of
specimens

Fluid
σv − σH − σh

(MPa)
Rate

(mL/min)

1# Water +
guar

32-26-21
2

2# 32-26-16
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3. Investigation of 3D In Situ Stress and
Fracture Parameter Optimizations

3.1. 3D Reservoir Geomechanics. The magnitude and orienta-
tion of in situ stress have an important influence on the
design, implementation, and evaluation of hydraulic fractur-
ing. The 3D geomechanical modeling begins with the geolog-
ical model, integrates multiwell 1D geomechanical models
and adopts the 3D geomechanical workflow established
specifically for shale reservoirs. The finite element analysis
(VISAGE) was used to establish a three-dimensional geo-
mechanical model to more accurately determine the three-
dimensional spatial distribution of the geostress field. It
combined seismic, geological, well logging, core, imaging,
and 1D geomechanical models, comprehensively character-
ized by the reservoir heterogeneity, anisotropic stress field,
and other key 3D engineering parameters. This study selected
a rectangular area of 2680m × 5460m from X platform as the
research target.

3.1.1. 3D FEM Gridblocks. To avoid the interference of the
boundary effect on the simulation results of the reservoir
stress field, the geomechanical grid needs to be extended in
the horizontal direction, generally 2 to 3 times the plane size
of the geological model; in order to ensure the stability of the
FEM simulation, the extended gridblock of the underlaying
formation is basically consistent with the overlying forma-
tion. In addition to the extended grids, this study also added
the overlying rock layer, the underlying rock layer, and the
lateral rock layer, covering the range from the ground to a
depth of approximately 4200m. The total number of ele-
ments is 10.53 million, the horizontal accuracy of the target
layer grid is 20m, and the vertical accuracy is approximately

0.5m. The grid sizes of the overburden, underburden, and
lateral rock layers outside the reservoir site gradually transi-
tion to the coarse grid.

3.1.2. 3D Geomechanical Parameters. The well logging data
and 1D geomechanical data of 3 vertical wells and 12 hori-
zontal wells were used to perform 3D attribute interpolation.
First, the 3D model is interpolated to obtain the P-wave time
difference, S-wave time difference, and density attribute vol-
ume. On this basis, dynamic elastic parameters are calculated,
including dynamic Young’s modulus and dynamic Poisson’s
ratio, and static and dynamic transformations are performed
to obtain static elastic parameters. Rock strength parameters
were calculated according to the formula obtained in the 1D
geomechanical study, including uniaxial compressive strength
(UCS), tensile strength (TSTR), and internal friction angle
(FANG), as shown in Figure 7.

Figure 8 showed the comparison of 1D (red) and 3D
geomechanical parameters (colored), from left to right, as
Young’s modulus and Poisson’s ratio. It can be seen that
the 1D and 3D geomechanical parameters have good con-
sistency, thus verifying the reliability of the mechanical
parameters in the 3D model.

3.1.3. Boundary Conditions. The value of horizontal in situ
stress is mainly affected by overlying stress, pore pressure,
and tectonic events. The effect of overburden stress is
reflected in the model by the density and gravity of the over-
burden. The effect of pore pressure will be reflected by the
input 3D pore pressure attribute volume in the FEM simula-
tion. In the VISAGE simulation, the effect of tectonic events
is reflected as the boundary conditions using the structural
strain method (tectonic stress coefficient), which is used

(a) Specimen #1 (b) Specimen #2

Figure 3: Hydraulic fracture shape of the specimens.
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to apply rock deformation caused by tectonic action on
the boundary around the model. Similar to the 1D geome-
chanical model, the 3D model is based on long-term geo-
mechanical research experience in Longdong area and uses
0.00012 and 0.00242 as the tectonic strain values in the

direction of the minimum and maximum horizontal prin-
cipal stress, respectively.

3.1.4. Simulation Results of In Situ Stress. Figure 9 showed
the comparison of the 1D (black line) and 3D (colored) in
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Figure 4: Different views of AE localization of specimen #1.
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situ stress results for some horizontal wells. From left to
right, the overlying stress and the minimum and maxi-
mum horizontal principal stress are listed in order. It
can be seen that the 1D and 3D in situ stress models show
good consistency.

The 3D distribution of the X platform is shown in
Figure 10. The 3D in situ stress distribution has a significant
correlation with lithology. The stress of the mudstone layer is

high, and it is simple to control fracture propagation. The
minimum horizontal principal stress of sandstone is approx-
imately 32MPa and that of mudstone is approximately
40MPa.

3.2. Hydraulic Fracture Parameter Optimizations. Due to
the unique sedimentary characteristics of shale oil reser-
voirs in the Ordos Basin, the sand bodies exhibit strong
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7Geofluids



heterogeneity and well-developed natural fractures. Twelve
horizontal wells are drilled on the X platform in the targeted
zones of Chang-71

2 and Chang-72
1 with a well spacing of

200–400m. Optimizations are conducted by considering
the following factors: post-frac production control, influ-
ences of natural fractures, stress shadow and cluster spacing,
stage length, well length, mudstone fracability, vertical stress
shielding fluid system, and fluid/proppant volumes. Based on
the previous research on the distribution of in situ stress, the
“stress shadow” effect is introduced into the research of
multicluster fracture initiation and expansion. This effect
more accurately characterizes the competition between
close-range hydraulic fracturing fractures.

3.2.1. Fracture Propagations under Different Cluster Spacing.
A 50m horizontal section with good petrophysical properties
are selected for well Y. The fracture propagations of cluster
spacings of 2.5m, 5m, 10m, 15m, and 20m are examined
under fixed fluid and proppant volume. The perforation loca-
tion and study results are shown in Figure 11.

Figure 11 shows that the smaller the cluster spacing,
the more obvious the stress interference between the frac-
tures, and the length of the fractures in some perforated
clusters is very limited, while some cannot even initiate
cracks. However, after the cluster spacing is increased,
the stress interference between perforated clusters becomes
significantly smaller, fracture extension is guaranteed, and
the length is increased. The simulated hydraulic fracture
geometric parameters are shown in Table 3.

3.2.2. Productions under Different Cluster Spacing. The
production forecast is conducted using the Petrel-IX simu-
lator based on the fracture simulation results (Figure 12).
It can be seen that as the fracture length increases, the pres-
sure drawdown area increases. The pressure drawdown area
further grows under increased number of fractures.

Under a fixed 400m well spacing, the 1-year, 3-year,
and 5-year cumulative production of different cluster spac-
ings are plotted in Figure 13, which revealed that a 5m
cluster spacing resulted in the highest cumulative produc-

tion, and hence, it is the optimum cluster spacing under
given conditions.

Under a fixed 200m well spacing, the 1-year, 3-year,
and 5-year cumulative production of different cluster spac-
ings are plotted in Figure 14, which revealed that the 5m
cluster spacing result in the highest cumulative production,
and hence, it is the optimum cluster spacing under given
conditions.

3.2.3. Stage Length and Number of Clusters. According to
previous global unconventional oil and gas development
experience, as the number of single-stage perforating clus-
ters increases, the percentage of perforations that do not
contribute to production increases. The perforation cluster
of 4, 5, and 6 will result in the average effective production
contribution clusters of 2.8, 3.8, and 3.1, respectively. In
general, when the perforation clusters are more than 5,
the effective perforation clusters are between 3 and 4 clus-
ters on average, and the number of effective perforation
clusters does not increase with the increase of the total
perforation clusters (Figure 15). Therefore, the number of
single-stage perforation clusters in Chang-7 shale reservoir
stimulation is suggested to be no more than 5.

4. Optimization Design Methods of Multistage
Fractures considering Engineering
Sweet Spots

4.1. Controlling Factors and Identification of Engineering
Sweet Spots. The purpose of the engineering sweet spot eval-
uation is to select the optimum horizon section for hydraulic
fracturing to achieve the optimal reservoir treatment. The
identification of the geology and engineering integrated
sweet spots in the Ordos Basin is conducted by fully utilizing
the well logging data for the basic parameters [16]; the flow-
chart is as follows:

(1) Basic well logging data interpretation, including mud
content, porosity, permeability, oil saturation, in situ
stress, and rock mechanical properties

(2) Identification of geological sweet spots by interpret-
ing mud content, porosity, permeability, and oil
saturation

(3) Identification of engineering sweet spots by analyzing
the minimum principle stress, brittleness index, and
other mechanical parameters

(4) Statistical study of the parameters of geological and
engineering sweet spots and establish classification
criteria

(5) Comprehensively evaluate the geological and engi-
neering sweet sport to determine the integrated sweet
spots for hydraulic fracturing

The integrated sweet spot identification is performed
based on the interpretation of logging and production data
of 213 oil wells, as shown in Table 4, wherein type I, II, and
III sweet spots are marked in red, yellow, and white,

Figure 6: Microfracture morphology under a scanning electron
microscope.
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respectively. The symbols Φe, So, σh, BI, and Sh represent
effective porosity, oil saturation, minimum horizontal stress,
brittleness index, and mud content, respectively. The identi-
fication method is applied to well Y, and the identification
results are shown in Figure 16.

4.2. Optimization of Perforation in Multistage Hydraulic
Fracturing. Perforation optimization is one of the major
factors in multistage hydraulic fracturing, and the key is
to achieve the optimum match for perforation and reser-
voir fracability. The perforation optimization requires a
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Figure 7: 3D mechanical properties in this study.

10 Geofluids



reasonable design for cluster spacing, cluster location, and
number of holes, in order to ensure optimum reservoir
stimulation. The operators proposed a perforation design
specifically customized to the reservoir properties of
Chang-7 reservoir.

(1) Based on the integrated geological and engineering
sweet spot, the cluster spacing is differentiated. The
5–7m cluster spacing is designed for the type I sweet
spots, while the 8–12m cluster spacing is designed for
the type II sweet spots
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(2) Considering the influence of mechanical properties
and in situ stress differences on the simultaneous
initiation of multicluster perforation, limited entry

perforation technology is used to achieve effective
initiation of multicluster fractures. Number 36–45
holes are placed in one cluster of perforation

Figure 10: 3D distribution of the X platform.
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The designing of a multi-cluster perforation scheme
begins with dividing the horizontal section into stages,
followed by the selection of the perforation methods. The
perforation locations are first determined by the examina-
tion of geological sweet spots, adjustment according to the
engineering sweet spots, and optimization of hole numbers.

A typical perforation optimization example of well Y is
shown in Figure 17.

5. Field Application and Result Evaluation

The proposed optimization method is applied to 174 wells,
which have an average lateral length of 1706m, divided into
22 stages with 94 clusters. The average fracture fluid volume

Table 3: Parameters of the hydraulic fracture geometries under different cluster spacings.

Cluster spacing (m) 2.5 5 10 15 20

Cluster number 15 8 4 3 2

Average half length (m) 33.8 67.1 113.6 146.0 217.5

Average fracture conductivity (md.m) 837 818 945 1041 1013

100 100 200

50
 m

0200 m
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Cluster spacing of 5.0 m

Cluster spacing of 10 m

Cluster spacing of 15 m

Cluster spacing of 20 m

Figure 12: Pressure drawdown under different cluster spacings.
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is 28294m3, pumping at 10–15m3/min, with proppant usage
at 3146m3. The fracture spacing is 5–15m, with a fracture
density of 7.8 fracture/100m. The most fractured stages are
48 with 248 clusters, and the highest fluid and proppant vol-
umes are 72000m3 and 12000 ton, respectively. Mircoseismic
monitoring indicated the minimized unstimulated reservoir
volume and that the reservoir is largely stimulated at more
than 90% SRV. The initial post-frac production increased
from 10 ton/day to 16.8 ton/day. The first-year cumulative
production reached 4680 ton, and the decline rate dropped
from 42.5% to 27.8%. The cumulative production in the

third year is estimated at 8766 ton. Horizontal wells with
a lateral length of 1500m and well spacing of 400m could
produce a EUR of 24000 ton/well with an investment
return rate of 9.11%.

6. Conclusion

(1) Band-shaped fractures are created in Chang-7 shale
oil reservoir stimulations. The primary fracture
generated the secondary fractures, which further acti-
vated the natural fractures and induced shear failure.
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shales [27].

Table 4: Integrated sweet spot identification criteria.

Geological sweet spots
Nonreservoir

I II III

Engineering sweet spots

I

Φe ≥ 5%
So ≥ 70%

σh ≤ 30MPa
BI ≥ 50

3 ≤Φe < 5%
50 ≤ So < 70%
σh ≤ 30MPa

BI ≥ 50

Φe < 3%
So < 50%

σh ≤ 30MPa
BI ≥ 50

Sh > 40%II

Φe ≥ 5%
So ≥ 70%

30 < σh ≤ 34MPa
40 ≤ BI < 50

3 ≤Φe < 5%
50 ≤ So < 70%

30 < σh ≤ 34MPa
40 ≤ BI < 50

Φe < 3%
So < 50%

30 < σh ≤ 34MPa
40 ≤ BI < 50

III

Φe ≥ 5%
So ≥ 70%

σh > 34MPa
BI < 40

3 ≤Φe < 5%
50 ≤ So < 70%
σh > 34MPa

BI < 40

Φe < 3%
So < 50%

σh > 34MPa
BI < 40
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Macrofractures are perpendicular to the minimum
principal stress. Secondary fractures and activated
natural fractures are distributed around the primary
fracture in the form of type I and II failures

(2) The current fracturing design scheme for the efficient
development of Chang-7 reservoir has been formed
according to the fracture parameter optimization
and the design basis of shale oil reservoir treatment

(3) Based on the shale reservoir classification and evalu-
ation, this study established a multicluster perfora-
tion optimization technology for horizontal wells in
shale reservoirs with the goal of fully initiating multi-
ple clusters and fully utilizing the fracture sweet spots

(4) The proposed optimization methods are applied to
the field operations and great production enhance-
ments are achieved

Figure 16: Integrated sweet spot identification in well Y.

Figure 17: Perforation optimization example of well Y.
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In situ leaching was a very important technical approach in ion-adsorption rare earth mining, because it can effectively avoid the
geological hazards, protect the environment, and reduce the mining costs. The critical issue of this mining technique was to increase
the permeability of ion-adsorption rare earth deposits. Due to the close relationship between the permeability and the porosity, in
this paper, several experiments were conducted to find the dynamic characteristics of the granite deposit and the relationship
between the dynamic characteristics and the porosity. Moreover, the SHPB test system was equipped to conduct the dynamic
test, and the ultrasonic wave detector with high precision was employed to obtain the damage factor of granites. The test results
showed that the failure mode under dynamic load and static load was close, and they both had splitting failure. Besides, when
cyclic dynamic loading velocity was between 5.8m/s and 8.4m/s, the specimen was not a failure, but it caused the damage and
changed the porosity. And the dynamic thresholds of failure stress and damage stress were found. Finally, a linear relationship
between the porosity and the damage factor was found, which would help to analyze and predict the change of porosity under
different dynamic loading velocities.

1. Introduction

The rare earth elements (REE) are valuable mineral
resources, being widely used in advanced electronics, light-
ing, power generation, and military application. The rare
earth elements were first discovered at the end of the 18th
century in Sweden [1, 2]. Until now, China’s rare earth
reserves are 18 million tonnes, accounting for 23% of global
reserves, which dominated all aspects of supply chains of rare
earth minerals in the international markets [3–5]. Chinese
and rest-of-world mine production of rare earths is shown
in Figure 1.

In 1970, ion-adsorption rare earth deposits were first
discovered in Ganzhou, China. These deposits were formed
by chemical weathering decomposition and dissolution of
granites, which contained relatively high abundance of rare
earth elements [7]. Ion-adsorption rare earth reserves only
accounted for 2.9% of the total rare earth reserves in China,
and they were sparsely distributed throughout seven adjacent
provinces of southern China, which were rarely found
anywhere else in the world [8, 9]. Recently, in situ leach
mining was wildly used in ion-absorption rare earth min-
ing, because of lower cost and more environmental pro-
tection. Extraction of rare earths from ore deposits was
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accomplished with aqueous electrolyte solution (ammonium
sulfate ((NH4)2SO4)). The ion exchange reaction between
kaolinite and (NH4)2SO4 can be chemically represented
as [10]

2 kaolinð Þ3−RE3+ + 3 NH4ð Þ2SO4

⟶ 2 kaolinð Þ3− NH4+ð Þ3 + RE3+
� �

2 SO2−
4

� �
3

ð1Þ

Many scholars had made some contributions to in situ
leach mining technology. Larson summarized the informa-
tion of in situ leach mining in the United States [11]. Mudd
tested the technique of in situ leach mining in Australia,
and he conducted the research on the issues related to chem-
istry and the environment [12]. Taylor et al. argued that the
process of ISL (in situ leach) had considerably less environ-
mental impact than other conventional mining techniques
[13]. Parker and Jupe indicated that the technique of energy
recovery from HDR (Hot Dry Rock) should be applied to
leaching mining investigations [14]. Al-Harahsheh and
Kingman summarized the methods of leaching mining
assisted by microwaves, in which the microwave technology
had great potential to improve the extraction efficiency
[15]. Xunzhong and Maonan made an introduction to the
technical process of in situ leaching of ion-absorbed rare
earth minerals, and they proved that this type of in situ leach-
ing had many advantages [16]. Based on the principle of
pollution control, Zhu et al. proposed six pollution control
measures to serve as reference for mine design, pollution
management, and research work [17]. Li et al. reviewed the
development of techniques on the protection of resource

and environment during the exploitation process and
proposed an environmental engineering model for ion-
absorbed rare earth mining [18]. In the cyclic impact times,
with the increase of repeated action times of impact loads,
Zhu et al. indicated that the deformation modulus and yield
stress of granite decreased and yield strain increased [19].
Under cyclic impaction, Jin et al. established an evolution
model of damage accumulation of rocks, which was like the
S-shaped growth curve [20]. Yan et al. found the relationship
between dynamic load properties and porosity based on the
dynamic load test of weakly weathered granites, which could
help to improve the permeability of granites [21, 22]. There-
fore, the permeability of granite deposits was a critical issue
affecting the mining cost and environmental protection.

It is of great significance to study the dynamic mechanical
properties of granites in ion-adsorption rare earth deposits.
Finding the relationship between the variation of porosity
and dynamic loads should be the key point to improve the
permeability of granites in ore deposits. Besides, establishing
the connection between the quantified damage level and the
porosity greatly made sense for leaching mining and environ-
mental protection. However, the current research results
lacked the research on the above issues, especially for ion-
adsorption rare earth ores under the condition of in situ
leaching mining. In this paper, the split Hopkinson pressure
bar (SHPB) test system was equipped to conduct the dynamic
uniaxial loading test. And the longitudinal wave velocity of
rock samples can be recorded by the ultrasonic wave detec-
tor, helping to reduce the dispersion of rock samples and to
quantify the damage degree of granites under dynamic load-
ing. The test results offered an opportunity to analyze the
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dynamic behavior and porosity properties of granites under
SHPB test, which would effectively improve the permeability
of granites in ion-adsorption rare earth deposits.

2. Experimental Work

2.1. Granite Specimen Preparation. This experiment used
granites in northern areas of Sichuan province, China. The
geology stratum was composed of the Bikou Group and the
overlying Sinian and Paleozoic sedimentary rocks, and there
were more Indochina granites in the Bikou Group. The
granite was off-white medium-fine-grained feldspar granite,
which was grayish-white, with medium-fine-to-fine granite
structure and massive. The main mineral components were
(1) quartz, other-shaped granular, content about 22.9%; (2)
plagioclase, self-shaped columnar, content 53.9%; (3) potash
feldspar, irregular plate shape, content 17.6%; and (3) dark-
colored minerals, mainly biotite, semi-self-flaky, polychro-
matic, content 5.6%, with hornblende being rare. (4) The
secondary minerals are mainly sphene and apatite, followed
by zircon, sphene, and magnetite. The XRD diffraction spec-
trum of granite is shown in Figure 2.

According to Standard for test methods of engineering
rock mass, 2013 (GB/T 50266–2013, China), the double-
sided grinding machine was used for fine processing to
ensure that the parallelism error was less than 0.05mm,
and the error of the height and diameter of the specimen
was not more than 0.3mm. There were two sizes of speci-
mens in this experiment. One size was made for uniaxial
loading test, with the diameter of 50mm and the height of
100mm, and the other was for dynamic loading test, with
the diameter of 50mm and the height of 50mm.

2.2. Split Hopkinson Pressure Bar (SHPB) Test System. A
conventional SHPB test system was employed to conduct
high strain-rate compression tests on rock specimens. The
SHPB system consisted of an air gun, a striker bar, a barrel,
an incident bar, a transmitted bar, a stopper, two strain
gauges, a strain amplifier, and a computer, which is shown
in Figure 3. In this paper, bars of SHPB used in this experi-
ment were 40Cr alloy steel. The density was 7.81 g/cm3, the
elastic wave velocity was 5410m/s, and the diameter of the
bars was 50mm. The lengths of the incident bar and the
transmitted bar were 2m and 1.5m, respectively. The system
can achieve the dynamic loading from 0 to 500MPa. The
oscilloscope (DL850) was produced by Yokogawa Electric
Co., Ltd. to monitor the strain changes of bars, which is
shown in Figure 4.

In the equations below [23, 24], the following symbols
were used in this paper: (1) incident wave (I), (2) transmitted
wave (T), (3) reflected wave (R), (4) rock specimen (s),
(5) density of bars (ρ), (6) elastic modulus of bars (E),
(7) velocity of waves in bars (c), (8) cross-sectional area
of bars (A), (9) cross-sectional area of specimens (As), and
(10) length of specimens (l0). If the specimen deformed uni-
formly, the strain rate _εs was calculated as follows (Figure 5):

_εs =
dεs
dt

= v1 tð Þ − v2 tð Þ
l0

: ð2Þ

The velocity at interface 1 (v1) and interface 2 (v1) can be
written as follows:

v1 tð Þ = c εI tð Þ − εR tð Þð Þ, v2 tð Þ = cεT tð Þ: ð3Þ

By substituting these interface velocities into Equation (2),

_εs =
c εI tð Þ − εR tð Þ − εT tð Þ½ �

l0
: ð4Þ

Stresses at the ends of the specimen were

σ1 tð Þ = EA
As

εI tð Þ + εR tð Þ½ �,

σ2 tð Þ = EA
As

εT tð Þ:
ð5Þ

If the specimen was in dynamic stress equilibrium,

εI tð Þ + εR tð Þ = εT tð Þ: ð6Þ

Then, the stress, strain rate, and strain were given by 。

σs tð Þ =
σ1 tð Þ + σ2 tð Þ

2 = EA
As

εI tð Þ + εR tð Þ½ �,

_εs tð Þ =
−2c
l0

εR tð Þ,

εs =
−2c
l0

ð
εR tð Þdt:

ð7Þ

2.3. Ultrasonic Wave Detector. The detector named V-Meter
MK IV was produced by the NDT Company. In this paper,
the longitudinal P-wave was used as a measurement method.
The P-wave velocity was calculated using the transmission
travel time of an acoustic pulse along the axial direction of
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Figure 2: XRD diffraction spectrum of granite.
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the samples [25]. The experimental setup includes a waveform
generator; two piezoelectric transducers, with a resonant
frequency of 540kHz; and a numerical oscilloscope board
connected to a computer. A constant pressure by hand was
applied to ensure tight contact between the rock specimen
and the transducers. And Vaseline was used as the coupling
agent. Checks were performed to ensure the sensitivity of the
P-wave velocity measurement. Usually, two piezoelectric
transducers were directly contacted for the error test, and the

error was from 0 to 0.1μs. In addition, the damage factor
can be calculated as follows:

D = 1 − v1
v2

� �2
, ð8Þ

where v1 is the ultrasonic wave velocity after rock damage and
v2 is the ultrasonic wave velocity before rock damage. The
ultrasonic wave detector is shown in Figure 6.

Air gun
Striker bar

Barrel
Incident bar Sample Transmitted bar

StopperStrain gauge

Strain amplifier Computer

Figure 3: Schematic of the split Hopkinson pressure bar system.

(a) (b)

Figure 4: (a) SHPB test system and (b) the oscilloscope.
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Figure 5: Symbols describing the parameters for the incident and transmitted bars and the specimen interface velocities [24].
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2.4. Porosity Test Method and Device. The porosity of granites
was measured by the saturation weighing method. The
specific steps of this measurement method are as follows:
(1) dry the specimen for 24h at 105°C; (2) place the specimen
in a vacuum device filled with water and evacuate for 4 h,
with the vacuum pressure of 0.1MPa; (3) put the specimen
in water for 24 h; and (4) weigh the saturated specimen. In
order to minimize the error of weighting after the specimen
was saturated, the electronic scale was calibrated with a stan-
dard weight of 500 g before each weighing. Finally, porosity
test devices are shown in Figure 7.

2.5. Experimental Process

(1) Firstly, the main mineral components were analyzed,
and the XRD diffraction spectrum of the granite was
obtained. Secondly, some specimens with a diameter
of 50mm and a height of 100mm were used for the
conventional uniaxial static tests. Some basic mechan-
ical properties were obtained after this process

(2) Based on the SHPB test system, extensive dynamic
uniaxial compression tests on natural granites were
conducted to find the dynamic characteristics of
granites under different impact velocities. And gran-
ite specimens had a diameter of 50mm and a height
of 50mm. Then, multiple cyclic dynamic loading
tests were conducted to find the threshold which
causes the initial damage of granites under the impact
of equal velocity

(3) Cyclic dynamic loading tests for granites were
conducted. At the same time, P-wave velocities of
granites were obtained by using an ultrasonic wave
detector. Meanwhile, the porosity of granites was
obtained by weighing saturated specimens. Before
weighing, specimens need to be vacuumed and satu-
rated for 4 h and were then soaked in water for 24h

3. Results and Analysis

3.1. Static Mechanical Properties of Granites. The static com-
pression loading test was conducted on natural specimens of

granites. And the MTS 815.03 test system was used to
conduct the uniaxial compression test. The mechanical prop-
erties of granites are shown in Table 1. Moreover, axial and
lateral stress-strain curves of granites and the failure type of
granites are shown in Figure 8.

Based on the test results, the failure mode of granites was
splitting failure, which is shown in Figure 8(b), because under
the axial pressure, tensile stress was generated in the lateral
direction. Then, the lateral tensile stress eventually exceeded
the tensile limit of granites and caused failure. The main
fracture was initiated near the center of specimens and
spread along the vertical diameter. While the fracture ran
through the entire height of the specimen, a secondary frac-
ture emerged near the loading plate and formed some new
microfractures.

In order to find out the cracking stress (σci) and the dam-
aging stress (σcd), the lateral strain response (LSR) method
was used [26–28]. And the methodology can be summarized
as follows, and the test results are shown in Figure 9.

(1) Determine the onset of unstable crack growth where
total volumetric strain reversal occurs, which can find
damaging stress (σcd) (Figure 9(a))

(2) Determine the linear lateral strain reference line
(Figure 9(b))

(3) Find the change (ΔLSR) between the lateral line and
the linear reference line in the lateral strain curve
(Figure 9(b))

(4) Plot the axial stress versus change in the lateral strain
(ΔLSR) (Figure 9(c))

(5) Determine the maximum change in the lateral strain
difference and the associated axial stress, which can
find the cracking stress (σci) (Figure 9(c))

3.2. Dynamic Mechanical Properties of Granites. Using the
SHPB test system, there were two purposes which needed
to be achieved. The first was to obtain the dynamic mechan-
ical properties of granites under different loading velocities.
The second was to find the threshold which caused the initial
damage of granites. During the test, the compressive strain,
associated with the transmitted wave, was recorded by strain
gauges on the transmitted bar. These three elastic stress
pulses in the incident and transmitted bars are recorded with
the strain gauges and denoted as the incident strain εIðtÞ,
reflected strain εRðtÞ, and transmitted strain εTðtÞ, as shown
in Figure 10. The relationship between stresses and strains is
shown in Figure 11. And dynamic mechanical properties of
granites are illustrated in Table 2.

Many dynamic loading tests were conducted to analyze
the dynamic mechanical properties of granites, and the
results were as follows:

(1) In this paper, the test data with loading velocity
between 9m/s and 13m/s were selected for process-
ing and analysis. Under the same loading velocity,
the waveform diagram corresponded to the stress-
strain curve one by one. At the same time, within

Figure 6: Ultrasonic wave detector.
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the range of loading velocities, the samples were
destroyed under one dynamic load. It can be found
from Figure 10 that the greater the loading velocity,
the larger the amplitudes of the incident wave, the
reflected wave, and the transmitted wave

(2) It can be seen from Figure 11 that the magnitude of
dynamic strength and strain rate depended on the
magnitude of the loading velocity. The greater the
loading velocity, the larger the dynamic strength,
the elastic modulus, and the strain rate were getting.
At the same time, when the loading velocity
increased, the higher the energy was released, and
the number of granite fragments increased. From
the perspective of the granite’s failure form, the frac-

ture surface of the granite was mostly parallel to the
loading direction, the specimen mainly underwent
the splitting failure, and there were multiple splitting
cracks that penetrated the rock

Based on a large number of test results, when the loading
velocity was between 8m/s and 9m/s, the rock needed to be
repeatedly loaded at the same rate once or twice before fail-
ure. In addition, when the loading velocity was between
7m/s and 8m/s, the granite specimens needed to undergo 2
to 4 dynamic loading tests before failure. Moreover, when
the loading velocity was between 6m/s and 7m/s, the granite
needed to be subjected to 4 to 6 times of loading tests before
failure. However, when the loading velocity was lower than
5.8m/s, after more than 30 cycles of loading test, the speci-
mens cannot be damaged or even destroyed. The cyclic
dynamic loading test results are shown in Table 3.

Based on the above analysis, there was indeed a stress
threshold for granite failure at the lowest dynamic loading
velocity. Obviously, the lowest velocity was 9.0m/s, and the
stress threshold for failure was 60.49MPa. However, the
threshold for cracking damage under cyclic dynamic loading

(a) (b)

(c)

Figure 7: (a) Drying oven, (b) vacuum saturation device, and (c) electronic scale.

Table 1: Mechanical properties of granites.

Density
(kg/m3)

Elastic modulus
(GPa)

Static strength
(MPa)

Porosity
(%)

2.59 15.73 89.12 0.91
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needs more analysis. Liang et al. indicated that there was no
obvious correlation between the ratio of initiation stress
and peak strength and strain rate in rock specimens [29].
Based on Liang et al.’s theory, the following equations can
be obtained to predict the threshold for damage under
dynamic loading:

σdci
σdc

= α
σci
σc

,

σdcd
σdc

= β
σcd
σc

,
ð9Þ

where σdci, σ
d
cd , and σdc are the cracking stress, damage stress,

and ultimate strength under dynamic loading, respectively,
and σci, σcd , and σc are the cracking stress, damage stress,
and ultimate strength under static loading, respectively. α
and β are related coefficients.

Due to the uncertainty of the dynamic ultimate strength
under different strain rates, this article assumed that the
dynamic ultimate strength was equal to the static ultimate
strength (σdc = σc). Thus, the dynamic cracking stress σdci
was 39.62MPa, and the dynamic damage stress σdcd was
55MPa. Based on Table 3, when the dynamic ultimate
strength of the specimen was close to the dynamic damage
stress, the sample needed to be impacted more times to
failure. Therefore, under constant-cyclic dynamic loading,
the lowest velocity was 5.8m/s, and the stress threshold for
failure was 55.1MPa, which was very close to the damage
stress under static loading.

3.3. Analysis of Granite Porosity and Damage Degree under
Cyclic Loading. As mentioned in the previous section, when
the loading velocity was greater than 9m/s, the granite would
fail by one time of the loading test. When the loading velocity
was less than 5.8m/s, no obvious damage and destruction

had occurred in the sample after more than 30 times of the
loading test. Therefore, this paper mainly worked on the
damage characteristics and porosity changes of granites
under the loading velocities from 5.8m/s to 8.4m/s. The fol-
lowing figure shows the change of wave velocities of granites
under cyclic dynamic loading.

In Figure 12, at a loading rate of 8.4m/s, the ultrasonic
wave velocity of D7 decreased faster, and the increment of
the damage factor was also higher. And a significant longitu-
dinal penetrating fissure appeared on the surface of the
sample. This showed that the damage level of the sample
was very serious, and it was close to the critical condition of
failure. At a loading velocity of 7.2m/s, the ultrasonic wave
velocity of D10 gradually decreased, and the magnitude of
the decrease gradually increased. At a loading velocity of
5.8m/s, the wave velocity of D40 reduced slowly, which
reduced fast in the last three impacts. Generally speaking,
the greater the loading velocity, the greater the damage of
the sample would be. But when the loading velocity was
below a certain threshold, the sample would not be damaged.

In Figure 13(a), at a loading velocity of 8.4m/s, the poros-
ity of D7 increased rapidly from 0.94% to 1.41% after the
single loading. Under the loading velocity of 5.8m/s, after
12 cyclic loading tests, the porosity of the sample gradually
increased from 0.98% to 1.44%, and the growth rate gradually
increased with the increase of the number of cycles, which
can be seen as an exponential growth.

To describe the relationship between the damage factor
and the porosity, Figure 13(b) was made to analyze this
phenomenon. Through linear fitting, to some extent, there
was a linear relationship between the damage factor and the
porosity. That is to say, under the loading velocity from
5.8m/s to 8.4m/s, the change of porosity can be predicted
by the damage factor. Because of the development of a micro-
fissure in rock specimens, the porosity had increased gradu-
ally. And the damage factor was a quantitative indicator
that can well reflect the development of the microfissure in
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the rock. Therefore, in engineering practice, the porosity of
rocks can be measured indirectly by the ultrasonic wave
detector.

4. Conclusion

This paper presented the dynamic mechanical properties of
granites based on the SHPB test system and the ultrasonic
wave detector. The uniaxial dynamic mechanical properties
with different loading velocities and the relationship between

the dynamic mechanical properties and the porosity were
analyzed as follows:

(1) Based on many tests, the failure mode of granites
under static uniaxial compression load was very
similar to its failure mode under dynamic uniaxial
compression load. The fracture surface of the granite
was mostly parallel to the loading direction, and the
specimen mainly underwent the splitting failure.
Moreover, according to test results, when the
dynamic loading velocity was higher than 9m/s,

Table 2: Dynamic mechanical properties of granites.

Specimen
number

Length to
diameter ratio

Initial wave velocity (m/s) Striker velocity (m/s) Strength (MPa) Strain rate (s-1)
Number of
broken rocks

D33 1.021 3597 12.8 91.59 74.99 10

D32 1.034 3543 11.7 74.02 70.43 6

D57 1.016 3623 10.6 71.63 64.19 4

D52 1.025 3649 9.6 62.99 18.86 3

D23 1.031 3672 9.0 60.49 18.86 2

Table 3: Constant-velocity cyclic dynamic loading test.

Specimen number Ultrasonic wave velocity in saturation (m/s) Average loading velocity (m/s) Loading times Ultimate strength (MPa)

D7 4524 8.4 2 58.8

D10 4944 7.2 4 57.4

D43 4665 6.9 5 56.9

D40 4978 5.8 13 55.5

D35 4653 6.3 7 56.1

D50 4841 5.5 30 55.1
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Figure 12: Relationship between the dynamic loading times and the ultrasonic wave velocity.
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granite specimens failed under one impact load. And
when the dynamic loading velocities were from
5.8m/s to 8.4m/s, granites had varying degrees of
damage instead of failure

(2) Based on the test results, the minimum dynamic
loading velocity causing granite failure was 9m/s,
in which the dynamic strength was 60.49MPa.
Moreover, under the cyclic dynamic loading, the
minimum dynamic loading velocity causing granite
failure was 5.8m/s, in which the dynamic strength
was 55.5MPa. Based on Liang et al.’s theory, under
the cyclic dynamic loading, when the dynamic
strength was close to the static damage stress, granites
needed to undergo more cyclic loads before failure
occurred. When the dynamic strength of granites

was very close to the static damage stress, it was
almost impossible to cause any damage or failure
for granites after 30 dynamic loads. Therefore,
according to test results, static damage stress can be
used to predict the dynamic threshold of initial dam-
age under cyclic dynamic loading

(3) The changes of the porosity depended on the loading
velocity and the number of dynamic loading. At the
loading velocity of 8.4m/s, the porosity grew fast,
but the granite specimen was prone to failure; there-
fore, it was hard to control the change of the porosity
under this velocity. At the loading velocity of 5.8m/s,
the porosity grew slowly. And it may take more time
to control the porosity. Therefore, when the loading
velocity was between 5.8m/s and 8.4m/s, it can
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Figure 13: (a) Relationship between dynamic loading times and the porosity under different loading velocities and (b) relationship between
the damage factor and the porosity.
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effectively control the porosity of granites. Moreover,
this paper found the linear relationship between the
change of the porosity and the damage factor, which
would help to quantify and control the porosity
changes in engineering practice
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CO2 storage in coal seams has become one effective method to reduce CO2 emission and help exploit coalbed methane (CBM). The
permeability is a key parameter for CBM extraction. In deep coal seams (>800m), CO2 exists in the supercritical state. In the
present work, permeability tests were performed on briquettes before and after supercritical CO2 (SC-CO2) adsorption at
various temperatures to investigate the effects of SC-CO2 adsorption on the permeability. Experimental results show that SC-
CO2 adsorption leads to volumetric expansion and permeability augment. The permeability enhancement decreases
continuously at 35°C, while it initially increases and reduces at pressures exceeding 9 or 10MPa at 45 or 55°C, respectively.
Besides, the permeability enhancement ratio shows a linear increase with the expansion. The research provides a basis for
further research on the enhanced coalbed methane (ECBM) recovery.

1. Introduction

The emission of CO2 has been increasing over the years, and
carbon capture and storage (CCS) has been considered to
mitigate greenhouse effects [1]. Among various storage
options (oil reservoirs, saline aquifers, and coal seams), storage
in coal seams is promising because of advantages: firstly, there
are plenty of unmineable coal resources because of limited
recovery, and potential reserves of CBM in China ranks third
in the world [2]; secondly, due to greater affinity of CO2 to coal
than CH4, it contributes to ECBM recovery. Researchers from
America, Japan, and China have performed pilot experiments
for ECBM feasibility [3–5]. Specifically, when the tempera-
tures and pore pressures are above the critical point
(31.06°C, 7.38MPa), CO2 exists in a supercritical state in coal
seams with a depth under 800m [6]. SC-CO2 has the charac-
teristics of strong diffusion, low viscosity, and surface tension.

Research has been carried out on ECBM through experi-
ments and numerical simulations [7–10]. When CO2 is
pressurized into coal seams, gas transport mainly includes
diffusion, seepage, and competitive adsorption [11]. Adsorp-
tion of CO2 has been investigated from the subcritical state to

the supercritical state [12, 13], and various adsorption
models have been assessed, such as Langmuir, Dubinin-
Astakhov (D-A), and Dubinin-Radushkevich (D-R) models
[14]. The adsorption could induce swelling [15, 16] and
change the pore distribution, surface area, and function
groups of coal [17, 18], leading to the variation in the seepage
characteristics and mechanical properties [19, 20]. Pores are
classified as micropores (<2 nm) for adsorption, mesopores
(2-50 nm), and macropores (>50nm) for seepage, and
changes in pore structures have been investigated to reveal
the mechanism. Sampath et al. compared the effects of
short-term and long-term CO2 interaction on pore structures
[21]. Considered the existence of water in coal seams, Ni et al.
[22] and Liu et al. [23] investigated the interaction with SC-
CO2 and water, indicating that the chemical reaction also
influences pore structures.

The permeability is a key parameter for gas exploitation,
and it is influenced by the effective stress and CO2 adsorp-
tion, occasionally along with extraction and dissolution.
Although previous studies have focused on permeability
variation, however, the specific influence of each factor is
uncertain, especially in the supercritical state. In the present
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work, a series of permeability tests were performed before
and after SC-CO2 adsorption under nonconfining conditions
at different temperatures. The effect of CO2 adsorption on
the permeability is investigated, and porosity differences
between specimens are reduced by using briquettes. Results
can provide a basis for further field application of ECBM.

2. Experimental Specimens and Apparatus

2.1. Specimens. The porosity of specimens drilled from the
same block may be different, and this difference can influence
the permeability characteristics and adsorption capacity.
Therefore, the briquettes are selected as the specimens
because of homogeneity and controllable porosity.

Blocks are extracted from Xinqiu Mine, Fuxin, Liaoning
Province. The blocks are crushed and sieved until the diam-
eter is below 0.25mm. 255 g pulverized coal and 5 g rosin
are put together into a cylinder with a thick wall, and a
briquette is shaped in the cylinder with a loading of 460 kN
as shown in Figure 1. The diameter and length are 50mm
and 100mm, respectively. All specimens are dried at the
temperature of 105°C for 24 hours. The average porosity is
0.31 by comparing the apparent density of specimens and
the true density of powdered coal, and it can be considered
that there is no difference between specimens.

2.2. Experimental System. The experiments include two parts,
permeability tests and adsorption experiments. Based on
Darcy’s law, transient and steady-state methods are
frequently used to determine permeability [24–26]. In the
present work, the latter method is used because of the
relatively high permeability of briquettes. The experimental
system for permeability tests consists of the injection part
(N2 cylinder), a seepage and reference cell, a pump with a
regulator, and a flow meter as shown in Figure 2. After being
vacuumed, confining pressures are applied by the pump
firstly. N2 is pressured into the reference cell, and once the
pressure is stable, N2 is injected into the seepage cell to start
the test. The flow meter is used to measure the flow rate of
N2, and the permeability is determined by [27]

k = 2μP2LQ

P2
1 − P2

2
� �

A
, ð1Þ

where μ is the viscosity of N2,Q is the flow rate. P1 and P2 are
the upstream and downstream pressures, respectively, and L
and A are the length and cross-sectional area, respectively.

The main parts of the experimental system for adsorption
are the reference cell and adsorption cell. The adsorption
amount is measured by the volumetric method, and the void
volume is estimated by injecting He according to the national
standard. The diameter and length of a specimen at several
positions are measured with a vernier caliper to calculate
the volume before and after the experiment, and volumetric
expansion can be determined by

S = V −V0ð Þ
V0

× 100%, ð2Þ

where S is volumetric swelling and V0 and V are the initial
and final volume of the specimen, respectively.

According to the measurement in Wu et al. [13], the
adsorption amount can be determined by

n = 1
mRT

VR
PR1
ZR1

−
PR2
ZR2

� �
−

VA1PA1
ZA1

−
VA2PA2
ZA2

� �� �
, ð3Þ

where n is the excessive adsorption amount per unit of a
specimen. m is the weight of a specimen. R, the universal
gas constant, is 8.314 J/(g·mol·K). T is the equilibrium tem-
perature. VR and VA are the void volumes of reference and
adsorption cells, and PR and PA are respective pressures of
two cells. Subscripts 1 and 2 refer to the initial and final state,
respectively. ZR1, ZR2, ZA1, and ZA2 are compressibility
factors corresponding to PR1, PR2, PA1, and PA2, respectively,
at the temperature of T .

2.3. Experimental Procedures. The experimental procedures
cover three stages, determining the permeability, CO2 adsorp-
tion, and measuring the permeability after CO2 desorption.

Stage one: a series of permeability tests are performed on
a briquette placed in the seepage cell using N2 with the injec-
tion pressure of 2MPa and confining pressure of 12MPa at
35°C

Stage two: the specimen is taken out from the seepage cell
and placed in the adsorption cell. Experiments of CO2
adsorption are conducted without confinement at the
pressure of 8MPa and temperature of 35°C. The experiment
lasts for 24 hours according to the national standard, and the
pressure reduction and deformation are recorded

Stage three: after desorption for 12 hours, permeability
tests are repeated three times to investigate the variation
and determine the effect of adsorption on the permeability.

A new specimen is replaced in the adsorption cell, and
the second and third stages are repeated at CO2 pressures
of 9, 10, 11, 12, and 13MPa. Subsequently, the temperature
is increased to 45 or 55°C; this series of experiments are
repeated.

(a) (b)

50 mm

10
0m

m

Figure 1: The process of making a specimen.
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3. Experimental Results and Discussion

3.1. Permeability Characteristics before and after SC-CO2
Adsorption. Figure 3 shows that the permeability enhances
remarkably after SC-CO2 adsorption at different tempera-
tures. After the adsorption, the permeability decreases by
0.4mD with pressures ranging from 8MPa to 9MPa, and it
reduces by approximately 0.7mD at pressures increasing
from 9MPa to 13MPa at 35°C. Nevertheless, the permeabil-
ity after CO2 adsorption increases slightly initially and subse-
quently decreases moderately with the increase of CO2
pressures at 45 and 55°C, and peaks are observed obviously
at the pressures of 9MPa at 45°C. Compared with the initial
permeability, the permeability enhancement ratio, η, can be
determined by

η = k − k0ð Þ
k0

× 100%, ð4Þ

where k0 and k are permeability values before and after CO2
adsorption, respectively.

To reveal the variation of η with temperatures, the ratio is
replotted as shown in Figure 4. The ratio decreases by
approximately 13% at the pressure of 8MPa, while it
increases by 10% before decreasing at 9MPa. When pres-
sures are in the range of 10-13MPa, the proportion increases
slightly with temperatures ranging from 35 to 45°C, and it
continues rising moderately with the increase of tempera-
tures to 55°C.

3.2. Adsorption and Deformation. Figure 5 demonstrates that
CO2 adsorption induces various swelling at different pres-
sures and temperatures. The volumetric swelling reduces by
4% at 35°C, while the expansion increases slightly before
9MPa and subsequently decreases by 3.5% and 1.2% at 45
and 55°C, respectively. When pressures exceed 10MPa, the
expansion at 55°C is greater than that at other temperatures.

Although the Langmuir model is generally applied to
estimate the adsorption amount and deformation, however,
it is poorly applied to adsorption at pressures exceeding
6MPa mainly due to the assumption of monolayer adsorp-

tion. Alternatives such as the modified D-R model have been
found more suitable to fit with the adsorption amount and
swelling [28, 29]. In this model, gas densities replace the pres-
sures and adsorbed densities replace the saturated vapor
pressures, which avoids the limitation of saturated vapor
pressure in the supercritical state, as shown in

S = Smax exp −D ln2 ρa
ρ

� �
+ aρ, ð5Þ

where Smax is the maximum swelling. For adsorption
amount, D is related to the adsorption heat and affinity of
the gas to the sorbent, while for swelling it is possibly
regarded as an empirical parameter. ρ, CO2 density, varies
with temperatures and pressures and is obtained from the
website of the US National Institute of Standards and
Technology (NIST), as shown in Figure 6. ρa, the density of
the adsorbed phase, is considered as 1000 kg/m3 [28, 29].

The deformations of specimens at three temperatures are
fitted with the modified D-R model with a great determina-
tion as shown in Figure 7 and Table 1. Smax decreases by
13% with temperatures ranging from 35 to 55°C, while it does
not vary significantly with the temperatures in the previous
study [29]. This difference is mainly because the briquette
structure is loose, while the structure of raw coal specimens
is dense. The adsorbed density of CO2 is approximately close
to liquid CO2 density, revealing that the adsorbed CO2
requires less volume than gaseous CO2. The a term is related
to CO2 solubility, and this term can be used to describe the
compression at great pressures.

3.3. Adsorption and Swelling. Figure 8 demonstrates that the
swelling of specimens decreases linearly by 1.5% with the
increase of adsorption amount by 1mmol/g, which is shown
in the previous study [13]. Studies reported an increase in
deformation with the augment of absolute adsorption, along
with a stable trend at CO2 pressures approaching 10MPa [15,
29]. The process of CO2 adsorption and specimen deforma-
tion is from the disequilibrium state to the dynamic equilib-
rium state. With CO2 injection, CO2 diffuses due to pressure
differences and it is absorbed by the matrix. CO2 acts as the

P
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cellHe

Regulator
Pump

Flow meter

Air compressor

Booster
pump

Vacumm pump

Seepage cell

Reference
cell

Datum recorder

P P

Figure 2: Experimental system.
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plasticizer and enables coal structure rearrangement, reduc-
ing the softening temperatures [30]. CO2 adsorption can
reduce the surface energy of the coal and weak mechanical
properties. These are the main reasons that matrix swells
significantly after adsorption. High-pressure CO2 can con-
strain matrix swelling and the expansion shows a downward
trend when CO2 pressures exceed 10MPa.

3.4. Analysis of the Permeability Changes Induced by CO2.
The permeability ratio shows a linear augment with the
volumetric swelling as shown in Figure 9. It is noted that
the proportion at 55°C is slightly lower than that at other

temperatures. The adsorption-induced swelling indicates
greater porosity and wider seepage channels, and therefore,
permeability is enhanced. This reveals that the permeability
enhancement under nonconfinement is influenced mostly
by the adsorption.

For CO2 geological storage in deep coal seams, where
strata pressures restrict the swelling, the permeability variation
after CO2 interaction is a coupled result of CO2 adsorption
and effective stresses, along with extraction or dissolution.
For CO2 adsorption in the confined stress, due to gas injection,
both the reduction in effective stresses and CO2 adsorption
induce matrix expansion (equations (6) and (7)). Under the
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Figure 3: Permeability enhancement at different temperatures.
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great confinement, the coal matrix expands inward and cleats
narrow, leading to permeability reduction. Ranathunga et al.
observed shrinkage in macropores with the help of scanning
electron microscopy (SEM) [31]. All microcleats, the main
channels of gas seepage, can be observed closely by micro-
CT scanning after SC-CO2 injection, and permeability
decreases drastically by 2 orders of magnitude [32]. After
CO2 adsorption under a constraint pressure, the permeability
reduction ratio augments linearly with the increase of
swelling [33].

ε = εe + S, ð6Þ

εe = ‐σ − P
3K , ð7Þ

where ε is the total deformation induced by effective stresses
and adsorption. εe is the volumetric deformation caused by
effective stresses, namely, σ − P, and K is the bulk modulus.
In equation (7), the minus indicates compression.

As a solvent, SC-CO2 can extract organic minerals and
alter the pore surface, tarnishing the surface. Li et al. observed
permeability augment after CO2 cycling adsorption and
desorption under a constraint pressure, along with the expan-
sion in macro- and mesopores but few changes in micropores
[34]. Because of noticeable fractures on the surface, the extrac-
tion is attributed to the remarkable permeability improve-
ment. The solubility varies with CO2 density, and therefore,
it is difficult to quantify the effects of extraction.

Another influencing factor is the chemical reaction.
Water exists in coal seams, and the interaction of CO2 and
water can dissolve the carbonate minerals. CO2 could
dissolve in water forming an acid solution, in which calcite
is dissolved. The interaction of water and SC-CO2 causes an
increment in pores, and the permeability is improved [23].
Nevertheless, some silicate minerals could form precipitation
and block pore connections, reducing the permeability [22].

3.5. Discussion for CO2-ECBM. CO2-ECBM is injecting CO2
through wells into deep coal seams at a certain injection
pressure. The permeability is the key factor during gas
production. Although the permeability becomes greater at
high pressures without considering the Klinkenberg effect
[7], however, increasing CO2 pressures cannot be effective
for improving exploitation efficiency according to the previ-
ous analysis. Among the four factors, the effect of extraction
and solution on permeability is limited and estimated diffi-
cultly. Swelling decreases gradually with the increase of
CO2 pressure. Besides, injecting high-pressure CO2 is liable
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Figure 4: Permeability enhancement ratio with the increase of
temperatures.
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to induce disasters and weaken the mechanical properties.
Therefore, the permeability could be not enhanced signifi-
cantly by only increasing CO2 pressures.

According to the national standard, numerous adsorp-
tion experiments last for 24 hours, after which the surface
area decreases, while the surface area augments remarkably

after 7 days and 14 days [21]. Kutchko et al. summarized
no significant variations in macropores after 104 days
considering the offset [35]. Due to limited observation,
SEM images cannot reflect total surface changes, while those
changes can be estimated in other methods such as CT and
nuclear magnetic resonance (NMR) [36, 37]. The interaction
time should be taken into consideration, and further studies
are required to investigate the long-term changes and
mechanical behavior for coal of different ranks.

4. Conclusions

Permeability characteristics were investigated on briquettes
before and after SC-CO2 adsorption under nonconfinement.
The main results are as follows:

(1) Permeability enhances significantly after CO2
adsorption in briquettes. The permeability enhance-
ment reduces continuously with the increase of CO2
pressure at 35°C, while it augments slightly before
decreasing moderately at 45 and 55°C

(2) CO2 adsorption could cause volumetric swelling, and
expansion is fitted well with the modified D-R model
at the considering temperatures

(3) The permeability enhancement ratio is a linear
function with swelling. The permeability enhance-
ment under nonconfinement is influenced mainly
by SC-CO2 adsorption

(4) For CO2 storage in coal seams, the permeability is
influenced by four factors, effective stresses, dsorp-
tion, extraction, and solution, and the limited effects
of extraction and solution are difficult to quantify.
Further research is required to study long-term
variations in permeability and mechanical properties
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Table 1: Fitting parameters for the modified D-R model.

Temperature (°C) Smax D a

35 0.32 0.28 −2:7 × 10−4

45 0.23 0.11 −1:6 × 10−4

55 0.19 0.07 −1:1 × 10−4
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Notations

k: Permeability, mD
μ: Viscosity, μPa∙s
Q: Flow rate, cm3/s
P1: Upstream pressure, MPa
P2: Downstream pressure, MPa
L: Length, cm
A: Cross-sectional area, cm2

S: Volumetric expansion
V : Initial volume of the specimen, cm3

V0: Final volume of the specimen, cm3

n: Adsorption amount per unit of a specimen, mol/g
m: Weight, g
T : Equilibrium temperature, K
VR: Volume of the reference cell, cm3

PR1: Initial pressure of the reference cell, MPa
PR2: of the reference cell, MPa
ZR1: Compressibility factor corresponding to PR1
ZR2: Compressibility factor corresponding to PR2
VA1: Initial void volume of the adsorption cell, cm3

VA2: Final void volume of the adsorption cell, cm3

PA1: Initial pressure of adsorption cell, MPa
PA2: Final presures of adsorption cell, MPa
ZA1: Compressibility factor corresponding to PA1
ZA2: Compressibility factor corresponding to PA2
η: Permeability enhancement ratio
k0: Permeability before CO2 adsorption, mD
Smax: Maximum swelling
D: Empirical parameter
ρa: density of adsorbed CO2, kg/m

3

ρ: CO2 density, kg/m
3

a: Empirical parameter
ε: Total deformation of a specimen
εe: Volumetric deformation caused by effective stresses
σ: Volume stress, MPa
P: Pore pressure, MPa
K : Bulk modulus, MPa.
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The hydrated shales under cyclic loading and unloading conditions are common for the shale reservoir development; corresponding
mechanical properties and permeability evolution are very significant and should be deeply researched. Firstly, the experiments of the
hydrated shales under the above conditions are discussed, showing that the peak strength is lower and corresponding permeability is
higher for more days of hydrating treatment. Secondly, the damage theory is proposed to analyze the shale permeability evolution due
to hydromechanical damage and get permeability variation under initial loading and unloading conditions, observing that the
permeability in the loading process decreases with increasing confining pressure and increases in the unloading process with
decreasing confining pressure; however, the former changes much greater than the latter considering the same confining pressure,
indicating that the irreversible damage for the hydrated shales in this cyclic condition has resulted in obvious difference of the
permeability. Furthermore, the curves between the permeability and confining pressure based on the experimental data are fitted as
negative exponential functions under initial loading conditions and power functions under more cyclic loading conditions,
showing that more loading process will change the permeability evolution model. However, the permeability while unloading
changes smoothly and can be fitted as a power function with the confining pressure. And in addition, the loss ratio and recovery
ratio of the permeability have been deeply researched under five cyclic loading and unloading conditions, thoroughly explaining
the permeability decreasing variation with more cyclic processes. Finally, the sensitive coefficients of the permeability have been
investigated to observe the largest coefficients under initial cyclic conditions and less and less with more cyclic processes, especially
the coefficients while loading which are more sensitive to lower confining pressure and smaller while unloading, which is in
accordance with the shale permeability loss and recovery variation, revealing the permeability evolution of the hydrated shale
under complex extracted environment.

1. Introduction

China Mineral Resources (2018) has reported that accumu-
lated proven geological reserves of shale gas from 2015 to
2017 are, respectively, 5441, 7643, and 9168 billion cubic
meters, and corresponding productions are, respectively, 45,
78.82, and 100 billion cubic meters. The shale gas production
in China has gradually increased in recent years, but the
recovery efficiency is still lower than that in America; the res-
ervoir permeability as an important index is significant for
deeply understanding the exploration mechanism. However,
the shale reservoir influenced by deposition and the tectonic

movement includes orientated clay mineral and different
pore structures, causing significant anisotropy and heteroge-
neity [1] for extracting gas more difficult. As for the drilling
process, the drilling fluid hydrating the shale repeatedly will
weaken the mechanical parameters and enlarge the seepage
channels, resulting in instability of the well wall. Note that
the failure of reservoir shale and corresponding permeability
variation in the process [2, 3] is a potential instance consid-
ered in the gas engineering. Especially, the noted hydration
effect will cause vague variation of the mechanical and per-
meable properties of the shales, drastically enhancing the dif-
ficulty of shale gas development. Therefore, deep research on
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the permeability of hydrated shale under complex extracting
circumstances has attracted attentions by many researchers.

In recent years, a few researches about the hydrated shale
with the help of the advanced equipment have been investi-
gated. Shi and Xia [4] observed the variation of the shale
structure by XRD, SEM, and CT, indicating that the water
weakening minerals caused crack propagation, and Ma and
Chen [5] conducted hydration experiment by CT and
observed that obvious damage was mainly in the initial
hydrated stage; also, Liu et al. [6] used SEM to observe the
microcrack propagation to form the large fractures when
hydrating much more time. Massat et al. [7] carried out
experiments to research on hydration influence on the shale
structures and pore distribution, mainly causing the crack
propagation, and Liu et al. [8] pointed out that arranged min-
eral particles provided channels for shale absorbing water
when hydrating to change corresponding structures. The
above experiments show that hydration greatly changes the
shale microstructure to influence on its mechanical charac-
teristics, so the issue about the properties of the hydrated
shale should be solved in detail. Zhang and Sheng [9] ana-
lyzed the crack propagation and gave the relationship of the
hydration expansion stress and seepage parameters. Teng
et al. [10] researched the elastic modulus and strength
decreasing variation with long hydrating time. Zhu et al.
[11] explained that mechanical parameters of the hydrated
shale decreased because of corresponding clay structures
changing into flocculent fabrics. Roshan et al. [12] also car-
ried out physical and chemical analysis to illuminate the min-
eral hydration influence on the shale permeability. Zhang
and Sheng [13] compared the shale permeability variation
considering water and KCL treatment, showing that water
hydration affected the shale permeability more greatly. The
above studies indicate that the hydration effect on the
mechanical and permeable properties in laboratory condi-
tions and in situ compression tests should not be ignored,
and deep investigations about complex load combination
on the hydromechanical behavior of the reservoir shales
should be deeply conducted.

In decades, some researchers have paid more attentions
to the rock permeability under different loading conditions.
Tan et al. [14] determined the relationship of the rock perme-
ability and corresponding axial strain in the process of the
progressive failure, indicating the complex hydromechanical
coupled behavior of low porous rocks; Zhou et al. [15] dis-
cussed the shale permeability evolution considering different
combinations of the shale structures and different confining
pressures; Liu [16] analyzed the shale deformation and corre-
sponding permeability variation and proposed a permeability
model considering rock damage evolution; and Yu et al. [17]
conducted the permeability tests under loading and unload-
ing conditions, showing that the permeability after unloading
sharply increased and the value reached to the maximum
considering unloading confining pressure at the prepeak.
The above researches about the permeability evolution under
single loading or unloading condition give supports to inves-
tigate the permeability variation under cyclic loading and
unloading conditions. And also, some researches have been
implemented. Yu et al. [18] conducted the seepage experi-

ments to describe the permeability variation of sandstones
under freeze-thaw loading conditions; Yin et al. [19]; Xu
et al. [20], and Pan et al. [21] researched the coal permeability
under a combination of the axial and confining pressure and
gave the theoretical analysis; and Kong et al. [22] found out
that the permeability evolution curve under loading condi-
tions could not match that in the process of unloading.
Zhang et al. [23] conducted the periodic seepage tests of the
sandstones in the Three Gorges Reservoir, showing that per-
meability is approaching a stable value under four cyclic
loading and unloading conditions. Sun et al. [24] determined
the dynamic permeability model considering cyclic axial
stress. Wang et al. [25] carried out the three-axial cyclic
loading tests to investigate the relationship of the coal perme-
ability and damage energy. Therefore, researches about the
permeability characteristics of the reservoir shale under
complex loading and unloading conditions should be deeply
investigated. Sun et al. [26] and Yan et al. [27] carried out the
seepage tests to reveal the strong relationship of shale perme-
ability and real-time damage, providing useful information
for research on the permeability characteristics of hydrated
shale under cyclic loading and unloading conditions.

Therefore, taking a reservoir shale as a case study, consid-
ering the shale structures and hydration effect, corresponding
permeability experiments under cyclic loading and unload-
ing conditions are conducted to investigate the relationship
of crack propagation and permeability of reservoir shales.
And also, the damage analysis has been proposed to analyze
the shale damage evolution and corresponding permeability
variation, revealing the permeability characteristics caused
by progressive damage considering the hydromechanical
coupling effect. Furthermore, some models describing the
permeability loses, permeability recoveries, and correspond-
ing stress-sensitive coefficients are proposed to indicate the
permeability evolution under cyclic loading and unloading
conditions, revealing the permeability evolution mechanism
of the hydrated shale under complex conditions.

2. Seepage Experiments of the Hydrated Shale

2.1. Sample Preparation. To investigate the permeability
characteristics of hydrated reservoir shales under cyclic load-
ing and unloading conditions, the testing shales are the out-
crop taken from Longmaxi in Chongqing Shizhu county,
which are selected for the permeability experiments. Firstly,
the mineral composition of the pulverized shale should be
analyzed based on XRD to get the diffraction pattern as
Figure 1(a), showing the minerals of Quartz, orthoclase, pla-
gioclase, calcite, dolomite, illite, montmorillonite, chlorite,
and kaolinite. And according to the method by the Interna-
tional Society for Rock Mechanics (ISRM), the size of all
tested specimens is cylindrical with 50mm diameter and
100mm length approximately, shown in Figure 1(b). It is
observed from Figure 1(b) that the shales are black with obvi-
ous bedding. Furthermore, acoustic emissions from all spec-
imens are detected and received by the nonmetallic acoustic
detector RSM-SY5 in order to illuminate that every group
of reservoir sandstone specimens is uniform to avoid the
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specimen heterogeneity influencing on the experimental effi-
ciency and accuracy.

2.2. Apparatus for Shale Seepage Experiments. All the seepage
experiments will be conducted in Geotechnical Test Center
of Chongqing University, and a rock servo-controlled triaxial
equipment named Rock 600-50HT PLUS manufactured by
TOP-INDUSTRIE in France is arranged for all the tests.

The experimental apparatus consists of a hydraulic pres-
sure transfer system, a pressure chamber equipment, a
hydraulic pressure system, and an automatic data collection
system; performing triaxial compression tests at confining
pressures (P2) up to 60MPa, with increasing deviatoric stress
(P1) up to 500MPa and with an increasing transducer, has a
resolution of 0.01MPa. And the system can handle the
constant-head, constant flow-rate, and transient-pulse per-
meability tests under low or high confining and water pres-
sures. Also, different fluids can be chosen as the testing
fluid and the servo-controlled fluid pump can regulate the
pore pressure up to 60MPa (P3/P4) according to the experi-
mental target.

This apparatus can perform mechanical tests, seepage
tests, and hydromechanical tests by computer and robotized
operations, ensuring that all the testing data can be analyzed
safely, timely, and accurately. The apparatus can be used to
deal with hydrostatic pressure tests, triaxial seepage tests,
etc. Four kinds of loading modes including displacement
loading, stress loading, strain loading, and flow loading are

employed to satisfy different experimental requirements.
And the apparatus can automatically record all the real-
time data every 5 seconds.

2.3. Testing Theory and Design. Firstly, the hydrated shales
have been treated with 0 days (no hydration), 2 days, 5 days,
and 10 days, shown in Figure 2, and obvious cracks are
observed on the shale surface with more hydrated days.
When conducting the shale seepage tests, the shale specimens
are enclosed in a 3mm thick Viton rubber jacket and then
placed in the sample assembly. When testing, the axial dis-
placement is measured with two displacement LVDTs, and
the circumferential deformation is measured with a circum-
ferential sensors. Considering the temperature influencing
on the shale deformation and seepage characteristics, all the
tests are conducted at room temperature (25 ± 2°C).

And then, corresponding tests of the hydrated shales
under different load combinations are performed. For
obtaining the damage variation and permeability characteris-
tics of the hydrated shale, the samples are firstly conducted
with desired confining pressure, and the axial stress is pro-
portionally increased to the value of the confining pressure
to ensure an initial isotropic stress or zero deviatoric stress.
In addition, the upstream pressure (P3) and downstream
pressure (P4) are balanced for the hydrated shales to ensure
the fluid in a single phase. Afterwards, the deviatoric stress
is increased stepwise and the seepage testing is invoked for
measurements of the rock permeability. For this seepage
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testing procedure, the permeability of the samples can be
calculated by measuring the fluid volume from the pump in
a period of time and written by [16]

k = μLV
AΔpΔt

, ð1Þ

where k is the shale permeability (m2), μ is the fluid dynamic
viscosity (water at T = 20°C, 1 × 10−3 Pa · s), L is the shale
specimen height (m), V is the fluid volume (m3) from the
pump in time Δt, A is the cross-sectional area (m2), Δp is
the fluid pressure difference (Pa), and Δt is the flow time(s).

As for the seepage tests under cyclic loading and unload-
ing conditions, the detailed design is listed in Table 1. The
design considers seepage pressure 4MPa and axial pressure
5MPa and confining pressure loading from 5MPa to
11MPa and unloading from 11MPa to 5MPa (increment
of 1MPa) for five times, and permeability of the hydrated
shales under different stages can be measured, describing
the permeability variation with different hydrated days under
designed load conditions.

3. Permeability Analysis of the Shale with
Different Hydrated Time

3.1. Mechanical Characteristics and Permeability Variation of
the Hydrated Shale. In order to describe the mechanical
characteristics and corresponding permeability variation of
the hydrated shale with different days (2 days, 5 days, and
10 days), the curves of the deviatoric stress and strain and

(a) (b)

(c)

Figure 2: The shale samples with different hydrating days. The labels in Fig.2 are as follows, (a)No hydration (b) 2days (c)5 days (d) 10days.

Table 1: The seepage tests of the hydrated shale under cyclic
loading and unloading conditions.

Seepage
pressure
(MPa)

Axial
pressure
(MPa)

Hydration
time (d)

Confining pressure
(MPa)

5 6 7 8 9 10 11

4 5

0

Cyclic loading and
unloading condition

2

5

10

4 Geofluids



permeability and strain considering the load combination of
seepage pressure 4MPa and confining pressure 5MPa are
shown in Figure 3. It can be seen that the variation patterns
of the deviatoric stress and strain are similar; however, the
shale treated by more hydrated days shows lower peak
strength. According to the hydrated characteristic shown in
Figure 2, it can be concluded that there is more water
absorption into the shale with more hydrated days, causing
the mineral expansion and separation to generate the floccu-
lent fabrics and larger pore structure, so the water can flow
into the pores and fractures more and more to enlarge the
shale damage. Therefore, the shale specimen with more
hydrated days generated more cracks quickly to propagate
under progressive loading conditions [28], especially the
shale bedding which was softened and lubricated to weaken
the rock strength and failed more easily.

Furthermore, the permeability evolution under different
combinations of confining pressure and different water pres-
sures is plotted in Figure 3, showing that given the same load-
ing conditions, the permeability of given hydrated days
decreased in the initial loading stage and then increased with
increasing loads; the variation was in accordance with the
above stages of the shale crack propagation and permeability
evolution in reference [26], deeply calibrating the synchro-
nism of the permeability evolution with the crack initiation
and propagation. Also, it can be seen from Table 2 that the
initial permeability of the shale with hydration for 0 days,
2 days, 5 days, and 10 days, respectively,6:63 × 10−18m2,
8:69 × 10−18m2, 14:65 × 10−18m2, and 26:58 × 10−18m2, indi-
cating that the permeability of the shale with more hydrated
days in the initial compaction stage is larger because of more
cracks mentioned in Figure 2. And increasing ratio of shale

permeability considering hydrated days from 0 days to 2 days,
2 days to 5 days, and 5 days to 10 days is, respectively,
31.07%, 68.58%, and 81.43%, the comparison showing that
the permeability is more sensitive to the hydrated period.
So the permeability variation can explain that long-time
hydration causes much more pores and propagated cracks
to enlarge the seepage channels, resulting in the permeability
increasing greatly. Therefore, observations from the above
data indicate that the hydration should not be ignored for
the reservoir drilling and hydraulic fracturing in the process
of shale gas extraction.

And also, corresponding minimum permeability of
shales with no hydration, hydrated 2 days, 5 days, and 10
days under the same load condition, respectively, with values
3:31 × 10−18 m2, 3:52 × 10−18 m2, 6:49 × 10−18 m2, and 12:54
× 10−18 m2, is also listed in Table 2. It can be observed that
the minimum permeability of shales also increased with
more hydrated days, showing that more and greater cracks
of shales with long period of hydration still dominate. In
addition, the corresponding maximum permeability is listed
in Table 2, and the corresponding values are 29.57×10-18 m2,
39.54×10-18 m2, 201.55×10-18 m2, and 387.61×10-18 m2 con-
sidering no hydration and hydrated 2 days, 5 days, and 10 days,
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Figure 3: The curves of stress and permeability variation.

Table 2: The permeability considering hydraulic pressure with
different confining pressures (10-18 m2).

Hydrated days (day) 0 2 5 10

Initial permeability 6.63 8.69 14.65 26.58

Minimum permeability 3.31 3.52 6.49 12.54

Maximum permeability 29.57 39.54 201.55 386.71
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showing that the permeability considering hydrated 10 days is
13.1 times of no hydration, which concludes that greater frac-
tures are generated for this kind of shale with more days of
hydration under the same condition.

Therefore, the curves of permeability variation can be
summarized into that more hydrated days cause much more
pores and fractures to enlarge larger seepage channels, and
the water is speeded up to flow in the cracks resulting in cor-
responding permeability of shales with more hydrated days
which increases more obviously under the above same load
combination. The main reason for the hydration enlarging
the crack aperture and quantities is crack propagating and
new cracks initiating among the inorganic minerals, and the
crack widening between the banded organic materials and
inorganic minerals. And also, the ion such as Na+, K+, and
Ca2+ will be dissolved; once the water is drained out, the ion
will gather on the clay surface causing the wider crack. There-
fore, the crack should be connected to form larger cracks, and
corresponding permeability will increase greatly.

3.2. Permeability Characteristics of Hydrated Shale Induced.
To comprehensively characterize the permeability change of
reservoir rocks, an important index named damage variable D
describing the defect variation closely related to the microcrack
growth and microstructural evolution was proposed. Based on
the research in the literature [16], it is assumed that the strength
of rock microelements obeys Weibull stochastic distribution;
accordingly, the damage variable D can be described by

D = 1 − exp −
F
F0

� �m� �
, ð2Þ

where m and F0 are the Weibull parameters and F is the ran-
dom strength variables of rock microelements.

Suppose F = f ð~σ′Þ, where eσ′ is the effective stress ten-
sors, so the rock failure criteria can be written by

F = f eσ′� �
− k0 = 0, ð3Þ

where k0 is constant related to cohesion and friction angle

considering the rock yielding; F = f ð eσ′Þ ≥ k0 represents the
rock yielding or failing. And the rock failure criteria may be
described based on Drucker-Prager criteria

F = αeI ′1 +
ffiffiffiffiffiffieJ ′2

q
, ð4Þ

α = sin φffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9 + 3 sin2φ

p , ð5Þ

where ϕ is the friction angle; ~I1′ is first invariant of effective
stress tensor, and ~J2′ is the second invariant of effective
stress tensor.

Suppose the stress-strain of rocks obeys the Generalized
Hook’s Law, the principle stress-stain can be written by

~ε1′ =
1
E

~σ1′ − μ ~σ2′ + ~σ3′
� �h i

, ð6Þ

where E is the elastic module and μ is Poisson’s ratio.
Considering σ1 > σ2 = σ3 in triaxial tests and ε1 = ~ε′1,

substituting the expression ~σ′ij = ðσij − pwδÞij/ð1 −DÞ into

Equation (6) gives

σ1 = Eε1 1 −Dð Þ + 2μσ3 + 1 − 2μð Þpw ð7Þ

And also, the measured axial deviatoric stress σ1t and real
axial stain ε1 should be shown in Equation (8) and Equation (9).

σ1t = σ1 − σ3 ð8Þ

ε1 = ε1t + ε10 ð9Þ
Therefore, the statistical damage constitutive model [16]

considering pore pressure can be written by

σ1t = Eε1t + 1 − 2μð Þ σ3 − pwð Þ½ � exp −
F
F0

� �m� �
+ 2μ − 1ð Þ σ3 − pwð Þ

F = Eε1t + 1 − 2μð Þ σ3 − pwð Þ½ �
σ1t + 1 − 2μð Þ σ3 − pwð Þ ⋅

sin φ σ1t + 3σ3 − 3pwð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9 + 3 sin2φ

p + σ1tffiffiffi
3

p
" #

,

σ1t − 2μ − 1ð Þ σ3 − Pwð Þ
Eε1t + 1 − 2μð Þ σ3 − Pwð Þ = exp −

F
F0

� �m� �
,

ð10Þ

where E is elastic module, ε1t is deviatoric strain; σ1t is deviato-
ric stress, σ3 is confining pressure, pw is permeable pressure, φ is
internal frictional angle, and μ is Poisson’s ratio.

And then, Equation (5) may be changed as below:

σ1t − 2μ − 1ð Þ σ3 − Pwð Þ
Eε1t + 1 − 2μð Þ σ3 − Pwð Þ = exp −

F
F0

� �m� �
,

ln ln σ1t − 2μ − 1ð Þ σ3 − Pwð Þ
Eε1t + 1 − 2μð Þ σ3 − Pwð Þ

� �	 

=m ln F − B,

Y =mX − B,

ð11Þ

in which, X = ln F; Y = ln fln ½ðEε1t + ð1 − 2μÞðσ3 − pwÞÞ/
ðσ1t + ð1 − 2μÞðσ3 − pwÞÞ�g; Bis the fitting parameter; and
F0 can be calculated by F0 = exp ðB/mÞ according to the
fitting analysis.

Based on above derived formula, the curves of shale dam-
age and strain and permeability and strain can be calculated
and are shown in Figures 4(a)–4(c). The comparison of the
permeability and corresponding damage variation about the
shales with different hydrated days present similar variations.
However, it was observed from Figure 4 that shale with
hydration of 10 days has greater damage and larger perme-
ability with the same strain, indicating that more fractures
and cracks representing greater damage have generated for
this shale with more days of hydration. As for the shale
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Figure 4: The permeability and damage coefficient of the shale rocks vs. axial strain considering hydrated days. The labels in Fig.4 are as
follows,(a) 2 days (b) 5 days (c) 10 days.
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samples with the same hydrated days, it can be seen that the
variation patterns of the damage and permeability variation
are similar to the deviatoric stress variation in Figure 3,
indicating that increasing loads enlarge the shale damage
and permeability, so the damage variation rate can be
considered to describe the crack propagation and perme-
ability development.

Therefore, the permeability related to the damage
variable D can be written by Equation (12) using the testing
data of hydrated 2 days, 5 days, and 10 days, shown in
Figures 5(a)–5(c). It can be seen from the fitting curves that
the relationship of the permeability and corresponding
damage variable can be expressed by exponential functions
with the correlation coefficient exceeding 0.97, indicating
that the gradual damage is the key to describe the perme-
ability evolution.

k = ζ exp a + bD + cD2� �
, ð12Þ

where k is the permeability, D is damage variable, ζ is a
parameter valued 10-18, and a, b, c are fitting parameters
based on the experimental data.

And also, it can be observed that the shale permeabil-
ity increases with greater damage variable, indicating that
the shale damage variation can represent inner crack prop-
agation, and the permeability evolution is closely related to
the crack propagation, so the permeability evolution is
considered to be synchronized with the damage evolution.
In addition, the curves k ~D in Figures 5(a)–5(c) show
that the shale permeability in Figure 5(c) with 10-day
hydrated days is the greatest under the same loading con-
ditions compared with other shales with less hydrated
days; the main reason is concluded that initial damage is
the greatest for 10-day hydrated shales resulting in the
greatest initial permeability and it was kept the greatest
even with the same damage variable, explaining the effect
of hydration on the shale permeability.

4. The Permeability of the Shale under Loading
and Unloading Conditions

4.1. The Permeability Variation under the First Loading and
Unloading Conditions

4.1.1. The Permeability Variation under the First Loading
Conditions. It can be observed from the black solid lines
in Figures 6(a)–6(d) that the permeability variation
decreased sharply with increasing confining pressure in
the initial loading stage; however, the value decreased
smoothly with greater confining pressure. The reason is
that the shale bedding with initial confining pressure may
be closed and caused larger deformation, so the fracture
aperture closed much more and formed less seepage chan-
nel to show smaller permeability. While the confining pres-
sure was increased significantly, the pores and fractures
cannot be compacted more easily, and the permeability
changes very slowly. Therefore, the confining pressure
dominated the permeability variation considering the same

seepage pressure. As seen from the solid black lines in
Figures 6(a)–6(d) considering the confining pressure
increasing from 5MPa to 11MPa, the shale permeability
with no hydration and hydrated 2 days, 5 days and 10 days
decrease from 6:2 × 10−18 m2, 8:58 × 10−18 m2, 14:88 ×
10−18 m2, and 24:45 × 10−18 m2 to 0:58 × 10−18 m2, 0:77 ×
10−18 m2, 1:127 × 10−18 m2, and 1:49 × 10−18 m2. The
changes for the shale permeability indicate that the perme-
ability considering larger confining pressure is not sensitive
to the load increment.

Therefore, considering the same seepage pressure and
axial pressure, the shale permeability decreased more
smoothly with increasing confining pressure. In addition,
the relationship of the permeability and confining pressure
can be fitted as power function, exponential function, and
quadratic polynomial function for the first loading condi-
tions listed in Table 3 [22], and it can be seen that the fitting
curves under the first loading condition based on the above
testing data can be expressed by an exponential function with
relation coefficient of 0.97, showing that corresponding fit-
ting coefficients of shales considering more hydrated days
are greater.

4.1.2. The Permeability Variation under the First Unloading
Conditions. It can be seen from the dotted lines in
Figures 6(a)–6(d) that the permeability variation in the
initial unloading stage increased more smoothly with confin-
ing pressure decreasing; however, the permeability increased
relatively more sharply with smaller confining pressure. And
also, when considering the confining pressure decreases
from 11MPa to 5MPa, the shale permeability of no
hydration and hydrated 2 days, 5 days, and 10 days increases
from 0:42 × 10−18 m2, 0:61 × 10−18 m2, 0:70 × 10−18 m2, and
1:12 × 10−18 m2 to 1:54 × 10−18 m2, 1:38 × 10−18 m2, 2:5 ×
10−18 m2, and 4:90 × 10−18 m2. It can be concluded that con-
sidering the same seepage pressure and axial pressure, the
shale permeability increases much more with decreasing
confining pressure. In addition, the fitting curves under the
unloading condition based on the above testing data can be
expressed by an exponential function with relation coeffi-
cient of 0.95 listed in Table 3.

Therefore, as observed from the figures and tables
about the permeability variations under the first loading
and unloading conditions, it can be seen that the perme-
ability under the same confining pressure in the loading
stage is larger than that in the unloading stage, especially
that the permeability cannot recover to the original value
even if the confining pressure reaches to the origin condi-
tion. For example, the permeability of the shale with 2-day
hydration is 8:6 × 10−18 m2 with confining pressure 11MPa
in the loading stage, otherwise the permeability is 1:4 ×
10−18 m2 in the unloading stage even if the confining pres-
sure is unloaded to the original value, and the permeability
just recovers to 20% of the original value. The main rea-
son is that loading process generates irreversible damage
inside the shales and cannot recover again in the unload-
ing process. Thus, the curves of shale permeability cannot
coincide in the loading and unloading stage.
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4.2. The Permeability Variation under Cyclic Loading and
Unloading Conditions. In order to describe the permeability
evolution under cyclic loading and unloading conditions, the
curves considering five cycles shown in Figures 6(a)–6(d) have
been compared in detail. The comparisons indicate that the var-
iation patterns of the shale permeability are similar to the vari-
ation considering the first loading and unloading conditions.
And it can be clearly seen from the curves in Figure 6(a) ②
representing themagnified four cycles that considering the con-
fining pressure increasing from 5MPa to 11MPa in the second
cyclic loading and unloading process, the shale permeability
with no hydration and hydrated 2 days, 5 days, and 10 days
decreases from 1:54 × 10−18 m2, 1:39 × 10−18 m2, 2:5 × 10−18
m2, and 4:9 × 10−18 m2 to 0:28 × 10−18 m2, 0:25 × 10−18 m2,
0:69 × 10−18 m2, and 0:4 × 10−18 m2. And also, when consider-
ing the confining pressure decreases from 11MPa to 5MPa,
the shale permeability of no hydration and hydrated 2 days,
5 days, and 10 days increases from 0:21 × 10−18 m2, 0:25

× 10−18 m2, 0:69 × 10−18 m2, and 0:4 × 10−18 m2 to 0:7 ×
10−18 m2, 0:82 × 10−18 m2, 1:74 × 10−18 m2, and 2:58 ×
10−18 m2.

Also, as seen from the curves in Figure 6(b) ② consider-
ing the confining pressure increasing from 5MPa to 11MPa
in the third cyclic loading and unloading process, the shale
permeability with no hydration, hydrated 2 days, 5 days
and 10 days decreases from 0:7 × 10−18 m2, 0:82 × 10−18 m2,
1:74 × 10−18 m2, and 2:58 × 10−18 m2 to 0:18 × 10−18 m2,
0:56 × 10−18 m2, 0:45 × 10−18 m2, and 0:31 × 10−18 m2. And
also, when considering the confining pressure decreases
from 11MPa to 5MPa, the shale permeability of no
hydration and hydrated 2 days, 5 days, and 10 days increases
from 0.18× 10-18 m2, 0.16× 10-18 m2, 0.27× 10-18 m2and
0.31×10-18 m2 to 0.54×10-18 m2, 0.61×10-18 m2, 1.25×10-18
m2 and 1.74×10-18 m2.

And it is observed from the curves in Figure 6(c)② con-
sidering the confining pressure increasing from 5MPa to

30

25

20

15

10

5

0.0 0.2 0.4 0.6 0.8 1.0
Damage variable (D)

Pe
rm

ea
bi

lit
y 

(1
0–

18
 m

2 )

Testing data
Fitting curve

k = e1.77003∙D2 +0.17433∙D+1.93239

R2 = 0.97374

(a)

240

200

160

120

80

40

0.0 0.2 0.4 0.6 0.8 1.0
Damage variable (D)

k = e–5.363∙D2 +9.92∙D+0.7329

R2 = 0.98945

0

Testing data
Fitting curve

Pe
rm

ea
bi

lit
y 

(1
0–

18
 m

2 )

(b)

400

300

250

200

150

50

0.0 0.2 0.4 0.6 0.8 1.0
Damage variable (D)

Testing data
Fitting curve

k = e–2.7468∙D2 +5.64762∙D+3.1252

R2 = 0.99656

100

350

Pe
rm

ea
bi

lit
y 

(1
0–

18
 m

2 )

(c)

Figure 5: The relationship of the permeability and damage variation considering hydrated days. The labels in Fig.5 are as follows,(a) 2 days
(b) 5 days (c) 10 days.
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11MPa in the fourth cyclic loading and unloading process,
the shale permeability with no hydration and hydrated 2
days, 5 days, and 10 days decreases from 0:51 × 10−18 m2,
0:61 × 10−18 m2, 1:25 × 10−18 m2, and 1:74 × 10−18 m2 to
0:11 × 10−18 m2, 0:09 × 10−18 m2, 0:27 × 10−18 m2, and 0:25
× 10−18 m2. And also, when considering the confining pres-
sure decreases from 11MPa to 5MPa, the shale permeability
of no hydration and hydrated 2 days, 5 days, and 10 days
increases from 0:11 × 10−18 m2, 0:12 × 10−18 m2, 0:45 ×

10−18 m2, and 0:25 × 10−18 m2 to 0:45 × 10−18 m2, 0:53 ×
10−18 m2, 1:12 × 10−18 m2, and 1:49 × 10−18 m2.

Furthermore, as seen from the curves in Figures 6(d) ②
representing the magnified four cycles considering the confin-
ing pressure increasing from 5MPa to 11MPa in the fifth cyclic
loading and unloading process, the shale permeability with no
hydration and hydrated 2 days, 5 days, and 10 days decreases
from 0:46 × 10−18 m2, 0:53 × 10−18 m2, 1:1 × 10−18 m2, and
1:5 × 10−18 m2 to 0:10 × 10−18 m2, 0:12 × 10−18 m2, 0:26 ×
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Figure 6: The permeability variation of the hydrated shale considering cycling loading and unloading conditions. The labels in Fig.6 are as
follws, (a) No hydration (b) 2days (c) 5 days (d) 10 days.
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10−18 m2, and 0:24 × 10−18 m2. And also, when considering the
confining pressure decreases from 11MPa to 5MPa, the shale
permeability of no hydration and hydrated 2 days, 5 days,
and 10 days increases from 0:10 × 10−18 m2, 0:09 × 10−18 m2,
0:26 × 10−18 m2, and 0:24 × 10−18 m2 to 0:40 × 10−18 m2, 0:52
× 10−18 m2, 1:0 × 10−18 m2, and 1:42 × 10−18 m2. However, it
can be concluded from Figures 6(a) ②–6(d) ② that the varia-
tion rate of the shale permeability is more smooth after 3 cyclic
loading and unloading processes, indicating that the shale per-
meability is mainly sensitive to the first load combination.

And also, the fitting curves of the shale permeability under
5 cyclic loading and unloading conditions are described by
main power functions listed in Table 3. For deeply investigat-
ing the cyclic loading and unloading conditions influencing on
the shale permeability variation, the permeability loss in the
loading condition and permeability recovery in the unloading
condition are introduced to describe the permeability evolu-
tion under complex conditions. The permeability based on
the tests is normalized as

F = ki
k0

× 100%, ð13Þ

where F is the dimensionless factor of the permeability, ki is
the permeability under loading or unloading condition, and
k0 is the original permeability.

According to formula (13), the loss rate FS in the load-
ing condition is defined as the ratio of the permeability in
the beginning stage and permeability in the ending stage
as FS = F0 − Ft , in which F0 is the dimensionless factor of
the permeability in the beginning loading stage and Ft is the
dimensionless factor of the permeability in the ending loading
stage. As for the unloading stage, the recovery is defined as
Fm = FC − Ft , where FC is the dimensionless factor of the per-
meability considering the confining pressure unloading to the
original value. Based on the permeability under different load
conditions, the loss rate and recovery rate are calculated and
listed in Table 3. It can be seen from Table 3 that for the shale
with no hydration, the permeability loss rate in the first cyclic
condition is larger than 90%, 21% in the second cycle, 8% in
the third cycle, 6.5% in the fourth cycle, and 5.7% in the fifth
cycle. As for the shale specimens with hydration of 2 days,
the permeability loss rate in the first cyclic condition is larger
than 91%, 13% in the second cycle, 7.7% in the third cycle,
5.6% in the fourth cycle, and 5.0% in the fifth cycle. As for

Table 3: Curves of permeability and confined pressure of hydrated shale rocks.

Hydrated days Cycles

Loading Unloading

FS

Fitting curves (y represents
permeability k; x represents

confining pressure Pc)

Relation
coefficient R2 Fm

Fitting curves (y represents
permeability k; x represents

confining pressure Pc)

Relation
coefficient R2

0

1 0.9 y = 47:667exp −0:41xð Þ 0.99 0.181 y = 4:163x −0:97ð Þ 0.99

2 0.21 y = 2:95 exp −0:212xð Þ 0.98 0.089 y = 2:735x −0:962ð Þ 0.98

3 0.08 y = 9:74x −1:657ð Þ 0.97 0.065 y = 2:792x −1:16ð Þ 0.97

4 0.065 y = 8:073x −1:744ð Þ 0.98 0.054 y = 6:448x −1:681ð Þ 0.98

5 0.057 y = 7:882x −1:802ð Þ 0.99 0.051 y = 4:6972x −1:556ð Þ 0.99

2

1 0.91 y = 55:492exp −0:370xð Þ 0.99 0.092 y = 4:163x −0:97ð Þ 0.99

2 0.13 y = 40:556x −2:107ð Þ 0.98 0.071 y = 2:735x −0:962ð Þ 0.98

3 0.07 y = 22:95x −2:058ð Þ 0.97 0.059 y = 2:792x −1:16ð Þ 0.97

4 0.056 y = 17:271x −2:145ð Þ 0.98 0.046 y = 6:448x −1:681ð Þ 0.98

5 0.05 y = 13:697x −1:965ð Þ 0.99 0.044 y = 4:6972x −1:556ð Þ 0.99

5

1 0.924 y = 92:738exp −0:359xð Þ 0.99 0.074 y = 10:181x −0:962ð Þ 0.9

2 0.121 y = 35:39x −1:629ð Þ 0.98 0.071 y = 6:78x −0:962ð Þ 0.95

3 0.086 y = 24:145x −1:657ð Þ 0.97 0.057 y = 6:92x −1:159ð Þ 0.97

4 0.066 y = 20:014x −1:744ð Þ 0.98 0.054 y = 15:988x −1:681ð Þ 0.98

5 0.056 y = 19:543x −1:802ð Þ 0.99 0.05 y= 11.646x(-1.556) 0.99

10

1 0.95 y = 1397:26 exp −0:811xð Þ 0.99 0.072 y = 316:21x −2:691ð Þ 0.99

2 0.18 y = 775:56x −3:177ð Þ 0.98 0.067 y = 103:7x −2:305ð Þ 0.98

3 0.092 y = 141:97x −2:634ð Þ 0.97 0.056 y = 39:639x −1:979ð Þ 0.97

4 0.061 y = 50:236x −2:176ð Þ 0.98 0.043 y = 32:695x −1:908ð Þ 0.98

5 0.051 y = 60:482x −2:311ð Þ 0.99 0.042 y = 81:857x −2:309ð Þ 0.99
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the shale with hydration of 5 days, the permeability loss rate in
the first cyclic condition is larger than 92.4%, 12.1% in the sec-
ond cycle, 8.6% in the third cycle, 6.6% in the fourth cycle, and
5.6% in the fifth cycle. As for the shale with hydration of 10
days, the permeability loss rate in the first cyclic condition is
larger than 95.0%, 18.0% in the second cycle, 9.2% in the third
cycle, 6.1% in the fourth cycle, and 5.1% in the fifth cycle. The
permeability losses for different conditions indicate that the
permeability loss rate decreases more smoothly considering
more load cycles considering the same hydrated days. How-
ever, the hydrated days enlarge the permeability loss rate for
the former three cycles, showing that the hydration effect can-
not be ignored in the shale permeability research.

And also, the permeability in the unloading stage is
smaller than that in the loading stage because of the irrevers-
ible deformation, so the permeability recovery listed in
Table 3 is relatively smaller. The results indicate that for the
shale with no hydration, the permeability recovery rate in the
first cyclic condition is 18.1%, 8.9% in the second cycle, 6.5%
in the third cycle, 5.4% in the fourth cycle, and 5.1% in the fifth
cycle. As for the shale with hydration of 2 days, the permeabil-
ity recovery rate in the cyclic condition is 9.2%, 7.1% in the sec-
ond cycle, 5.9% in the third cycle, 4.6% in the fourth cycle, and
4.4% in the fifth cycle. As for the shales with hydration of 5
days, the permeability recovery rate in the cyclic condition is
7.4%, 7.1% in the second cycle, 5.7% in the third cycle, 5.4%
in the fourth cycle, and 5.0% in the fifth cycle. As for the shale
with hydration of 10 days, the permeability recovery rate in the
cyclic condition is 7.2%, 6.7% in the second cycle, 5.6% in the
third cycle, 4.3% in the fourth cycle, and 4.2% in the fifth cycle.
The permeability recovery rate is less than 20% after the first
unloading, indicating that the shale permeability with obvious

irreversible deformation under loading condition is difficult
to be recovered to the original value.

In addition, the comparison listed in Table 3 shows that the
permeability loss rate and recovery rate is related to the hydra-
tion days, indicating that the loss rate is greater and the recovery
rate is less with more hydration days, indicting the permeability
in the loading stage is sensitive to the confining pressure, but
insensitive to the confining pressure in the unloading condition.
Thus, the permeability in the end of the every cycle is given by
Figure 7, indicating that for the shale considering certain
hydrated days, more cycles cause the permeability to change
smoothly and reduce the sensibility of the permeability, and
the permeability is greater withmore hydrated days considering
the same load combination, indicating permeability with more
hydration is more sensitive to the cycles.

4.3. The Sensibility of the Shale Permeability on the Stress
under Cyclic Loading and Unloading Conditions. For describ-
ing the relationship of the permeability and the confining
pressure under cyclic loading and unloading conditions, the
sensibility coefficient is defined to investigate the shale per-
meability variation. The larger coefficient indicates the per-
meability is more sensitive to the stress. According to
references [29, 30], the sensibility coefficient ck can be written
by formula (14), where k0 is the initial permeability for differ-
ent hydrated shale samples, and corresponding permeability
is 6:63 × 10−18 m2, 8:69 × 10−18 m2, 14:65 × 10−18 m2, and
26:58 × 10−18 m2 for the shale with no hydration and
hydrated 2 days, 5 days, and 10 days.

ck = −
1
k0

∂k
∂p

: ð14Þ
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Figure 7: Comparison of permeability of hydrated shale under 5 cyclic loading and unloading conditions.
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Combined with the permeability expressions in Table 3,
the sensibility coefficient ck can be calculated for the shale
with no hydration and hydrated 10 days. And ck are com-
pared using the testing data based on three cyclic loads to
research on the sensibility variation. It can be observed from

Figure 8 that in the loading condition, ck decreases with
increasing confining pressure, has a larger variation rate
under lower confining pressure, shows stronger sensibility,
and presents insensibility to the larger confining pressure,
indicating that increasing confining pressure compresses
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Figure 8: Permeability-stress-sensitive coefficient of reservoir shale with different hydrated days. The labels in Fig.8 is as follows, (a) No
hydration (b) 10 days.
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the shale fractures and the same pressure increment cannot
greatly change the permeability to reduce the sensibility. As
for the unloading condition, ck may recover smoothly with
decreasing confining pressure. It can be concluded that the
irreversible deformation cannot recover to the original stag,
and corresponding ck is smaller than that under the same
confining pressure condition in the loading stage, which is
in accordance with the variation of the permeability loss rate
and recovery rate. Compared with the coefficient ck of the
shale with no hydration and hydrated 10 days, ck in the latter
condition is quiet larger, emphasizing the hydration effect on
the shale damage and permeability.

5. Conclusions

The hydrated reservoir shale as a case study and the perme-
ability evolution under cyclic loading and unloading condi-
tions are researched using the experiments and theoretical
analysis, and the corresponding permeability loss rate, recov-
ery rate, and stress sensibility are deeply investigated to reveal
the evolution mechanism of the shale permeability consider-
ing the hydration and cyclic loading and unloading condi-
tions. The main conclusions are obtained as below:

(1) The curves of stress and strain have the same
variation, and lower peak strength and greater
permeability are obtained with more hydrated days.
Then, the permeability evolution based on the dam-
age theory shows that permeability is simultaneous
to the damage variation, greater damage greater
permeability

(2) In the primary loading stage, the shale permeability
increases with more hydrated days and decreases
with increasing confining pressure, indicating that
larger confining pressure makes the shale pores and
fractures more compacted to form less seepage chan-
nels. In the unloading stage, the permeability under
the same confining pressure is smaller than that in
the loading stage. And the curves of the permeability
under loading and unloading conditions cannot
coincide. As for 5 cyclic loading and unloading con-
ditions, the relationship of the permeability and the
confining pressure in the first loading stage is a nega-
tive exponent function and then the power functions,
and in the unloading stage, the relationship is power
function

(3) The permeability loss rate and the permeability
recovery rate less than 20% decreases with more
cyclic loading and unloading conditions. And the loss
rate and recovery rate are very obvious in the first
stage, indicating that both rates are sensitive to the
first load combination

(4) The sensibility of the permeability and the stress indi-
cates that in the loading stage, the permeability is
more sensitive under smaller confining pressure,
and increasing confining pressure reduces the sensi-
bility, and in the unloading stage, the sensitive coeffi-

cient is smaller than that under the same confining
pressure in the loading stage, indicating the irrevers-
ible deformation cannot recover to the original con-
dition, which is in accordance with the permeability
loss rate and recovery rate
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Methane flow in coal is associated with the content of both organic matter (OM) and inorganic matter (IOM). Coal matrix contains
nanopores ranging in size from a few to hundreds of nanometers, which leads to a non-Darcy effect where the measured
permeability of a gas (apparent permeability) is higher than that of a liquid (intrinsic permeability). In this study, a generalized
Lattice Boltzmann model (GLBM) is employed for gas flow through the reconstructed coal matrix consisting of OM, IOM, and
fractures. The apparent permeability model is proposed to calculate the total flow flux accounting for multiple transport
mechanisms including viscous flow, slip flow, transitional flow, and the Knudsen diffusion. The impact of effective pore radius
and gas surface diffusion on permeability in the gas adsorption-desorption process is also considered in the model. What’s
more, the weighting factors are adopted to adjust the contribution of the viscous flow and the Knudsen flow. The effect of total
organic/inorganic content and the development of fractures on the apparent permeability of the reconstructed coal matrix is
also studied. It is found that the apparent permeability is extremely low when a fracture is nonexistent, and varies almost
linearly with the total organic/inorganic content. A fracture plays a significant role in determining apparent permeability and
the velocity distribution of the coal matrix.

1. Introduction

Permeability is a key factor in the exploitation of coalbed
methane, which directly determines whether the target coal
reservoir is valuable for mining. For a long time, people eval-
uated the permeability of the coal reservoir based on Darcy’s
law. However, recent extensive studies [1–4] show that the
non-Darcy effect at the pore scale has a great contribution
to the gas flow flux. If the influence is ignored, the permeabil-
ity obtained will have a great deviation.

Coal is a typical tight porous medium, with a wide
distribution of pore size, which is distributed in the range
of 1-100 nm [5, 6]. Therefore, gas flow in coal in the form

of a multiscale flow process includes viscous flow, slip flow,
transition flow, and the Knudsen diffusion (free molecular
flow). Under the exploitation of coalbed methane, the dom-
inant flow mechanism also changes with the reservoir pres-
sure [7]. Specifically, the adsorbed gas in the nanopore of
the matrix is desorbed as free gas when the pressure drops
in the process of drilling and drainage, and the resulting
pressure difference then leads the free gas to diffuse into
the fracture system. After the gas pressure tends to be stable,
gas flows in the form of viscous flow in the wellbore, macro-
pore, or fracture network under a pressure gradient. How-
ever, due to the small pore throat of the coal matrix, when
the average free path of gas molecules is close to the pore
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size, the gas molecules have a nonzero velocity on the wall,
which will result in the occurrence of gas slippage [8]. In
addition to the discontinuous effect causing the apparent
permeability of the gas to be higher than the intrinsic per-
meability, the concentration difference of the adsorbed gas
on the pore surface will also make the gas diffuse to the
low concentration area; this phenomenon is called surface
diffusion [9, 10]. Previous studies [11, 12] have confirmed
that the total amount of adsorbed gas is more than 85% in
coal reservoirs; therefore, the surface diffusion of adsorbed
gas is also an important transfer mechanism [9, 13–15].

The coal seam is a kind of low permeability reservoir.
According to well test data [16], the permeability of most
CBM reservoirs is less than 1mD, and permeability is one
of the main control factors limiting the productivity of
CBM. Villazon et al. [17] established a permeability model
that took into consideration the non-Darcy effect and
employed a lognormal distribution as pore size distribution.
However, the model only considered the effect of gas slip-
page, and other involved flow mechanisms were not taken
into account. Based on this model, Xiong et al. [18] proposed
a fully coupled, free and adsorptive phase transport perme-
ability model taking into consideration the impact of the
effective pore radius and the non-Darcy gas flow. This model
linearly superimposed the flow flux contributed by gas slip-
page and surface diffusion, and took into account the effect
of adsorbed gas molecules on the pore space, but did not
regard the influence of the Knudsen diffusion. Wu et al.
[19] proposed the weighting factor for automatically
adjusting the contribution of viscous flow and the Knudsen
diffusion to the total flow flux by the Kn within different pore
size ranges and reservoir pressures.

The maceral composition of coal consists of organic
matter (OM) and inorganic matter (IOM) [11, 12]. The
basic organic components of coal that can be identified
under an optical microscope are called organic macerals,
which are macerals converted from plant residues. Inorganic
macerals are the minerals in coal observed under a micro-
scope. The IOM in coal is usually finely dispersed in OM.
Zhao et al. [6] tested six groups of coal samples based on
the American Society for Testing and Materials (ASTM
2009-D5142) and found that the contents of mineral com-
ponents were 2.6%, 3.0%, 5.7%, 7.7%, 13.9%, and 17.5%,
respectively. Therefore, the process of methane migration
in the coal matrix involved complicated multiscale gas flows
in porous media, which can be assumed to divide into three
parts: (1) gas flow with non-Darcy effect and gas adsorption
in OM, (2) gas flow with non-Darcy effect in IOM, and (3)
gas free flow in microfractures.

In recent years, the Lattice Boltzmann Method (LBM) on
fluid flow in porous media attracted wide attention [20].
LBM was naturally suitable for pore-scale modeling, since it
can easily deal with fluid flow in a channel [21, 22]. However,
understanding the fluid dynamics in porous media and pre-
dicting effective transport properties (permeability, effective
diffusivity, etc.) is of paramount importance for practical
applications. It is essential to establish a model capable of
dealing with the fluid flow at a larger scale. Guo and Zhao
[20] developed a generalized Lattice Boltzmann model

(GLBM) for fluid flow through porous media, then the
properties such as porosity and permeability were intro-
duced into each site of the porous media. GLBM is suitable
for REV-scale modeling, which is capable of handling fluid
flow in porous media with permeable and impermeable
matter and channel. Chen et al. [23] first established a
model considering Klinkenberg’s effect and introduced the
apparent permeability as a parameter into the GLBM. Wang
et al. [10] proposed a DGM-GMS (i.e., the dusty gas model
and the generalized Maxwell-Stefan model) coupled perme-
ability model based on the GLBM, which takes into consid-
eration the permeability of OM and IOM at the REV scale,
respectively.

In this paper, based on previous studies, we proposed a
GLBM model for predicting coalbed methane permeability.
This model included the following sections: (1) The gener-
alized Lattice Boltzmann method was employed to solve
the generalized Navier-Stokes equations, which was applied
to the calculation and prediction of local permeability at
representative elementary volume (REV) scale. (2) The fully
coupled viscous flow, slip flow, transition flow, and the
Knudsen diffusion were considered in the simulation, and
the contribution of these flow mechanisms to the total flow
flux was automatically adjusted by the weight factor. (3)
The impact of adsorbed gas molecules on the pore space
and the contribution of surface diffusion to the total flow
flux were taken into consideration. (4) The separate evolu-
tion of the local permeability of OM and IOM in the coal
matrix was taken into consideration.

2. Generalized Model for Fluid Flow in
Porous Media

For isothermal flows of incompressible fluids in porous
media at the REV scale, the generalized Navier-Stokes equa-
tions which were proposed by Nithiarasu [24] are capable of
the simulation.

2.1. Generalized Navier-Stokes Equations. The governing
equations of mass and momentum for the generalized
Navier-Stokes equations can be given by

∇ ⋅ u = 0, ð1Þ

∂u
∂t

+ u ⋅ ∇ð Þ u
ε

� �
= −

1
ρ
∇ εpð Þ + νe∇

2u + F, ð2Þ

where ε is the porosity, νe = νJ is the effective viscosity, Je is
the viscosity ratio, and F represents the total body force
including both medium resistance and external forces and
can be given by

F= −
εν

K
u −

εFεffiffiffiffi
K

p uj ju + εG, ð3Þ

where ν is the kinematic viscosity of the fluid and G is the
external body force. Fε is the geometric function and K is
the permeability of porous media; both these two parame-
ters are related to the porosity. For a porous medium
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composed of solid particles with diameter dp, the Ergun
correlation [25] gives

Fε =
1:75ffiffiffiffiffiffiffiffiffiffiffi
150ε3

p , ð4Þ

K =
ε3d2p

150 1 − εð Þ2 :
ð5Þ

Note that equation (4) was the original permeability of
the GLBM; as for three-component porous media, there are
three sets of permeability that should be decided: OM,
IOM, and fractures. The permeability of fractures can be
calculated directly by equation (4) with a porosity of 1,
then the GLBM recovered to the LBM and the region of
the fracture naturally becomes a channel. The apparent
permeability of OM and IOM will be proposed in Section
3, which can be substituted into equation (3).

2.2. LB Model for Generalized Navier-Stokes Equations. Guo
and Zhao [20] constructed a LB model which can be used
to solve the generalized Navier-Stokes equations, and the
corresponding evolution equation of the particle distribution
function is

f i x + eiδt , t + δtð Þ − f i x, tð Þ = −
1
τ

f i x, tð Þ − f eqi x, tð Þ� �
+ δt Fi,

ð6Þ

where

f eqi = ρωi 1 + ei ⋅ u
c2s

+ uu : eiei − c2s I
� �
2εc4s

	 

,

Fi = ρωi 1 − 1
2τ

� � ei ⋅ F
c2s

+ uF : eiei − c2s I
� �
εc4s

	 

,

ð7Þ

where f i is the discrete density distribution function, f eqi is
the local equilibrium equation, ei is the discrete velocity of
particles, δt is the time step, τ is the relaxation time, and ωi
is the weighting coefficient.

As in the standard LB model, the density and velocity of
flow are defined as

ρ =〠
i

f i,

ρu =〠
i

f iei +
δt
2 ρF:

ð8Þ

Because the force F also contains the flow velocity u, the
velocity can be explicitly given by

u = v
c0 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c20 + c1 vj j

p , ð9Þ

where v is a temporary velocity defined by

ρv =〠
i

f iei +
δt
2 ερG, ð10Þ

and the parameters c0 and c1 are given by

c0 =
1
2 1 + ε

δt
2
ν

K

� �
,

c1 = ε
δt
2

Fεffiffiffiffi
K

p :

ð11Þ

By using the Chapman-Enskog technique with the pres-
sure p = c2sρ/ε, and the effective viscosity νe = c2s ðτ − 0:5Þδt ,
the generalized LB model can recover to equation (1) and
equation (2) in the incompressible limit.

3. The Apparent Permeability Model of CBM
Taking Multiple Flow
Mechanisms into Consideration

The pores of OM in coal are usually less than 100 nm in
diameter and have a large amount of gas adsorbed on their
surfaces [26, 27]. In nanopores, the probability of gas mol-
ecules colliding with the pore wall is significantly increased,
which provides a nonnegligible momentum source for gas
transfer near the pore wall. The flux contribution of gas
slip to the total flow increases, which is a significant devi-
ation from Darcy’s law. For the nanopores in OM, the
presence of the adsorbed gas molecules adds another compli-
cation. Firstly, the gas molecules adsorbed on the pore sur-
face will transfer along the wall due to the concentration
difference. Secondly, the gas adsorption amount increases
with the pressure; thus, the adsorption efficiency of the pore
space constituted by the reshaped channel will be related to
the pressure.

According to Poiseuille’s law, for capillary tubes with a
radius r, the intrinsic permeability (i.e., the absolute perme-
ability, which is the viscous flow permeability of an unreac-
tive ideal fluid) can be expressed as

K∞ = r2

8 : ð12Þ

The volume flux of gas viscous flow is

Q∞ = πr2
K∞
μ

dp
dx

, ð13Þ

where μ is the dynamic viscosity coefficient of the gas
(Pa ⋅ s), p is the pressure (Pa), and Q∞ is the volume flow
flux (m3/s).

As gas molecules adsorbed on the inner surface of a
capillary, the loss of the cross-sectional area for free gas
transmission may be large [18]. Let us assume that the gas
adsorption conforms to the Langmuir monolayer adsorption
theory. When the gas adsorption amount of specific sites in
the capillary tube reaches saturation, the section of the
capillary tube should subtract the molecular diameter of
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the adsorbed gas molecules. Therefore, the effective radius of
the capillary tube allowing free gas to pass through can be
written as

reff = r − dm: ð14Þ

The gas adsorption amount is a function of pressure.
When the reservoir pressure is p, the coverage of adsorbed
molecules on the inner surface of the capillary tube should
be considered. Therefore, based on the Langmuir single-
layer adsorption theory [28], the effective radius can be
modified to

reff = r − dm
p

p + pL
: ð15Þ

Then, the relationship between effective porosity and
initial porosity is

εeff
ε0

= ϕ = r2eff
r20

: ð16Þ

After considering the reduction effect of gas adsorption
to the pore space, the volume flow flux can be rewritten as

Qa,∞ = πr2eff
r2eff
8μ

dp
dx

= πr2ϕ
r2eff
8μ

dp
dx

: ð17Þ

Consequently, the permeability involving gas adsorption
becomes a function of pressure:

Ka,∞ = ϕ pð Þ r
2
eff pð Þ
8 : ð18Þ

The Navier-Stokes equations with appropriate slip
boundary conditions are sufficient for modeling gas flow in
the slip flow regime [29]. However, since the mean free path
of the gas molecules is comparable to the pore size in the
transitional flow regime, momentum transfer between gas
molecules and between the gas molecules and the wall is sig-
nificant. Therefore, the combined effect of viscous flow and
the Knudsen diffusion should be considered simultaneously
in the transitional flow regime [14, 15].

Klinkenberg [30] proposed the apparent permeability
equation, which gave the linear relationship between the
apparent permeability and the reciprocal of the pore
pressure, as follows:

K = K∞ f Knð Þ = K∞ 1 + bk
p

� �
, ð19Þ

where f ðKnÞ is the correction coefficient and Klinkenberg’s
correction is the first-order correction; Beskok and Karniada-
kis [8] give a second-order correction, which is suitable for
describing gas flow in four flow regimes (includes viscous
flow, slip flow, transition flow, and free molecular flow):

f Knð Þ = 1 + αKnð Þ 1 + 4Kn
1 − bKn

� �
, ð20Þ

where b is the gas slippage coefficient, generally b = −1; α is a
gas rarefied coefficient. Civan [31] gives

α = 1:358
1 + 1:70Kn0:4348 : ð21Þ

The Knudsen number is defined as the ratio of the mean
free path of molecules to the characteristic pore size of
porous media:

Kn = λ

r
: ð22Þ

The mean free path is defined as

λ = μ

p

ffiffiffiffiffiffiffiffiffi
πRT
2M

r
: ð23Þ

Considering the impact of the effective pore size and gas
slippage on apparent permeability, the effective radius reff
should be employed instead of the pore radius in equation
(19), and the corresponding permeability should be cor-
rected to

Ka = Ka,∞ pð Þf Kn′
� �

: ð24Þ

The mass flow flux with the gas slippage taken into con-
sideration is

ma = ρπr2eff
Ka

μ

dp
dx

= ρπr2ϕ
Ka

μ

dp
dx

: ð25Þ

As the Knudsen number is in the range of 10−3 < Kn <
10−1, the collision between gas molecules is dominant in
the process of gas transport, and the probability of collision
between gas molecules and the wall is relatively small, but it
cannot be ignored. When the velocity of gas molecules near
the wall is nonzero, gas slippage will occur, which can be
described by the ideal gas slip flow equation [14]. If Kn >
10, the collision between gas molecules and the nanopore
wall is dominant, and the behavior of gas transfer can be
described as the Knudsen diffusion. According to Fick’s
law, the flux contributed by the Knudsen diffusion can be
written as

JKn = −DKn
∂C
∂x

: ð26Þ

The corresponding volume flow flux is

QKn =DKn
M
RT

dC
dx

, ð27Þ

where DKn is the Knudsen diffusion coefficient for gas flow
in a single capillary, which can be defined as [2].
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DKn =
2ref f
3

ffiffiffiffiffiffiffiffiffi
8RT
πM

r
: ð28Þ

Then, the mass flow flux contributed by the Knudsen
diffusion is

mKn = πr2effDKn
M
RT

dp
dx

= πr2ϕDKn
M
RT

dp
dx

: ð29Þ

Due to the different concentrations of adsorbed gas in
each site on the inner surface of a nanopore, surface diffu-
sion makes a significate role in gas transport. The adsorbed
gas and the bulk flow gas can be connected by the relation-
ship of the Langmuir isotherm adsorption equation:

Js = −Ds
∂Ca

∂x
= −Ds

CmaxpL
p + pLð Þ2

dp
dx

: ð30Þ

The mass flow flux contributed by surface diffusion is

ms =Ds
MCmaxpL
p + pLð Þ2 π r2 − r2eff

� � dp
dx

= πr2Ds
MCmaxpL
p + pLð Þ2 1 − ϕð Þ dp

dx
:

ð31Þ

In the viscous flow regime, the probability of intermo-
lecular collisions dominates the total collisions, which
occur under high-pressure conditions or in systems with-
out boundaries. For the Knudsen diffusion, only the colli-
sion between the gas molecules and the solid walls is
considered, which occurs in systems with near-vacuum
pressure or extreme restriction [10]. Due to the restriction
of gas molecules in coal pores, both viscous flow and the
Knudsen diffusion cannot be neglected under high pres-
sure. Therefore, the combined effect of viscous flow and
the Knudsen diffusion should be considered in gas trans-
port. Besides, both viscous flow and the Knudsen diffusion
are considered in the same computational region; it is nec-
essary to determine the reasonable weighting coefficients of
each and their respective contributions to the overall phase
transport [19]. The combination of gas slippage and the
Knudsen diffusion has been established by Darabi et al.
[2, 32] using different weighting coefficients and linear
summing. Based on the analysis of collision frequencies
between molecules and between molecules and pore walls,
the weighting factors that distinguish the contribution of
these two flow mechanisms to the total flow can be
obtained [9, 15]

ων =
1

1 + Kn
,

ωk =
1

1 + 1/Knð Þ ,

ων + ωk = 1:

ð32Þ

Considering the influence of porosity and tortuosity of
porous media, the total flux can be expressed as

m = ωνmν + ωkmKn +ms

= ρπr2

μ

1
1 + Kn

ϕε0
τ

Ka +
1

1 + 1/Kn
μ

ρ

ϕε0
τ

DKn
M
RT

"

+Ds
μ

ρ

MCmaxpL
p + pLð Þ2

ε0
τ

1 − ϕð Þ
#
:

ð33Þ

The total mass flow of gas transport in the coal matrix can
be considered as a combination of viscous flow (includes the
slip flow and transition flow), the Knudsen diffusion, and
surface diffusion. In this paper, based on the combined effects

Table 1: Roy et al.’s experimental condition and fluid parameters.

Physical parameters Value

Mean pore radius (r/nm) 100

Porosity 0.2

Tortuosity 1

Temperature (K) 300

Molar mass (kg/mol) 39.948

Gas dynamic viscosity (Pa ⋅ s) 2:22 × 10−5

Length of porous media (μm) 60

Constant pressure at outlet (kPa) 4.8
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Δ
p

 (t
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600
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0
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Present LBM
Experimantal data (Roy et al. 2003)

Mass flux (mol/(m2·s))

Figure 1: Comparison of LB simulation results and experimental
data.
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of viscous flow, the Knudsen diffusion, and surface diffusion,
the apparent permeability of OM is obtained:

Kapp,om = 1
1 + Kn

ϕε0
τ

Ka +
1

1 + 1/Kn
μ

ρ

ϕε0
τ

DKn
M
RT

+Ds
μ

ρ

MCmaxpL
p + pLð Þ2

ε0
τ

1 − ϕð Þ:
ð34Þ

Nanopores are also distributed in the IOM of coal, which
may have a certain adsorption effect on gas molecules, but
they can be ignored compared to the strong adsorption effect
of OM. Therefore, it is assumed that the pores of IOM only
serve as channels for fluid percolation. According to equation
(34), we can get the apparent permeability of IOM:

Kapp,iom = 1
1 + Kn

ε0
τ
K∞ f Knð Þ + 1

1 + 1/Kn
μ

ρ

ε0
τ
DKn

M
RT

:

ð35Þ

4. Results and Discussion

4.1. Model Validation. As in Appendix A [33], the simulation
results of GLBM had been compared with the theoretical
solutions to confirm the accuracy of the model. To further
verify the obtained model, we compared the numerical
results with existing experimental data. Under the experi-
mental conditions shown in Table 1, Roy et al. [34] measured
the mass flow of argon through a homogeneous porous
medium composed of long tubes and straight cylindrical
nanopores. The conditions set by the GLBM simulation are
consistent with the experiment as detailed in Table 1, and
the simulation results are shown in Figure 1. It can be found
that the simulation results are in good agreement with the
experimental data. It is noteworthy that the pore size was
approximately 200 nm; thus, the effect of surface diffusion
was weak and ignored in the simulation.

Therefore, the model proposed in this paper can
accurately describe the coalbed methane in the nanopores
in the real state.

4.2. The Impact of Component Content and Fracture on
Permeability. Figure 2(a) shows the microstructure of the
coal reproduced from the previous study [35]. It can be
observed that coal is a three-component porous medium
composed of OM, IOM, and fracture. Among them, OM
accounts for the majority of the total volume and is randomly
divided into irregular shapes by the fracture, and IOM is
finely dispersed in the OM. There are many methods for
porous medium random reconstruction. Chen et al. [23]
reconstructed shale matrix reconstruction images based on
the Quartet Structure Generation Set (QSGS). However,
from Figure 2(a), we can find that the dispersed IOM is
roughly circular, and there are overlaps in many positions,
which makes the distribution form more complex and
increases the difficulty of reconstruction. According to the
morphology and distribution characteristics of the three
components, we reconstructed a three-component porous
medium, as shown in Figure 2(b), which roughly represents
the microstructure of the coal composed of microfracture
(red), OM (blue), and IOM (green). Besides, due to the limi-
tation of observation technology, both OM and IOM contain
a large number of pores that cannot be shown in the figure.
These pores play an important role in methane migration,
which should be considered in the model.

Zhao et al. [6] tested the macerals of six groups of coal
samples following ASTM 2009-d5142 and found that the
contents of IOM were 2.6%, 3.0%, 5.7%, 7.7%, 13.9%, and
17.5%, respectively. The results show that the content of
OM and IOM in coal is markedly different, and IOM has a
wide range of contents.

To explore the influence of the volume fraction of OM
and IOM on permeability, we reconstructed 8 groups of
porous media with the random distribution of OM and

(a) (b)

Figure 2: Schematic diagram of coal and the 2D reconstructed image.
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(a) (b)

(c) (d)

(e) (f)

Figure 3: Continued.
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IOM, as shown in Figure 3. In this part, the influence of frac-
ture is not considered. The volume fractions of OM and IOM
are (a) ½0:48, 0:52�, (b) ½0:59, 0:41�, (c) ½0:62, 0:38�, (d) ½0:66
, 0:34�, (e) ½0:72, 0:28�, (f) ½0:80, 0:20�, (g) ½0:85, 0:15�, and
(h) ½0:93, 0:07�, respectively, as shown in Figure 3. To ensure
the generality of the research, the content of IOM in the
reconstructed porous media covers from 7% to 52%. Other
parameters used in the simulation are shown in Table 2. A
global permeability is employed to evaluate the impact of
the content of each component on the permeability. The
global permeability can be obtained according to Darcy’s law,

�u = −
Kglobal
μ

∇p, ð36Þ

where �u is the mean fluid velocity (m/s) and ∇p is the
pressure gradient (Pa/m).

As shown in Figure 4, with the variation of the volume
fraction of OM, global permeability Kglobal shows a near-
linear change despite the random distribution of OM and
IOM. The overall trend follows that Kglobal decreases with
an increase in OM content. This indicates that IOM may
have a great contribution to gas transport due to its wide dis-
tribution of mesopores and macropores. It is worth mention-
ing that the results based on IOM are finely dispersed in the
OM assumption. The porosity/permeability of IOM itself is
not certainly greater than that of OM, but in the state of dis-
persion, the interface between inorganic particles or between
inorganic particles and organic particles will increase the
probability of macropores. As the coal matrix is characterized
by a strong heterogeneity, it may also contain a large volume

(g) (h)

Figure 3: Random reconstruction images of coal matrix with different contents of OM and IOM. The volume fractions of OM and IOM are
(a) ½0:48, 0:52�, (b) ½0:59, 0:41�, (c) ½0:62, 0:38�, (d) ½0:66, 0:34�, (e) ½0:72, 0:28�, (f) ½0:80, 0:20�, (g) ½0:85, 0:15�, and (h) ½0:93, 0:07�, respectively.

Table 2: The physical parameters for simulation in three-component
porous media.

Groups Inorganic
matter (IOM)

Organic
matter (OM)Physical parameters

Simulation region size (μm× μm) 400 × 400
Temperature (K) 303.15

Mean pressure (MPa) 6

Gas density (kg/m3) 43.6089

Gas dynamic viscosity (Pa ∙ s) 1:26 × 10−5

Tortuosity 4

Porosity (%) 20 5

Adsorption capacity (m3/t) — 20

Langmuir pressure (Mpa) — 2

Median (nm) 10 3

σ (nm) 0.8 0.35 0.5 0.6 0.7 0.8 0.9
10−4

𝜑OM

8  10−4

7  10−4

4  10−4

3  10−4

2  10−4

5  10−4

6  10−4

K
gl

ob
al

 (m
D

)

Figure 4: Changes of global permeability with OM content.
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of inorganic crystals, and the porosity and permeability will
be considerably lower than that of OM.

In fact, in the process of coalbed methane mining, we are
more concerned about the data of the whole production
cycle. However, due to the nature of LBM and the limited
range of pressure (density) fluctuation in the simulation,
the results obtained directly from the real parameters of the
coal reservoir may not be correct. In this part, the density

and viscosity coefficient of coalbed methane under different
pressures are used to calculate the global permeability, and
the results are summarized to indirectly obtain the data of
the whole pressure drop process. It should be noted that the
density and viscosity coefficients of methane are discrete
under different conditions. We employed an online calcu-
lation software (http://www.peacesoftware.de/einigewerte/
methan.html) to calculate the corresponding parameters
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Figure 5: Methane density, viscosity coefficient, and the corresponding fitting function under different pressure conditions ((a) density, (b)
dynamic viscosity, and (c) kinematic viscosity).
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according to different pressures (the temperature is main-
tained at 303.15K). Through observation, when the pressure
is below 20MPa, the relationship between the pressure and
density of methane is close to linear, as shown in Figure 5(a).
Similarly, the relationship between pressure and dynamic
viscosity can be fitted by a quadratic polynomial, as shown
in Figure 5(b). Figure 5(c) shows the fitting relationship
between kinematic viscosity and pressure, which is a vital
parameter in LBM. The pressure-matched parameters are
used in the following simulation. Reservoir temperature
may have a great influence on the physical properties of the
gas in the process of exploitation; however, the temperatures
do have some connections with other sides, e.g., gas adsorp-
tion. Therefore, we only consider the isothermal conditions
at the present research.

There is a kind of double-pore structure composed of
pores and fractures, in which fractures are common in coal.

As can be seen from Figure 2(a), the morphology of fractures
is “tree-like,” with many branches, which connect all parts of
the coal.

To further explore the impact of fractures on permeabil-
ity, four groups of three-component porous media are recon-
structed in this part, as shown in Figure 6. The distribution
and content of OM and IOM remain unchanged in the fol-
lowing research. In the four groups of porous media, the frac-
ture distributions are as follows: (a) no fracture, (b) fractal
dimension Df = 2:36 (the volume fraction of the fracture is
3.5%), (c) Df = 2:43 (the volume fraction of the fracture is
5.9%), and (d) Df = 2:50 (the volume fraction of the fracture
is 8.4%). According to the relationship between density and
the viscosity coefficient shown in Figure 6, the simulation is
carried out under different pressures. The calculation input
parameters are shown in Table 2, and the simulation results
are shown in Figures 7 and 8.

(a) (b)

(c) (d)

Figure 6: The reconstructed coal matrix with different fracture development.
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Figure 7(a) shows that the fluid velocity is very slow when
no fracture exists in the matrix, and the fluid velocity in IOM
is significantly higher than that in OM. With the existence of
a fracture in the matrix, as shown in Figures 7(b)–7(d), the
velocity in the fracture is several orders of magnitude higher
than that in the matrix, which indicates that the contribution
of fractures to the gas transport capacity is large; besides, the
fluid velocities in IOM and OM are also significantly
increased, which dramatically enhances the gas flow. More-
over, the trend in Figures 7(b)–7(d) suggests that with the
increase of the content of the fracture (or the fractal dimen-
sion), the magnitude of the fluid velocity grows up, effectively
improving the gas flow.

Figure 8 summarizes global permeability under different
pressures and fracture development. It can be found that with
the increase of the content of the fracture, the trend of global
permeability variation is similar, which increases with the
decrease of pressure. When no fracture exists completely in
the matrix, the global permeability is in the order of 10-
4mD in the pressure drop range, which is extremely low per-
meability; the results were verified by the Finite Element
Method as can be seen in Appendix B. In practice, the reser-
voir with such a small permeability has no value for exploita-

tion. However, when the matrix contains a fracture with a
width of about 10μm, the permeability is greatly stimulated,
and the permeability reaches 0.4mD as the reservoir pressure
is 5MPa. The global permeability increases with the enlarge-
ment of the content of the fracture, and when the volume
fraction is at 8.4%, the permeability exceeds 0.85mD.
Figure 8(e) collects the results of Figures 8(a)–8(d) and shows
that the existence of fractures is crucial for improving the
permeability of a coal reservoir, and it also indicates the
necessity of reservoir stimulation techniques such as hydrau-
lic fracturing. According to the statistical results of the
permeability tests of previous studies [5, 6, 12, 16], the
permeability of coal reservoirs in China is basically in the
range of 1 × 10−3 ~ 1mD, which shows that the permeability
prediction results are reliable.

5. Conclusion

In this paper, we established a GLBM model for predicting
coalbed methane permeability in the REV scale, which was
fully coupled with the viscous flow, slip flow, transition flow,
and the Knudsen diffusion. The model also considered the
impact of the effective pore radius and surface adsorption
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Figure 7: Velocity distribution in different fracture development.
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Figure 8: The impact of fracture development on permeability.
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and adopted the weighting factors to automatically adjust
the contribution of viscous flow and the Knudsen diffusion
to the total gas flow. Besides, based on the morphology
and distribution characteristics of OM, IOM, and fractures
in the coal matrix, a random reconstruction algorithm of
three-component porous media is developed. For the accu-
racy of the simulation, we adopted a series of pressure-
matched parameters.

The results are as follows: (1) Due to the wide range of
pore size distribution, the distribution of mesopores and
macropores is relatively large, which makes the contribution
of IOM to the gas transport capacity also relatively large. (2)
The permeability of the coal matrix itself is extremely low,
and the contribution of a fracture to gas permeability is very
large. (3) The greater the content of the fracture (or the
fractal dimension), the larger the permeability; it is necessary
to employ reservoir stimulation techniques such as hydraulic
fracturing in the development process of coalbed methane.
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In Appendix A, we simulated the fluid flow between two par-
allel plates filled with a porous medium to verify the GLBM
with the proposed apparent permeability model. In Appen-
dix B, the results of methane flow in the coal matrix contain-
ing OM and IOM were verified by the finite element software
COMSOL Multiphysics. (Supplementary Materials)
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Rock heterogeneity is a key parameter influencing a range of rock properties such as fluid flow and geomechanical characteristics.
The previously proposed statistical techniques were able to rank heterogeneity on a qualitative level to different extents;
however, they need to select a threshold value for determination of representative elementary volumes (REV), which in
turn makes the obtained REV subjective. In this study, an X-ray microcomputed tomography (μCT) technique was used to
obtain images from different porous media. A new statistical technique was then used to compute REV, as a measure of
heterogeneity, without the necessity of defining a threshold. The performance of the method was compared with other
methods. It was shown that the calculated sum of the relative errors of the proposed method was lowest compared to the
other statistical techniques for all tested porous media. The proposed method can be applied to different types of rocks for
more accurate estimation of a REV.

1. Introduction

Accurate determination of rock heterogeneity is critical for a
variety of industrial applications; for instance, it plays a key
role in determining the reservoir’s ability to recover oil and
gas [1–4], carbon geostorage efficiency [5–8], contaminant
mitigation and natural source zone depletion [9, 10], water
discharge and extraction rates [11, 12], or geothermal energy
production feasibility [13–15]. It is thus essential to under-
stand rock heterogeneity in detail so that reliable predictions
can be made and the targeted processes can be further
optimised.

Heterogeneity is formed as a result of a verity of geologi-
cal processes such as deposition, diagenesis, erosion, and
structural deformation that ultimately control the geometry
of sedimentary deposits [11]. Heterogeneity, thus, is a multi-
scale phenomenon that reflects the complexity of a geological
formation. It is significant at different length scales: from
submicron subgrain scale, which may include biogeochemi-
cal features such as skeleton structures of biological species

forming limestone [16, 17] or grain distribution effects
[18, 19], to micrometre heterogeneities induced by different
grain shapes and sizes [20], to eventually millimetre to cen-
timetre fractures in the rock generated by geomechanical
processes [21, 22] or at even larger scale faults, which have
been created by tectonic movements [17, 23].

Knowledge of flow in micrometre pore scale is required
to understand macroscopic characteristics of flow in porous
media; thus, prior to performing upscaling exercises of petro-
physical properties [24–27], the accurate characterisation of
the porous media at pore scale is crucial for quantifying the
heterogeneity of a large system. The pore-scale properties
can then be upscaled to core scale or even larger scales.
Several works have been conducted to deal with upscaling
nonadditive properties of heterogeneous porous media,
such as permeability, from the pore scale to the core scale,
for example, applying dual-scale pore network models
linking pores at different length scales [28] or a direct
numerical simulation method for coupling pores at differ-
ent length scales [4, 29].
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One of the methods for quantifying the heterogeneity is
using the representative elementary volume (REV), which
has been applied to different rock types [30–32]. The REV
is defined as the minimum volume of a rock that is represen-
tative of any larger volume, provided that the next level of
heterogeneity at a larger scale has not been reached [33]. This
concept is visualised in Figure 1 by plotting porosity against
rock volume. The point at which the parameter, i.e., porosity
in Figure 1, becomes constant identifies the REV. While a
practical REV is required for performing reservoir simula-
tions and providing geological and fluid dynamical predic-
tions, due to experimental limitations originated partly
from rock heterogeneity, a constant value cannot be generally
obtained. Statistical methods such as direct observation anal-
ysis and nonlinear regression modellings, which employ
standard deviation of porosity, coefficient of variation of
porosity, or relative gradient error of porosity as predictors
[20, 33–35], are therefore used to provide an estimate of
REV. Nevertheless, these methods have some limitations in
finding the value of REV. Visual observation, as discussed
by Costanza-Robinson et al. [20], has the least accuracy,
and the other three methods highly depend on the way of
choosing their threshold values [34, 35].

In this work, an X-ray microcomputed tomography
(μCT) technique is employed to acquire high-resolution
3D images from different porous media for observing
detailed pore morphology at micrometre to millimetre
scale. These digital porous media were then subsampled,
and their REVs were computed using different methods
and compared with a new method proposed in this study.
The proposed method uses linear regression to determine
the volume at which the standard deviation of porosity
is minimised. A weighted regression is then employed in
which the estimated REV is imputed, and the correspond-
ing porosity is estimated.

2. Methodology

2.1. Samples. Five porous media with different level of hetero-
geneities, as presented in Table 1, were selected including a
highly homogeneous glass bead pack as a benchmark, a sand

pack, two outcrop sandstones (Bentheimer and St. Bees), and
one outcrop carbonate (Mount Gambier). In the case of the
outcrop rocks, cylindrical core plugs of approximately
5mm in diameter and 5-10mm in length were cored from
larger blocks. The unconsolidated materials were packed in
hollow plastic cylinders.

2.2. X-Ray Microcomputed Tomography Imaging. The sam-
ples were imaged in a dry state with an Xradia Versa
XRM500T μCT instrument at a resolution of ~4μm3. The
subvolumes of the samples (~3mm3) were imaged to mini-
mise beam hardening, i.e., to improve image quality [36].
The raw images were then filtered using a 3D nonlocal means
filter [37] and segmented with a watershed algorithm [38], as
shown in Figure 2.

2.3. Digital Measurements. The porosity was calculated by the
ratio of the number of voxels in the void phase (pore space)
to the total number of voxels (bulk volume) in the segmented
image. As shown in Figure 1, the porosity (ϕi) can vary with
sample volume (V) because of heterogeneity. The images
were randomly subsampled into a number of different subvo-
lumes (subsamples), with the condition of no overlap.
Figures 3 and 4 exemplify the subsampling method and illus-
trate the pore space of the digital Bentheimer subsamples
with different sizes. Table 2 provides the size of different
subsamples. In total, 105 subsamples were acquired. The sub-
samples ranged from 1003 voxels to 300 × 600 × 600 voxels,
which corresponded to a volume range of ~0.04mm3 to
~10.38mm3 for the subsamples with different image resolu-
tions (voxel sizes).

3. Results and Discussion

3.1. Visual Interpretation. One of the simplest techniques to
determine REV is plotting porosity values against sample
volume, as suggested by Bear [33]. Application of this
method to the digital porous media is displayed in Figure 5.
It is seen that (a) there is a notable variance of porosity asso-
ciated with the samples from the smallest volume, which is
related to heterogeneity [34], and (b), as expected, this vari-
ance narrows with the increase of volume. This implies that
a REV can be estimated at sufficiently low variance. In terms
of point (a), the variance is particularly significant for vol-
umes smaller than 0.1mm3, and it ranges from ±10% for
the highly homogeneous glass bead pack to ±100% for the
highly heterogeneous carbonate. The variance of porosity
can be thus used as a qualitative indicator for rock
heterogeneity.

The results of REV assessment, using Figure 5, by
visual inspection, is provided in Table 3. The average
porosity (Figure 5) follows the trend described by Bear
[33]. However, this is a highly subjective analysis. In par-
ticular, the technique of looking at the data points does
not provide a clear indication of where exactly the REV
need to be placed.

3.2. Standard Deviation Analysis. Another method for identi-
fying the cut-off (i.e., the REV value) is applying a mathemat-
ical criterion. The unbiased standard deviation s, Equation

Po
ro

sit
y

Volume0

Figure 1: Definition of the representative elementary volume
(REV): the point at which the petrophysical parameter (here
porosity) turns constant is the minimum REV (the area between
the two discontinues lines).
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(1), [39] was used to perform the analysis on the samples.
Recalling that the sample volume was subsampled into
the ith size,

s =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k

i=1 ϕi − ϕ
� �2
N − 1 ,

s
ð1Þ

where s is the standard deviation (unbiased estimate), ϕi is
the porosity measured for the ith subvolume (i = 1, 2, 3,⋯k),
ϕ is the arithmetic average of the porosity of the ith subvo-
lume, N is the total number of subsamples taken, i is the
smallest subsample, and k is the largest subsample; the poros-
ity variance as a function of volume can then be assessed by
plotting si versus subsample volume (Figure 6).

Table 1: Details of the digital porous media.

Porous medium Resolution (μm) Volume (voxels) Volume (mm3)

Glass bead pack 3.40 646 × 726 × 906 16.70

Sand pack 4.09 682 × 691 × 879 28.34

Bentheimer sandstone 4.58 657 × 667 × 682 28.73

St. Bees sandstone 3.78 675 × 694 × 816 20.65

Mount Gambier carbonate 4.58 663 × 706 × 701 31.54

Filtered
(2D slice)

Segmented
(2D slice) Pore space Matrix solid

Glass bead pack

Sand pack

Bentheimer

St. Bees

Mount Gambier

1 mm 1 mm

1 mm 1 mm

1 mm

1 mm

1 mm 

1 mm 1 mm

1 mm1 mm

1 mm1 mm 1 mm

1 mm 1 mm1 mm

1 mm 1 mm 1 mm

Figure 2: From left to right: raw 2D image slice through each porous medium (dark = pore space; grey and white = solid phase), segmented
2D image slice (blue = pore space and black = solid phase), 3D pore spaces (blue = pore space and transparent = solid phase), and 3D rock
matrix (different colours indicate different grain sizes).
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As seen in Figure 6, the standard deviation rapidly drops
with increasing subvolume, but the slope of the decay also
rapidly decreases, approximately following a power-law rela-
tion s = AVb, where A and b are the least square nonlinear
regression fitting parameters and V is the subsample volume
(Table 4). While the power-law exponents b are all in the
range (0:5 ± 0:2), coefficient A causes the largest difference
in terms of REV. Note that the most homogenous sample,
i.e., the glass bead pack, has the smallest coefficient and expo-
nent, and the most heterogeneous sample, i.e., the carbonate,
has the largest coefficient A. The exponent b is likely related
to the grain size as the sand pack has the largest b and the
largest grains.

The standard deviation curves in general give a good
indication of heterogeneity, and different samples can be
readily compared. However, a threshold value is required
to determine the REV. Table 5 shows that a smaller
threshold value resulted in a larger REV. At the same
time, a smaller threshold had higher accuracy. REV thus
strongly depends on the required accuracy. The experi-
mental accuracy of a standard helium pycnometer, ±0.5%
[40], was used as a threshold value, Figure 6 (dashed black
line). It was found that the glass bead pack consistently
had the smallest REV (0.4mm3 at 0.5% threshold) indicat-
ing that the sample was very homogenous, in contrast to
Mt. Gambier, which always had the highest REV and thus
was a very heterogeneous rock.

The results were consistent with data reported by
Zhang et al. [35], who measured a REV of 5mm3 for
Brent Triassic sandstone and a REV of 2mm3 for a
crushed glass bead pack (0.5% threshold), and Stroeven
et al. [39] conclude that the REV for a densely packed sys-
tem is significantly lower than for a less dense pack, as
presented in Figure 2 and Table 5. It was found that the
grain size had likely a major impact on REV, which was
also reflected in the relatively high REV values of the sand
pack (Table 5); even though the sand pack was compara-
tively significantly more symmetrically formed, it had large
grains.

3.3. Coefficient of Variation. The coefficient of variation, CV,
Equation (2) [41], is unitless and therefore useful when com-
paring variation between datasets with substantial differences
in their means. CV can be used for a REV analysis in a similar
way as s.

CV = s

ϕ
: ð2Þ

The plot of CV as a function of subvolume (Figure 7)
shows that CV rapidly decreases with increasing sample vol-
ume. The CV values again can be approximated using power-
law relations (Table 6), similar to s, as CV and s are closely
related (Equations (1) and (2)). The exponents and the ratios
between the coefficients of CV (Table 6) and s (Table 4) fit-
ting equations are similar, although the nominal values are
different. Similar to the standard deviation analysis, a cut-
off value needs to be selected to obtain REV. Three thresholds
(Table 7) were tested, and it was again observed that REV
strongly depended on the threshold value.

Table 7 indicates that the carbonate rock had the largest
heterogeneity as expected, followed by St. Bees sandstone,
while the glass bead pack was the most homogeneous media.
By looking at the μCT images, it seemed that the Bentheimer
was more homogeneous than St. Bees because of its more
symmetrical structure. However, the grain size in St. Bees
was substantially smaller than in Bentheimer, as seen in
Figure 2; thus, the grain size was a key factor, which strongly
influenced REV.

Zhang et al. [35] measured a REV of 0.02mm3 for a Brent
Triassic sandstone (porosity = 15:2%) at a CV = 0:2. Their
result is consistent with the observations in this study;
nevertheless, using CV = 0:05 delivers results that are more
compatible with pycnometric measurements (Table 7). The
consequence of using such a CV cut-off is, however, notice-
able; REV increases ~100-fold, assuming the sandstones are
somewhat similar, which seems likely. This threshold value
can thus considerably change the REV and has to be selected
carefully, and it needs to be compatible with any subsequent
analysis, e.g., NMR measurements, which can observe
individual atoms [42], and may need a different accuracy
level than for instance capillary pressure-water saturation
measurements where volume balances in core plugs are
considered [43].

3.4. Relative Gradient Error Criterion. An alternative method
for determining REV is the relative gradient error (εg) analy-
sis, Equation (3) [20]:

εg =
ϕi+1 − ϕi−1

ϕi+1 + ϕi−1

����
���� 1ffiffiffiffi

V3
p , ð3Þ

where ϕ is the porosity, i is the subsample number, and V is
the volume of the subsample.

Figure 8 presents the plot of computed εg for all samples
versus sample volume; again, it is seen that εg rapidly drops
with increasing subvolume, and the data are much closer to

1 mm 

Figure 3: Illustration of the subsampling method in the digital
Bentheimer sample. Subsample volumes shown are 3003 voxels
(1mm3). Only eight corner subsamples are shown in blue for
better visualisation.
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each other especially after 1mm3 subvolume. This is also
reflected in the statistical fits through the data points
(Table 8), where generally high power-law exponents (~-0.5
to -2.2 with a median b value of -1.6) were calculated.

Similar to the other statistical methods, to determine
REV, a threshold value had to be selected, which similarly
showed a significant influence of the threshold value
(Table 9). This influence was, however, smaller than where
s or CV analysis was used, mainly because of the lower sensi-
tivity of εg analysis, i.e., more similar numbers and curves
generally need to be compared in the εg analysis. For
instance, the glass bead pack had εg values smaller than
0.1mm3 for all thresholds tested while the REVs of the other
four samples could hardly be accurately distinguished with
the εg approach. Note that Costanza-Robinson et al. [20]
prescribed εg < 0:2 as a threshold value, which, however,
led to low accuracy in this case (Table 8). It, therefore, seems
that the s and CV analysis are both superior to the εg
method while the relative gradient error method is still
superior to the visual method, consistent with Costanza-
Robinson et al. [20].

3.5. Regression Modelling. To avoid the threshold choice in
the above methods and therefore have a unique solution to
REV value, a new method to estimate the volume of each
rock is proposed in this study, at which point the variance
of the porosity is minimised. To achieve this, a linear regres-
sion model is used, where volume is modelled as a function of
the standard deviation of porosity. The standard deviations
of the smallest subvolumes are identified as outliers and
excluded from the model as they added unnecessary noise.
To ensure the normality of the residual errors, the volume
is modelled as logeðVolumeÞ:

logey = β0 + β1x + ϵ, ð4Þ

where y is the volume, x is the standard deviation of the
corresponding volume, β0 is the constant, β1 is the slope
parameters, and ϵ is the error term of the regression
equation.

To minimise the standard deviation in this equation, it is
assumed to have a theoretical value of zero. When x is zero,
the equation becomes logey = β0, and therefore, the volume

0.3 mm 0.5 mm 0.7 mm 0.9 mm 1 mm 

Figure 4: Pore space visualisations of digital Bentheimer subsamples. From left to right: the following subvolumes are shown: ~0.04mm3,
~0.13mm3, ~0.31mm3, ~0.61mm3, and 1mm3 (1003, 1503, 2003, 2503, and 3003 voxels).

Table 2: Size of the subsamples analysed.

Subsample size (voxels) Number of subsamples
Volume (mm3)

Glass beads Sand pack Bentheimer St. Bees Mount Gambier

300 × 600 × 600 2 4.25 7.39 10.38 5.83 10.38

200 × 600 × 600 3 2.83 4.93 6.92 3.89 6.92

150 × 600 × 600 4 2.12 3.70 5.19 2.92 5.19

250 × 300 × 600 4 1.77 3.08 4.33 2.43 4.33

100 × 600 × 600 6 1.42 2.46 3.46 1.94 3.46

200 × 250 × 600 6 1.18 2.05 2.88 1.62 2.88

300 × 300 × 300 8 1.06 1.85 2.60 1.46 2.60

200 × 200 × 600 8 0.94 1.64 2.31 1.30 2.31

150 × 250 × 600 8 0.88 1.54 2.16 1.22 2.16

250 × 250 × 250 8 0.61 1.07 1.50 0.84 1.50

150 × 150 × 600 10 0.53 0.92 1.30 0.73 1.30

200 × 200 × 200 10 0.31 0.55 0.77 0.43 0.77

150 × 150 × 150 12 0.13 0.23 0.32 0.18 0.32

100 × 100 × 100 20 0.04 0.07 0.10 0.05 0.10
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Figure 5: Empirical porosity variation (blue points) in the subvolumes of the five samples examined: (a) glass bead pack, (b) sand pack,
(c) Bentheimer sandstone, (d) Mount Gambier carbonate, and (e) St. Bees sandstone. The green line indicates the arithmetically averaged
porosity of the sample. The vertical red line indicates the REV found by visual inspection.

Table 3: Porosities and REV properties of the five samples analysed.

Porous medium Porosity sample∗ (%) Variation∗∗ REV∗∗∗ (mm3)

Glass bead pack 35.35 ±10% 2.8

Sand pack 35.18 ±67% 4.9

Bentheimer sandstone 18.07 ±30% >10
St. Bees sandstone 16.27 ±100% >7.5
Mt. Gambier carbonate 40.54 ±100% >10
∗Of the largest volume investigated. ∗∗Porosity variation for 0.1 mm3 subvolumes. ∗∗∗By visual inspection.
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Figure 6: Porosity standard deviations of the five samples versus subvolume size. The dashed horizontal black line is the 0.5% threshold. The
power-law fit for Mt. Gambier is indicated as a thin black line.

Table 4: Fitting equations for the REV analysis using the standard deviation approach.

Porous medium Fitting equation A b

Glass bead pack s = 0:3785V-0.298 0.3785 -0.298

Sand pack s = 2:1761V-0.744 2.1761 -0.697

Bentheimer sandstone s = 1:2637V-0.362 1.2637 -0.362

St. Bees sandstone s = 1:2302V-0.421 1.2302 -0.421

Mt. Gambier carbonate s = 4:3488V-0.382 4.3488 -0.382

Table 5: Influence of threshold value on REV, standard deviation technique. Associated equations are listed in Table 4.

Porous medium Threshold (% porosity) REV (mm3) from data curve REV (mm3) from fitting equation

Glass bead pack 0.5 0.3 0.40

Sand pack 0.5 4.85 7.40

Bentheimer 0.5 4.3 10.40

St. Bees sandstone 0.5 5.1 >6
Mt. Gambier carbonate 0.5 >10.5 >10.5
Glass bead pack 1 0.07 0.05

Sand pack 1 2.85 3.10

Bentheimer 1 2.3 2.00

St. Bees sandstone 1 2.1 1.60

Mt. Gambier carbonate 1 >10.5 >10.5
Glass bead pack 2 0.05 0.05

Sand pack 2 0.8 1.13

Bentheimer 2 0.45 0.29

St. Bees sandstone 2 0.15 0.32

Mt. Gambier carbonate 2 4.1 7.50
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at which the standard deviation of the porosity is minimised
is eβ0 , i.e., the exponential of the y-intercept. While this pro-
vides an estimated REV, the percent porosity of which the
REV corresponds to is also calculated by employing a
weighted linear regression of present porosity as a function
of logeðVolumeÞ:

p = α0 + α1 loge Volumeð Þ + ϵ, ð5Þ

where p is the percent porosity, α0 represent the constant, α1
is the slope term of this model, and ϵ is the error term.

The regression is weighted by the reciprocal of the stan-
dard deviation at each volume. Once the constant and slope
terms are calculated, the REV for that particular rock is
substituted into the equation, thus returning its correspond-
ing percent porosity. The results for each rock are presented
in Table 10 in their untransformed original units. The back-
transformed regression equations are then shown visually in
Figure 9.

3.6. Comparison of the Techniques. Sum of the relative errors
(unitless ratio) of regression [44], obtained from each
technique, is used to compare the above techniques
appropriately:

Re = 〠
n

1
abs f i − Yi

Yi

� �
, ð6Þ

where abs is the absolute value, Re is the sum of the rela-
tive error of regression, f i is the model estimate, and Yi is
the exact value.

Table 11 lists the sum of relative errors obtained from
each model fit. As seen in Table 11, the proposed regres-
sion technique presented the lowest errors of the regres-
sion. Note that the average porosity was used in the
model to have only one measurement per subvolume to
be consistent with other techniques. In addition, in the
majority of cases, the proposed method predicted a
REV larger than the other methods. However, the com-
parison of the estimates with the plotted data indicated
that the proposed regression method was very sensible
both in terms of prediction and error propagation. Many
of the subsamples from the rocks still showed a consider-
able variation of the porosity at the estimates of REV
obtained by other techniques. A notable advantage of
the proposed method is that it removes the subjectivity
of either visually estimating REV or choosing a threshold
to estimate REV.
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Figure 7: Coefficient of variation of the five samples plotted versus sample volume. The dashed horizontal black line is the 0.05 threshold. The
power-law fit for Mt. Gambier is indicated as a thin black line.

Table 6: Fitting equations for the REV analysis using the CV approach.

Porous medium Fitting equation A b

Glass bead pack CV = 0:0106V-0.295 0.0106 -0.295

Sand pack CV = 0:0611V-0.686 0.0611 -0.686

Bentheimer sandstone CV = 0:0705V-0.374 0.0705 -0.374

St. Bees sandstone CV = 0:0716V-0.366 0.0716 -0.366

Mt. Gambier carbonate CV = 0:1058V-0.389 0.1058 -0.389
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4. Conclusion

Quantification of rock heterogeneity can be accomplished
using a REV, i.e., the larger the REV, the higher the het-
erogeneity. A range of porous media was imaged using

the μCT technique and then subsampled (105 subsamples
for each porous medium, a total of 525 subsamples). Dif-
ferent statistical methods with which REV can be estimated,
including visual interpretation, standard deviation analysis,
coefficient of variation analysis, and relative gradient error

Table 7: Influence of CV threshold value on REV. Associated equations are listed in Table 6.

Porous medium Threshold (-) REV (mm3) from data curve REV (mm3) from fitting equation

Glass bead pack 0.025 0.09 0.05

Sand pack 0.025 2.95 3.55

Bentheimer 0.025 >10.50 >10.50
St. Bees sandstone 0.025 5.40 >6.00
Mt. Gambier carbonate 0.025 >10.50 >10.50
Glass bead pack 0.050 0.01 0.01

Sand pack 0.050 1.95 1.33

Bentheimer 0.050 2.70 2.50

St. Bees sandstone 0.050 2.23 2.70

Mt. Gambier carbonate 0.050 4.00 6.90

Glass bead pack 0.075 0.01 0.01

Sand pack 0.075 0.50 0.74

Bentheimer 0.075 0.85 0.85

St. Bees sandstone 0.075 0.18 0.85

Mt. Gambier carbonate 0.075 1.95 2.45
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Figure 8: Relative gradient error of the five samples plotted versus sample volume. The dashed black line is the 0.05 threshold value.
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criterion analysis, were tested on the subsamples and com-
pared with the new regression method proposed in this
study.

The results indicate that the visual inspection approach
is the least accurate approach. The relative gradient error,
the standard deviation, and the coefficient of variation
analyses have a higher degree of accuracy than the visual
inspection approach. However, the results highly depend
on the selected threshold values. Furthermore, it is not
possible to determine a true REV in a theoretical sense
or base on selecting threshold values. The proposed regres-

sion modelling method, however, does not rely on a visual
inspection and threshold value selection. The sum of rela-
tive errors of regression is also the lowest using the pro-
posed technique. The method gives larger REV, which is
satisfactory as many of the subsamples from different
rocks show considerable variation in porosity at the esti-
mated REV obtained by other techniques. In addition, it
is shown that the grain size has a profound impact on
REV, i.e., the larger the grains, the larger the REV, and
the samples with a very ordered and symmetric structure
can have a large REV if they contain large grains.

Table 8: Fitting equations for the REV analysis by a relative gradient error.

Porous medium Fitting equation A b

Glass bead pack εg = 0:0014V-1.675 0.0014 -1.675

Sand pack εg = 0:0124V-1.629 0.0124 -1.629

Bentheimer sandstone εg = 0:0102V-0.591 0.0102 -0.591

St. Bees sandstone εg = 0:0083V-2.195 0.0083 -2.195

Mt. Gambier carbonate εg = 0:0100V-1.573 0.0100 -1.573

Table 9: Influence of threshold value on REV; εg analysis. Associated equations are shown in Table 8 and associated data in Figure 8.

Porous medium Threshold (-) REV (mm3) from data curve REV (mm3) from fitting equation

Glass bead pack 0.025 0.10 0.10

Sand pack 0.025 1.50 1.25

Bentheimer 0.025 1.35 2.25

St. Bees sandstone 0.025 0.85 1.00

Mt. Gambier carbonate 0.025 1.22 1.28

Glass bead pack 0.050 0.10 0.10

Sand pack 0.050 0.85 0.82

Bentheimer 0.050 1.10 0.74

St. Bees sandstone 0.050 0.80 0.72

Mt. Gambier carbonate 0.050 1.10 0.71

Glass bead pack 0.075 0.10 0.10

Sand pack 0.075 0.72 0.65

Bentheimer 0.075 0.92 0.61

St. Bees sandstone 0.075 0.76 0.60

Mt. Gambier carbonate 0.075 0.99 0.56

Table 10: Estimates of REV and its corresponding porosity as calculated using the linear regression models. Estimates are presented in
original units.

Rock Estimated REV (mm3) Porosity (%) estimate at estimated REV

Glass beads 6.2 35.3

Sand pack 6.1 35.0

Bentheimer 14.9 18.6

St. Bees 6.9 15.3

Mt. Gambier 19.1 42.3
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Figure 9: Volume plotted against porosity (%), with a back-transformed regression line. (a) Glass bead pack, (b) sand pack, (c) Bentheimer
sandstone, (d) St. Bees sandstone, and (e) Mount Gambier carbonate.

Table 11: Sum of relative error of regression obtained from each model fit.

Porous medium Standard deviation (s) Coefficient of variation (CV) Relative gradient error (εg) Regression modelling (p)

Glass bead pack 3.3116 3.2842 22.7227 0.0552

Sand pack 3.9485 3.8569 7.6258 0.1872

Bentheimer sandstone 2.9153 2.9482 9.5289 0.2919

St. Bees sandstone 4.737 4.9612 40.5122 0.2660

Mt. Gambier carbonate 2.6284 2.6821 19.769 0.3842
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Low-permeability reservoirs have tiny pores with winding and complicated pore throats. The oil recovery efficiency of
low-permeability reservoirs can be enhanced through the displacement of reservoir oil through imbibition. In the present study,
experiments were conducted to investigate variations in the imbibition height of hydrophilic and weakly-hydrophilic rock samples
under different interfacial tensions. An imbibition model considering imbibition resistance and bending of pore throats was
established based on fractal theory. According to the experimental results, variations in the imbibition height of low-permeability
rock samples with time can be divided into three stages. In the first stage, the capillary force plays a dominant role, while the
viscous force and gravity have very slight effects. The imbibition height first increases rapidly and then levels off to a constant rate.
With the increase in interfacial tension, the imbibition rate in the first stage increases, the ultimate imbibition height increases
initially and then decreases, and the contribution of the imbibition height in the first stage to the ultimate imbibition height
becomes greater. There is an optimal interfacial tension that causes the ultimate imbibition height to reach its maximum. The
calculated results obtained from the proposed imbibition model are consistent with the experimental results, indicating that the
model can accurately reflect the change in the imbibition height in low-permeability reservoirs in the first stage.

1. Introduction

Abundant oil and gas resources are present in low-
permeability reservoir formations, which are widely distrib-
uted all over the world. Low-permeability reservoirs have
small pore radii, few effective pores, and complicated pore
throats with abundant microcracks [1]. It is difficult for tradi-
tional water-flooding to displace crude oil from capillary
tubes in such a system [2]. Therefore, methods for the effi-
cient development of low-permeability reservoirs have been
widely studied in the petroleum industry [3].

Research and practice indicate that the displacement of
oil through imbibition can significantly enhance the recovery
of fractured reservoirs [4]. Generally, imbibition refers to dif-
fusion under the action of capillary force, as the wetting-
phase fluid enters the pore throat of rock spontaneously
and displaces the nonwetting-phase fluid in the pore [5].

Studying the imbibition characteristics of low-permeability
reservoirs and understanding the mechanisms of imbibition
displacement can provide an effective method to enhance
the recovery of low-permeability reservoirs.

According to current research findings, the interfacial
tension of the fluid has a significant effect on the imbibition.
Laboratory studies and field practices have yielded both pos-
itive and negative observations. The general principle is that
surfactants trigger imbibition by either interfacial tension
reduction or wettability alteration [6]. Standnes et al. [7]
experimentally compared the oil recovery from oil-wet
reservoir cores using different surfactant solutions and found
that cationic surfactant C12TAB had high efficiency of imbi-
bition. Alshehri et al. [8] found that a reduction in the inter-
facial tension can decrease the imbibition resistance of the
oil-wet core and improve the imbibition effect. Sun et al.
[9] reported that the reduction in interfacial tension could
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effectively decrease the work of adhesion, which is conducive
to improving recovery through imbibition. Santanna et al.
[10] performed static imbibition experiments and found that
the imbibition rate and the oil recovery factor were higher
when an ionic surfactant was used. It has been reported that
the wettability change is the primary cause of improving the
imbibition recovery rate using surfactants [11]. Babadagli
[12] found that nonionic surfactant solution increased the
recovery rate and ultimate recovery of heavy oil in water-
wet sandstones. This effect was attributed to the change in
wettability due to the addition of surfactant. Sun et al. [9]
found that the imbibition effects of hydrophilic and lipophilic
cores were both influenced by wettability, and the surfactant
has a significant effect on the recovery of the lipophilic core
through imbibition. Alvarez and Schechter [13] found that
the addition of an appropriate surfactant can improve oil
recovery by altering wettability and interfacial tension. Shen
et al. [14] studied the surfactant solution imbibition in
porous media with subnanometer and nanometer capillaries
using a mechanical model, and the simulated calculation
showed that the change in wettability contributes more to
the imbibition recovery of tight oil than lower interfacial ten-
sion. Gao et al. [15] found that the imbibition degree of
strong water-wet cores was large when water was used for
imbibition. Liu et al. [16] found through experiments that
the oil recovery through imbibition is improved as the rock
wetness is shifted from oil-wet to water-wet. Saputra et al.
[17] performed laboratory-scale imbibition experiments
and found that oil recovery is enhanced by the addition of
surfactant as a result of wettability alteration, and the reser-
voir properties have a significant effect on the results of
surfactant-assisted spontaneous imbibition. Liu et al. [18]
found that the addition of surfactant mainly recovered oils
in the macropores, whose surfaces can be easily altered to
be water-wet by surfactant, while it had less effect on the
recovery of oil in the micropores. Kumar and Mandal [19]
found that using surfactant solutions as the imbibing fluid
can recover oils from sandstone and carbonate samples,
mainly due to the alteration of wettability. However, Keijzer
and de Vries [20] held that the addition of surfactants would
result in extremely low interfacial tension. Consequently, the
capillary force would not be sufficient to drive imbibition,
thereby influencing the recovery through imbibition. Tang
et al. [21] found that the injected surfactant did not improve
the displacement effect through pulse imbibition.

In order to analyze imbibition variations, researchers
have also established different imbibition models, among
which the Lucas-Washburn (LW) model, Terzaghi imbibi-
tion model, and Szekely model are frequently cited [22, 23].
The LW model (Equation (1)) can be used to calculate the
relationship between imbibition height and imbibition time.
However, in this model, the inertia force and gravity of the
fluid during imbibition are ignored, thus affecting the accu-
racy in practical applications.

h =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rσ cos θ

2η t

s
, ð1Þ

where h denotes the imbibition height of the fluid in the cap-
illary tubes, m; r denotes the radius of the capillary tube, with
the unit of m; σ denotes the interfacial tension of fluid, N/m;
θ denotes the wetting angle, degrees; t denotes imbibition
time, s; and η denotes fluid viscosity, Pa·s.

Zhmud et al. [24] found that the LWmodel was not suit-
able for describing the later stage of imbibition due to the
influence of gravity and derived a long term model consider-
ing the gravitational acceleration:

h = 2σ cos θ
ρgr 1 − e−ρ

2g2r3/16ησ cos θ t
h i

, ð2Þ

where g denotes the gravitational acceleration g (9.8m/s2), ρ
denotes the fluid density, with the unit of kg/m3.

Based on the model proposed by Zhmud et al., Fries and
Dreyer introduced the Lambert W function into the model
and proposed a model with better accuracy [25]:

h tð Þ = a
b

1 +W −e−1−b
2/a t

� �h i
, ð3Þ

where a = σr cos θ/4η, and b = ρgr2/8η.
These imbibition models based on LW model can

directly calculate the imbibition height. In order to accurately
describe the imbibition process, several studies have been
performed to develop other kinds of improved models, which
can predict the oil recovery rate or volume by imbibition. Cai
et al. [26] derived analytical expressions for calculating the
capillary rise of wetting liquid in a single tortuous capillary
by introducing the tortuosity and fractal dimension for a tor-
tuous capillary, respectively. After that, Cai et al. [27] dis-
cussed the effect of tortuosity on capillary imbibition in wet
porous media based on the capillary model and fractal geom-
etry and derived an analytical model for the time exponent
for capillary imbibition in terms of fractal dimension for tor-
tuous capillaries. Moreover, Cai et al. [28] proposed an ana-
lytical model for calculating the weight of wetting liquid
imbibed into the porous media, and the predicting results
are in good agreement with available experimental data pub-
lished in the literature. Li and Zhao [29] derived a mathemat-
ical model using pore volume fractal dimension to predict the
production rate by imbibition and found that there was
almost no effect of wettability on the value of the fractal
dimension function. Considering the effect of the high-
permeability fracture network in the matrix rock, Andersen
et al. [30] developed an imbibition model for oil recovery in
fractured reservoirs. Considering the sizes and shapes of
pores, the tortuosity of imbibition streamlines, and the initial
wetting-phase saturation, Cai et al. [31] developed a more
generalized spontaneous imbibition model, which can be
used to characterize the imbibition behavior of different
porous media. Subsequently, Andersen et al. [32] derived
an exponential model for predicting the imbibition profile
under the right conditions: disk with constant permeability,
core with negligible capillary gradients, and constant
capillary-pressure derivative in the saturation interval. Ash-
raf and Phirani [33] developed a one-dimensional model to
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predict the position of the fluid fronts during imbibition in a
multilayer porous medium.

In summary, the previous experimental studies on
spontaneous imbibition mainly focused on the oil recovery
volume and rate of imbibition. There are no unified conclu-
sions regarding the effects of interfacial tension on the imbi-
bition height of low-permeability reservoirs. The imbibition
height can also directly indicate the imbibition characteristics
and can help to understand the imbibition mechanism and
select proper surfactants [34]. Therefore, it needs to be com-
prehensively studied. Actual low-permeability reservoirs
have complicated characteristics [35], and the calculation
results given by traditional imbibition models are quite
different from the real cases. There is much room for
improvement in the current models being applied in the field.
Therefore, it is necessary to conduct experimental and
modeling studies on the imbibition height to guide the
enhanced oil recovery of low-permeability reservoirs.

In this paper, the effect of the interfacial tension of
imbibition fluids on the imbibition height of hydrophilic
and weakly-hydrophilic low-permeability rocks was experi-
mentally studied. Considering the imbibition resistance
and bending of pore throat during imbibition, a prediction
model for the imbibition height was established based on
fractal theory.

2. Materials and Methods

2.1. Preparation of the Imbibition Solution and Measurement
of Physical Properties. To study the influence of interfacial
tension and salinity on the imbibition height, NaCl and dis-
tilled water were used to prepare brine with various salinities:
0, 2500, 25000, and 70000mg/L. Surfactant TOF-1 (pro-
vided by Changqing Oil Field) was selected for testing.
TOF-1 has been widely used in Changqing Oil Field as a
commercial cleanup additive for fracturing fluids. It is a
liquid product whose main ingredient is a cationic fluoro-
carbon surfactant. The critical micelle concentration of
TOF-1 is 3:5 × 10−2 mol/L. TOF-1 was added to prepare the
imbibition solution with various volume fractions: 0.001%,
0.005%, 0.05%, 0.5%, and 5%. Next, the density of imbibition
solution was measured using a densimeter, the viscosity was
measured using a capillary viscometer, and the interfacial
tension was tested using TX-500C Spinning Drop Interface
Tensiometer. The contact angle was measured using the con-
tact angle analyzer (Kruss DSA100) according to Standard
SY/T 5153-2017 [36].

2.2. Preparation of Rock Samples with Different Wettability
and Measurement of Physical Properties. Low-permeability
outcrop rocks were cut into several cuboid rock samples with
cross-sections of 2:5 cm × 2:5 cm and cylindrical parallel rock
samples with diameters of 2.5 cm. The samples were placed
into a drying oven overnight. The porosity and permeability
of the parallel rock samples were measured using a pulse
porometer and pulse permeameter [37]. The porosities of
prepared rock samples ranged from 14.2% to 14.5%, with
an average of 14.3%. Permeability ranged from 0.170 to
0.175mD, with an average of 0.172mD. The maximum and

minimum diameters of capillary tube (λmax and λmin),
and the equivalent radius of the capillary tube (rc) were
obtained by a high-pressure mercury injection capillary
force curve [38].

In this paper, rock samples with different degrees of wet-
tability were used for the experiments. Several of the cut rock
samples were calcined at 800°C for 24 h in a muffle furnace
and denoted as Group A. The unprocessed rock samples were
denoted as Group B. Water-wet indices of the parallel
samples in Groups A and B were measured by spontaneous
imbibition method according to Standard SY/T5153—2017
“Measurement of reservoir rock wettability” [36]. The
water-wet index of the samples in Group A ranged from
0.86 to 0.90, with an average value of 0.883, indicating that
they belong to hydrophilic rock samples. The water-wet
index of Group B ranged from 0.60 to 0.63, so they can be
categorized as weakly hydrophilic rock samples.

2.3. Methods for Imbibition Experiments. Through several
exploratory experiments, a direct measurement method for
imbibition height was established with the experimental
equipment shown in Figure 1. First, the dry rock sample
was fixed in the support. To prevent water evaporation from
occurring on the surface of the rock samples and affecting the
experimental results, each rock sample was coated with a
transparent hot-melt adhesive at 230°C before the experi-
ment. After the samples cooled to room temperature, the bot-
tom of the samples was then cut off so that the end of the
sample was in direct contact with the imbibition solution.
Imbibition solution was poured into a beaker until the sur-
face of the liquid was in contact with the bottom end of the
rock sample. This point was considered the beginning of
the spontaneous imbibition process. During this spontane-
ous imbibition process, it was necessary to continuously
add imbibition solution into the beaker to ensure that there
was a solid-liquid contact surface. The entire process was
recorded with a camera, and the imbibition height was ana-
lyzed. As the interface of the imbibed and unimbibed regions
is usually not a horizontal line, the imbibition height was
taken as the average of 3–5 height values.

3. Results and Discussion

3.1. Results on Imbibition Height Tests. At a constant temper-
ature of 26°C, the rock samples of Groups A and B were
placed in TOF-1 imbibition solution with different volume
fractions, respectively, to analyze the change in imbibition
height with time.

3.1.1. Variation in Imbibition Height of Rock Samples in
Group a. Figure 2 shows the variations of imbibition height
as a function of time for the imbibition solution with the
salinity of 0mg/L (deionized water). The imbibition process
can be divided into three stages: Stage I is the initial stage
of imbibition, in which imbibition height is positively corre-
lated to time; Stage II is the metaphase of imbibition, in
which imbibition height is still positively correlated to time,
but the slope in this stage is less than that in the first stage
and decreases continuously; in Stage III, imbibition height
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generally no longer changes, showing that the imbibition has
essentially stopped. During the initial stage, the capillary
force plays a dominant role and serves as the driving force,
while the resistance effect of viscosity and gravity can be
neglected [28]. Here, the imbibition height rapidly increases.
After the imbibition lasts for several hours, gravity gradually
increases, so the imbibition height increases at a lower rate.
In the later stage, resistance has a more significant effect,
and capillary force as a driving force for imbibition is no lon-
ger able to overcome resistance.

The ratio of imbibition height to the duration is defined
as the growth rate of imbibition height during the first stage.
It is abbreviated as imbibition rate. Table 1 shows the imbibi-
tion rates and ultimate imbibition heights under different
interfacial tensions with a salinity of 0mg/L. The imbibition
height during Stage I has a higher contribution to the overall
imbibition height. Especially under higher interfacial tension
(0.001% TOF-1), the imbibition height during Stage I is
closer to the ultimate imbibition height. With the increase
in interfacial tension, the duration of Stage I reduces, the
imbibition height increases, and the imbibition rate acceler-
ates. This is because with the increase in interfacial tension,
capillary force increases, which then facilitates imbibition
[39]. However, a higher imbibition rate results in the earlier

effect of gravity in the imbibition process, and an overall
shorter Stage I. With the increase in interfacial tension, the
ultimate imbibition height first increases and then decreases.
The reason is that the increase in interfacial tension increases
the capillary force which serves as the driving force, thus
facilitating imbibition. However, the increasing imbibition
rate causes the fluid to flow through the small pore throats
instead of the large ones [40], thus increasing imbibition
resistance. Furthermore, a higher imbibition rate results in
the earlier effect of gravity on the imbibition process, and
the imbibition height increases more slowly. Therefore, for
a hydrophilic reservoir formation, there exists an optimal
interfacial tension which allows the ultimate imbibition
height to reach its maximum and represents the best case
for displacing oil in the reservoir.

The overall results of the experiments with a salinity of
2500mg/L are essentially the same as those with a salinity
of 0mg/L (Figure 3). With the increase in interfacial tension,
the imbibition rate during stage I increases, and the ultimate
imbibition height increases first and then decreases. The
maximum is reached when the interfacial tension is
21.497mN/m (0.005% TOF-1). Similarly, the experiments
with salinities of 25000mg/L and 70000mg/L also show the
same variation trend in imbibition, as shown in Figure 4.
The ultimate imbibition height first increases and then
decreases, and reaches its maximum when the interfacial ten-
sions are 21.602mN/m and 21.755mN/m (0.005%TOF-1),
respectively.

3.1.2. Variation in Imbibition Height of Rock Samples in
Group B. In imbibition solutions with different TOF-1 vol-
ume fractions, the experimental results on the imbibition of
rock samples in Group B are consistent with those in Group
A, as shown in Table 2. With a salinity of 0–70000mg/L and
interfacial tension in the range of 4–30 mN/m, the duration
of Stage I decreases with an increase in the interfacial tension.
Moreover, the imbibition rate increases and the ultimate
imbibition height first increases and then decreases.

Thus, for either hydrophilic rock samples or weakly-
hydrophilic rock samples, there exists an optimal interfacial
tension to achieve the maximum imbibition height, which
represents the best imbibition effect. In these experiments,
the imbibition solution with a TOF-1 volume fraction of
0.005% (with the interfacial tension of 21.497–21.755
mN/m) has the best imbibition effect.
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Figure 1: Flow chart of improved imbibition height experiment.
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Figure 2: Change in imbibition height with time under different
interfacial tensions with a salinity of 0mg/L.

Table 1: Results of imbibition experiments under different
interfacial tensions with a salinity of 0mg/L.

Interfacial
tension
[mN/m]

Time of
stage I
[min]

Imbibition
height in

stage I [mm]

Imbibition
rate in stage I
[mm/min]

Ultimate
imbibition
height [mm]

4.825 563 15.91 0.028 49.62

8.613 480 23.52 0.049 65.75

15.233 359 40.78 0.114 75.39

21.715 339 54.92 0.162 81.93

30.146 246 67.54 0.275 75.48
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According to the experimental results of the rock samples
in Group A and Group B, the influence of the wettability of
samples on imbibition height was further analyzed. The
salinity of 2500mg/L is taken as an example, as shown in
Figure 5. During Stage I of imbibition, the growth rates of
the imbibition height of hydrophilic and weakly hydrophilic
samples both increase with the increase in interfacial tension,
and under the same experimental conditions, the imbibition
height of the hydrophilic samples increases more rapidly.
The more hydrophilic rock samples show greater imbibition
heights during both Stage I and Stage III. According to the
analysis, a more hydrophilic rock sample results in a smaller
wetting angle of the liquid-solid interface [41]. Also, a greater
capillary force results in a faster increase in imbibition height
and greater overall imbibition height.

3.2. Establishment of a Calculation Model for Imbibition
Height. Flow resistance is an essential factor influencing the
imbibition effect. However, the impact of flow resistance
and the bending extent of pore throats are not adequately
considered in the existing models. Thus, in this paper, a study
was conducted to create a new imbibition model with
consideration of flow resistance and the bending conditions
of pore throats.

3.2.1. Model Establishment. Figure 6 shows a physical
model for imbibition. The slender region in the middle
is a capillary tube; the blue region is the imbibition solu-
tion; h denotes the imbibition height in the traditional
capillary tube (Figure 6(a)); and hs denotes the imbibition
height in the improved model (Figure 6(b)). Considering
the bending of pore throats, the capillary tube is curved,
and the streamline of the imbibition solution is also a
curve. In this paper, the fractal theory is used to describe
the curved streamline.

The fractal theory describes the complexity and diversity
of a research object through mathematical methods from the
perspective of the fractal dimension. Due to self-similarity

and iterative generation between the parts and the whole of
the fractal body, there is a scaling relationship between the
physical quantity MðεÞ to be studied and the measurement
scale ε of the object, as follows [42]:

M εð Þ ~ εDf , ð4Þ

where Df is the fractal dimension, which is an important
parameter that describes the characteristics of a fractal body.

Stratigraphic rocks are also fractal [43]. Hence, the pore
fractures and fluid streamlines in rocks present fractal distri-
butions [44], with the scaling relationship as follows:

hf = ε1‐D f hs
D f , ð5Þ

where hf denotes the imbibition length, with the unit of m;
and hs denotes imbibition distance, with the unit of m.

When the above scaling relationship is used to describe
the fluid streamline in the stratum, ɛ denotes the equivalent
pore diameter λc. Therefore, the scaling relationship can also
be expressed as:

hf = λc
1‐D f hs

D f , ð6Þ

Df denotes the property parameter of the fractal body [45]:

Df = d −
ln φ

ln λmin/λmaxð Þ , ð7Þ

where d denotes spatial dimensions, with the constant of
2 or 3; φ denotes the porosity of the rock samples,
dimensionless; λmax and λmin denote the maximum and
minimum diameters of capillary tube, respectively, with
a unit of m.

According to Figure 6(b), using the Bernoulli equation,
the change in energy of the imbibition solution when moving
from the initial position to the final position is:

p1 +
1
2 ρvf 1

2 + ρgh1 = p2 +
1
2 ρvf 2

2 + ρgh2 + ω, ð8Þ

where P1 and P2 denote the pressures at the initial and
final positions, respectively, with a unit of Pa; ρ is the
density of the imbibition solution, with a unit of kg/m3;
vf 1 and vf 2 denote the flow velocities of imbibition solu-
tion at the initial and final positions, respectively, with a
unit of m/s; h1 and h2 denote the heights of the initial
and final positions, with a unit of m; and w denotes the
pressure loss in the flow process of imbibition solution,
with a unit of Pa.

The total energy loss of the fluid element in the imbibi-
tion process is:

E = 2πrωdr, ð9Þ

where r denotes the radius of the capillary tube, with a
unit of mm.
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Figure 3: Change in imbibition height with time under different
interfacial tensions with a salinity of 2500mg/L.
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The energy loss caused by internal friction in the imbibi-
tion process of the fluid element can be obtained through the
formula for Newtonian internal friction:

W = −2πhf η
d
dr r

dvf
dr

� �
, ð10Þ

where vf denotes the flow velocity of the fluid in the axial
direction of the capillary tube, with a unit of m/s; and η

denotes the viscosity of imbibition solution, with a unit of
Pa·s.

At the initial stage of imbibition, gravity has less
effect on imbibition and is negligible. Therefore, the energy
loss within the flow is caused by internal friction, that is,
E =W.

2πrωdr = ‐2πLf η
d
dr r

dvf
dr

� �
: ð11Þ
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Figure 4: Change of imbibition height with time under different interfacial tensions. (a) With a salinity of 25000mg/L. (b) With a salinity of
70000mg/L.

Table 2: Results of imbibition experiments of rock samples in Group B.

Salinity (mg/L)
TOF-1 volume
fraction [%]

Interfacial
tension [mN/m]

Time of
Stage I [min]

Imbibition height in
Stage I [mm]

Imbibition rate in
Stage I [mm/min]

Ultimate imbibition
height [mm]

0

5 4.825 535 3.98 0.007 18.21

0.5 8.613 462 15.07 0.033 19.92

0.05 15.233 197 19.15 0.097 22.51

0.005 21.715 175 19.46 0.111 24.03

0.001 30.146 149 20.31 0.136 22.15

2500

5 4.967 492 12.75 0.026 21.15

0.5 8.613 377 18.88 0.050 30.38

0.05 15.411 170 22.64 0.133 43.15

0.005 21.497 137 29.24 0.213 55.01

0.001 30.214 125 30.15 0.241 35.07

25000

5 4.334 373 24.75 0.066 32.31

0.5 8.145 353 25.36 0.072 44.48

0.05 15.567 205 28.54 0.139 65.40

0.005 21.602 127 35.75 0.281 80.59

0.001 30.471 111 38.66 0.348 70.27

70000

5 4.723 347 33.99 0.098 84.23

0.5 8.212 259 34.11 0.132 97.16

0.05 15.924 223 88.94 0.399 135.28

0.005 21.755 158 93.45 0.591 151.51

0.001 30.256 105 95.92 0.914 148.78
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Calculating the derivative of the imbibition height, the
following equation can be obtained:

1
η

∂ω
∂hf

rdr = ‐ ddr r
dvf
dr

� �
, ð12Þ

where ∂ω/∂hf is the pressure gradient of the capillary tube
along the direction of imbibition, with a unit of Pa/s.

The boundary condition can be expressed as:

r = 0,
dvf
dr = 0

r = rc, vf = 0

8<
: , ð13Þ

where rc denotes the equivalent radius of the capillary tube,
with the unit of m.

After integrating Equation (13) through the boundary
condition, the following equation can be obtained:

vf =
1
4η

∂ω
∂hf

r2c − r2
� �

: ð14Þ

The derivative of r can be obtained as:

dvf
dr = −

r
2η

∂ω
∂hf

: ð15Þ

Using the average imbibition rate as the equivalent value
of the flow velocity of the fluid along the axial direction of the
capillary tube, the following equation can be obtained:

vf =
1
πr2c

ðrc
0
2πrvf dr =

1
πr2c

ðrc
0

1
4η

∂ω
∂hf

r2c − r2
� �

2πrdr = r2c
8η

∂ω
∂hf

:

ð16Þ
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Substituting Equation (16) into Equation (15), the
following equation can be obtained:

dvf
dr = −

r
2η ⋅

8ηvf
r2c

= −
4rvf
r2c

: ð17Þ

Substituting Equation (17) into the formula for Newtonian
internal friction, the internal friction is calculated as follows:

τ = η
dvf
dr

				
r=rc

= ‐η ×
4rcvf
r2c

= ‐
4vf η
rc

: ð18Þ

Frictional force f (i.e., imbibition resistance) on the side of
imbibition part of the capillary tube is calculated as:

f = 2πrchf τ = ‐8πηhf vf : ð19Þ

The average imbibition rate vf is:

vf =
dhf
dt : ð20Þ

Therefore, the differential equation for the length of the
imbibition effect is:

d
dt πr2cρhf

dhf
dt

� �
= 2πσrc cos θ − 8πηhf

dhf
dt , ð21Þ

where t denotes imbibition time, with the unit of s; σ denotes
interfacial tension of imbibition solution, with the unit of
N/m; and θ denotes wetting angle, with the unit of °.

After substituting Equation (6) into Equation (21), the
formula for the change in imbibition height with time can
be obtained by solving the equation:

hs =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σrc cos θ
ηλ

2−2Df
c

t −
r2c
8η 1 − e−8ηt/r2cρ

� �
 �
2Df

s
: ð22Þ

As the influence of gravity is not taken into consideration
in the model derivation process, hs denotes the height of
Stage I (gravity is negligible).

3.2.2. Model Verification. The imbibition model was verified
with the experimental data on the rock samples in Group A
under different interfacial tensions, with a salinity of 0mg/L
taken as the example. The parameters of the imbibition solu-
tion and rock samples are shown in Table 3, and the calcula-
tion results are shown in Figure 7. By taking the imbibition
resistance and the bending condition of the pore throats into
account, the new model is able to obtain calculated results
that fit well with the experimental results. The coefficient of
determination (goodness of fit) R2 was used to analyze the fit-
ting effectiveness [46]. For solutions with the surface tensions
of 4.825, 8.613, 15.233, 21.715, and 30.146mN/m, the R2

values are 0.909, 0.927, 0.965, 0.954 and 0.933, respectively,
indicating that the proposed model can predict the imbibi-
tion trend in the initial period of imbibition. Overall, during

Stage I, with the increase in imbibition time, the imbibition
height rapidly increases while the imbibition rate gradually
decreases. Also, at the same imbibition time, larger interfacial
tension results in greater imbibition height.

4. Conclusions

In low-permeability reservoir formations, the increase in
imbibition height with imbibition time can be divided into
three stages. During Stage I, the capillary force, which serves
as the driving force, plays a dominant role. The resistance of
viscous force and gravity are negligible. Therefore, the imbi-
bition height rapidly increases, followed by a slow increase.
Interfacial tension has a significant effect on imbibition
height. With the increase in interfacial tension, the imbibi-
tion rate during Stage I increases. The ultimate imbibition
height first increases and then decreases, and the contribu-
tion of the imbibition height during the first stage to the
ultimate imbibition height becomes greater. There is an opti-
mal interfacial tension that allows the ultimate imbibition
height to reach its maximum. The newly-established imbibi-
tion model takes into account the imbibition resistance and
the bending of the pore throats, so it can reflect the change
in imbibition height with time during Stage I. The calculation
results are consistent with the experimental results, indicating

Table 3: Basic parameters of cores and imbibition solution.

No. R [μm] Df ρ [kg/m3] σ [mN/m] cos θ η [mPa·a]
1

0.22 1.105 1000

4.825 0.80 3.8

2 8.613 0.72 1.8

3 15.233 0.68 1.5

4 21.715 0.63 1.3

5 30.146 0.55 1.1
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Figure 7: Comparison between the experimental results and
calculation results obtained by the improved capillary model under
different interfacial tensions. The dotted line indicates experimental
results, and the solid line represents the calculated results.
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that the model is applicable for a low-permeability reservoir
and would help predict the production results.
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An effective porosity is defined as the ratio of volume of interconnected pore space to total volume of a porous sample. It controls
the magnitude of fluid flow and is a key parameter in the assessment of recoverable resources. However, its accurate measurement
in tight formations is challenging, due to their complex pore structure and lithofacies heterogeneity. In this study, porosities of
sixteen lacustrine shale samples from the second Member of the Kongdian Formation (Ek2) in the Cangdong Sag, Bohai Bay
Basin were measured and compared using multiple methods and sample sizes to compare and contrast the effective porosity
results. The methods included helium pycnometry (HP; cubes of 1 cm3 and grains at 500-841 μm), water immersion
porosimetry (WIP; cubes), mercury intrusion porosimetry (MIP; cubes), and nuclear magnetic resonance (NMR; cubes). Finally,
samples were completely sealed using paraffin for bulk density measurements to evaluate the extent of potential clay swelling in
shale samples involving probing fluids. Results from the HP, WIP, and MIP methods for skeletal density, bulk density, and
effective porosity with cubic samples were compared. While very similar skeletal densities were found for all three methods, a
lower bulk density, and therefore lower porosity, from the MIP approach can be attributed to the experimental conditions (e.g.,
vacuum efficiency, applied pressure, wettability of water/helium vs. mercury) and the probable presence of pores with diameters
larger than 50 μm not measurable by MIP. Furthermore, the HP porosity of granular samples with 500-841 μm grain sizes can
be regarded as approaching the total porosity. The complicated relationship between WIP and NMR porosities may result from
the heat-induced volatilization of moisture in pores during NMR tests, and countercurrent imbibition of water replacing the
residual hydrocarbons during the saturation process for sample preparation in both tests. The swelling behavior of the lacustrine
Ek2 shale with water is not significant because of the low content of expansive clay minerals. In summary, the WIP and HP
methods are recommended for effective porosity measurement, whereas the NMR and MIP methods are invaluable for the
measurement of pore-size distribution, with additional information on the effective porosity.

1. Introduction

The commercial exploration and production of marine-
sourced shale gas and oil in the United States [1–4] and
marine shale gas in China [5, 6] has led to significant atten-
tion being paid to oil resources in lacustrine shale reservoirs
in China. Examples include the Shahejie Formation in Bohai
Bay Basin [7], Qingshankou Formation in Songliao Basin [8],
Yanchang Formation in Ordos Basin [9], and Luocaogou

Formation in Jungar Basin [10]. However, several notable
characteristics of lacustrine shales in China, such as lower
thermal maturity, generation of fluids with higher viscosities
and high wax contents, and limited geographical distribu-
tions, pose greater challenges to a cost-effective development
compared to marine petroleum systems [11]. Thus, in
addition to a direct extraction of tight oil, in situ conversion
technology plays a significant role in the development of
lacustrine shale oil in China [12]. An evaluation by the
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Research Institute of Petroleum Exploration and Develop-
ment of PetroChina suggested that the recoverable resources
of lacustrine shale oil reservoirs in China, with a thermal
maturity (Ro) less than 1.0%, in these areas are as large
as700‐900 × 108 t using in situ conversion technology [13].

For either extraction approaches, a porosity measure-
ment is important because it not only significantly affects
the accuracy of resource estimates of reservoirs, but also
determines favorable target areas, in conjunction with the
hydrocarbon saturation and brittleness of shale reservoirs
[4]. At present, porosity measurements of shale can be gener-
ally divided into the following categories: (1) gas expansion
porosimetry, such as helium pycnometry (HP) for skeletal
density with additional information on bulk density for
calculating the porosity [14], as well as low-pressure gas
physisorption with N2 or CO2 [15]; (2) three dimensional
(3D) imaging techniques, such as microcomputed tomogra-
phy (micro-CT), nano-CT, and focused ion beam-scanning
electron microscopy (FIB-SEM) [16, 17]; (3) fluid immersion
porosimetry (FIP), such as FIP with water (WIP) or kerosene
(KIP) and dual liquid porosimetry (DLP), as well as mercury
intrusion porosimetry (MIP) [18–22]; and (4) radiation
detection methods, such as nuclear magnetic resonance
(NMR) and small angle neutron scattering (SANS) [23–25].
Note that the approaches involving a probing fluid (e.g., He,
N2, CO2, H2O, and Hg) measure the effective (or connected
portion of pore space linked to sample surface) porosity, while
CT, SEM, and SANS detect the total (both connected and non-
connected) porosity; in addition, gas physisorption, MIP, and
NMR also quantify the pore-size (throat) distribution.

The low-pressure gas physisorption approach is usually
used to characterize both macropores (>50 nm; according
to the pore classification proposed by IUPAC [26]) and
mesopores (2-50 nm) with N2, or micropores (<2nm) with
CO2, but this only covers a portion of the total pore space
in shales, which have a broad spectrum of nm to μm pores
[7]. The imaging approaches (nano-CT and FIB-SEM) are
usually employed to observe the pore types and 3D distribu-
tion of pore networks, since the porosities from 3D recon-
structions are not representative due to lower spatial
resolution of micro-CT, and small scale of nano-CT and
FIB-SEM analyses of heterogeneous shales [16]. Finally,
the SANS approach has been recently employed to detect
the volume of total (including both connected and noncon-
nected/isolated pores), but it is limited by sample size as well
as availability of the instrumentation [25].

Kuila et al. [20] measured the porosity of shales and
mudrocks using the WIP technique and concluded that mea-
surements were reproducible with a low uncertainty, due to
insignificant swelling related to the low content of smectite
and mixed-layered illite-smectite (I/S) in the samples. Poros-
ity from KIP is consistently lower than that of WIP due to
incomplete pore saturation by kerosene, as the migration of
kerosene is restricted by clay- and capillary-bound water in
samples with a high content (~40%) of partially expandable
I/S [21]. Thus, WIP is widely used in porosity measurement
of shales with low contents of expandable clays, as commonly
found in unconventional hydrocarbon shale reservoirs [27].

The MIP technique can obtain a range of pore structure
information of shale, such as pore volume and surface area,
bulk and particle densities, porosity, and pore-throat size
istribution from the Washburn Equation [28]. Furthermore,
Katz and Thompson’s method [29] has been adopted by
Gao and Hu [30] to obtain the permeability from MIP data.
Although the MIP approach has been widely used in pore
characterization of shales, some problems, such as the com-
pressibility of shale samples at intrusion pressures higher
than 10,000 psi (68.9MPa), and conformance effect from
the irregularities of sample surfaces, can affect the accuracy
of MIP results [31, 32]. Moreover, the existence of ink bottle
pores will lead to overestimation of the contribution of
smaller pores [30], but this makes MIP approach to detect
pore-throat size distribution which is directly relevant to
fluid flow and mass transport.

NMR refers to the response of atomic nuclei in external
magnetic fields to cause resonance phenomenon [33]. Two
NMR relaxations, longitudinal relaxation (T1) and transverse
relaxation (T2), where T2 is always faster than T1, arise after
the magnetization and resonance of fluid protons in porous
materials [34]. Porosity of shale can be obtained by compar-
ing T2 signals before and after fluid saturation [24, 35].
Moreover, the NMR technique has advantages of being rapid,
nondamaging to the samples, and repeatable, and therefore
has been widely applied in shale reservoir studies for porosity
and pore-size distribution, as well as the content and
movability of oil and water [24].

All of these approaches use different-sized samples for
porosity analyses, and porosities measured show a significant
dependence on sample size, especially for low-porosity sam-
ples [36]. Sample crushing is needed for most of these
approaches, to accelerate the intrusion of fluids (i.e., water
for WIP, mercury for MIP, and helium for HP) into pore
spaces and reduce the time needed for fluid saturation equi-
librium [14]. However, significant discrepancies have been
found from various sample sizes used in porosity measure-
ments. Comisky et al. [37] studied the effects of sample size
on porosity using the MIP method, and indicated that the
effective porosity of Eagle Ford shale increased with decreas-
ing sample sizes, because some isolated pores were opened up
by the crushing process. Good agreement between MIP and
HP porosities using 20-35 mesh (500-841μm) samples
suggested that this sample size is optimal for shale porosity
measurements [37]. Working with the Longmaxi shale in
China, Sun et al. [38] suggested that sample sizes smaller than
60 mesh (250μm) may alter the integrity of the original par-
ticle size composition. Thus, in this work samples with 20-35
mesh (500-841μm) were prepared to measure the porosity
using HP method, whereas cube-shaped samples (~1 cm3)
were prepared for WIP, NMR, MIP, and HP measurements.
The latter were analyzed at two sample sizes so that we could
assess the effect of sample size on results.

Using HP, WIP, MIP, and NMR techniques on lacustrine
shale samples from the actively explored Bohai Bay Basin in
East China [39], the purpose of this study was to assess the
effective porosity values from multiple approaches, explain
the differences in them, and evaluate the impact of
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experimental conditions and sample composition (e.g., clay
swelling and organic matter contents) on these measurements.

2. Samples and Methods

2.1. Sample Preparation and Basic Geochemical Properties.
The Paleogene-aged second Member of the Kongdian
Formation (Ek2) in the Cangdong Sag, Bohai Bay Basin, East
China was deposited in a deep and semideep lacustrine envi-
ronment and mainly consists of black shales and mudstones
with thin dolomite and siltstone interlayers [39–41]. Sixteen
shale samples were acquired from five wells: A well (4 sam-
ples), B well (4 samples), C well (6 samples), D well (1 sample),
and E well (1 sample) (Figure 1). Sample IDs and their burial
depths are presented in Table 1.

Each sample was processed into three different sizes
for the associated tests: (1) cube-shaped samples
( ~ 1 cm × 1 cm × 1 cm) for multiple porosity and density
measurements; (2) granular samples with a particle size
of 500-841μm for HP skeletal density measurement [14];
and (3) powdered samples with a particle size < 75 μm
(<#200 mesh) for TOC (total organic carbon) and pyroly-
sis tests. Sample size reduction was performed by gentle
crushing using a mortar and pestle, followed by stainless
steel sieves under wet rinsing.

Organic matter richness and quality are always important
parameters of shales, due to their significant influence on shale
pore structure and reserve assessment [3, 4]. TOC and pyrol-
ysis analyses were performed using a LECOCS230 instrument
and Rock-Eval 6 Analyzer, respectively, following established
procedures [42]. The pyrolysis test provides several useful
geochemical parameters, such as thermally extractable hydro-
carbon content (S1), maturity (Tmax), and remaining hydro-
carbon potential (S2). The hydrogen index (HI) is calculated
as 100 × S2/TOC.

2.2. HP Measurement. The Gas Research Institute (GRI)
method developed by Luffel and Guldry [14] has been widely
employed in porosity and permeability measurements of the
shale matrix. Combining bulk density of intact (i.e., cubic)
samples (e.g., measured by mercury immersion using
Archimedes’ Principle), and skeletal density of granular
samples (500-841μm) measured by HP after crushing and
then solvent extraction and followed by drying in an oven,
the GRI porosity can be calculated as follows:

ϕGRI =
ρs‐Granular sample − ρb‐Intact sample

ρs‐Granular sample
× 100: ð1Þ

However, there are potential sources of errors in the GRI
procedure, such as an artificial increase in porosity by remov-
ing some organic matter during solvent extraction and differ-
ent choices of drying temperatures (60°C, 105°C, or 200°C)
[20]. In this study, two sample types, namely ~10 g granular
and cube-shaped samples, were first oven-dried at 60°C for
48 h to evaluate the effective (instead of total [12]) porosity,
and then cooled to about 23°C in a desiccator. Samples were
not solvent extracted. The samples were then analyzed for
skeletal density using the HP technique with a G-DenPyc

2900 instrument. Then, the HP porosity (ϕHP‐GRI for granular
samples or ϕHP‐Cube for cube-shaped samples) was calculated
using equation (2) and the bulk density (from the WIP test):

ϕHP‐GRI or ϕHP‐Cubeð Þ = ρs‐GRI or ρs‐Cubeð Þ − ρb‐WIP
ρs‐GRI or ρs‐Cubeð Þ × 100:

ð2Þ

2.3. WIP Measurement. For cubic samples, the bulk density,
skeletal density, and porosity were determined by saturating
samples with a liquid (deionized (DI) water) and calculat-
ing the pore volume from the weight difference between
the dry and fully-saturated (assisted with vacuum pulling)
samples, followed by bulk volume determination using
Archimedes’ Principle [20]. This technique is called water
immersion porosimetry (WIP) when DI water is used as
the saturation fluid.

In this study, 1 cm sided cubes saw-cut from each sample
were polished with 2000-grit sandpaper to smooth out
surface roughness (the measured roughness is reduced from
1:26 ± 0:025 μm for saw-cut samples to ~0.2μm)which would
otherwise increase the uncertainty of the results. The smooth
samples were first oven dried at 60°C for 48h to remove the
moisture and volatile hydrocarbons in the pore space without
influencing the clay-bound water and destroying the structure
of clay minerals [43]. The weight of dry samples in air (DWAir)
was measured using a Radwag AS 82/220.R2 (readability
0.01mg). Using a custom-designed saturation apparatus, the
samples were evacuated under a vacuum of ~200Pa for 15h
inside the saturator and then were saturated with DI water
under 15MPa pressure for 24h. Subsequently, the weight of
the saturated sample in air (SWAir), after removing the excess
surface water with a slightly damp Kimwipe, was obtained,
along with the submerged weight of the saturated sample in
DI water (SWSub).

The bulk and skeletal densities of the sample were
calculated from Equations (3) and (4).

ρb‐WIP =
DWAir

SWAir‐SWSub
× ρH2O, ð3Þ

ρs‐WIP =
DWAir

DWAir‐SWSub
× ρH2O, ð4Þ

where ρH2O is the density of DI water at the experimental
temperature (around 23°C). Following Haynes et al. [44],
ρH2O is calculated using equation (5) as a function of temper-
ature, which does not vary much:

ρH2O = −0:0000053T2 + 0:0000081T + 1:0001627, ð5Þ

where T is the temperature of DI water. The porosity (ϕWIP)
of the sample measured by the WIP technique is then calcu-
lated using equation (6):

ϕWIP =
ρs‐WIP − ρb‐WIP

ρs‐WIP
× 100: ð6Þ
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2.4. MIP Measurement. MIP analysis is one of the most effi-
cient methods to characterize pore structure for a wide range
of porous media [7, 22, 45], because mercury has a high sur-
face energy and is nonwetting. Liquid mercury is injected
with a progressively increasing external pressure into the
pore networks by incrementally overcoming the capillary
pressure. Assuming that pores are cylindrical in shape, the
relationship between applied pressure and the pore-throat
size can be described using the Washburn equation [27].
The incremental mercury intrusion volume is monitored at
each applied pressure to obtain the cumulative pore volume.
Combining the pore volume and sample volume, which is
obtained by subtracting the mercury volume at a low applied
pressure (just to envelop the sample surface, without mercury
intrusion into the pore space, to obtain the bulk volume)
from the volume of the penetrometer when empty, the poros-
ity (ϕMIP) can be calculated. Then, the bulk density (ρb‐MIP)
and skeletal density (ρs‐MIP) can be calculated from mercury
weight (volume) at the beginning and end of MIP tests.

Before the MIP experiments, each smooth cube-shaped
sample was oven dried at 60°C for at least 48 h. A Micromeri-

tics AutoPore IV 9520 was utilized to measure porosity and
pore-throat size distribution (not a focus of this work)
under the intrusion pressures from 5psi (0.034MPa) to
60,000 psi (413MPa), corresponding to pore-throat sizes
from 50μm to 2.8 nm using the modified Washburn equa-
tion of considering both the variable contact angle and
surface tension of mercury in nm-sized pore throats [46].
At the beginning of the MIP tests, the samples were evac-
uated to 50μm Hg pressure (6.7 Pa), and an equilibration
time of 60 s was selected at each applied pressure point.
The skeletal density obtained from the MIP measurement
was used to compare with the same data from WIP and
HP methods.

2.5. NMR Measurement. Porosity can be calculated from the
T2 spectrum in NMR tests, as the amplitude of T2 is propor-
tional to the number of hydrogen atoms, which is in turn
used to determine the fluid (i.e., pore) volume within a
sample [24]. In this study, the T2 spectrum was measured
successively in dry and water saturated samples using a
MesoMR23-060H-I, NIUMAG Corporation. The porosity
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Figure 1: Map of Cangdong Sag in Bohai Bay Basin and location of five sampling wells (modified from [41]).
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was calculated based on the △T2 between dry and saturated
samples, to remove the influence of background signals from
the presence of hydrogen-containing organic matter, clay-
bound water, and structural water in shale [24]. The satu-
rated sample was analyzed by NMR after the WIP measure-
ment on that sample, which provides the bulk volume
needed in the calculation of porosity from NMR data. In this
work, the NMR experimental parameters were as follows:
echo interval TE, 0.1ms; waiting time TW, 3000ms; number
of scans, 32 times; number of echoes, 6000 times.

2.6. Bulk Density Measurements from Sample Envelopment.
In addition to the abovementioned methods, the bulk density

of a sample can be measured using Archimedes’ Principle
after being totally sealed by a nonwetting material such as
paraffin (following the Chinese National Standard GB/T
23561.3-2009) [47]. The cube-shaped samples were used to
measure bulk density by this method after NMR measure-
ment. Firstly, the air-dry sample was weighed in air
(WSample). Then paraffin, with a measured density (ρParaffin)
of 0.9225 cm3/g, was employed to seal the sample. After that,
the sample with paraffin was weighed in air (WSample+Paraffin)
and in DI water (SWSample+Paraffin). Finally, the bulk density of
the sample (ρb‐Paraffin‐sealing) can be determined from
equation. (7).

Furthermore, a Micromeritics GeoPyc 1365 instrument
was employed to measure the bulk density of oven-dried
cubic samples with ~100μm diameter DryFlo® as the envel-
oping material [48]. The result can be compared with the
results of the WIP and paraffin-sealing methods to evaluate
the extent of swelling on shale samples from contact with
water in WIP tests. To verify the effect of clay minerals, espe-
cially expandable smectite and mixed-layered illite-smectite,
on sample swelling, the quantitative abundance of clay min-
erals was obtained by X-ray diffraction (XRD) analyses using
powdered sample (<75μm).

3. Results

3.1. Total Organic Carbon (TOC) and Pyrolysis and Clay
Minerals. TOC and pyrolysis data are given in Table 1.
TOC values range from 0.44 to 8.20wt.%, with an average
of 2.93wt.% and standard deviation of 1.98wt.%. Most sam-
ples are organic-rich with TOC contents greater than 2wt.%.
The S1 values obtained from pyrolysis tests range from 0.23
to 4.52mg HC/g rock, with an average of 2.19 and standard
deviation of 1.44mg HC/g rock. HI values range from 109
to 681. All samples except for three have TOC > 1:5% and
HI > 300, suggesting they are good oil-prone source rocks.
Two samples have TOC < 0:5% and HI < 150, suggesting
they are and always were poor source rocks. The Tmax ranges
from 442 to 450°C, indicating the samples are mature for oil
generation, which is consistent with other studies [39, 40].

The clay mineral contents range from 3 to 45% (N = 16),
with a mean value of 21% (Table 1). The relative concentra-
tions of mixed-layered illite-smectite to total clay minerals
average 41% and range between 7 to 82%, and the smectite
contents range from 2 to 47%, with the values below detec-
tion for almost half of 16 samples.

3.2. Sample Densities

3.2.1. Bulk Density from WIP, Paraffin-Sealing, and DryFlo-
Envelopment Methods. As shown in Table 2, the bulk density

values obtained from WIP tests range from 2.060 to
2.538 g/cm3 (2:425 ± 0:119 g/cm3; average ± standard
deviation), very close to these from the paraffin-sealing
method at 2.070 to 2.549 g/cm3 (2:445 ± 0:122 g/cm3). A
comparison of results for 16 samples from these two
methods is shown in Figure 2, in which the bulk density
of WIP measurement is similar to or smaller than that
of samples sealed by paraffin. The relative difference in
bulk density between the WIP and paraffin-sealing
methods ranges from 0.125 to 1.47%; sample B-3834 has
the highest relative difference of 3.10%. The results for five
samples from DryFlo® envelopment are also shown in
Table 2, and the comparison with WIP results is shown
in Figure 2. The results with DryFlo® are slightly larger
than those of WIP tests, with the range of relative differ-
ence from 0.14 to 1.40%.

3.2.2. Skeletal Density from HP, WIP, and MIP Methods.
Skeletal density of cube-shaped samples was obtained from
WIP, MIP, and HP measurements, whilst the HP test was
also conducted on granular samples. Skeletal densities from
these methods are shown in Table 2. The skeletal density of
granular samples from HP ranges from 2.242 to
2.648 g/cm3 (2:550 ± 0:093 g/cm3), which is systematically
larger than the results of all other measurements (Table 2;
Figure 3). The results from WIP range from 2.175 to
2.629 g/cm3 (2:515 ± 0:106 g/cm3), whereas the skeletal
density from MIP ranges from 2.187 to 2.608 g/cm3

(2:517 ± 0:100 g/cm3). Figure 3 shows the comparison of
skeletal density results from WIP and MIP measurements
(blue circles), which is seen clustering around the 1 : 1 line.
A slight increase in HP densities of almost all cube-shaped
samples compared with these of WIP tests is also shown in
Figure 3 (red diamonds).

3.3. Effective Porosity of the Samples. Four different methods
(HP, WIP, MIP, and NMR) were employed to measure the
effective porosity of cube-shaped samples, and the results

ρb‐Paraffin‐sealing =
WSample

WSample+Paraffin − SWSample+Paraffin
� �

/ρH2O − WSample+Paraffin −WSample
� �

/ρParaffin
: ð7Þ
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are shown in Table 3. The effective porosity of cube-shaped
samples from HP tests, calculated using HP-derived skeletal
density and WIP bulk density, ranges from 1.13 to 6.62%.
The effective porosity of samples from WIP ranges from
1.10 to 6.20%, whereas the effective porosity from MIP and
NMR measurements ranges from 0.41 to 3.55% and from
1.88 to 4.04%, respectively. In addition, the HP measurement

were also conducted on granular samples, and the results
range from 2.52 to 8.30% (Table 3). The values of HP
porosity (4:93 ± 1:91%) of the granular samples are the
highest, in a decreasing order followed by the porosity
values for cubes measured by HP (3:77 ± 1:69%), WIP
(3:60 ± 1:70%), NMR porosity (2:86 ± 0:56%), and MIP
(2:05% ± 0:92%) (Table 3; Figure 4).

Table 2: Results of bulk and skeletal densities from various methods.

Sample
HP WIP MIP

Sealed by
paraffin

Enveloped by
DryFlo

Skeletal density
(g/cm3)

Skeletal density1

(g/cm3)
Bulk density
(g/cm3)

Skeletal density
(g/cm3)

Skeletal density
(g/cm3)

Bulk density
(g/cm3)

Bulk density
(g/cm3)

A-3143 2:514 ± 0:002 2:552 ± 0:004 2:404 ± 0:012 2:491 ± 0:008 2.510 2.412

A-3150 2:587 ± 0:003 2:594 ± 0:004 2:457 ± 0:018 2:585 ± 0:016 2.575 2.486 2.463

A-3161 2:595 ± 0:002 2:619 ± 0:004 2:454 ± 0:002 2:590 ± 0:002 2.565 2.451 2.489

A-3268 2:383 ± 0:002 2:435 ± 0:003 2:265 ± 0:001 2:381 ± 0:001 2.424 2.282

B-3831 2:624 ± 0:007 2:648 ± 0:006 2:473 ± 0:003 2:629 ± 0:004 2.589 2.500

B-3834 2:583 ± 0:005 2:598 ± 0:005 2:449 ± 0:004 2:586 ± 0:003 2.517 2.528

B-3847 2:526 ± 0:009 2:547 ± 0:009 2:465 ± 0:025 2:506 ± 0:022 2.534 2.489 2.469

B-3859 2:501 ± 0:008 2:544 ± 0:008 2:420 ± 0:015 2:498 ± 0:016 2.502 2.440 2.454

C-4081 2:528 ± 0:002 2:549 ± 0:011 2:477 ± 0:009 2:526 ± 0:008 2.514 2.499

C-4095 2:593 ± 0:005 2:605 ± 0:005 2:525 ± 0:004 2:591 ± 0:002 2.600 2.537

C-4096 2:532 ± 0:004 2:545 ± 0:009 2:463 ± 0:006 2:528 ± 0:012 2.580 2.499

C-4113 2:568 ± 0:007 2:578 ± 0:006 2:513 ± 0:009 2:566 ± 0:016 2.576 2.521

C-4116 2:571 ± 0:006 2:618 ± 0:007 2:538 ± 0:001 2:566 ± 0:002 2.608 2.543

C-4126 2:555 ± 0:004 2:605 ± 0:008 2:526 ± 0:004 2:563 ± 0:001 2.559 2.549 2.543

D-2916 2:468 ± 0:008 2:513 ± 0:004 2:305 ± 0:002 2:457 ± 0:007 2.433 2.316

E-2603 2:177 ± 0:002 2:242 ± 0:010 2:060 ± 0:026 2:175 ± 0:028 2.187 2.070
1Data for granular samples; all other data are for cubic samples.

Table 1: Basic information of Ek2 samples employed in this study.

Sample
Depth TOC S1 S2 Tmax HI Total clays Smectite Illite Mixed-layered illite-smectite
(m) (%) (mg/g) (mg/g) (°C) (mg/g) (%) (%) (%) (%)

A-3143 3143.87 2.49 1.28 18.08 443 726 20.64 33 22 22

A-3150 3150.23 1.66 0.81 9.68 442 583 12.41 5 22 59

A-3161 3161.47 1.56 0.54 9.62 444 617 20.23 13 82

A-3268 3268.09 6.44 2.61 43.83 446 681 44.75 13 80

B-3831 3831.92 0.48 0.29 0.59 445 123 43.70 2 24 44

B-3834 3834.15 0.44 0.23 0.48 450 109 32.34 2 27 41

B-3847 3847.25 2.79 3.93 10.81 446 387 17.82 21 10

B-3859 3859.39 4.72 3.87 22.73 446 482 9.90 37 5 19

C-4081 4081.55 2.6 3.39 14.55 450 560 12.51 44 51

C-4095 4095.27 1.79 4.52 6.67 442 373 16.05 32 20 13

C-4096 4096.66 2.02 4.02 8.46 443 419 13.99 20 77

C-4113 4113.26 2.2 1.6 9.33 447 424 13.51 20 21 1

C-4116 4116.29 3.37 3.03 8.01 443 238 3.36 10 20 18

C-4126 4126.07 2.4 2.47 9.11 445 380 11.77 21 75

D-2916 2916.19 3.7 0.45 21.15 443 572 33.90 47 3 25

E-2603 2603.31 8.2 1.94 53.76 446 656 34.91 13 39
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4. Discussion

4.1. WIP and NMRMethods Employing Water as the Probing
Fluid. Shale is a unique hydrocarbon reservoir due to its pro-
nounced heterogeneity with comingling composition such as
organic matter and inorganic matrices [3, 4]. The same sam-
ple cubes were employed to measure the NMR porosity fol-
lowing the WIP measurement, to minimize the impact of
shale heterogeneity when cutting ~1 cm3 sized cubes. Equally
importantly, WIP provides the sample bulk volume to go
with the calculation of porosity from NMR analyses. The

comparison between WIP and NMR effective porosity is
shown in Figure 5, and three regions can be divided and
marked according to the porosity range. In Region I with
WIP porosity < 2%, the NMR porosity is generally greater
than the WIP porosity. This is the opposite of Region III, in
which the WIP porosity is greater than the NMR porosity
for WIP porosities greater than 4%. In the intermediate
region, data plot on or close to the 1 : 1 line.

The difference between WIP and NMR porosities is
probably due to an increase in experimental temperature
inside the sample container during the analysis by NMR,
which takes ~5min for each sample analysis, that could result
in a heat-induced loss of moisture in the samples, especially
in macropores near the surfaces of the samples. In addition,
a countercurrent imbibition may occur during the vacuum
saturation process to displace some residual hydrocarbons
from the as-received (i.e., not solvent cleaned) shale samples
[49–51]; however, this will influence both the WIP and NMR
results. Imbibition may influence theWIP results because the
density of hydrocarbons (0.86~0.89 g/cm3 at 20°C) from Ek2
shale reservoir is less than 0.998 g/cm3 of DI water [39].
However, the heating pretreatment of samples may poten-
tially result in an increase of density of residual hydrocarbons
by removing some lighter components that would reduce the
influence of imbibition on WIP results; it is reported that
shale oil produced from the Ek2 Formation has a high con-
tent of asphaltenes at 16-76%, with an average of 39% [52].
Thus, the values of difference in hydrogen index between
residual hydrocarbons and DI water is quite higher than
the values of density difference between hydrocarbons and
DI water. Therefore, the imbibition may have greater influ-
ence on NMR porosity, especially the samples with lower
porosity (e.g., Region I), in which the high proportion of
small pores with large capillary forces may have a stronger
imbibition effect [53].
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Table 3: Results of effective porosity from four methods.

Sample
HP porosity

(%)
WIP

porosity (%)
MIP

porosity (%)
NMR

porosity (%)
Cube GRI

A-3143 4.357 5.776 3.480 0.917 2.697

A-3150 5.025 5.266 4.920 2.134 3.131

A-3161 5.422 6.288 5.224 2.696 3.363

A-3268 4.957 6.987 4.896 2.532 3.083

B-3831 5.737 6.607 5.916 2.790 3.406

B-3834 5.178 5.714 5.302 2.806 2.915

B-3847 2.398 3.187 1.603 2.750 1.957

B-3859 3.221 4.870 3.091 2.590 2.986

C-4081 2.025 2.847 1.944 1.067 2.812

C-4095 2.636 3.084 2.549 0.742 3.098

C-4096 2.737 3.234 2.595 2.910 2.572

C-4113 2.144 2.523 2.084 1.363 1.875

C-4116 1.291 3.055 1.097 1.109 2.194

C-4126 1.128 3.043 1.448 0.406 2.327

D-2916 6.623 8.295 6.198 2.402 4.042

E-2603 5.367 8.109 5.276 3.549 3.333
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Furthermore, the experimental parameters play an
extremely critical role in NMR measurements. In previous
studies of shale samples, the echo interval TE usually ranges
from 0.06 to 0.2ms [24], and a shorter echo interval TE
may potentially cause an enhancement of the T2 spectrum
amplitude of small pores but a reduction for large pores. In
contrast, longer echo interval TE would lose some signals of
small pores and cause a lower value of NMR porosity [24].
The porosity may be potentially underestimated by NMR
due to the wide pore-size range of Ek2 shale samples, in
which abundant inorganic and organic pores are protected
by a high proportion of brittle minerals from compaction
[39]. In addition, a shorter waiting time TW may result in
nonmagnetization of some of the atomic nuclei of fluids in
large pores and therefore less detection of large pores. At
the same time, the number of scans may cause varying results
depending on the strength of resonance signals. Overall, in
this study using the same cubic samples, we modified the
parameters of waiting time TW and number of scans to

6000ms and 64 times, respectively, to assess the influence
of experimental parameters on NMR porosity. An increase
in measured porosity is shown in Figure 6 as a result of
the increase in waiting time TW for a given sample. How-
ever, with the number of scans changed from 32 to 64
times, an unexpected decrease in NMR porosity shows
up in Figure 6; this may be due to the increase in water
loss from samples because of the nearly doubled experi-
mental time. Thus, controls of temperature and humidity
during the NMR measurements are critical, as are the
experimental parameters.

4.2. Multifluid Impact on HP, WIP, and MIP Methods. The
HP technique is a very common method for skeletal density
measurements due to the smaller molecular size of helium
compared with water or other fluids, and its inertness
towards organic matter and inorganic matrices increases its
ability to access more pores. However, no significant differ-
ence is shown between HP and WIP skeletal densities for
the same sample size (Figure 3). It is possible that some small
pores may not be accessed by helium since it is likely to be a
nonwetting phase for the as-received shale samples, whereas
the shale samples adsorb more water due to the existence of
hydrophilic minerals and bound water.

Although two different fluids, DI water and mercury,
were employed in WIP and MIP measurements, the skeletal
densities of samples from two methods are generally compa-
rable (Table 2; Figure 3). In MIP, the highest pressure was up
to 60,000 psi (413MPa), which is much higher than the satu-
rating pressure (15MPa) applied inWIP. The higher vacuum
used in MIP measurement (50μm Hg pressure or 6.7 Pa),
compared with that of WIP measurement (200Pa), contrib-
utes to the invasion of mercury into evacuated pore space
[22]. Compared with mercury, DI water experiences less
resistance to small pores during the invasion due to the exis-
tence of hydrophilic minerals and pores.

Effective porosities from WIP tend to be significantly
higher than those from MIP (Table 3; Figure 4). This can
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be attributed to undetected pore-throat diameter ranges
larger than 50μm or smaller than 2.8 nm in MIP. In addi-
tion, sample compressibility and fractures induced under
high pressures are potential factors in MIP measurements
that would influence both effective porosity and skeletal
density data [30, 31]. The size and structure of clay min-
erals might impact effective porosity and permeability
analyses of tight shale, due to the potential plugging of
pore channels [54, 55].

Comparisons of the skeletal density and effective porosity
values calculated using HP measurement on granular sam-

ples and WIP are shown in Figures 3 and 4. The reduced
granular size systematically result in somewhat higher values
of skeletal density and much higher values of porosity,
because isolated pores in the larger samples are made acces-
sible to the probing fluids when crushed to grains [37];
isolated pores are dominant in tight shale and the relative
abundance is proportional to the sample size [36]. Thus,
the HP porosity of granular samples at 500-841μm can be
considered to be a good approximation of the “total” poros-
ity, and the difference between HP and WIP porosities could
indicate the extent of isolated porosity.
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4.3. Bulk Density Measurements Implicated by Clay Swelling.
In this study, three methods (WIP, paraffin-sealing, and
DryFlo® envelopment) were used to measure the bulk den-
sity of samples (Section 3.2.1 and Table 2). The DryFlo
method tended to give the highest densities, followed by
WIP, then “sealed by paraffin” methods. A possible reason
for the difference between the three methods could be the
clay swelling ability of clay minerals, especially smectite and
mixed-layered illite-smectite, during the saturation process
with DI water. Ek2 shale reservoirs have oil window thermal
maturities, with the majority of smectite already transformed
to mixed-layered illite-smectite and illite [39, 40]. Thus, the

relative difference in bulk density from WIP and the other
two methods is less than 2% (Table 2). In addition, there is
no clear relationship between clay minerals and relative
difference in porosity, suggesting a minor effect of clay swell-
ing in our results. Generally, a slight swelling of Ek2 shale
samples and the resulting experimental uncertainty is accept-
able. In addition, a higher vacuum followed by a reduced
time of saturation during the WIP tests could help to reduce
the degree of sample swelling [21].

4.4. Effects of Organic Matter on Porosity Measurements.
Abundant pores in organic matter could make a significant
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contribution to shale porosity, especially in gas shales at high
thermal maturities [15]. In this work, no significant rela-
tionships are observed between TOC and effective porosi-
ties from HP, WIP, MIP, and NMR measurements. A very
slight positive relationship between TOC and porosity of
samples is shown in Figure 7, which suggests limited con-
tributions of organic matter-hosted pore volumes to the
porosity of samples.

Negative-to-no relationships between S1 and porosities
are shown in Figure 8, indicating that some pores might be
occupied by bitumen and liquid hydrocarbons. Solvent
extraction, which removes both liquid and solid (bitumen)
hydrocarbons, has been shown to increase porosity in previ-
ous studies [56, 57]. In Figure 8(d), the complicated relation-
ship between S1 and MIP porosity may result from the
residual hydrocarbons in pores pushed by mercury under
high pressure to migrate at micro- to nanolevels [56].

5. Conclusions

In this study, sixteen lacustrine shale samples from Ek2 in
Cangdong Sag in Bohai Bay Basin in East China were studied
to quantify the effective porosity and bulk and skeletal densi-
ties using HP, WIP, MIP, and NMR techniques. The porosi-
ties measured by WIP and NMR methods are noticeably
different, which may potentially result from moisture loss
in pores during NMR measurement (heat-controlling
approaches have been developed and implemented for
follow-on studies) and countercurrent imbibition during
the saturation process. In addition, the experimental param-
eters used in NMR need to be considered to detect total effec-
tive pores without an underestimation from signal losses.

A slight increase of skeletal density is observed for HP
compared with that of WIP, because of a small molecular size
of helium and imperfect wetting to water of the shale, while
the deviation of MIP skeletal densities can be attributed to
the experimental conditions (e.g., vacuum efficiency, applied
pressure, and wettability of water/helium vs. mercury).
Porosities of granular samples measured by HP are the high-
est among the four methods, because more isolated pores can
start to be liberated in smaller granular sizes (i.e., 500-
841μm), and so this can be considered as close to the “total”
porosity. The HP method is versatile in dealing with a range
of sample sizes, and we are currently using it for independent
measurements of both skeletal and bulk densities for a wide
range of granular sizes (from 2.54 cm diameter core plugs
down to ~30μm granular samples) to identify when the
“total porosity” is achieved. The difference between HP
porosity of granular samples and WIP porosity of cube-
shaped samples may indicate the extent of isolated porosity.
Complementary approaches to quantifying the total (both
effective/connected and nonconnected), such as SANS and
FIB-SEM, are also ongoing.

Although clay swelling was suspected on Ek2 shale sam-
ples, its effect on results fromWIP measurements is insignif-
icant because of the low content of clay minerals, especially
with clay types of predominantly mixed-layered illite-
smectite with a partial expandability but only a modest
amount of much more expandable smectite. Therefore,

WIP could be employed to measure the porosity of samples
with low contents of expandable clay minerals, and the HP
tests are suitable for total effective porosity measurements.
Whereas the NMR and MIP methods are best suited for
analyzing the pore-size distribution, as well as providing
ancillary values of porosity. While relevant to subsurface
conditions, the porosity measurements of as-received sam-
ples with high residual shale oil contents in this work may
have restricted usage in assessing total porosity for resource
evaluation, due to the partial blockage of residual oil during
the measurement, as suggested by a weak negative relation-
ship between S1 and porosities. The work of solvent extrac-
tion on these samples with the follow-on porosity
quantification is ongoing.
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High heterogeneity and nonuniformly distributed multiscale pore systems are two characteristics of the unconventional reservoirs,
which lead to very complex transport mechanisms. Limited by inadequate computational capability and imaging field of view, flow
simulation cannot be directly performed on complex pore structures. The traditional methods usually coarsen the grid to reduce the
computational load but will lead to the missing microstructure information and inaccurate simulation results. To develop a better
understanding of flow properties in unconventional reservoirs, this study proposed a new upscaling method integrated gray lattice
Boltzmann method (GLBM) and pore network model (PNM), accounting for the fluid flow in heterogeneous porous media. This
method can reasonably reduce the computational loads while preserving certain micropore characteristics. Verifications are
conducted by comparing the simulation and experimental results on tight sandstones, and good agreements are achieved. The
proposed method is proven to be capable of estimating bulk properties in highly heterogenous unconventional reservoirs. This
method could contribute to the development of multiscale pore structure characterizations and enhance the understandings of
fluid flow mechanisms in unconventional reservoirs.

1. Introduction

With the advanced technology and growing demand for oil
and gas, increasing attention has been paid to the develop-
ment of unconventional oil and gas resources [1]. Unconven-
tional reservoirs have multiple types of pore spaces, complex
pore structures, and various mineral compositions and usu-
ally feature a high degree of heterogeneity and multiscale
characteristics [2–4]. The flow mechanisms in unconven-
tional reservoirs are greatly affected by microscale effects,
and it is very challenging to describe the complex pore struc-
tures accurately and transmission characteristics of such
porous media [5].

At present, there are two main methods to obtain and
describe the complex pore structure and morphology of
unconventional reservoirs: laboratory methods and high-
precision imaging analysis methods. High-precision imaging
analysis methods include the methods of scanning electron
microscopy (SEM), micro-nano CT X-ray scanning, and
dual-beam scanning electron microscopy (FIB-SEM) [6, 7].

However, due to the limitation of the imaging field of view,
the entire high-precision pore space of the core cannot be
obtained by one imaging; therefore, the multiscale charac-
terization of the flow characteristics should fully consider
the interaction between different scale pores in the hetero-
geneity reservoirs.

Microsimulation methods can accurately describe micro-
scale fluid flow mechanisms. However, it is difficult to con-
sider microscale flow effects in core-scale flow simulation
analysis, limited by the method applicability and computa-
tional power. Worldwide, scholars have developed simula-
tion methods for highly heterogeneous rocks at different
scales, such as the pore network model method, lattice Boltz-
mann method (LBM), and molecular simulation method [8].
With topology of the pore space, the three-dimensional pore
network model can not only characterize the pore structure
parameters (pore radius, roaring channel radius, and coordi-
nation number) [9, 10] but also provide the basis of research
for microscopic flow simulation of porous media. The 3D
PNM can reduce the cost of experiments, shorten
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experimental data obtaining time, and get experimental data
that are difficult to measure in the laboratory.

In recent years, the simulation methods of pore network
models have also continued to be refined. Martin et al. fur-
ther divided the pore systems and proposed a generalized
PNM method, which eliminated the effects of model param-
eters on simulation results [11, 12]. Jiang et al. obtained an
equivalent multiscale PNM by analyzing the correlation
between the statistical characteristics and geometric structure
parameter variables of pore network models at different
scales [13]. The lattice Boltzmann method is suitable for
pore-scale or representative elementary volume (REV) scale
studies. However, due to the pore size distribution and con-
nectivity, the LBM involves a sufficient number of meshes
and calculations, which requires a large number of comput-
ing resources and space storage. It also leads to the limited
size of the simulation space. Walsh et al. proposed the gray
lattice Boltzmannmethod based on the partial bounce, which
corrected the effect of microstructure on model permeability
by adding the net flow particle ratio [14]. Ma et al. improved
the convergence of the algorithm by limiting the direction of
flow bounce and carried out an ideal model simulation [15].
Chenchen et al. further optimized the GLB method and car-
ried out the 2D heterogeneous model flow simulation. The
simulation results have a high consistency with the analytical
solution [16, 17].

In fractured and heterogeneous tight cores, the flow
patterns of oil and gas in fractures and micro-nano pores
are distinct, and single-scale governing equations or flow
simulation methods cannot accurately reveal the fluid flow
in these porous media [18]. Therefore, scale upgrade
methods are currently used for shale structure characteriza-
tion and flow simulation studies, such as homogenization
theory and volume average method [19]. Homogenization
theory is mostly used in porous materials with a relatively
regular pore structure and periodic distribution [20]. The
volume averaging method is generally upgraded on the
REV scale using smoothing and spatial averaging formulas
[21]. At present, traditional scale upgrading methods are
mostly ideal models based on periodic assumptions, which
cannot fully consider the differences in real core pore space.
They are difficult to apply to the flow simulation of complex
and highly heterogeneous shales.

This paper employs multiple imaging techniques to ana-
lyze the interaction between pore structure and fluid flow at

different scales. At the same time, the pore structure param-
eters and flow parameters are coupled and iterated using the
pore network model and the gray lattice Boltzmann method.
The results are of great significance for finely characterizing
the complex multiscale pore structure and flow mechanism
of unconventional reservoirs.

2. Methodologies

2.1. Multiscale Pore Space Modeling. The pore radius of
unconventional reservoir cores is mainly at the nanometer
and micrometer scales [22–24], and high heterogeneity exists
in pore numbers, volumes, and distributions, which causes
anisotropy and greatly increases the complexity of flow sim-
ulation [25, 26]. The complexity of pore space mainly lies in
the following aspects. First, there are various types of pore
structures, which are poorly sortable and difficult to deter-
mine the size of REV, including organic pores, inorganic
pores, natural microcracks, and artificial cracks. Secondly,
the pore size distribution is complex, and nano-micron-mil-
limeter-level pore structures are well developed. The effects
of strong compaction, cementation, and clay transformation
result in small pore spaces, narrow pore throats, complicated
structures, and poor connectivities. The pore sizes in the
cores are quite diverse, including large intragranular pores
formed by dissolution, and numerous intercrystalline micro-
pores formed by clay minerals, and these differences lead to
diverse oil and gas fluid patterns. Due to the existence of mul-
tiscale and interconnected pore space, heterogeneity in
unconventional reservoirs is very strong (Figure 1). A scan-
ning electron microscope (SEM), field emission electron
microscope, atomic force microscope, and nano-CT can
visually and intuitively analyze the micro-nano pore mor-
phology, distribution location, connectivity, and degree of
pore development in pore space. However, due to the limita-
tion of a single observation field of vision, only combining
multiple imaging technologies can effectively observe the
complex pore space (Figure 2).

Because the REV scale of digital core image processing is
far beyond the computational capability, and the traditional
method of directly coarsening the grid will lose numerous
microscopic pore structure information, reducing the simu-
lation accuracy, this paper proposed low-precision and
high-resolution subscale imaging technology (Figure 3).
First, the low-precision imaging data are classified based on

High resolution

Resolution: 18.3 𝜇m Resolution: 6.92 𝜇m Resolution: 2.07 𝜇m Resolution: 0.492 𝜇m

Figure 1: CT images of highly heterogeneous unconventional reservoirs.
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the selection of rock physical properties, and a coarse mesh
model is established to reduce the calculation requirement.
A position in the pore structure is selected for high-
precision scanning to obtain the micro-nano pore informa-
tion of core pore space and for multiscale flow simulation.
The CT scanning method uses the attenuation law of X-ray
intensity to obtain a three-dimensional structure data of the
pore space inside the core [28]. One of the advantages is
CT can provide gray data (electron density map) containing
massive pore structure information of the sample. The core
structure can be divided into pores and matrix by the binary
method through the gray map. Moreover, there are much

other information that can be obtained from grayscale CT
images, such as local porosity and mass concentration of
the transported component ([29]):

ε x,y,zð Þ =
CTsaturated x,y,zð Þ − CTdry x,y,zð Þ

CTsaturated − CTair
: ð1Þ

The local porosity can be calculated using the above for-
mula by analyzing the change of the gray value of two differ-
ent materials in the pore space, in which εðx,y,zÞ is the porosity
of (x, y, z) and CTsaturatedðx,y,zÞ and CTdryðx,y,zÞ represent the

Mineral scanning analysis

1 cm 1 mm 100 𝜇m 10 𝜇m 1 𝜇m15 cm 10 nm

FIB-SEM

Micro-CT

Whole core analysis CT

Figure 2: The applicable scope of imaging technology ([27]).

Down-scale Up-scale

Figure 3: The schematic flow of multiscale modeling.
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saturated and dry gray values of (x, y, z). Imaging the core
using appropriate resolution, the pore distribution pattern
can be observed and the gray map can be obtained. On the
gray map, the gray value of each point contains certain infor-
mation of the pore space structure of the region. Since poros-
ity is one of the most important factors affecting the fluid
flow, local porosity, which can be calculated by the above
equation, is taken as the basis for grouping the core zones.
According to different porosity value ranges, core data are
divided into groups, each with a different label, and a specific
location in each category is selected for high-precision scan-
ning. By means of high-precision scanning, the pore infor-
mation of the typical pore structure in each type of porosity
range can be obtained, consequently establishing and cou-
pling the model at both scales.

2.2. Pore Network Model. Since Fatt (1956) constructed the
first pore network model composed of unequal diameter
cylindrical capillaries, the refinement of the pore network
model has been continuously improved, which can not only
describe pore structure characteristics more accurately but
also make great progress in flow simulation [30]. In this
paper, the medial axis method [31], which is commonly used
in the construction of the pore network model, was adopted
to obtain the positions of the pores and the pore throats by
identifying the intersection of the central axis.

2.2.1. Extraction of the Medial Axis of Pore Space. The medial
axis of the pore space is the skeleton curve that connects the
center of each pore space, and it could reflect the basic topo-
logical characteristics of the real pore space simply and com-
pactly. To get the central axis, the first step is to obtain the
Euclidean distance map of pore space by distance transfor-
mation. The local maximum value (ridge points) was
accounted to represent the topological skeleton of pore space.
Secondly, pore points (object points) were defined as 26-
adjacency, and matrix points (background points) were
defined as 6-adjacency. Based on the Euclidean distance
map and calculation of the Euler number, thinning proce-
dure which is iteratively deleting pore points and searching
the skeleton points can be used without changing the original
image topology. At last, we would obtain the medial axis of
pore space which is only a single voxel wide. The voxels in

the medial axis can be distinguished as three types accord-
ing to how many neighbours they have: regular points, end-
points, and junction points. The connectivity would be one
of the key considerations during construction of the net-
work model.

2.2.2. Recognization of Nodes (Pore Elements) and Bonds
(Throat Elements). An essential step in constructing the pore
network model is to divide the digital core pore space into
pores and throats in a general sense. In this paper, the node
with a coordination number greater than 2 on the central axis
is defined as the pore center, and the pore region is defined by
the maximum incised sphere region. Parameters such as pore
radius are obtained by the method of spherical isometric
expansion. After removing the pore space classified above,
the remaining pore space is the pore throat space. Combined
with the pore node information, the corresponding throat
structural characteristics are statistically analyzed.

2.2.3. Pore Structure Characteristics and Permeability
Calculation. As we can assume that relatively homogenous
areas exist in the heterogeneous pore space, the pore network
model is helpful to better analyze the characteristics of the pore
structure in the different areas. General geometric and topo-
logical properties of the pores and throats including pore (or
throat) size distribution, shape factor, and coordination num-
ber can be calculated and analyzed. The pore-scale network
model can be used to model flow in pore space and get flow
parameters based onmathematical description of conductance
and threshold pressure. And the permeability would then be
used in the iteration of the GLB model. Meanwhile, each indi-
vidual lattice in the GLB model is not isolated which means
that there were flows between lattices in different directions
(Figure 4). Correspondingly, flow capacity of the pore network
model should be affected by the flows in x y z directions. Triax-
ial permeabilities could separately calculate with different set-
tings of the inlet and outlet of the medial axis, which will
provide a data basis for subsequent GLB simulation.

2.3. GLBM-Based Multiscale Flow Capacity Characterization.
Using the classified grid model as the base model for GLBM
simulation, and coupling the microscopic triaxial permeabil-
ity obtained from PNM, the pore structure upgrading and
downgrading can be integrated, so that the computational
loads can be reasonably reduced on the premise of preserving
certain microscopic pore characteristics. The LBMmethod is
a set of models for simulating the movement of microparti-
cles based on molecular dynamics. It has the characteristics
of entirely independent time, space, and interaction. It is a
fully parallel algorithm that can carry out numerical simula-
tion of complex fluid problems, widely used in petroleum,
chemical, energy, water conservancy, machinery, and other
fields. Traditional LBM only distinguishes flow lattice from
nonflow lattice (Figure 5), while GLBM thoroughly consid-
ered the effects of anisotropy and heterogeneity of the porous
media, and the semiflowing gray lattice was added, in which
there are collisions between fluid particles and solid matrix,
representing the effect of the solid scattering degree in the lat-
tice on the flow. Generally speaking, when the fluids flow

Flow (Z-axis)

Flow (Y-axis)

Flow (X-axis)

Figure 4: Medial axis of pore space.
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Figure 5: Flow mechanism in different kinds of GLB lattices.

2 lattices

Periodic
flow

2 lattices
Solid, no-slip

Solid, no-slip

n2

n1

n2

10
2 

lat
tic

es

(a)

0 20 40 60 80 100
0

20

40

60

7.5E-05

U′′

7E-05

5.5E-05

6.5E-05

3.5E-05

1.5E-05

5E-06

1E-05

2.5E-05

3E-05

2E-05

4.5E-05

4E-05

6E-05

5E-05

80

100

Y

X

(b)

Figure 6: (a) Theoretical model. (b) Velocity profile of ns1 = 0:44 and ns2 = 0:41.
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through the pore space, part of it is bounced back through the
rock particles, which means that the flow field includes the
sum of penetrating the pore space and the nonpenetrating
bounced back fluid (Figure 5).

The governing equation can be expressed as

f i x + ciδi, t + δtð Þ − f i x, tð Þ = −
1
τ

f i x, tð Þ − f i
eq x, tð Þ½ � + Δi x, tð Þ:

ð2Þ

Different from the traditional LBM, the simulation of
fluid flow can be divided into three processes:

(1) Collision:

~f
c
α ~r,~t
� �

= ~f α ~r,~t
� �

−
~f α ~r,~t
� �

− ~f i
eq

~r,~t
� �

~τ∗
+ Fα, ð3Þ

in which F is the internal driving force in the lattice

[32], Fα = ð~F · ðeα − ~uÞ/eθÞΓαð~uÞ, and Γαð~uÞ =wα½1 +
eα · ~u/eθ + ðeα · ~uÞ2/2eθ

2
+ ~u2/2eθ�

(2) Practical bounce-back [15]:

~f
out
α ~r, t~∗∗Þ = 1 − nsð Þ~f cα ~r, t~∗∗Þ + ns~f

c
α ~r,~t∗
� ���

ð4Þ

(3) Flow:

~f α ~r + eα,~t + 1
� �

= ~f
c
α ~r,~t
� � ð5Þ

The effective viscosity is ð2nsð6~τ∗~τ∗ − 8~τ∗ + 1Þ − 12ns2
~τ∗ð~τ∗ − 1Þ + ð2~τ∗ − 1ÞÞ/ð6½1 + 2nsð~τ∗ − 1Þ�ð1 − 2nsÞÞ:

During the partial bounce-back process, ns represents the
bounce-back coefficient when the fluids flow through the
porous media, and it is the average scattering density of solid
lattice points ranging from 0 to 0.5. It characterizes the solid

structure of the porous media and is related to local solid
weight in the gray lattice.

It is assumed that Figure 6 is the profile of a 50 × 102 ×
102 heterogeneous theoretical model. There are two solid
boundaries in the positive and negative directions of y and
z, and the fluid flows along the x-axis. The flow area is
divided into upper, middle, and lower parts, in which the
upper and lower parts have the bounce-back coefficient ns1
= 0:44, and the bounce-back coefficient of the middle part
is ns2 = 0:41. Key parameters are set as follows: the grid size
is equal to 1; the timestep is 1; and the values of ρ0, τ, Vf ,
and F are set as 1, 2, 0.5, and 0:0001 × ρ, 0, 0, respectively.
Since the flow is nonhomogeneous, by using the surface
boundary calculation method, the velocity profile along the
y-axis can be obtained as follows in Figure 2, and it conforms
to the basic flow law.

Based on the analysis of the flow field of the porous
medium, the general N-S equation is deduced in the pore
space. The flow field of partial bounce-back coefficients is
explained as

nsδf = ns f �α x, tð Þ − f cα x, tð Þ½ �: ð6Þ

By solving the Brinkman equation flow field, ns is related
to the permeability of the local flow field:

k =
1 − 2nsð Þvf

2ns
: ð7Þ

During upscaling, the permeability in the typical core
pore network model is treated as the permeability of the local
flow field in the GLB model grid. By coupling permeability
and partial bounce-back coefficient, the relationship between
microstructure and complex multiscale porous media flow
features can be established, so that the multiscale permeabil-
ity of the entire core can be characterized and the upgrade is
completed.

3. Results and Discussion

Tight sand cores from unconventional reservoirs are
selected as the experimental sample for multiscale charac-
terizations. The cylindrical core sample is 25mm long with
a 30mm diameter. The permeability and porosity is
4.16mD and 6.98%, respectively. The CT images with dif-
ferent resolutions are shown in Figure 7, the general trend
of pore space can be analyzed based on the grayscale distri-
bution, and the few macropores can be seen with low-
resolution images. The observational field at this resolution
equates with the traditional laboratory test of permeability.
However, the connectivity between visible pores is very
poor, so it is not suitable of carrying out pore network
model modeling and flow simulation. Some large connected
pores with the pore radius range of 10 to 70μm can be
extracted at high resolution, and the tiny pores and micro-
fractures which have significant influence on fluid flow in
multiscale pore space would be captured when the scanning
resolution reaches 0.545μm.
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Figure 7: Velocity distribution curve along the y-axis of ns1 = 0:091
and ns2 = 0:44.
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The raw CT images with a resolution of 24.8μm were
downscaled to build a 100 × 100 × 100 GLB model, so each
lattice contains information of 10 × 10 × 10 voxels. There
were three kinds of lattice: solid, pore, and gray lattice. Based
on the grayscale analysis on the heterogeneous pore structure
of tight sandstone, the scanning porosity of pore space was
roughly classified into 8 ranges (Figure 8). About 40% lattices
in the model were defined as solid which means that there
were no flows. For the rest of the area, lattices with porosity
less than 5% constitute most of the flow area. Therefore, the
multiscale GLB model should be built by combining pore
structure characteristics at different scales. The gray lattice
in the GLB model which represents these areas can add more
microscopic properties to help the flow simulation more
accurately.

By further high-precision observation on the selected
core region, relatively complete and effectively connected
pore space can be observed. Each gray lattice is, respectively,
represented by subvolume A (size: 100 × 100 × 100) with a
resolution of 2.36μm and subvolume B (size: 450 × 450 ×
450) with a resolution of 0.545μm. Affected by scanning
view, the morphology of the large pore can be seen clearer
and more complete. So, we used subvolume A to analyze lat-
tices with porosity greater than 30%. These areas usually have
good percolation ability and high permeability based on the
Poiseuille equation and pore network model. The pore space
structure becomes a little more complex when the porosity of
lattice is lower than 30%. There are 9 kinds of pore structures
extracted from the CT images with high resolution during
porosity between 0 and 30%. The pore structure parameters
of all these types of pore structures are shown in Table 1.
Besides the traditional pore with different sizes, microporous
clusters generated by clay mineral dissolution and intercon-
nected microfractures are the most common pore structure.
As shown in Table 1, the porosity of porous clusters usually
distributes between 5% and 30% with a pore radius of about
1.75μm; their gray value is relatively focused and slightly
lower than pores. There are enough flow channels in the
porous cluster so that the permeability could reach hundreds

of millidarcies. Meanwhile, permeability is only 0.07mD in
the area where pores poorly develop. Compared with the
microfracture network which has higher permeability in all
directions, the individual microfractures usually have low
permeability on two axes and no flows on the other axis.
All of these microscale pore structures impacted the flow
simulation in a significant way.

Limited by the porosity measured in the lab, the lat-
tices of the GLB model, respectively, are associated with
the corresponding type of the pore network model based
on the porosity of the lattice and dispersion degree of
the grayscale distribution of the voxels (Figure 9). The
upscaling process was carried out through assigning the
permeability parameters of each pore network model to
the partial bounce-back coefficient of lattice in the GLB
model (Figure 2).

The simulation results are shown in Table 2. Besides
sample 1# which is used for imaging, we also choose
two other samples 2# and 3# from the same block to ana-
lyze and model. Their CT images with low resolution have
similar distribution range of grayscale map, so the pore
network models extracted from sample 1# can match their
downscale GLB model directly. Even if there comes an
error in either of the simulation and experimental method,
the results were basically the same. Using the method
described in this paper, multiscale pore structure charac-
teristics can be considered into flow simulation. The 12
types of pore network model were all extracted from con-
nected pore space in the high-resolution images; this may
be the reason why the simulation result is higher than the
permeability measured in lab.

4. Conclusion

(1) The influence of the core microscopic pore structure
and its heterogeneity on core physical property can-
not be ignored. With the limited observing field of
imaging techniques, the modeling area of pore space
only represented a certain range of pore/throat size
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Figure 8: CT images of tight sandstone and classification of pore structure.
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which is decided by imaging resolution. Based on the
combination of the downscale method and upscale
method, a new upscaling method is proposed to
effectively describe the characterization of multiscale
pore space

(2) Imaging data with low resolution usually showed dis-
connected pore space, which means that the areas
identified as “skeleton” under low resolution actually
have a lot of micropores. To solve the problem, we
used gray lattice besides the pore to represent the
multiscale pore space and got its microscopic pore
structure information by means of high-precision

scanning. And based on classification using local
porosity, the imaging steps can be able to simplify
to a finite number while not affecting the model
accuracy

(3) By combining the pore network model and the GLB
model, the new method can be a practical option to
carry out flow simulation in highly heterogeneous
unconventional reservoirs. Permeability of gray lat-
tices calculated from the pore network model with
high resolution would be assigned to a partial
bounce-back coefficient of the gray lattices in the
GLB model to solve the problem that connection

Table 1: Pore structure of different pore space types.

Porosity Pore space image PNM
Permeability
x-axis (mD)

Permeability
y-axis (mD)

Permeability
z-axis (mD)

>50% Poiseuille equation Poiseuille equation Poiseuille equation

40%-50% 6880.5 7112.1 6499.6

30%-40% 2997.2 3390.3 4252.25

20%-30%

130.538 667.9 536.35

319.884 325.73 452.6

83.1 11146.4 58.21

10%-20% 52.532 214.1 720.5

5%-10%

13.257 290 247.7

10.558 14.27 113.82

0.07 0.085 301.41

0%-5%

0.2 0.201 0

0.316 10.102 0.792
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Figure 9: Simulation result: (a) GLB model; (b) x-axis velocity distribution; (c) cross-section of x-axis velocity distribution.

Table 2: Result comparison using GLBM.

No. Core size Permeabilitya Porosityb Simulation result Error

Sample 1# 25 × 25 × 25mm 4.16mD 6.98% 4.59mD 10.3%

Sample 2# 25 × 25 × 25mm 3.97mD 6.03% 4.41mD 11.1%

Sample 3# 25 × 25 × 25mm 4.89mD 8.34% 5.42mD 10.8%
aMeasured at 297.15 K using nitrogen. bMeasured at 297.15 K.

9Geofluids



between different scales of pores can be barely
obtained. And we also consider putting the pore net-
work model in the loop iteration of the GLB model to
further increase accuracy in future work
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Fracture characterization is essential for estimating the stimulated reservoir volume and guiding subsequent hydraulic fracturing
stimulations in shale reservoirs. Laboratory fracturing experiments can help provide theoretical and technical guidance for field
operations. In this study, hydraulic fracturing experiments on the shale samples from Niutitang Formation in Hunan Province
(China) under a uniaxial loading condition are conducted. The multifractal method is used to analyze the acoustic emission
(AE) signals and characterize fracture initiation and propagation. The hydraulic fracturing process can be divided into three
stages based on the characteristics of AE signals: the initial stage, the quite stage, and the fracturing stage. The multifractal
analysis results showed that: (1) the value of the spectrum width, Δα, continues to increase as the energy accumulates until the
fracturing stage starts; and (2) the difference in the multifractal spectrum values, Δf , reflects the relationship between small and
large signal frequencies and can quantify the fracture scale, i.e., the lower the Δf , the larger the fracture scale and vice versa. The
results were further verified using a time-frequency analysis of the AE signals and micro-CT scanning of the samples. This study
demonstrates that the multifractal method is feasible for quantitatively characterizing hydraulic fractures and can aid field
hydraulic fracturing operations.

1. Introduction

The shale gas revolution in North America has affected the
world energy market and greatly promoted the process of
global shale gas exploration and production [1, 2]. Shale gas
is usually stored as adsorbed or free gas in organic-rich mud
shale, which has (extremely) low porosity and permeability
[3, 4]. Hydraulic fracturing (HF) improves reservoir perme-
ability by injecting high-pressure fluid into the ground to form
a fracture network that is effectively connected to the wellbore

[5–7]. Microseismic monitoring is generally implemented as a
routine technology to monitor the development and expan-
sion of fracturing networks in real time [8, 9]. Additionally,
microseismic monitoring technology has also been widely
used for monitoring in other fields, including geothermal pro-
duction, mining, carbon dioxide storage, and other industrial
fields [10, 11].

However, in-field microseismic monitoring, underground
geological conditions are quite complex, such as the unknown
distribution of natural/preexisting fractures and heterogeneous
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stress conditions. To effectively control the variables and focus
when studying the evolution mechanism of HF, a feasible and
important strategy is to simulate field-scale HF monitoring
using laboratory-scale experiments with acoustic emission
(AE) monitoring [12, 13]. AE is primarily related to the initia-
tion and expansion of cracks. The frequency of laboratory- and
small-scale acoustic emissions is generally in a range between
several kHz to MHz. By analyzing the AE characteristics of
rock fractures, it is helpful to understand the rock fracturing
mechanism and provide a theoretical and technical basis for
field HF monitoring [14]. Numerous studies have reported
laboratory-scale rock fracture analysis using AE monitoring,
including the rupture process of brittle rock [15, 16], the
mechanical and acoustic properties of shale rocks [17, 18],
the characteristics of fracture propagation with bedding planes
at different directions [19], and the focal mechanism of AEs
during laboratory-scale HF experiments [20, 21].

The processes of rock cracking and propagation have
self-similarity and can be described by the fractal method
(e.g., fractal dimension) [22]. There are many studies that
have characterized rock fracture evolution using the fractal
or multifractal analyses of the accompanying AE signals
[23–26]. For example, Kong et al. [26] analyzed the fractal
characteristics of AE parameters of methane-containing coal
samples in triaxial compression experiments. The results of
the correlation dimension revealed that the fractal dimension
could describe the propagation of a crack. Compared with
the conventional fractal method, the multifractal theory has
the potential to describe the rock rupture evolution state
comprehensively [27, 28]. Kong et al. [29] used the multifrac-
tal method to study the AE characteristics of sandstone
subjected to thermal treatment. The AE time series had
multifractal features, and the fractal dimension followed an
increasing-decreasing trend against the temperature. Kong
et al. [30] applied the multifractal theory to analyze the AE
characteristics of coal samples subjected to uniaxial compres-
sion. The results revealed that the time-varying multifractal
characteristics could describe the AE mechanisms and the
difference in strong and weak AE signals. Tan et al. [31] stud-
ied the multifractal characteristics of shale acoustic emission
energy in uniaxial experiments under different immersion
conditions. The results showed that the multifractal spec-
trum of the AE parameters was influenced by soaking times,
which was directly related to changes in the pores and cracks
of the shale samples. However, most of the above studies have
focused on conventional compression experiments with
intact samples. Therefore, quantitative multifractal analysis
of AE parameters that results from shale hydraulic fracturing
experiments requires further study.

In this study, the characteristics of AE events in hydraulic
fracturing experiments under a uniaxial loading condition
are analyzed to evaluate shale fracturing at different stages.
The AE signals are quantified using multifractal analysis to
study the rupture scale and energy characteristics. Finally,
the reliability of the results is further verified using a time-
frequency analysis and X-ray computed tomography (CT)
scanning. The multifractal analysis can help provide quanti-
tative guidance for fracture characterization during field
hydraulic fracturing operations.

2. Materials and Methods

2.1. Sample Preparation. The samples were collected from out-
crop shale samples of Niutitang Formation in Yiyang, Hunan
Province, China. The outcrop shales were cored into cylindrical
samples (size of 50 × 100mm) with errors of less than 0.5mm,
and small cylindrical holes (size of 3 × 55mm) were drilled at
the center of the samples. The size and other physical proper-
ties of the six samples are shown in Table 1. Three of the six
samples had horizontal bedding characteristics (the direction
of bedding plane is parallel to the axial direction), which are
termed as H1, H2, and H3. The other three samples were char-
acterized by vertical bedding (the direction of bedding plane is
perpendicular to the axial direction), which are termed as T1,
T2, and T3. There were no visible fractures at the surface of
the samples. The mineral components of the shale samples
were quartz, with an average value of 74.2%; feldspar, with an
average value of 14.3%; and clay minerals, with an average
value of 7.8%. The samples tested were brittle rock and were
not influenced by weathering. During the experiment, six
acoustic emission (AE) sensors were placed at heights of
15mm, 50mm, and 85mm, as shown in Figure 1(a).

2.2. Experimental System and Scheme. Compared with the
true triaxial experiments in field applications, there is no
confining pressure under uniaxial loading conditions. It is no
doubt that the confining pressure affects the characteristics of
both the propagation of the fractures and the accompanying
AE events. [32–34]. However, hydraulic fracturing experiments
under uniaxial loading conditions can better control associated
variables and focus on the mechanism of fracture evolution.
Besides, it can also clarify the fracture formation characteristic
under different conditions, and reveal the fracture microscopic
morphology in guiding field hydraulic fracturing [12]. Hydrau-
lic fracturing experiments under uniaxial loading conditions
are used to analyze AE characteristics associated with fracture
propagation in various fields including geothermal production,
salt well mining, and shale gas exploitation [35, 36].

The uniaxial compressive loading and hydraulic fracturing
experiments were conducted using a servo-hydraulically
controlled deformation apparatus, the GCTS RTR-2000 rock
mechanic system at the Institute of Acoustics, Chinese
Academy of Sciences. The system can provide a maximum
axial force of 4600kN and a maximum confining pressure of
210MPa. Figure 1 shows the experimental system and setup
for the shale samples. The PAC AE monitoring system was
used for the experiments, which is made by the Physical
Acoustic Corporation Ltd., USA for the real-time monitoring
of AE signals during hydraulic fracturing (HF) experiments.
The components of the acoustic emission monitoring system
include AE sensors, preamplifiers, and a central system with
recording, processing, and display units (Figure 1(d)). The
sampling rate of the AE acquisition was 1MHz, and the band-
pass filter was set to 125–750kHz. The threshold value of the
AE signals was set to 35dB. The two primary parameters
obtained using the AE monitoring system included the AE
counts and energy, which can reflect the deformation and
fracture process of rock samples. The number of times that
the signal exceeded the threshold was the AE counts, and the
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total area of the envelope for the AE waveform was defined as
the AE energy. Other AE parameters and a typical AE wave-
form along with the time-frequency characteristics are shown
in Figure 2.

The experimental scheme included the following five
main steps:

(1) Sealing Wellbore. A 50mm long steel pipe was
inserted into the injection hole (Figure 1(a)). Epoxy
resin was used to seal the injection section of the shale
sample. The sealed sample was preserved for 24
hours to ensure a stable sealing.

(2) Sensor Installation. The heat shrinkage tube was closely
bonded to the shale sample, and the AE sensors were
placed on the tube surface using honey (Figures 1(a)
and 1(c)).

(3) Axial Loading. The specimen was loaded in the axial
direction, and the axial stress value was set to 35MPa,
referring to the measured minimum compressive
strength. The axial loading rate was 2MPa/min.

(4) Fluid Injection. Water was injected into the borehole
at a rate of 2MPa/min. When a sudden drop in pore
pressure (injection pressure) occurred, this would
indicate a break or damage of the sample and the
system would shut down.

(5) CT Scanning. After the HF experiments, the frac-
tured samples were removed for micro-CT scanning
that produced both 3D images and 2D slices of the
cross sections.

2.3. Multifractal Method. The fractal method is used to
describe the self-similarity of different local features in irregu-
lar phenomena in nature, and it is generally represented by the
fractal dimension [37, 38]. Fractal analysis has been success-
fully applied to many branches in petrology and rock physics,
such as characterizing the pores and fracture networks in
rocks [39–41]. To better quantitatively describe the spatial
distribution characteristics of complex systems, the multifrac-
tal method has been proposed and utilized [27]. For example,
the observed AE signals from rock samples could bemultifrac-
tal. Hence, there is a need for more than one scaling exponent
to characterize AE signals and related fractures [42]. The
multifractal method has been used to describe the structural
characteristics of rock samples using the generalized fractal
dimension and multifractal spectrum [5]. In addition, many
studies have adopted multifractal theory to study the AE activ-
ity of rock fracturing [26, 30]. In this study, the box-counting
method was used to analyze the multifractal characteristics of
the time series of the AE parameters [31, 43]. The detailed
calculation process of the multifractal spectrum of the AE time
series is as follows [31]:

Table 1: Physical properties of the six shale samples.

Sample ID Bedding direction Mass (g) Diameter (mm) Height (mm) Density (g/cm3) P-wave velocity (m/s)

T-1

Vertical

461.5 49.81 99.46 2.38 /

T-2 459.1 49.96 99.54 2.35 3805

T-3 463.4 49.9 99.67 2.38 3780

H-1

Horizontal

482.5 49.84 100.33 2.47 4457

H-2 492.4 49.91 100.21 2.51 4450

H-3 500.3 49.94 99.08 2.58 4620
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Figure 1: The GCTS RTR-2000 rock mechanic system and the experimental setup. (a) The experimental loading system, controlling system,
and acoustic emission (AE) monitoring system. (b) The principle sketch of the AE monitoring system. (c) The loading device and
preamplifiers. (d) The sample parameters and the sensor arrangement.
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First, a box with a width of L was used to divide the time
series into N subsets. The normalized probability of each
subset is fPiðLÞ ; i = 1, 2, 3,⋯Ng, and the singularity
strength is defined as:

Pi Lð Þ ∼ Lαi :: ð1Þ

When the time series has multifractal regularity, the
following relationship can be obtained:

Nα Lð Þ ~ L−f αð Þ, ð2Þ

where is the multifractal spectrum function, which can be also
roughly defined as the fractal dimension with the same singu-
larity subset. For calculating themultifractal spectrum of a time
series, the following spectrum function was generally used:

X q, Lð Þ = 〠
N

i=1
Pq
i ~ Lτ qð Þ, ð3Þ

where τðqÞ is the quality index, q ∈ ð−∞, +∞Þ; and the qual-
ity index, τðqÞ, is the slope of the relationship of ln ðXðq, LÞÞ
and ln L under double logarithmic coordinates. Also, τðqÞ
can determine the fractal characteristics of the time series: if
the value of τðqÞ changes with q, the AE time series has multi-
fractal characteristics. If it is a constant value for a certain q, the
time series has a single regularity. Chhabra and Jensen [43] pro-
posed the normalized single parameter measurement cluster as:

μi q, Lð Þ = Pi Lð Þ½ �q
∑j Pi Lð Þ½ �q : ð4Þ

The multifractal spectrum function, f ðaÞ, and singularity
strength, aðqÞ, can be computed by:

f qð Þ = − lim
N→∞

∑N
i=1μi q, Lð Þ ln μi q, Lð Þ

ln N
= lim

L→0
∑N

i=1μi q, Lð Þ ln μi q, Lð Þ
ln L

,

α qð Þ = − lim
N→∞

∑N
i=1μi q, Lð Þ ln Pi q, Lð Þ

ln N
= lim

L→0
∑N

i=1μi q, Lð Þ ln Pi q, Lð Þ
ln L

:

ð5Þ

When the value of q is determined, a ðqÞ and f ðaÞ can be
calculated, and we can obtain the multifractal spectrum f ðaÞ
− aðqÞ of the time series. The heterogeneity of the time series
can be indicated by the spectrum width Δα = αmax − αmin [30,
44]. The larger Δα is, the greater the difference between the
large and small signals is. In addition, the value of f ðaÞ repre-
sents the frequency at which the singularity strength, aðqÞ,
occurs in the time series. Therefore, Δf = f ðamaxÞ − f ðaminÞ
indicates the frequency of occurrence of the large and small
signals: Δf < 0 means the large-amplitude signals dominate,
and the larger-scale fractures dominate the fracture system. In
contrast, Δf < 0 means the amplitude/energy of most AE
signals is small, and small-scale fractures dominate the fracture
system.

3. Results and Discussion

3.1. Mechanical Behaviors.During the fluid injection process,
the pore pressure and AE signals were recorded. Table 2 lists
the vertical stress and pore pressure loading on the shale
samples. Figure 3 shows the relation of the pore pressure
and loading time. The curves of the vertical samples were
shifted 400 s horizontally to present a clear comparison
between the horizontal and vertical samples. The maximum
pore pressures of the horizontal samples were 14.52MPa,
16.78MPa, and 18.27MPa, while those of the vertical
samples were 26.53MPa, 27.98MPa, and 29.04MPa, which
are approximately double compared with the horizontal sam-
ples. Since themineral composition was basically the same and
the samples had no visible preexisting fractures, the results
suggest that the bedding structure played a controlling role
on the process of rock deformation and fracturing. The results
are consistent with Lin et al. [45], and it showed the effects of
the anisotropy on fracture propagation in shale samples. As
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Figure 2: AE signals: (a) a sample AE event; and (b) the time-frequency characteristics of a sample AE event.
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the pore pressure increased, the effective normal stress
decreased continuously. Once the breakdown pressure was
reached, the fracture initiated along the direction of the
minimum principal stress and propagated along that of the
maximum principal stress, which was in the vertical direction
here. The bedding direction of the horizontal samples was
parallel to the axial direction, and lower pore pressures were
required to break the samples compared with the vertical
samples. In addition, the bedding direction of which was
nearly perpendicular to the direction of the fracture propaga-
tion [46–49]. The results are also consistent with the principle
of the extensively-used horizontal well drilling technology in
shale gas exploitation in which wells are drilled along the
bedding direction (horizontal) to achieve a smaller breakdown
pressure and a larger contacting volume with the target layer
[50]. It is worth mentioning that shale anisotropy also has
important effects on the field fracturing operation [51]. In
the current study, we only focus on testing and validating
the effectiveness of the multifractal method, without consider-
ing the shale anisotropy. We believe that further studies are
required to address the anisotropic issues when generalizing
the method to the field scale.

3.2. Multifractal Analysis of AE Signals. There are several
studies that have classified the fracturing process based on
fracturing experiments. Damani et al. [52] reported that the

fracture pressure response can be divided into six broad
regions according to the pump pressure and cumulative AE
events. Jiang et al. [53] divided the shale supercritical CO2 frac-
turing process into the fracture initiation stage and the fracture
propagation stage according to the AE parameter curves.

Figure 4 shows the relationship of the AE counts, the AE
energy, and the loading pore pressure for the horizontal
samples (H1, H2, H3). Figure 5 shows the corresponding
results of the vertical samples (T1, T2, T3). It is obvious that
the AE counts and the AE energy shared a similar trend in all
of the samples. In addition, the accumulative counts and
energy steadily increased with the loading pore pressure.
There is a difference between the detailed plots of the differ-
ent samples, which was largely caused by the heterogeneity of
the samples. As the loading pore pressure increased, the
effective normal stress inside the rock sample decreased
continuously. When the Mohr stress circle reached the rup-
ture envelope surface, the rock broke down and generated a
large amount of AE events [5, 54, 55]. Therefore, the hydrau-
lic fracturing process can be roughly divided into three stages
based on these plots [52, 53, 56]. First is the initial stage,
which corresponds to the beginning of the water injection,
where a small number of AE events occurred as the pore
pressure increased instantaneously. Then, the quiet stage in
which the fracturing system tended to be stable and the AE
activity was inactive (“quiet”). Finally, the fracturing stage
indicated the breakdown of the rocks and a sudden increase
in the AE counts and energy. An important difference
between the horizontal and vertical samples was the duration
of the quiet stage. According to the dashed green lines in
Figures 4 and 5, the duration of the quiet stage (stage II) for
the horizontal and vertical samples was approximately 400 s
and 700 s, respectively. This is consistent with the larger pore
pressure required for the fracturing of vertical sample, which
was largely caused by the direction of the bedding planes and
discussed in the above section.

The multifractal method was used to further quantify the
AE characteristics associated with the hydraulic fracturing
experiments. It has been demonstrated that the time series
of the AE parameters has multifractal characteristics [31].
The multifractal spectrum of the AE counts and energy time
series throughout all stages is shown in Figure 6. The com-
plete results for both the individual and overall stages are
listed in Table 3. The results are closely related with the char-
acteristics of fracture evolution. The values of the spectrum
width, Δα, of the AE counts for the six rock samples vary
between two and four, which means the dispersion of the
AE signals was relatively obvious. The primary reason is that
the fracturing process can produce both large and small AE
events/signals. The multifractal spectrum of the AE energy
showed that the Δα values were between three and five,
which shows a consistent result of the AE counts. The entire
process of shale hydraulic fracturing can be divided into dif-
ferent stages, including the initiation stage, the quiet stage,
and the fracturing stage, and these naturally produce AE
events with varying characteristics (e.g., counts and energy).

The different Δα values of the samples with the same
bedding direction partially revealed the heterogeneity of the
AE parameters/signals and that of the shales. In sample T3

Table 2: Vertical stress and pore pressure loading on the six shale
samples.

Samples
Vertical stress

(MPa)
Injection rate
(MPa/min)

Maximum pore
pressure (MPa)

H1 35 2 14.52

H2 35 2 16.78

H3 35 2 18.27

T1 35 2 26.53

T2 35 2 27.98

T3 35 2 29.04
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for example, the Δα values of the AE count and energy for all
of the stages were 2.140 and 3.261, respectively. The values
were relatively smaller than those of the other samples, indi-

cating a small difference in the AE activities and/or fracture
scales during the different stages. The difference in the multi-
fractal spectrum values, Δf , reflects the amplitude/energy of
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Figure 4: Plots of the relationship between the AE counts/accumulative counts, AE energy/accumulative energy, and loading pore pressures
for the horizontal samples H1, H2, H3. (a, b) Plots of the sample H1. (c, d) Plots of the sample H2. (e, f) Plots of the sample H3. The green
dashed lines roughly indicate the three stages (I: initial stage; II: quiet stage; and III: fracturing stage) of the fracturing process.
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the AE events and the scale of the fractures. Most of the Δf
values of the horizontal samples were positive values, which
means the fracturing process was dominated by small-scale
fractures. The Δf values of the AE count and energy for
sample H2 were 1.643 and 1.639, respectively. The values
were larger than those of the other two horizontal samples,
and subsequent CT scanning results also showed several
small-scale fractures (see Figures 7 and 8). However, the AE
count and AE energy Δf values of the vertical sample, T2,
for all the stages were negative, and these were -1.884 and

-1.839 for the AE count and energy, respectively. The CT
scanning results of sample T2 showed large-scale fractures
(see Figures 9 and 10) that resulted from the relatively large
injection pressure and the connection between new fractures
and weak bedding planes (preexisting fractures). More
detailed discussions of the time-frequency analysis and CT
scanning are presented in later sections.

Figure 11 shows the variations in Δα and Δf values for
the different samples at different stages. For the horizontal
samples, Δα increased along with loading times and stages.
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Figure 5: Plots of the relationship of AE counts/accumulative counts, AE energy/accumulative energy, and loading pore pressures for the
vertical samples T1, T2, T3. (a, b) Plots of sample T1. (c, d) Plots of sample T2. (e, f) Plots of sample T3. The green dashed lines roughly
indicate the three stages (I: initial stage; II: quiet stage; and III: fracturing stage) of the fracturing process.
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During the initial stage, the injection pressure was small and
only excited small AE events. As the injection pressure
increased, the strain energy continuously accumulated. At the
fracturing stage, small fractures were extended and connected
to form large-scale fractures. Therefore, both small and large
AE events were generated, and the difference between small
and large signals increased. Several previous studies also
revealed that the Δα value rose gradually along with hydraulic
fracturing [30, 44]. However, for the vertical samples, the
results weremore complex. A possible reasonwas the inconsis-
tency in the directions of the principal stress and the bedding
planes. And there were few AE events at the quiet stage and
led to low Δα values. For samples H2 and T2, the values of Δ
α during different stages varied greatly, revealing a difference
in the AE activity and/or fracture scales throughout all the
stages. In addition, most large-scale fractures and AE events
occurred during the final fracturing stage.

3.3. Time-Frequency Analysis.AE waveforms and frequencies
contain important information during hydraulic fracturing,
including internal fracture size and fracture type [21, 57, 58].
The microscopic evolution characteristics can be inferred by
statistically analyzing the time-frequency characteristics of
the AE signals during the fracturing process [35, 59]. First,
the time domain AE signal was converted into the time-
frequency spectrum using a wavelet transform to obtain the
main frequency of its signal. AE events were classified to four
types: low amplitude in low frequency band (LL), high ampli-
tude in low frequency band (HL), low amplitude in high
frequency band (LH), and high amplitude in high frequency
band (HH) (Table 4). The maximum amplitudes and main
frequency contents are statistically summarized in Figure 12.
It can be seen that a small number of LL-type and LH-type
AE events were generated during the initial stage of hydraulic
fracturing, and the amplitude was on the order of 10-2. As the
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Figure 6: The multifractal spectrum f ðαÞ − α of time series of AE counts and energy for all the stages.

Table 3: Values of Δα and Δf for different samples at different stages.

Sample
Counts Energy

Stage I Stage II Stage III All stages Stage I Stage II Stage III All stages

H1
Δα 1.296 2.440 3.291 3.208 1.113 3.243 4.024 3.986

Δf 0.007 0.607 -0.147 0.714 -0.029 0.301 -0.262 0.135

H2
Δα 0.006 1.197 2.574 2.557 0.006 1.555 3.800 3.780

Δf -0.003 -0.430 0.264 1.643 -0.003 -0.090 0.282 1.639

H3
Δα 0.841 1.076 2.291 2.946 2.008 2.374 3.493 3.874

Δf 0.142 -0.180 0.129 1.060 0.061 0.035 -0.001 0.336

T1
Δα 3.151 1.608 3.927 3.921 3.966 1.738 4.764 4.756

Δf 0.993 -0.336 0.255 0.690 0.804 -0.357 0.297 0.586

T2
Δα 0.004 1.177 3.133 3.329 0.521 1.839 4.402 4.596

Δf 0.002 0.552 0.000 -1.884 -0.537 0.214 0.011 -1.839

T3
Δα 2.154 1.631 1.804 2.140 3.287 2.379 3.192 3.261

Δf 0.567 -0.073 1.143 1.631 0.667 0.046 1.121 1.562
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(a) (b)

(c) (d)

Figure 8: Four horizontal slices of the micro-CT scanning results of rock sample H2. (a–d) Correspond to the horizontal slices at heights of
20mm, 40mm, 60mm, and 80mm, respectively.

Figure 7: Micro-CT scanning results of rock sample H2. (a) A horizontal slice. (b, c) Two vertical slices near the sample center and are cut
roughly perpendicular to the fractures, and I-IV correspond to the horizontal slices at heights of 20mm, 40mm, 60mm, and 80mm. (d) The
3D view of the scanning result.
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(a) (b)

(c) (d)

Figure 10: Four horizontal slices of the micro-CT scanning results of rock sample T2. (a–d) Correspond to the horizontal slices at heights of
20mm, 40mm, 60mm, and 80mm, respectively.

Figure 9: Micro-CT scanning results of rock sample T2. (a) A horizontal slice. (b, c) Two vertical slices near the sample center and are cut
roughly perpendicular to the fractures, and I-IV correspond to the horizontal slices at heights of 20mm, 40mm, 60mm, and 80mm. (d) The
3D view of the scanning result.
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injection pressure gradually increased, the effective principal
stress decreased continuously, and strain energy was accumu-
lated. LL-type AE events were continuously generated during
this stage. Once the breakdown pressure was reached, the
crack initiated and propagated to form small-scale fractures,
producing more LH-type AE events. Simultaneously, small-
scale cracks might have been connected to each other, forming
large-scale fractures and producing HL type AE signals.
Therefore, large-scale and small-scale fractures coexisted
simultaneously during the fracturing stage. This was consis-
tent with the variations of the multifractal spectrum values Δ
f at different stages and further verified the reliability of the
results. And the HL- and LH-type AE signals were used as
precursors before samples cracking [35]. Though the mineral
composition of the rock samples is almost the same, the
maximum pore pressures of the vertical and horizontal rock
samples are also in the same range; the energy and the count
values of AE events show a large difference. It is obvious that
the anisotropy of shale seriously affects its physical properties.
For the two horizontal rock samples H2 and H3, the number
of events in the first and second stages is relatively small. How-

ever, in the third stage, the HH-type and the HL-type AE
events of rock sample H3 are much larger than those of H2.

3.4. CT Scanning. The internal structural characteristics of
the horizontal sample H2 and the vertical sample T2 were
studied using micro-CT scanning. Figures 7 and 9 show the
overview of the micro-CT scanning results of rock samples
H2 and T2. Figures 8 and 10 show four horizontal slices of
the scanning results. The fractures initiated in the vicinity
of the injection hole and continuously propagated along the
axial direction (the vertical direction, which is also the direc-
tion of the maximum principal stress). The fractures were
finally connected and formed a fracture plane, which was also
nearly parallel to the axial direction. The morphological
characteristics of the fractures are closely related to the
confining pressure. When the axial pressure is much greater
than the confining pressure, the fracture will propagate
perpendicular to the direction of the local minimum princi-
pal stress, along with the borehole wall [60, 61]. The different
scales of the cracks of the two samples were also consistent
with the results of the multifractal spectrum values.
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Figure 11: Values of Δα and Δf for the different samples at different stages. (a, b) Corresponding to Δα and Δf of the AE counts. (c, d)
correspond to Δα and Δf of the AE energy.

Table 4: Types of time-frequency characteristics of AE signals.

Low amplitude (0-0.1) High amplitude (0.1-5)

Low frequency band (0-200 kHz) Low amplitude in low frequency band (LL) High amplitude in low frequency band (HL)

High frequency band (200-400 kHz) Low amplitude in high frequency band (LH) High amplitude in high frequency band (HH)
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Figure 12: Continued.
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For the horizontal sample H2, the scale of the fractures
was small, and only a few fractures were visible. The
fractures remained in the vicinity of the injection hole and
did not propagate vertically far away from the injection hole
(see Figure 8). The fracture widths corresponded to heights
of 20mm and 40mm and were relatively large, being 0.1–

0.15mm and 0–0.1mm, respectively [62]. There were no
visible fractures in the horizontal slices corresponding to
the heights of 60mm and 80mm. A possible reason is that
the injection (pore) pressure was small, and only small-
scale fractures were produced. To quantitatively study the
morphological characteristics of the fractures, an image
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Figure 12: Time-frequency characteristics of the AE signals. (a–f) correspond to the results of H1, T1, H2, T2, H3, and T3, respectively.
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processing software (Image J) was used to calculate the length
and curvature of the visible fractures in the horizontal slices.
The detailed results are listed in Table 5. The tortuosity was
defined as the ratio of the total fracture length to the two direct
lengths of the ends of the fracture [63]. The tortuosity of the
visible fractures was small, and the fractures penetrated the
rocks nearly straightly.

For the vertical sample T2, the fracture width and scale
were larger than those of horizontal sample H2. This was a
result of the relatively larger maximum injection pressure.
Fracture width gradually decreased from the bottom (0mm)
to the top (100mm). The reason was that the fractures
initiated at the bottom portion of the sample, where the
injection hole was located. Another important and distinct
characteristic was the nearly horizontal fracture plane at a
height of approximately 80mm, which was potentially caused
by weakness of the bedding planes and/or nonvisible preexist-
ing fractures. The fracture length, width, and tortuosity of
samples H2 and T2 are quite different. The horizontal sample
H2 is dominated by small-scale fractures, while the vertical
sample T2 is dominated by large-scale fractures.

4. Conclusions

Hydraulic fracturing experiments were conducted under a uni-
axial loading condition on shale samples from the Niutitang
Formation in Yiyang, Hunan Province (China). TheAE signals
were recorded during the fracturing process, and the multifrac-
tal method was used to characterize fracture initiation and
propagation. The study indicated that the multifractal method
can be used to quantitatively characterize hydraulic fracturing
and can contribute to optimize in situ hydraulic fracturing
operations. The results were further verified using a time-
frequency analysis of the AE signals and micro-CT scanning
of the samples. The primary conclusions are listed below.

(1) The direction of the bedding planes largely affected
the required injection pressure that fractured the
rock. The required pressure needed for rocks with
bedding planes parallel to the direction of maximum
principal stress was less (nearly half) than those with
vertical bedding planes under essentially the same
conditions.

(2) The hydraulic fracturing process could be divided into
three stages based on the characteristics of AE signals:
an initial stage, the quiet stage, and the fracturing stage.
During the initial stage, a small number of AE events
were excited due to the instantaneous change in pore
pressure. Also, the strain energy accumulated and a
few AE events occurred during the quiet stage. During
the fracturing stage, the fractures initiated and propa-
gated promptly and produced a large amount of AE
events. A multifractal analysis of the time series of
the AE counts and energy quantitatively characterized
the heterogeneity of the AE signals during hydraulic
fracturing. The value of spectrum width, Δα, contin-
ued to increase as the energy accumulated until the
fracturing stage began. The Δf value reflects the rela-
tionship between small and large signal frequencies
and quantifies the fracture scale. Hence, the lower the
Δf , the larger the fracture scale, and vice versa.

(3) The time-frequency analysis and CT scanning results
further demonstrated the different magnitudes and
scales of the AE signals and the fractures. Most AE
events and large fractures were produced during the
fracturing stage. The required fracturing pressure for
the vertical samples was larger, while more large-
scale fractures and complex fracture planes might be
generated due to the existence of bedding planes that
vertically or obliquely cross the maximum principal
stress. The time-frequency characteristics can verify
the change of the multifractal spectrum parameter Δ
α. And the LH- and HL-type AE signals can be used
as precursors of rock failure. CT scanning results were
consistent with the multifractal spectrum parameter
Δf . These results further verified the stage classifica-
tion and multifractal results of the AE signals.
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Table 5: Characteristics of visible fractures of rock samples H2 and
T2.

Direct length
(mm)

Length
(mm)

Width
(mm)

Tortuosity

H2

I 47.50 47.69 0-0.15 1.00

II 47.62 48.11 0-0.15 1.01

III / / / /

IV / / / /

T2

I 48.90 49.68 0.10-0.40 1.02

II 47.90 48.80 0.20-0.30 1.02

III 46.88 48.47 0.10-0.20 1.03

IV 47.36 47.83 0.05-0.15 1.01
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Shale reservoirs have the characterizations of low porosity, low permeability, and hydrocarbon organic matter self-generation and
self-storage, resulting in its complex flow mechanisms. Compared with fractured vertical wells, multiple-fractured horizontal wells
are widely used due to their advantages of effectively increasing the well control range and further expanding the drainage area. To
further study the multiscale flow mechanisms of shale gas, a flow model was established that considered viscous flow in
microfractures and inorganic pores, the diffusion of Knudsen in nanoscale porosity, the coexistence of slippage, adsorption-
desorption effects under infinity, and closed outer boundary conditions; based on the continuous point source solution, a
multiple-fractured horizontal well flow model was established and solved by MATLAB programming. Then, the effects of
various factors were investigated. The results show that the Knudsen diffusion and slippage coefficients mainly affect the
apparent permeability of the matrix pores. The more the Knudsen diffusion and slippage coefficients are, the earlier the
turbulent flow occurs and the higher the gas production is.

1. Introduction

The revolution of shale gas in the United States of America
(USA) is changing the energy structure of the world [1, 2].
Based on its various forms in the reservoir, the shale gas
can be divided into free shale gas, adsorbed shale gas, and dis-
solved shale gas. Most of the shale gas is deposited in pores
and microfractures in a free state, and the proportion of the
gas adsorbed on the surface of organic matter and clay min-
eral particles [3] could generally reach more than 50% [4].
The dissolved gas exists in liquid hydrocarbons or adsorbed
on the surface of other substances in the kerogen [5–7] as
shown in Figure 1. Through tank degassing experiments,
Cheng et al. [8] observed the diffusion of gas from the kero-
gen or clay particles to the surface of the pores.

Scholars have committed to the research on shale gas
flow models since a decade ago. In 2009, a mathematical
model was developed for horizontal wells with triple media
branches [9], and the bottom well pressure solution of the
horizontal well with the triple media branches in Laplace

space was solved by using the point source function theory.
Soon, a pressure calculation formula for any point in a stra-
tum with fractures at different inclinations in a fractured hor-
izontal well was developed based on the same theory [10].
Then, Ozkan et al. [11] applied the trilinear flow model to
fractured horizontal wells, which is suitable for shale reser-
voirs with a matrix permeability of only micron-scale Darcy
and nanoscale Darcy. This model assumes that the artificial
vertical fractures are formed after fracturing, and the sur-
rounding of the fractures is considered to be a dual medium.

In the same year, Stalgorova and Mattar [12] proposed a
trilinear flow model to analyze the production dynamics of
conventional reservoirs and fractured horizontal wells in
unconventional gas reservoirs. In this model, the entire reser-
voir was divided into three regions (the external reservoir, the
internal reservoir, and the hydraulic fracture). The flow of gas
between the three regions was assumed to be linear in this
model. The results indicated that the most effective way to
increase the productivity of unconventional gas reservoirs is
to increase the fracture density. The effects of fracture
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permeability on productivity are not obvious. Then, a new
trilinear flow model [13] was proposed based on Ozkan’s
model. Similarly, the model divided the entire reservoir into
three parts: the fractured zone, the unreformed zone, and
the artificial fracture. The results studied by this model points
out that due to the multiple factors such as rock properties
and ground stress, the hydraulic fractures formed during
the fracturing process are not necessarily perpendicular to
the horizontal wellbore but form a certain fracture network
structure. In 2014, Dejam et al. [14] established a fractured
horizontal well flow model for shale gas reservoirs based on
the triple-porosity four-linear flow model, which considers
the effects of gas adsorption and desorption effect of gas in
the matrix. The model mainly studies the quasisteady state
turbulence of the matrix to the microfracture medium and
the large-fracture medium. In 2017, the unsteady flow
regimes of a slightly compressible fluid under the linear and
radial pre-Darcy flow conditions are modeled and the corre-
sponding highly nonlinear diffusivity equations are solved
analytically by aid of a generalized Boltzmann transforma-
tion technique [15]. The influence of pre-Darcy flow on the
pressure diffusion for homogeneous porous media is studied
in terms of the nonlinear exponent and the threshold pres-
sure gradient. In addition, the pressure gradient, flux, and
cumulative production per unit area are compared with the
classical solution of the diffusivity equation based on the
Darcy flow. In 2018, a two-phase flowback model is devel-
oped with multiscale diffusion mechanisms, and it is found
that the two-phase flowback and the flow consistency
between the matrix and fracture network have significant
influences on cumulative gas production. The multiscale dif-
fusion mechanisms in different zones should be carefully
considered in the flowback model [16]. In 2019, a model con-
sidering convective flow, gas diffusion, and surface diffusion
was established to investigate gas transport mechanism, and
a common practice in modeling shale gas permeability is to
use Knudsen diffusion coefficient when calculating diffusive
flux, but the use of Knudsen diffusion coefficient would be
incorrect if the shale gas flow regime is lying in either the
transition diffusion or Fick’s diffusion, in which case the dif-

fusion coefficient must correspond to that regime [17]. Then,
a series of shale gas adsorption and desorption experiments
are conducted [18]. Desorption and adsorption curves are
not coincident, with the former located above the latter,
which suggests that adsorption hysteresis also occurs in shale
gas.

A multiple-fractured horizontal well (MFHW) is exten-
sively applied to develop the shale gas reservoirs, which
makes the production of unconventional reservoirs econom-
ically and practically feasible [19]. After massive fracturing,
the complex fracture network will exist around the horizontal
wellbore. To model the flow behavior more rigorously, the
fractures within the network should be represented explicitly
rather than idealized as dual-porosity media around the well-
bore. A mathematical model considering the stress sensitivity
of the reservoir permeability, Darcy flow, diffusion, and
adsorption and desorption in shale gas reservoirs is devel-
oped, and the numerical nonlinear production decline equa-
tions are derived and obtained. Subsequently, the model is
verified by a simplified model, and production decline curves
for a MFHWwith discrete fracture networks in shale gas res-
ervoirs are plotted [20]. An analytical solution is developed
for the shale gas productivity of a multiple-fractured hori-
zontal well based on a diffusion model and a trilinear flow
pattern. The shale gas reservoir is divided into three flow
regions: hydraulic-fracture region, microfracture network
or dual-porosity region, and pure-matrix region. For the
pure-matrix region, a transient diffusion equation is solved
based on our previous diffusivity model developed for the
shale matrix. For the microfracture network region, a modi-
fied dual-porosity model is proposed wherein both the free
and adsorbed gases in the shale matrix flow into the micro-
fracture network through a pseudosteady diffusion process.
A dimensionless solution is obtained for the bottom-hole
pressure in the Laplace domain considering the skin effect.
An analytical solution is obtained for the gas production rate
in a real-time domain through a partial Taylor series sim-
plification and Laplace inverse transform. This analytical
solution is compared with the field data of the shale gas
produced from a fractured horizontal well located in south-
western China, and a good agreement is observed [21]. A
semianalytical model of finite-conductivity multiple-
fractured horizontal wells in LC gas reservoirs is established
based on the Laplace-space superposition principle and
fracture discrete method. The proposed model is validated
against a commercial numerical simulator. Type curves
are obtained to study pressure characteristics and identify
flow regimes. The effects of some parameters on type
curves are discussed [22].

Different models are featured in different aspects, so there
are many problems at present. (1) The migration mecha-
nisms of shale gas in the pores are not clear. In addition,
the equation describing the flow of shale gas in the pores is
mostly derived under the conditions of single capillary and
ideal gas. (2) The effects of flow law are not considered com-
prehensively in the existing models, and the models do not fit
well with the actual conditions; it is difficult for the model to
fully describe the Darcy flow, Knudsen diffusion, adsorption-
desorption, Fick diffusion, and other mechanisms. (3) The

Grain

Nanopore

Kerogen

Figure 1: Schematic diagram of gas molecule in a small part of a
kerogen grain pore system of a mudrock.
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research results and methods of shale gas in microcosmic are
difficult to be used in macroscopic research. The research
results between microcosmic flow and macroscopic flow are
not closely related.

First, the shale gas multiscale flow mechanisms are pre-
sented. Then, a flow model was established that considered
viscous flow in microfractures and inorganic pores, the diffu-
sion of Knudsen in nanoscale porosity, the coexistence of
slippage, and adsorption-desorption effects under infinity
and closed outer boundary conditions; based on the continu-
ous point source solution, a multiple-fractured horizontal
well flowmodel was established and solved byMATLAB pro-
gramming, and the effects of various factors were
investigated.

2. Shale Gas Multiscale Flow Mechanisms

Unlike conventional reservoirs, shale gas reservoirs have the
characteristics of low porosity, low permeability, self-genera-
tion, and self-storage of hydrocarbon organics. The spatial
structure of the reservoir is a typical multiscale feature. The
migration of shale gas in the reservoir is a typical multiscale
flow usually including the following three stages: (1) free
gas flows from pores to the wellbore; (2) after the pore pres-
sure drops, the adsorbed gas on the pore wall surface begins
to desorb into the pores and then become free gas; and (3)
dissolved gas in organic matter diffuses to the pore surface
[23–25].

2.1. Flow in Fractures and Macropores. The flow of shale gas
in natural fractures and large matrix pores satisfies Darcy’s
law, which is

v = −
kl
μ
∇p: ð1Þ

v is the gas flow velocity in m/s, kl is the medium permeability
in μm2, μ is the gas viscosity in mPa·s, and ∇ is the gradient

operator, ∇ = ð∂/∂xÞ i! + ð∂/∂yÞ j! + ð∂/∂zÞk!.
During the development of shale gas reservoirs, natural

fractures and matrix systems exhibit stress-sensitive effects
as formation pressures decrease. The permeability kl is a
function of formation pressure at this time, which is

kl = kl plð Þ: ð2Þ

pl is the medium system pressure in Pa.

2.2. Flow in Nanoscale Pores. In shale reservoirs, nanoscale
pores are mainly organic pores, of which the velocity of gas
molecules is not zero at the wall surface, and both the slip
flow and the Knudsen effect exist in pores, as shown in
Figure 2.

There would be slippage when the fluid flowed in porous
media [26]. Therefore, the following formula was proposed
to calculate the apparent gas permeability of reservoir rocks:

ka = km 1 + b
�p

� �
, ð3Þ

where ka is the apparent permeability in μm2, km is the equiv-
alent liquid permeability in μm2, b is the slip factor which
depends on the gas type and pore throat characteristics in
Pa, and �p is the average pressure of the flow path in Pa.

There are many models of visual permeability in shale
nanoscale pores, which are summarized in Table 1, and the
slip coefficient expressions of various scholars are obtained.
It is noteworthy that these models only consider the slippage
mechanism. The Knudsen diffusion terms must be added if
these models are applied to nanoscale pores.

In this paper, the expression of the coefficient of perme-
ability correction F [27] considering slippage effect and
Knudsen is as follows:

F = 1 + α Knð ÞKn½ � 1 + 4Kn
1 − b0Kn

� �
: ð4Þ

αðKnÞ is the sparse function related to Kn; it can be
expressed as follows:

α Knð Þ = α0
2
π
tan−1 c1Knc2½ �: ð5Þ

When the flow pattern of shale gas in the nanoscale pores
is slippage, b0 = −1, α0 = 64/15π, c1 = 4, and c2 = 0:4.

Knudsen diffusion

Nanopore wall
Darcy speed zero line

Considering the
slippage of the
Darcy velocity

profile

Figure 2: Migration of single component gas in nanoscale pores.
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2.3. Gas Desorption on Organic Surface. A large amount of
shale gas is absorbed on the surface of organic matter under
actual formation conditions, and desorption occurs mainly
during mining [28–32]. There are many factors affecting
the desorption of shale gas, such as organic matter content,
organic matter maturity, temperature, and pressure [33–35].
The relationship between various factors is complicated.

In the establishment of the flow model, the instantaneous
desorption model is used to characterize the shale gas. The
expression of the Langmuir isotherm equation is as follows:

V = Vm
p

pL + p
: ð6Þ

The mass flow of desorption per unit volume of shale gas
reservoir per unit of time during extraction is

qdes = ρgsc
∂V
∂t

, ð7Þ

where qdes is the shale gas mass flow desorbed from a unit
volume of reservoir rock in kg/s and ρgsc is the shale gas den-
sity under standard conditions in kg/m3.

Substituting Equation (6) into Equation (7),

qdes = ρgscVm
pL

pL + pð Þ2
∂p
∂t

: ð8Þ

If the Langmuir equation is expressed in pseudopressure
form, the above equation can be changed to

qdes = ρgscVm
ψ pLð Þ

ψ pLð Þ + ψ pð Þ½ �2
∂ψ pð Þ
∂t

: ð9Þ

At this point, Equations (8) and (9) can be used to express
the instantaneous amount of desorption gas, and then the
instability flow model of shale gas wells can be studied.

2.4. Diffusion in Porous Kerogen (Organic Matter). There are
two forms of diffusion: steady state diffusion and nonsteady
state diffusion. When the gas consistence in the porous kero-
gen is independent of the spatial position and only related to
time, it is called pseudosteady state diffusion and can be

described by Fick’s first diffusion law; when the gas concen-
tration in organic matter is related to both time and space
coordinates, it is called nonsteady state diffusion and can be
described by Fick’s second diffusion law.

2.4.1. Pseudosteady State Diffusion. The derivative of shale
gas consistence in the matrix with respect to time is propor-
tional to the consistence difference of gas inside and outside
the organic matter, which can be expressed as

dCo

dt
=DFs CE pð Þ − Co½ �: ð10Þ

Therefore, the diffusion gas flow from the unit volume of
shale organic matter to the nanoscale pores is

qF =MgFg
dCo

dt
, ð11Þ

where Co is the molar concentration of shale gas in organic
matter under pseudosteady state conditions in mol/m3; CE
is the molar concentration of gas at organic wall in mol/m3;
p is the nanoscale pore pressure; Fs is the shape factor in
1/m2, determined by the shape of the organic matter; D is
the Fick diffusion coefficient in m2/s; t is the time in s; qF is
the Fick mass flow in kg/(m3·s); and Fg is the geometric

Table 1: Various calculation formulas for slip factor.

Serial number Expression of b Author

1 b = 4cλ�p
r

Klinkenberg [25]

2
b =

8πRT/Mg

� �0:5μg
r 2/a − 1ð Þ Javadpour [23]

R J/mol/Kð Þ, T Kð Þ,M kg/molð Þ, μg Pa ⋅ sð Þ, b Pað Þ

3
b = μg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πRTϕ
τMgK∞

s
Civan [26]

R J/mol/Kð Þ, T Kð Þ,M kg/molð Þ, μg Pa ⋅ sð Þ, k mDð Þ, b Pað Þ

Table 2: Shale organic form factors and geometric factors of
different shapes.

Organic
shape

Schematic Feature length
Values of

Fs

Values of
Fg

Block Thickness, 2h 2 π2/4h2

Cylinder
Cylindrical
radius, R 4 5:7832/R2

Sphere Sphere radius, R 6 π2/R2
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factor; it is determined by the organic shapes that are listed in
Table 2.

2.4.2. Nonsteady State Diffusion. The diffusion of dissolved
gas in organic matter is usually an unsteady state diffusion.
If there is a stable and continuous diffusion source, the pseu-
dosteady diffusion rule will be met. Based on theory of uni-
formity, this paper assumes that the organic matter is
spheres of equal size with radius of Ro. The physical model
is shown in Figure 3.

According to the unsteady diffusion theory, the dissolved
gas consistence Co is a function of time and spatial position.
For the spherical matrix model, it is assumed that the gas
consistence on the outer surface of the organic matter is in
dynamic equilibrium with the free gas in the nanoscale pores.
The gas consistence change in the organic matter can be
described by the following mathematical model:

∂Co

∂t
= 1
r2o

∂
∂ro

Dr2o
∂Co

∂ro

� �
, ð12Þ

where Co is the volumetric consistence of shale gas in organic
matter under unsteady conditions in mol/m3 and ro is the
radial coordinates of spherical organic rock mass in m.

Before a gas reservoir is put into production, the pressure
at each point in the reservoir is the original formation pres-
sure pi, and the gas concentration at each point in the organic
matter is related to its internal pressure. Furthermore, it is
assumed that the rate of change in gas concentration at the
center of the organic matter is zero, and the gas concentra-
tion at the outer boundary of the organic matter is the same
as the gas concentration in the nanoscale pores. Therefore,
the initial boundary conditions for the nonsteady state diffu-
sion in the organic matter satisfy the following process:

Co t = 0, roð Þ = Co pið Þ,
∂Co t, ro = 0ð Þ

∂ro
= 0,

Co t, ro = Roð Þ = Co pð Þ,

ð13Þ

where pi is the reservoir original formation pressure in MPa,
p is the nanoscale pore pressure connected to the outer sur-

face of organic matter in MPa, and Ro is the spherical organic
radius in m.

According to the above model and the corresponding
definite conditions, the dissolved gas concentration distribu-
tion in the organic rock mass can be obtained, and then the
mass diffusion of gas per unit volume of organic matter can
be determined according to

qF =Mg
3D
Ro

∂Co

∂ro

				
ro=Ro

: ð14Þ

qF is the Fick mass flow in kg/(m3·s).

3. Establishment and Point Source Solutions for
Flow Model

3.1. Characterization of the Microscopic Flow Model. Strictly
speaking, the shale reservoirs should be divided into four
parts of organic matter that existed which are microfracture
systems, inorganic pores, nanoscale pores, and gas dissolved
organic matter [36, 37]. A comprehensive flow model is pro-
posed in this section that considers multiple porous media,
including the viscous flow in microfractures and inorganic
pores, the diffusion of Knudsen in nanoscale porosity, the
coexistence of slippage, adsorption-desorption effects, and
the diffusion of dissolved gases in organic matter [38, 39].

3.1.1. Dissolved Gas Diffusion in Porous Kerogen. The diffu-
sion of dissolved gas in porous kerogen can be described by
the nonsteady state Fick diffusion law:

1
r2o

∂
∂ro

r2oDo
∂C
∂ro

� �
= ∂C

∂t
: ð15Þ

3.1.2. Flow in Nanoscale Pores in Kerogen. There are three
sources of gas in organic pores, namely, free gas in pores,
desorption gas on the surface of organic matter, and dis-
solved gas diffused from kerogen. The flow equation in the
pores of spherical kerogen is as follows:

Dissolved gas
Desorption gas

Matrix system
Inorganic

pore

Inorganic
matrix

Porous kerogen
Nanopores

Organic matter

Adsorption gas
Free gas

Figure 3: Matrix part of the quad medium model for shale gas reservoirs.
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−
1
r2k

∂
∂rk

r2kρkvk
� �

+ qck + qbk =
ϕk
f k

∂ρk
∂t

,

vk = −
kkapp
μ

∂pk
∂rk

,

kkapp = 1 + α0
1 + AK−B

n

Kn

� �
1 + 4Kn

1 − bKn

� �
k∞,

ð16Þ

where rk is the radial radius of kerogen in nanoscale pores in
m, ρk is the gas density in kerogen nanoscale pores in kg/m3,
vk is the gas permeation velocity in kerogen nanoscale pores
in m/s, f k is the ratio of kerogen volume to rock volume, k∞
is the inherent permeability of kerogen nanoscale pores in
mD, qck is the gas mass rate desorbed from organic pore in
kg/s, qbk is the mass rate of gas diffused from organic matter
in kg/s, VLk is the Langmuir volume in kerogen in kg/s, and
pLk is the Langmuir pressure in kerogen in MPa.

qck = −ρscVLk
pLk

pk + pLkð Þ2
∂pk
∂t

,

qbk = − 1 − ϕk
f k

� � 3
Ro

ρscDo
∂C
∂ro

				
ro=Ro ,rk

:

ð17Þ

The correction coefficients of permeability can be taken
as follows: b = 1:000, α0 = 1:358, A = 0:170, and B = 0:435.

3.1.3. Flow in Matrix Macropore. The flow equation of matrix
macropore in spherical coordinates can be written as

−
1
r2m

∂
∂rm

r2mρmvm
� �

+ qkm = ϕm
∂ρm
∂t

,

vm = −
km
μ

∂pm
∂rm

,

qkm = −
3
Rm

f mρm
kkapp
μ

∂pk
∂rk

				
rk=Rk ,rm

:

ð18Þ

3.1.4. Flow in Microfracture System. The mass conservation
equation of the microfracture system is

−
1
r2f

∂ r2f ρf vf

 �
∂r f

+ qmf = ϕf

∂ρf

∂t
,

vf = −
kf
μ

∂pf
∂rf

,

qmf = −
3
Rm

ρm
km
μ

∂pm
∂rm

				
rm=Rm

:

ð19Þ

3.2. The Solution of Microscopic Flow Model. The general
equation of flow for the corresponding microfracture system
under various flow models is as follows:

1
r2D

∂
∂rD

r2D
∂Δ�mf

∂rD

� �
= f sð ÞΔ�mf , ð20Þ

where f ðsÞ is the corresponding parameter and s is the
Laplace variable.

The developed microscopic flow model divides shale res-
ervoirs into four parts: the microfracture system, inorganic
pores, nanoscale porosity pores, and organic matter with dis-
solved gas. A flow model that is a comprehensive consider-
ation of porous media was established, including viscous
flow in microfractures and inorganic pores, Knudsen diffu-
sion in nanoscale porosity, coexistence of slippage,
adsorption-desorption effects, and dissolved gas diffusion in
organic matter. The solution processes of the various micro-
scopic flow mechanism model are in the appendix.

The dimensionless variables are defined in Table 3.
The resulting expression f ðsÞ is as follows:

f sð Þ = ωf s + λm −
λ2m

λkωks/ λk + ωksð Þ + λm + ωms
: ð21Þ

So far, we have gotten the expressions of dimensionless
pseudopressure of microfractures under various flow mecha-
nisms of shale gas reservoirs and given their unified form in
spherical coordinates.

3.3. Continuous Point Source Solution of Circular Boundary
Shale Gas Reservoir

3.3.1. Flow Model. In this section, the continuous point
source solution at any point in an anisotropic circular gas res-
ervoir with a closed upper and lower boundary is derived.
The physical model is shown in Figure 4. The main

Table 3: Definitions of dimensionless parameters.

Dimensionless time tD =
kf t

ϕμiCtið Þf+m+kL
2
ref

Dimensionless radial radius of kerogen in
nanoscale pores

rkD = rk
Rk

Dimensionless matrix radial radius rmD = rm
Rm

Storage coefficient of the kerogen ωk =
ϕμCtkð Þi

ϕμiCtið Þf+m+k

Storage coefficient of the matrix ωm = ϕμCtmð Þi
ϕμiCtið Þf+m+k

Storage coefficient of the fracture system ωf =
ϕμCtf

� �
i

ϕμiCtið Þf+m+k

Dimensionless Fick diffusion coefficient DoD =
ϕμiCtið Þf+m+kR

2
k

kk∞R2
o

Transfer coefficient from the matrix to the
fracture

λmf =
kmL

2
ref

kf R
2
m

Transfer coefficient from kerogen to
matrix

λkm = kk∞R2
m

kmR
2
k
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assumptions in the model are as follows: (1) the gas reservoir
is homogeneous, the thickness is h, the initial pressure is pi;
(2) the permeability of the gas reservoir in the horizontal
and vertical directions are kf h and kf z , respectively; (3) the
middle distance of the gas reservoir is the lower boundary
zw, where exists a cylindrical source sink. The radius of the
microelement cylinder is r and the height is ε. (4) The source
and sink strength of the cylinder is qscins, and (5) the gas flow
in the gas reservoir meets the Darcy flow, and the effects of
capillary pressure and gravity on the flow are ignored.

According to the flow theory of oil and gas reservoirs, the
continuity equation of gas flow is

1
r

∂ rρgvr

 �
∂r

+
∂ ρgvz

 �
∂z

= −
∂ ρgϕf


 �
∂t

, ð22Þ

where ρg is the density of gas in crack systems in kg/m3, vr is
the radial flow velocity of gas in m/s, vz is the flow velocity of
gas in the vertical direction in m/s, ϕf is the porosity of the
fracture system, r/z is the radial and vertical coordinates,
and t is the production time in s.

The flow equations of gas flow in the transverse and lon-
gitudinal directions are as follows:

vr = ‐
kf h
μg

∂pf
∂r

,

vz = ‐
kf z
μg

∂pf
∂z

,
ð23Þ

where kf r is the permeability of the reservoir fracture system
in the horizontal direction in m2, kf z is the permeability of
the reservoir fracture system in the vertical direction in m2,
pf is the crack system pressure in Pa, and μg is the gas viscos-
ity in Pa·s.

According to the state equation of real gas, the density of
gas can be expressed as follows:

ρg =
pfMg

ZRT
, ð24Þ

where Mg is the gas molar mass in kg/mol, T is the absolute
temperature of the gas in K, and Z is the gas compression
factor.

According to the definition of rock compressibility, the
following relationship exists between the porosity of the rock
fracture system and the pressure of the fracture system:

cf =
1
ϕf

∂ϕf

∂pf
, ð25Þ

where cf is the fracture pore compression factor.
For the inner boundary conditions, it is assumed that gas

enters mainly from the side of the cylinder, and as the radius
of the microelement tends to 0, it can be considered as a con-
tinuous point sink, and its inner boundary expression is [38]

lim
ε→0

lim
r→0

ðzw+ε/2
zw−ε/2

2πr
Bg

kf h
μg

∂pf
∂r

dzw

r→0

2
64

3
75 =

0, z − zwj j > ε

2 ,

qscins, z − zwj j ≤ ε

2 :

8><
>:

ð26Þ

Among them, the volume coefficient of gas Bg is as follows:

Bg =
pscZT
pf Tsc

: ð27Þ

The upper and lower boundaries of the gas reservoir are all
closed. Therefore, the upper and lower boundary conditions
can be described as

∂pf
∂z

				
z=0

= 0,
∂pf
∂z

				
z=h

= 0: ð28Þ

h

Z
w

z

z = h

z = 0
r

r

𝜀/2

𝜀/2

(0,0)

Figure 4: Schematic diagram of a continuous point source physical model in the gas reservoir with closed boundary on top and bottom.
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The outer boundary conditions can be described as

r
∂pf
∂r

				
r=re

= ϑpf
			
r=re

: ð29Þ

Introducing the following proposed pressure,

ψ pf

 �

= 2
ðpf
pi

p
μgZ

dp: ð30Þ

Substituting the gas density, volumetric coefficient, and
pseudopressure definition into the flow equation of the fracture
system,

1
r
∂
∂r

r
∂ψf

∂r

� �
+
kf z
kf h

∂2ψf

∂z2
=
ϕfμgcf g
kf h

∂ψf

∂t
, ð31Þ

lim
ε→0

lim
r→0

ðzw+ε/2
zw−ε/2

r
∂ψf

∂r
dzw

r→0

2
64

3
75 =

0, z − zwj j > ε

2 ,

pscT
πkf hTsch

qscins, z − zwj j ≤ ε

2 :

8>><
>>:

ð32Þ
For the above continuity equation, the viscosity and com-

pressibility of the gas are all functions of pressure. In order to
obtain the analytical solution of the equation, the viscosity
and compressibility of the part are usually regarded as the values
in the original state.

μg = μgi, Cg = Cgi: ð33Þ

Several dimensionless variables are defined in Table 4.
Substituting the above dimensionless quantities into

Equations (30) and (31), the flow equation of the fracture sys-
tem becomes as follows:

1
rD

∂
∂rD

rD
∂Δψf

∂rD

� �
+ 1
h2D

∂2Δψf

∂z2D
=
∂Δψf

∂tD
: ð34Þ

The inner boundary condition becomes as follows:

lim
ε→0

lim
rD→0

ðzwD+ε/2
zwD−ε/2

rD
∂Δψf

∂rD
dzwD

r→0

2
64

3
75

=
0, zD − zwDj j > ε

2 ,

−
pscT

πkf hTsch
qscins, zD − zwDj j ≤ ε

2 :

8>>><
>>>:

ð35Þ

The upper and lower boundary conditions become as
follows:

∂Δψf

∂zD

				
zD=0

= 0,
∂Δψf

∂zD

				
zD=1

= 0: ð36Þ

The outer boundary condition becomes as follows:

rD
∂Δψf

∂rD

				
rD=reD

= ϑΔψf

			
rD=reD

: ð37Þ

3.3.2. The Solution of the Flow Model. Since there are many
derivation formulas for solving similar flow models (appen-
dix), this section does not carry out long derivation but
directly gives the general solution of the model; as shown in
Equation (38), the solution process requires Laplace trans-
form and Fourier cosine transform.

Δ�ψf =
pscT�qscins
πkf hhTsc

K0 ξ0rDð Þ + CnI0 ξ0rDð Þf

+ 2〠
∞

n=1
K0 ξnrDð Þ + CnI0 ξnrDð Þ½ � cos nπzwDð Þ cos nπzDð Þg,

ð38Þ

where rD =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxD − xwDÞ2 + ðyD − ywDÞ2

q
, ξn =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f ðsÞ + ðnπÞ2/h2D
q

ðn = 0, 1, 2, 3⋯ Þ, and Cn = ðreDξnK1ðξn
reDÞ + ϑK0ðξnreDÞÞ/ðreDξnI1ðξnreDÞ − ϑI0ðξnreDÞÞ.
3.3.3. The Continuous Point Source Solution under Different
Outer Boundary Conditions. Above, we have solved the
hybrid outer boundary model. However, the outer boundary
of a gas reservoir has the following two situations: infinite
and closed boundaries. Therefore, the continuous point
source solutions were analyzed in these two cases.

(1) Infinity Outer Boundary. When the outer boundary of a
gas reservoir is infinite, the outer boundary equation is as
follows:

lim
rD→0

∂Δψf

∂rD

				
rD=reD

= 0: ð39Þ

Therefore,

Cn = 0: ð40Þ

Substituting Equation (40) into Equation (39), we obtain
a continuous point source solution with closed top and bot-
tom boundaries and infinite outer boundary:

Table 4: Definitions of dimensionless parameters.

Dimensionless microfracture radial
distance

rD = r/Lref

Dimensionless outer boundary radius reD = re/Lref
Dimensionless time tD = kf ht/ϕf μgiCgiL

2
ref

Dimensionless distance from the lower
boundary

zD = z/h

Dimensionless height of the gas reservoir hD = h/Lrefð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kf h/kf z

q
Dimensionless pressure Δψf = ψf i − ψf
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Δ�ψf =
pscT�qscins
πkf hhTsc

K0 ξ0rDð Þ + 2〠
∞

n=1
K0 ξnrDð Þ cos nπzwDð Þ cos nπzDð Þ

( )
:

ð41Þ

The source intensity qscins for a continuous point is a con-
stant. Thus, the above equation can be written as follows:

Δ�ψf =
pscTqscins
πkf hhTscs

K0 ξ0rDð Þ + 2〠
∞

n=1
K0 ξnrDð Þ cos nπzwDð Þ cos nπzDð Þ

( )
:

ð42Þ

(2) Closed Outer Boundary. When the outer boundary is
closed, it is known from the closed boundary conditions:

Cn =
K1 ξnreDð Þ
I1 ξnreDð Þ : ð43Þ

When the outer boundary is closed, the continuous point
source solution is as follows:

Δ�ψf =
pscT�qscins
πkf hhTsc

K0 ξ0rDð Þ + K1 ξnreDð Þ
I1 ξnreDð Þ I0 ξ0rDð Þ

�

+ 2〠
∞

n=1
K0 ξnrDð Þ + K1 ξnreDð Þ

I1 ξnreDð Þ I0 ξnrDð Þ
� �

� cos nπzwDð Þ cos nπzDð Þ

:

ð44Þ

4. Study on Unsteady Flow Rules of Circular
Boundary Multiple-Fractured
Horizontal Wells

4.1. The Establishment of a Physical Model.Amodel diagram of
a multiple-fractured horizontal well in a circular shale gas reser-
voir is shown in Figure 5. The following assumptions are given:

(1) The gas reservoir is homogeneous, horizontal, and
equal in thickness. The upper and lower boundaries
are closed. The lateral direction is infinite or closed
and the reservoir thickness is h

(2) The horizontal well is located in the center of the gas
reservoir and its length is L

(3) The pressure drop caused by fluid flowing in the well-
bore is ignored, and the hydraulic fractures supply
fluid to the wellbore, regardless of the flow of the res-
ervoir fluid directly to the wellbore

(4) The number of hydraulic fractures is N , and it is a
fully cracked fracture with infinite flow conductivity.
The fracture is regarded as a 2D surface source rather
than a 3D volume source

(5) Fracture cracks are symmetrical bifurcations distrib-
uted at equal intervals along the horizontal wellbore

(6) The flow process is an isothermal flow, regardless of
the effects of fluid gravity and capillary forces

4.2. Mathematical Model Establishment and Solution. As
shown in Figure 5, the direction of the wellbore along the
horizontal well is the y-axis, the vertical upward direction is
the z-axis direction, and the direction along the fracture sur-
face is the x-axis direction. For multistage fracturing horizon-
tal wells, the flow process of fluids in the reservoir is quite
complicated. Not only is the mutual interference between
the seams and the fractures, but the flow on the fracture sur-
face is also uneven. Therefore, the solution method for con-
tinuing to use the fracturing vertical wells does not work.
We can first divide the crack into several units, and it is
assumed that the flow on each section is evenly distributed,
but the flow in the cracks on different units is different. By
solving the pressure response expressions at each fracture cell
and combining the bottom hole pressure with the normalized
production conditions, the expressions of the bottom hole
pressures in multistage fracturing horizontal wells in shale
gas reservoirs are solved.

In this study, the fractures are infinitely inducing flow
cracks that are completely fracturing. According to the con-
tinuous point source solution of the circular reservoir
obtained, it is integrated along the longitudinal direction that
we can obtain a continuous linear source solution. For a con-
tinuous line source with an intensity of qscL, there is an infi-
nite atmospheric boundary:

Δ�ψf L =
pscTqscins
πkf hhTscs

ðh
0
K0 ξ0rDð Þ + 2〠

∞

n=1
K0 ξnrDð Þ cos nπzwDð Þ cos nπzDð Þdzw,

ð45Þ

Z L

h
(0,0) N = 2 N = 4 N = 6 N = 8

N = 7N = 5N = 3N = 1

y

Figure 5: Schematic diagram of multiple-fractured horizontal well model for shale gas reservoir.
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where rD =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxD − xwDÞ2 + ðyD − ywDÞ2

q
and ξn =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f ðsÞ + ðnπÞ2/h2D
q

ðn = 0, 1, 2, 3⋯ Þ.
The continuous line source intensity and continuous

point source intensity have the following relationship:

qscL = qscinsh: ð46Þ

The definition of the dimensionless distance zwD is as
follows:

zwD = zw
h
: ð47Þ

Substituting Equations (46) and (47) into Equation (45),
we can obtain a continuous linear source solution for an
infinite boundary shale gas reservoir with a circular outer
boundary:

Δ�ψf L =
pscTqscL
πkf hhTscs

K0 ξ0rDð Þ: ð48Þ

In the same way, the solution of a continuous line
source can be obtained when the gas reservoir boundary
is closed:

Δ�ψf L =
pscTqscL
πkf hhTscs

K0 ξ0rDð Þ + K1 ξ0reDð Þ
I1 ξ0reDð Þ I0 ξ0rDð Þ

� �
: ð49Þ

The predecessors have basically formed a set of theoret-
ical systems for the crack dispersion and superposition prin-
ciple to solve the pressure response. The following is a brief
introduction. In the hypothetical part of the model in this
section, the number of fractures is N, the length of horizon-
tal wells is L, and each fracture is equally divided into 2M
units as shown in Figure 6.

From the discrete fracture schematic, the node coordi-
nates of each segment in the fracture can be obtained. The

crack node coordinates in the negative direction of the x
-axis can be obtained by the following equation:

xi = − M − i − k ∗ 2Mð Þ + 1
2

� �
ΔLf Li

, 1 ≤ i − k ∗ 2M ≤M,

yi = yk+1:

8<
:

ð50Þ

The coordinates of the crack node in the positive direc-
tion of the x-axis can be obtained by the following equation:

xi = i − k ∗ 2Mð Þ −M −
1
2

� �
ΔLf Li

, M + 1 ≤ i − k ∗ 2M ≤ 2M,

yi = yk+1,

8<
:

ð51Þ

where xi is the abscissa of the i-th crack cell in m, yi is the
ordinate of the i-th crack cell, and ΔLf Li

is the section i-th
crack length.

For the crack unit length, since each crack is divided into
2M parts, the length of the i-th crack cell is

ΔLf Li
=
Lf Li

M
: ð52Þ

As mentioned earlier, it has been assumed that the flow
distribution of each fracture cell is uniform, so that the pseu-
dopressure drop formed at any point (x, y) in the formation
at the i-th crack cell is

Δ�ψf i =
ð
Γ

Δ�ψf Ldl: ð53Þ

Since the cracks are all parallel to the x-axis, the above
curve integrals can be directly converted into coordinate inte-
grals. When the outer boundary of the reservoir is infinite,
Equation (49) is substituted into Equation (53), where the

N = 1

k = 0

2M

2M–1

2

1

x

k = 1 k = 2 k = 3 k = 4 k = 5 k = 6

N = 2 N = 3 N = 4 N = 5 N = 6 N = 7

y

2M
⁎
(N–1)

2M
⁎
N

Figure 6: Crack discrete grid.
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coordinates of the i-th node are substituted into, we can get
the following equation:

Δ�ψf i =
ðxi+ΔLf i/2

xi−ΔLf i/2

pscTqscLi
πkf hhTscs

K0 ξ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xD − xwDið Þ2 + yD − ywDið Þ2

q� �
dxw:

ð54Þ

Since the flow is uniformly distributed on the discrete
units of the fracture, assuming that the i-th discrete unit is
qsci, the following relationship can be satisfied between the
line flow and the unit flow:

qscL = qscLiΔLf i: ð55Þ

Introducing the following dimensionless pressure and
dimensionless production:

ψf D =
πkf hhTsc

pscTqsc
Δψf , ð56Þ

qDi =
qsci
qsc

: ð57Þ

Substituting Equations (56) and (57) into Equation (54),

Δ�ψf Di =
qDi

sΔLfDi

ðΔLfDi/2

− ΔLfDi/2ð Þ
K0 ξ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xD − xwDi − αð Þ2 + yD − ywDið Þ2

q� �
dα,

ð58Þ

where ΔLfDi is the dimensionless length of the i-th crack unit.
According to the superposition principle of the potential,

the total pressure response generated at each position of the
crack in the N cracks at any position in the reservoir is

�ψD xD, yDð Þ = 〠
N

i=1
�ψf Di xD, yDð Þ: ð59Þ

According to the previous assumption,

�ψwD = �ψD xDj, yDj


 �
= 〠

N

i=1
�ψf Di xDj, yDj


 �
, ð60Þ

where ðxDj, yDjÞ is the intersection point of the j-th section of
a fracture and the wellbore.

When a horizontal well is produced at a given production
volume, the production of the well is numerically equal to the
sum of the flow of all cracks. Therefore, we have the following
equation:

qsc = 〠
N∗2M

i=1
qscLiΔLf i

� �
: ð61Þ

Substituting Equation (61) into Equation. (57), there are
the following normalization conditions:

〠
N∗2M

i=1
qDi = 1: ð62Þ

In Figure 6, we separate the cracks into N × 2M units and
solve the pseudopressure at each unit, so we can haveN × 2M
equations, which, plus the normalized equation for produc-
tion, total N × 2M + 1 equations, while the unknowns
include the flow rate and bottom hole pressure of each frac-
ture cell, which is also N × 2M + 1. The equations are closed
and there is a unique solution. For ease of understanding, this
set of equations is written in the following matrix form:

A1,1 ⋯ A1,n ⋯ A1,2M∗N −1
⋯ ⋯ ⋯ ⋯ ⋯ −1
An,1 ⋯ An,n ⋯ An,2M∗N ⋯

⋯ ⋯ ⋯ ⋯ ⋯ −1
A2M∗N ,1 ⋯ A2M∗N ,n ⋯ A2M∗N ,2M∗N −1

1 ⋯ 1 ⋯ 1 0

2
666666666664

3
777777777775

qD1

qD2

⋯

⋯

qD,2M∗N

�ψwD

2
666666666664

3
777777777775
=

0
0
⋯

⋯

0
1

2
666666666664

3
777777777775
:

ð63Þ

The expression of Ai,j is as follows:

Ai,j =
1

sΔLfDj

ðΔLfDj/2

− ΔLfDj/2ð Þ
K0 ξ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xDi − xDj − α
� �2 + yDi − yDj


 �2r !
dα:

ð64Þ

The above formula is the fracturing horizontal well pro-
duction and pressure calculation formula under the condi-
tion of the infinite outer boundary. If the boundary of the
gas reservoir is closed, the formula can be simplified to Equa-
tion (64):

Ai,j =
1

sΔLfDj

ðΔLfDj/2

− ΔLfDj/2ð Þ
K0 ξ0rDð Þ + K1 ξ0reDð Þ

I1 ξ0reDð Þ I0 ξ0rDð Þ
� �

dα:

ð65Þ

4.3. Gas Well Bottom Pressure Dynamic Curve Analysis. So
far, we have obtained the unstable pressure of multiple-
fractured horizontal wells in circular reservoirs considering
a variety of complex flow mechanisms. According to the
expression, the computer programming and Stehfest numer-
ical inversion techniques [38] were used to obtain pressure
and production dynamic curves of shale gas reservoir
fractured.

Figure 7 shows the typical pressure response curves of
multistage fracturing horizontal wells in shale reservoirs with
different outer boundary conditions. Multiple concaves
appear in the dynamic curve, reflecting the effects of various
flow mechanisms on the pressure response. As the pressure
wave propagates in the formation, different pore media rich
in shale gas begin to flow, causing the pressure of the porous
media to fall.

According to Figure 7, we can divide the flow of horizon-
tal wells into the following stages:
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Stage I: the wellbore storage and subsequent transitional
flow stages. In the wellbore storage phase, the pressure and
pressure derivative curves coincide with each other with a
slope of 1

Stage II: the early linear flow stage perpendicular to the
fracturing fracture. After the completion of the well storage
phase, the free gas in the reservoir flowed first in the direction
perpendicular to the fracture surface, and there was no
mutual interference between the fractures. In this flow stage,
the slope of the pressure derivative curve is 1/2

Stage III: early radial flow stage. The pressure derivative
curve shows a horizontal line with a slope of 1/ð2NÞ

Stage IV: the turbulence stage. This stage corresponds to
the linear flow stage from the formation to the entire fractur-
ing zone. The concave character appears on the pressure
derivative curve

Stage V: the boundary control stage. The characteristics
of the boundary flow are exhibited after the pressure wave
spreads to the boundary. For the closed boundary, when
the pressure wave spreads to the boundary, the pressure
will increase faster; combined with the continuous line
source solution Equation (49) under the closed boundary,
the pressure and pressure derivative curves coincide and
the slope is 1

The parameters used in the mechanistic model are listed
in Table 5.

The pressure curves for different slippage coefficients
under double logarithmic coordinates are shown in
Figure 8. Making the slippage coefficient b equals 1, 8, and
16, it can be seen that as the slippage coefficient b increases
and the turbulence trough appears earlier and earlier.
According to the knowledge of flow mechanics, when the
shale gas desorbed from the organic pore, slippage appears,
so the slippage coefficient b affects the turbulence stage the
most. The greater the slippage coefficient b is, the more obvi-

ous is the slippage effect, and the larger the apparent perme-
ability of the matrix is, so that the turbulence of matrix pores
to the fracture system is more serious, and eventually, the
time of turbulence appears earlier. Naturally, a larger slip-
page coefficient will increase the production of shale gas
wells.

Figure 9 shows the influence of different Knudsen diffu-
sion coefficients on the pressure response of multiple-
fractured horizontal wells. It is not difficult to see from the
figure that the influence of Knudsen diffusion coefficient
DK (m2/s) on the pressure dynamics and the gas slippage
effect on the well test curve of gas wells are similar. With
the increase of DK (m2/s), the turbulence troughs appear
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Figure 7: Pressure response curves of multiple-fractured horizontal wells in shale reservoirs with different outer boundary conditions under
double logarithmic coordinates.

Table 5: Parameters in the following models.

Parameter Value

Original pressure, pi (MPa) 25

Formation thickness, h (m) 40

Crack number 5

Initial gas compression factor, Cgi (MPa-1) 0.02

Microfracture permeability, kf (mD) 0.01

Horizontal well length, L (m) 1000

Well storage coefficient, CD 10-5

Gas reservoir boundary radius, re (m) 5000

Temperature, T (K) 335.15

Half length of crack, xf (m) 40

Relative gas density 0.65

Microfracture porosity 0.02

Gas well production, qsc (m
3/d) 1:2 × 104

Skin factor, Skin 0.1
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earlier and the pressure and pressure derivative curves are
getting lower and lower, so the production of gas wells will
also increase.

5. Summary and Conclusions

(1) A flow model for shale gas reservoirs considering
flow in microfractures and inorganic pores, the diffu-
sion of Knudsen in nanoscale porosity, the coexis-
tence of slippage, established adsorption-desorption
effects, and the continuous point source solution of
the flow mechanisms model were obtained under
closed and infinity outer boundaries

(2) Based on the continuous point source solution, a cir-
cular boundary multiple-fractured horizontal well
flow model was established, and the gas well bottom
pressure dynamic curve and the relevant sensitivity
factors are analyzed with the help of MATLAB
programming

(3) The results of the sensitivity analysis show that the
Knudsen diffusion and slippage coefficients mainly
affect the apparent permeability of the matrix pores.
The more the Knudsen diffusion and slippage coeffi-
cients are, the earlier the turbulent flow occurs and
the higher the gas production is
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Figure 8: Pressure dynamic curves of multistage fracturing horizontal wells with different slip coefficients (infinity border).

Pressure derivative curve

Pressure curve
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Figure 9: Pressure dynamic curves of multiple-fractured horizontal wells with different Knudsen diffusion coefficients under double
logarithmic coordinates (infinity border).
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Appendix

A. The Diffusion of Dissolved Gas in
Porous Kerogen

The diffusion of dissolved gas in porous kerogen can be
described by the nonsteady state Fick diffusion law:

1
r2o

∂
∂ro

r2oDo
∂co
∂ro

� �
= ∂co

∂t
: ðA:1Þ

The internal boundary conditions:

∂co t, ro = 0ð Þ
∂ro

= 0: ðA:2Þ

The outer boundary conditions:

cojro=Ro ,rk = kHpkjrk : ðA:3Þ

The initial conditions:

co ro, tð Þ = kHpi: ðA:4Þ

The following dimensionless variables were defined as
follows:

tD =
kf t

ΛL2ref
,

roD = ro
Ro

DoD = ΛDo

kk∞

R2
k

R2
o

,

λmf =
km
kf

L2ref
R2
m

,

λkm = kk∞
km

R2
m

R2
k

,

cD = ci − c:

ðA:5Þ

Firstly, the aforementioned equations become dimen-
sionless, then the Laplace transformation was conducted:

1
r2oD

∂
∂roD

r2oD
∂�coD
∂roD

� �
= 1
DoDλkmλmf

s�coD,

∂�coD s, roD → 0ð Þ
∂roD

= 0,

�coD s, roD = 1ð Þ = kH�pi − kH�pk:

ðA:6Þ

Ordering M =�coDroD, we can get

d2M

dr2oD
−

1
DoDλkmλmf

sM = 0,

�coD = kH
sinh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s/ DoDλkmλmf

� �q
roD


 �
sinh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s/ DoDλkmλmf

� �q
 �
roD

pi
s
− �pkjrk


 �
,

∂�CmD

∂rmD

				
rmD=1

= −
kHμgZ

pξ

ffiffiffiffiffi
λs

p
coth

ffiffiffiffiffi
λs

p
− 1


 �h i
Δ�ψf :

ðA:7Þ

B. Flow in Nanoscale Pores in Kerogen

The flow equation in the pores of spherical kerogen is as fol-
lows:

1
r2k

∂
∂rk

r2kρk
kkapp
μ

∂pk
∂rk

� �
+ qck + qbk =

ϕk
f k

∂ρk
∂t

,

kkapp = 1 + α0
1 + AK−B

n

Kn

� �
1 + 4Kn

1 − bKn

� �
k∞,

qck = −ρscVLk
pLk

pk + pLkð Þ2
∂pk
∂t

,

qbk = − 1 − ϕk
f k

� � 3
Ro

ρscDo
∂C
∂ro

				
ro=Ro ,rk

:

ðB:1Þ

According to the research of Javadpour [23]

kkapp = αkk∞, ðB:2Þ

where

αk = 1 + 1:358
1 + 0:17K−0:4348

n

Kn

� �
1 + 4Kn

1 − Kn

� �
: ðB:3Þ

The internal boundary conditions of the porous kerogen
are

4πr2k
kkapp
μ

∂pk
∂rk

				
t,rk→0

⋅ ρk = 0: ðB:4Þ

The outer boundary conditions:

pkjrk=Rk ,rk = pmjrm : ðB:5Þ

The initial conditions:

pkjt=0,0≤rk≤Rk
= pi: ðB:6Þ
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The following dimensionless variables were defined:

rkD = rk
Rk

,

ωk =
ϕμCtkð Þi
Λ

,

Λ = ϕμiCtið Þf+m+k,

kHD = 1 − ϕk
f k

� �
μiZi

pi

3pscT
TscΛ

kH ,

ψD =
πkf hTsc

qscpscT
Δψ,

ðB:7Þ

σk = ðpscT/ΛTscÞðVLkpLk/ðpk + pLkÞ2ÞðμiZi/piÞ:
Firstly, the aforementioned equations become dimen-

sionless, and then the Laplace transformation was conducted:

1
r2kD

∂
∂rkD

r2kD
∂�ψkD

∂rkD

� �
= f1 sð Þ�ψkD,

r2kD
∂�ψkD

∂rkD

				
rkD→0

= 0,

�ψkDjrkD=1,rmD
= αk
αm

�ψmDjrmD
=
kkapp
kk∞

�ψmDjrmD
αm = 1ð Þ:

ðB:8Þ

The general form of the equation:

�ψkD = αk
sh

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

rkD

 �

rkDsh
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp
 � �ψmDjrmD

: ðB:9Þ

C. Flow in Matrix Macropore

The macropore flow control equation of the matrix under the
spherical coordinates can be written as follows:

−
1
r2m

∂
∂rm

r2mρmvm
� �

+ qkm = ϕm
∂ρm
∂t

,

vm = −
km
μ

∂pm
∂rm

,

qkm = −
3
Rk

f kρk
kkapp
μ

∂pk
∂rk

				
rk=Rk ,rm

:

ðC:1Þ

The internal boundary conditions:

4πr2m
kam
μ

∂pm
∂rm

				
t,rm→0

⋅ ρm = 0: ðC:2Þ

The outer boundary conditions:

pmjrm=Rm ,r f = pf
			
r f
: ðC:3Þ

The initial conditions:

pmjt=0,0≤rm≤Rm
= pi: ðC:4Þ

The following dimensionless variables were defined:

rmD = rm
Rm

,

ωm = ϕμCtmð Þi
Λ

:

ðC:5Þ

Dimensionless form:

1
r2mD

∂
∂rmD

r2mD
∂ψmD

∂rmD

� �
= ωm + f cσmð Þ

αmλmf

∂ψmD

∂tD

+ 3f kαkλkm
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
coth

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
 �
− 1

h i
ψmD:

ðC:6Þ

Laplace transformation:

1
r2mD

∂
∂rmD

r2mD
∂�ψmD

∂rmD

� �
= f2 sð Þ�ψmD,

r2mD
∂�ψmD

∂rmD

				
rmD→0

= 0,

�ψmDjrmD=1,r = �ψf D

			
r
:

ðC:7Þ

The general form of the equation:

�ψmD = αm
sh

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

rkD

 �

rmDsh
ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp
 � �ψf D

			
rD
, ðC:8Þ

where

f2 sð Þ = s ωm + f cσmð Þ
αmλmf

+ 3f kαkλkm
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
coth

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
 �
− 1

h i
:

ðC:9Þ
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D. Flow in Microfracture System

The mass conservation equation for natural fracture systems
is as follows:

−
1
r2f

∂ r2f ρf vf

 �
∂rf

+ qmf = ϕf

∂ρf

∂t
,

vf = −
kf
μ

∂pf
∂r f

,

qmf = −
3
Rm

ρm
km
μ

∂pm
∂rm

				
rm=Rm

:

ðD:1Þ

The internal boundary conditions:

2πr f h
kaf
μ

∂pf
∂r f

					
r f→0

⋅ ρf = ρgsc~q: ðD:2Þ

The outer boundary conditions:

pf
			
r f→∞

= pi: ðD:3Þ

The initial conditions:

pf
			
t=0

= pf : ðD:4Þ

The following dimensionless variables were defined:

ωf =
ϕμCtf

� �
i

Λ
,

rf D =
rf
Lref

:

ðD:5Þ

Dimensionless form:

1
r2f D

∂
∂rf D

r2f D
∂�ψf D

∂rf D

 !
= f sð Þ�ψf D,

r f D
∂�ψf D

∂r f D

					
r fD→0

= −
�~q
qsc

,

�ψf D

			
r fD→∞

= 0,

�ψf D = AI0
ffiffiffiffiffiffiffiffi
f sð Þ

p
rD
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+ BK0

ffiffiffiffiffiffiffiffi
f sð Þ

p
rD


 �
:

ðD:6Þ

Substituting internal and outer boundary conditions into
the above general form:

�ψf D =
�~q
qsc

K0
ffiffiffiffiffiffiffiffi
f sð Þ

p
rD


 �
, ðD:7Þ

where

f sð Þ = sωf + 3αf λmf

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þ

p
coth

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þ

p
 �
− 1

h i
: ðD:8Þ
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The migration of expelled hydrocarbon from source rock into unconventional tight reservoirs is subject to different pore-scale fluid
transport mechanisms as opposed to the conventional counterparts and therefore plays a crucial role in controlling the
hydrocarbon distribution and accumulation in the former. One of the different mechanisms is related to the formation of a
more viscous boundary layer (BL) of brine, i.e., wetting phase fluid on pore surfaces, giving rise to the so-called BL effect. In this
work, a two-phase pore network model (PNM) that considers this BL effect is developed to study the influences of pore-scale
characteristics on the oil migration process, manifested through the BL effect in tight-sandstone media. Good agreements are
reached between experimentally derived relative permeability curves and predicted ones, by applying this model to the pore-
network networks extracted from the same samples. Then, this validated model was used to evaluate the impacts of the
following factors on the oil migration process: pore radius, coordination number, aspect ratio, brine viscosity, and wettability.
The results show that all factors can influence the oil migration process but at different magnitudes. The applicability and
significance of the developed tight oil migration PNM are discussed in this work.

1. Introduction

Following the shale gas breakthrough in the United States,
tight oil has become the next focus of unconventional petro-
leum exploration worldwide [1, 2]. Tight oil from the Bakken
Formation has accounted for more than 10% of the United
States daily oil production in 2017 [3]. Unlike conventional
reservoirs, tight oil reservoirs are usually characterized by
low porosity, low permeability, complicated pore-throat
structures, and strong heterogeneity ([4–6]). The hydrocar-
bon migration is a process in which hydrocarbon expelled
from low-permeability source rocks finds tortuous porous
paths through carrier beds into the traps where hydrocarbon
can accumulate to form reservoirs in the geological time-

frame [7]. Of many factors that control this process and
therefore the resultant reservoirs in terms of their sizes, fluid
saturations, and fluid properties within them, which are of
crucial importance for hydrocarbon exploration and exploi-
tation [8, 9], the tightness of pore space within carrier and
reservoir rocks is of pivotal importance. Compared with con-
ventional reservoirs, oil migration behaves distinctively in
tight reservoirs in the following aspects [5, 10]: (1) there is
no clear demarcation between the primary migration and
secondary migration process, (2) the migration distance is
typically short which induces hydrocarbon inner source
accumulation or near-source accumulation, and (3) the
impact of capillary pressure is significantly important during
the migration process while the effect of buoyancy is limited.
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1.1. Relationships between Pore-Scale Characteristics and Oil
Migration. The significance of pore-scale characteristics for
the oil migration process has been assessed using experimen-
tal and geological methods in previous literature. Lai et al.
[11] analyzed the pore-structure characteristics of tight sand-
stones in the Sichuan Basin, China, by using experimental
data and basin-scale inferential methods. They concluded
that the complex pore systems in tight sandstones are associ-
ated with the original depositional environments and subse-
quent diagenesis alteration; the coexistence of different
types of pores results in the polymodal distribution of pore
sizes. Relationships between the pore-structure characteris-
tics and diagenesis alteration effects are concluded in their
published review paper [12]. Similar work was reported by
Xiong et al. [13]. They classified the pore system of tight
sandstone into four types: intergranular pores, dissolution
pores, clay-aggregated pores, and microfractures, the sizes
of which are distributed in the different ranges varying from
nano- to microscale. The flow potential during the oil migra-
tion process and the oil storage capacity in terms of oil migra-
tion and accumulation are contributed by the pores with
different sizes. Cao et al. [14] further identified the key geolog-
ical controlling factors of microscale oil distribution during oil
migration and accumulation by geochemical approaches com-
bined with mesoscale petrophysical methods, which includes
porosity, pore throat radius, and hydrocarbon generation
capacity. Zhang et al. [15] conducted and analyzed hydrocar-
bon charging experiments using natural tight sandstones sam-
ples. The experimental results show that the starting pressure
of oil migration and terminal oil saturation values both show
good logarithmic relationships with the sample permeability.
However, the growth curves of oil saturation (So) with charg-
ing pressure are irregular and distinctive for different samples,
such characteristics cannot be explained without sufficient
pore-scale information of rock samples. To get a better under-
standing of the oil migration critical conditions and control-
ling factors at the pore scale, further investigations were
completed in our previous works [16–18] by using a series of
microscopic observation methods including CT (X-ray com-
puted tomography), SEM (scanning electron microscopy),
NMR (nuclear magnetic resonance), and casting thin section
techniques. Several concluding remarks obtained from these
works are as follows: (1) there exists a critical pore radius
threshold for oil migration in tight cores, which ranges from
0.035 to 0.627μm; (2) the oil-charging curves of tight reser-
voirs could be classified into four types, where the pore-
structure factors play crucial roles; and (3) the surface areas
of effective pores/throats, pore quantity density, and coordina-
tion number are proved to be important factors controlling the
oil migration process.

Despite some qualitative relationships and critical condi-
tions obtained from these existing experiments, the influenc-
ing mechanisms of the pore-scale characteristics on the
microscale oil migration behaviors are not clearly under-
stood. Besides, due to the complex interactions of different
factors and high costs of the forced fluid displacement exper-
iments, the quantitative relationship between any single
pore-scale parameter and oil migration cannot be achieved
experimentally.

1.2. Pore Network Modeling of Physical Processes at the Pore
Scale. PNM (pore network modeling) is referred to any ana-
lytical and/or numerical models of physiochemical processes
prescribed on pore networks composed of pore elements that
are connected through throat elements. Since pore networks
can be constructed to resemble geometric and topologic
characteristics of pore space of realistic porous sample,
PNM has been proved to be able to capture the manifestation
of pore-scale processes, through simulation, on sample scales
and predict macroscopic transport properties in porous
media [19, 20]. Fatt [21] pioneered PNM and proposed a
2D regular network model for predicting capillary pressure
and relative permeability of the primary drainage process in
which the radii of pores were randomly assigned. Dullien
et al. [22] extended that method to the 3D network model
with more realistic pore-scale representation. The subsequent
development of PNM has allowed the packing of grains with
different sizes and shapes to be modeled, simulating a wide
range of flow processes in different porous sedimentary rocks
[23–26]. The readers are referred to the reviews [13, 27] for a
summary of the recent advances in PNM models applied to
various processes. Recently, PNM has been applied to tight
formations. Riepe et al. [28] presented a case history of com-
bining CT imaging and PNM to establish a relationship
between microscale structures and petrophysical properties
of tight clastic rocks in Oman. That application shows the
promise of an alternative approach for the evaluation of
unconventional reservoirs. Ruspini et al. [29] introduced a
multiscale pore network modeling workflow to compute the
transport properties of clay-rich tight sandstone samples
with wide pore size distributions. The representative network
is composed of macropores, defined as completely resolved
porosity, and micropores which are defined as unresolved
porosity and treated as the equivalent continuum. Wang
and Sheng [30, 31] proposed a quasistatic PNM model to
simulate the drainage process in shale and tight porous for-
mations. The liquid non-Darcy flow mechanism was incor-
porated into the proposed PNM model using an empirical
equation obtained from experiments [32]. Based on their
simulations, Wang and Sheng concluded that the non-
Darcy flow behaviors show significant influences on the
absolute permeability predictions, but not on the relative per-
meability results.

PNM models have been developed for modeling the oil
migration process in conventional formations, but not suit-
able for directly studying the oil migration process in tight
formations. Compared with medium- or high-permeability
media, the fluid flow in tight media shows obvious non-
Darcy flow (NDF) behaviors [33, 34], which is the flow
velocity of fluid being not linearly dependent on the charg-
ing pressure gradient. Some researchers [35–37] proposed
that these NDF behaviors were attributed to the existence
of the boundary layer (BL) of water attached to the pore
surface where the viscosity is much larger than the fluid in
the pore center. The BL with different thicknesses in pores
significantly reduces the effective seepage radius, which
results in the NDF behaviors in tight media. In recent works,
a parametric model of BL thickness of BL (see Equation (1))
was proposed by Cheng’s group [14, 38, 39] based on the
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experiments where coefficients are fitted using the particle
swarm optimization algorithm [40]. The calculation equation
is given as

δ

r
= h1 ⋅ μw ⋅ eh2r ⋅ ∇pð Þh3 , ð1Þ

where δ is the thickness of BL, μw is the brine viscosity, and
∇p is the pressure difference between inlet and outlet per unit
length. The three coefficients (h1, h2, and h3) are determined
to be 0.258, -0.261, and -0.419. The proposed method shows
good predictions of BL thickness of numerous microtube
experiment results conducted by Li et al. (2011) as shown
in Figure 1. These experiments are conducted through simu-
lating the pore-throat system with microfused silica capillary
tubes, the radius of which ranges from 2.5μm to 10μm. The
influence of BL thickness on the fluid NDF is analyzed by
measuring the flow rate, pressure gradient, and viscosity
experimentally.

A PNM for simulating the oil migration behaviors is
developed in this work, considering NDF behavior due to
BL of water. Equation (1) is employed to calculate BL thick-
nesses in the network elements to account for the NDF
behaviors during tight oil migration. We are aware that the
developed model employed the BL theory may be neither
universally applicable nor accurate for all the cases of tight
formations. The principal objectives of this work are as fol-
lows: (1) to extend the application of PNM to analyze the
oil migration in tight formations; (2) to study the influences
of pore-scale characteristics on oil migration using PNM
method, which includes the radius of pores, average coordi-

nation number, aspect ratio (the average diameter ratio of
pores to throats), brine viscosity, and wettability conditions;
and (3) to discuss the significances and limitations of the
conducted PNM simulations.

2. A Quasistatic Two-Phase PNM with BL for
Modeling the Oil Migration in
Tight Formation

In this section, a quasistatic two-phase pore-network model
with BL is developed for modeling oil migration in tight for-
mation, by adapting a well-established quasistatic PNM
model for the primary drainage process. This newly devel-
oped model is implemented to support a simulation work-
flow to be discussed in a later section.

2.1. The Model Development. The oil migration into initially
water-filled water-wet pore networks occurs in forms of
piston-like displacement [41]. When the driving force of oil
phase exceeds the capillary entry pressure (Pentry) of the
neighboring water-filled network elements, oil will displace
water in pores/throats. We add a BL of immobile water of
finite thickness, δ, to each network element whose radius
and volume available to oil phase are reduced proportionally.
So, as a result, we should expect higher capillary entry pres-
sure at any oil pressure and higher oil relative permeability
and lower water relative permeability at any water saturation.

The capillary entry pressure, for a cylindrical throat, is
calculated as follows:

Pentry = Pwetting phase − Pnonwetting phase =
2σ
r − δ

cos θ, ð2Þ

where σ is the interfacial tension between the oil and water, θ
is the contact angle that quantifies the wettability property,
and r is the pore radius. For an angular pore element, the cap-
illary entry pressure can be adapted from that of Øren [42] as
follows:

Pentry =
σ 1 + 2

ffiffiffiffiffiffiffi
πG

p� �

r − δ
Fd θ,Gð Þ ð3Þ

Fd θ,Gð Þ = 1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 4GD/cos2θ

p

1 + 2
ffiffiffiffiffiffiffi
πG

p , ð4Þ

D = π 1 − 3θ
π

� �
+ 3 sin θ cos θ − cos2θ

4G : ð5Þ

The parameter G in Equations (3) and (4) is the shape
factor for the network element, which can be calculated
through Equation (6):

G = A

S2
, ð6Þ

where A is the cross-sectional area and S is the perimeter of
the element.
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Figure 1: A comparison between calculation results of BL thickness
using Equation (1) and microtube experimental results (reproduced
from [39]).
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To calculate permeability of each connected phase from
the inlet to outlet faces of a PNM model, the single-phase
flow between two neighboring pore elements is given by a
Poiseuille-type law [43]:

Qij = gij Pi − Pj

� �
, ð7Þ

where Pi and Pj are the pressure values of pore i and pore j
and gij is the conductance between the two pores, which
can be determined through the following Equation (8).

Lij
gij

= Li
gi

+ Lt
gt

+
Lj

gj
: ð8Þ

Here, gi, gj, and gt are the conductances of pores i and j
and the throat connecting the pores.

In this work, the conductance of network elements is cal-
culated following the functional form in the “3Rs” approach
[44, 45] but takes into consideration BL, and it is expressed as

g = �Aπ r − δð Þλ 10
6λ−24

8μL , ð9Þ

where �A is the conductance constants, λ is the conductance
exponent, L is the length of the element. μ in Equation (9)
is the average viscosity of the fluids in the pores and calcu-
lated by

μ = f oμo + f wμw, ð10Þ

where f o and f w are the fractions of oil and water in the cal-
culation element. Based on the calculations of Equation (7),
the pressure field of the network model can be calculated by
applying the mass conservation at each pore element:

〠Qij =〠gij Pi − Pj

� �
= 0: ð11Þ

When the pressure field for a phase in the network is
obtained, we can calculate the relative permeability of each
phase (oil or water phase) as follows:

Krp =
qpμpL

AΔPp
, p = o,w, ð12Þ

The new model is implemented on an earlier version
of the open-source PNM code (https://github.com/
ahboujelben/numSCAL_basic) by extending its quasistatic
two-phase model. For technical details in that code, the
reader is referred to Regaieg et al. [46] and Boujelben
et al. [47].

2.2. Simulation Procedure. Simulations are carried according
to the procedure illustrated by Figure 2. For a given pore net-
work that may be extracted from X-ray CT images of real
rock samples or stochastically generated, (1) it is initialized
100% water saturation (Sw) at a reference pressure while wet-
tability condition is applied to each network element; (2)

explore the minimum and maximum radius (Min R and
Max R) of elements, then calculate the corresponding maxi-
mum and minimum entry capillary pressure (Max Pc and
Min Pc) with considering the BL effect. The calculations of
Max Pc and Min Pc were realized by the iterative method;
(3) set an incremental charging pressure (Pn) which increases
from Min Pc to Max Pc. The incremental step is set by (Max
Pc-Min Pc)/simulation steps; (4) explore for and determine
the elements to invade. An invasion event occurs when the
charging pressure overcomes the entry pressure of element.
The entry pressure of each element is calculated by Equations
(3)–(5). (5) Update phase saturation and flow rate with the
consideration of BL effect. (6) Check the terminal condition
whether the charging pressure is larger than Max Pc. If no,
increase the charging pressure by step and do loop for steps
(4) to (6). If yes, output the phase saturation and calculate
relative permeability for each phase.

3. Model Validations

Model validation has been conducted by making compar-
isons between the predicted relative permeability and
experimental results for a Berea sandstone sample and
two tight sandstone samples (Samples S5 and S6). The rel-
ative permeability data measured on the Berea sample and
its matched CT image data can be downloaded from the Impe-
rial College database (the website address is http://www
.imperial.ac.uk/earth-science/research/research-groups/perm/
research/pore-scale-modelling/). Samples S5 and S6 are taken
from the Chang-7 members of the Yangchang Formation in
the Ordos Basin, a typical tight oil basin in northwest China.

Initial networks

Determins the Max Pc and Min
Pc with the considerations of BL

Set and incremental charging
pressure (Pn)

(Pn) = Pn=1

(Pn) < Max Pc ?

Explore and determine the
elements to invade

Invasion event occurs

Update flow rate and saturation with
considering the BL effect

Calculate the relative permeability

Y

N

Output the calculated results

Figure 2: A workflow for quasistatic flow modeling of oil migration
with consideration of the BL effects.
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Oil charging experiments are carried out by using Samples S5
and S6 to simulate the physical process of oil migration in tight
media. Experimental apparatus, experimental procedures, and
the properties of used water/oil have been described in our
previous work [15, 48]. Both tight samples are scanned to
obtain CT images using Zeiss Xradia-500 Versa with a resolu-
tion of 0.99μm, at the Stata Key Laboratory of Petroleum
Resources and Respecting, China. Raw CT images are prepro-
cessed and reconstructed to 16-bit grey images using a multi-
threading software package “tomoRecon” [49]. The image
filtering and phase segmentation are completed by using
Avizo 9.7 software. An interactive thresholdingmodule is used
to segment the phases by selecting values of image intensity
ranges for each phase [50]. The properties of the three exper-
imental samples are shown in Table 1. It shows that the poros-
ity, permeability, and pore connectivity of the tight sandstone
samples (S5 and S6) are much smaller than those of the Berea
sample. The pore size ranges of the tight samples are distrib-
uted in smaller and narrower scope compared to the Berea
sample. Note that the lower limit of pore radius for tight sam-
ples is limited by the solution of CT images which means
some pores with radius smaller than 1μm may not be
detected by CT scanning. More information concerning the
pore-structure features in the tight formations of the Ordos
Basin can be found in our previous work [17, 18].

A modified maximal ball (MB) method developed by
Dong and Blunt [51] was applied to extract pore networks
from 3D CT images. The modified MB method explore and
build an inscribed sphere at each void voxel of images first
by a two-step searching algorithm, then remove those
included in others. The rest spheres (MBs) are defined as
pores and throats followed the clustering rule of family
trees sorted by their size and rank. Geometrical properties
are calculated for each pore and throat, including the size
of pore and throat, volume, and shape factor. For more
details of the pore network extraction, the readers are
referred to Dong and Blunt’s original publication [51]. In
our work, pore networks of tight sandstone samples were
extracted using an open-source software package (website
for download: https://github.com/aliraeini/pnextract) that
implements those mentioned techniques. The flow model-
ing of these three samples is conducted followed the steps
in Sections 2.1 and 2.2. For the three samples, the predicted
relative permeability curves from the newly developed
model with consideration of BL effect are compared with
those without BL effect, while both the model predictions
are compared to experimental data (Figures 3 and 4).
Figure 3 indicates that both the PNM models with and

without BL consideration show good agreements with the
experimental data, which in turn partly proves that Equation
(1) for BL calculation is basically reasonable for the pore size
distribution in natural samples. Figure 4 shows that the pre-
dictions of the BL model are in better agreement with the
experimental data than that without BL effect in tight sand-
stone samples. Compared to the model without BL effect,
the BL model shows lower permeability predictions for each
phase of which locates in a narrower and higher Sw range.
The differences between NBL and BL models are mainly
attributed to the decrease of pore radius and connectivity in
BL model caused by the existence of BL. Specific impacts of
the single influencing factor on relative permeability predic-
tions are further discussed in Sections 4 and 5.

4. Sensitivity Analyses of Five Pore-Scale Factors

Stochastically synthetic pore networks were constructed for
the sensitivity analysis, with respect to five featured pore-
scale factors (i.e., the radius of pores, average coordination
number, aspect ratio, brine viscosity, and wettability), on
their impacts on the oil migration. The changing scopes of
these factors are determined by considering the pore-
structure characteristics of tight formations and referring to
the measured results in several published works [4, 10, 53].
The resultant relative permeability curves are employed for
showing the relative fluid flow capability during the oil
migration, while oil charging curves for explaining the oil
content accumulated. Technically, the water in the BL is
simplified as dead water without flowing but count for Sw
in the calculation of relative permeability and So. Note that
each pore network is generated as a regular lattice network
first and throats were then removed randomly to match the

Table 1: Properties of the three experimental samples.

Properties Berea Sample S5 Sample S6

Porosity (%) 19.50 9.72 10.47

Permeability (mD) 1106.00 0.83 1.45

Coordination no. 4.20 3.10 3.30

Mean pore radius (μm) 19.20 4.20 4.40

Maximum radius (μm) 73.60 12.20 15.80

Minimum radius (μm) 3.60 1.00 1.00

Water saturation (%)
0
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Figure 3: Predicted relative permeability of Berea sandstone (lines)
compared to the experimental data by Oak [52] (square). The oil
relative permeability data are marked with red, while the water
relative permeability data are marked with blue. Data modeling
NBL/BL means that the calculations using the model without/with
BL consideration, respectively.
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prescribed average coordination number. The size of pore
elements follows a uniform distribution in the prescribed size
range. Pore networks and their parameters set for sensitivity
analysis are given in Table 2.

Runs 1~3 are used to assess the impact of radius on rela-
tive permeability and oil charge where the coordination
number remains the same but the upper limits of pore size
ranges increase from 1 to 5μm with a constant lower limit
of 0.1μm. The calculated absolute permeabilities of the
models are 0.001mD, 0.03mD, and 0.9mD. Figure 5 shows
that with the decrease of upper limit pore radius range the
maximums of the oil/water phase relative permeability
decrease. Meanwhile, the endpoints of Krw at the Sw axis
increase from 3.5% to 20.8%. The predicted Kro with small

pores at the low Sw (less than 35%) is higher than that with
large pores but turns to be lower at a high Sw condition.
The predicted Krw shows an opposite trend within the corre-
sponding saturation range. The Sw at the intersection points
of Krw and Kro curves stayed constant for Runs 1~3. The
oil charging curves in Figure 6 show that the calculated So
of models increases gradually with increasing charging pres-
sure and terminates at the So of 96.5%, 86.5%, and 79.2% for
Runs 1~3, respectively. The required charging pressure for
0.1~ 1μm model is much larger than that with 0.1~ 5μm.

4.1. The Impact of Average Coordination Number. The coor-
dination number (Z) is defined as the average number of
throats connected with each pore body, which quantifies
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Figure 4: Predicted relative permeability of S5 and S6 tight sandstone (lines) compared to the experimental results (square). The oil relative
permeability data are marked with red, while the water relative permeability data are marked with blue. Data modeling NBL/BL means that
the calculations using the model without/with BL consideration, respectively.

Table 2

Models
Model size

(Nx×Ny×Nz) Radius setting Coord. NO. A. ratio
Viscosity of brine

(mPa·s) Wettability

Run.
1~3 25 × 25 × 25

Run1: Rmin = 0:1, Rmax = 1
Run2: Rmin = 0:1, Rmax = 2
Run3: Rmin = 0:1, Rmax = 5

Coord. no: = 3:0 A:ratio = 2 Viscosity = 1 CA: = 0°

Run.
4~6 25 × 25 × 25 Rmin = 0:1, Rmax = 2

Run4: Coord. no: = 2:5;
Run5: Coord. no: = 3:0;
Run6: Coord. no: = 3:5;

A:ratio = 2 Viscosity = 1 CA: = 0°

Run.
6~9 25 × 25 × 25 Rmin = 0:1, Rmax = 2 Coord. no: = 3:0

Run6: A:ratio = 1;
Run7: A:ratio = 2;
Run8: A:ratio = 3;

Viscosity = 1 CA: = 0°

Run.
10~12 25 × 25 × 25 Rmin = 0:1, Rmax = 2 Coord. no: = 3:0 A:ratio = 2

Run 10: viscosity = 1;
Run 11: viscosity = 2;
Run 12: viscosity = 3;

CA: = 0°

Run.
13~15 25 × 25 × 25 Rmin = 0:1, Rmax = 2 Coord. no: = 3:0 A:ratio = 2 Viscosity = 1

Run 13: CA: = 0°
Run 14: CA: = 30°
Run 15: CA: = 60°
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the connectivity of the networks [54, 55]. A higher coordina-
tion number means a better connection condition of the
pores in the network. Runs 4~6 set with different coordina-
tion numbers (i.e., Z = 2:5, Z = 3, and Z = 3:5) are used to
evaluate the impact of coordination number on oil migration
behaviors. The calculated absolute permeabilities of the
models are 0.01mD, 0.03mD, and 0.06mD. Figure 7 shows
that the maximums of oil/water phase relative permeability
decrease with the decreasing Z values. Meanwhile, the end-
points of Krw curves at the Sw axis are kept constant
(Sw = 13:5%) for different simulations. The calculated Kro
in the poor connectivity model (Run 4) is slightly higher than
that in the better connectivity models (Runs 5 and 6) at a low
Sw condition but turns to be lower at a high Sw condition. The

predicted Krw curve shows an opposite trend. The corre-
sponding X-axis values at the intersection points of Krw
and Kro curves stayed constant while the corresponding Y
-axis values decrease with the decrease of Z values. The oil
charging curves in Figure 8 show that the calculated So of
all three models increase with the charging pressure and ter-
minates the same So = 86:5%. However, the required charg-
ing pressure reaching the maximum So decreases with the
increasing Z of the networks.

4.2. The Impact of Aspect Ratio. The impact of aspect ratio on
oil migration is realized by increasing the pore radius while
keeping the throat radius constant. Runs 7~9 with different
aspect ratios are built and calculated in this section of whom
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Figure 7: Effect of coordination number on relative permeability.
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the calculated absolute permeabilities are all 0.03mD for the
throat radii of models remain unchanged. Figure 9 shows
that the influence of aspect ratio on relative permeability is
relatively weak; the predicted Kro of Run 9 is slightly lower
than others (Runs 7~8) within a limited water saturation
range of 0~ 35%. The oil charging curves in Figure 10 show
that the maximums of So in Runs 7~9 are 77.8%, 86.5%,
and 89.2%, respectively. The required charging pressure
reaching the maximum So for three models are equal.

4.3. The Impact of Brine Viscosity. Runs 10~12 with different
viscosity (μ) settings are used to assess the impact of brine
viscosity on oil migration behaviors. The calculated relative
permeability results in Figure 11 show that the predicted

Kro and Krw values both decrease with the increasing brine
viscosity; under the condition of high water saturation, the
impact of brine viscosity on relative permeability is more
obvious which induces that the intersections point of Krw
and Kro shift towards the bottom-right area of the coordi-
nates. The oil charging curves in Figure 12 show that the So
of all three models increase with the charging pressure and
terminates the maximum So of 63.2%, 74.6%, and 86.5%.
The required charging pressure reaching the maximum So
for three models are equal.

4.4. The Impact of Wettability Condition. Sensitivity simula-
tions of the wettability effects in conventional reservoir
media have been performed in previous works [56, 57]. The
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wettability condition before the hydrocarbon migration pro-
cess is assumed to be water wet. In our simulations, contact
angle (CA) is used for qualifying the wettability of rock sur-
face [58, 59]. Three models with different wettability settings
(CA = 0°, Run 13; CA = 30°, Run 14; and CA = 60°, Run 15)
are modeled to assess the influence of wettability on oil
migration, where CA is assigned to be uniformly distributed
in the pores and throats. Figure 13 shows that the calculated
Krw becomes larger when CAs increase from 0° to 60°, while
the wettability setting has little influence on the Kro predic-
tions. Figure 14 shows that So of the three networks grow
and terminate at the same maximum So value of 86.7% with
the increase of charging pressure. The required charging
pressure reaching the maximum So decreases with the
increasing CA under the limited water-wet condition.

5. Discussions

5.1. The Applicability and Limitations of the Developed PNM
Model. Numerous models have been developed in the past
decades to simulate the fluid flow processes in porous media.
The forces set in these models mainly involve capillary pres-
sure, viscous force, and gravity force. These network models
simulating the two-phase flow system can be divided into two
types: quasistatic model and dynamic model. The quasistatic
model is suitable to simulate the fluid flow when the capillary
pressure is dominating while the viscous force is negligible.
When the nonnegligible viscous force is present; however, a
dynamic model needs to be considered. When the capillary
number is less than 104, the simulations of the quasistatic
model are believed to be accurate enough [19]. In conven-
tional reservoir formations, oil migration can also be divided
into two types: steady oil migration and episodic oil migra-
tion [60]. The oil flow under the steady oil migration mode
is assumed to be governed by capillary pressure, and the flow
in the episodic migration is governed by viscous pressure
while the natural buoyancy plays a role in the fluid flow.
However, for the low-permeability reservoir (e.g., tight reser-
voir and shale reservoir), whether both the steady oil migra-
tion and episodic oil migration can be identified to explain
the flow phenomena in low-permeability media is still a ques-
tion. A common consensus is that the effect of buoyancy on
fluid flow can be neglected because of the extremely small
size of pores in tight formations [61, 62]. Due to the same
reason, the effect of capillary pressure becomes significantly
important, which means the fluid flow in tight media is more
likely to follow the steady migration mode. This is the reason
why the quasistatic method is employed in our present work.
However, some other scholars [63] also proposed that pres-
ent day reservoirs may not represent the conditions of the
reservoir during the time of hydrocarbon expulsion and
migration, indicating that the viscous force may have been
the main controlling factor, and buoyancy may have been
an important force forming the hydrocarbon distribution in
tight oil/gas migrates and accumulates.

Some other limitations of the PNM methods should be
noticed here. (1) The fluid inside the networks is considered
incompressible and immiscible. (2) The real pore-throat sys-
tem of the rock is simplified as simple 3D geometric shapes
following the pore-network generation rules. (3) The chemi-
cal interactions between the fluids and solid matrix are
neglected. (4) The wettability conditions are set as constantly
distributed, which may not exactly match the real condition
in nature [64]. (5) The gravity forces and influence of micro-
fracture in the pore-throat system are not considered in the
developed model. For these limitations, the PNM model
may not provide precise predictions for the actual geological
conditions.

The permeability of the tested tight samples may be
slightly larger than the permeability scope of tight sandstone
by generally speaking. But the upper limit of tight media per-
meability is not standard. In some literature, tight oil is
defined as oil resource reserved in very low permeability for-
mation which cannot be produced at economic rates unless
the formation is simulated by large hydraulic fracture

Water saturation (%)
0 20 40 60 80 100

Run13: CA=0°
Run14: CA=30°
Run15: CA=60°

0.0

0.2

0.4

0.6

0.8

1.0

Re
la

tiv
e p

er
m

ea
bi

lit
y

Kro
Krw

Figure 13: Effect of wettability conditions on relative permeability.

Run13: CA=0°
Run14: CA=30°
Run15: CA=60°

Capillary pressure (psi)
0 10 20

0

20

40

60

80

100

O
il 

sa
tu

ra
tio

n 
(%

)

Figure 14: Effect of wettability conditions on oil charging curves.

9Geofluids



treatments or produced by the use of horizontal wellbores
[65]. The main reason we select these two samples with larger
permeability is that the forced displacement experiments are
hard to implement when the permeability of the sample is
smaller than 0.5mD. For the same reason, a complete series
of experiments using different samples cannot be completed.
Furthermore, the BL theory is employed in this work to
explain the non-Darcy flow phenomenon in tight media.
This theory is merely one of the numerous non-Darcy theo-
ries. Some other theory such as threshold pressure gradient
theory can be also used for explaining the non-Darcy flow
[66]. It may be acceptable to use the BL theory under most
conditions, although the range of application, prediction
accuracy, and limiting conditions of this theory remains to
be further investigated.

5.2. The Simulation Results and Their Significances. Based on
the reservoir exploration and production experiences, previ-
ous literature has concluded that the migration of tight oil
behaves differently from the conventional reservoirs (as
described in the Introduction). Some of these behaviors
could be explained using the obtained simulation results in
this work. For example, the initial water saturation (Swi, the
measured water saturation before the well drilling) in tight
reservoirs is reported to be much higher than that in the con-
ventional reservoirs [63]. Seen from the simulation results in
Sections 4.1 and 4.2, the Swi increases dramatically with the
decrease of pore size and pore connectivity. The calculated
Swi with the pore size of 0.1~ 1μm (absolute permeability
K = 0:01mD) is 20.8% and the calculated Swi with the pore
size of 0.1~ 5μm (absolute permeability K = 0:9mD) is only
3.5%. Note that the low Swi here does not mean most of water
could be replaced by the injected oil during the oil migration
process in the natural system, which is only an idealized
calculation value under the ideal hypothesis conditions.

The influential mechanisms of several factors on relative
permeability and oil saturation during the oil migration are
analyzed as follows. The decrease of pore radius leads to the
decreases of both oil and water relative permeability and
the increase of BL thickness. This increase of BL thickness
further results in a higher irreducible water saturation and a
lower effective seepage radius. Thus, the two-phase seepage
zone in the relative permeability curves decreases with the
decreasing pore size; the maximum of oil saturation which
corresponds to the irreducible water saturation in the oil
saturation curves also shows a decreasing trend with the
decrease of pore radius. Under the condition of the same pore
radius distribution, the scope of two-phase seepage remains
unchanged with the change of pore connectivity. However,
the decrease of coordination number will reduce the seepage
area of the media which leads to the decrease of relative
permeability for oil and water. Besides, under the condition
of poor connectivity, water phase is easy to stay in the corner
of the networks. This phenomenon may cause relative per-
meability to move towards the high water saturation direc-
tion. The changes of connectivity of the pore systems may
change the pore space volume and water/oil content by abso-
lute values but show no influence on the irreducible water
saturation. Therefore, the maximum of oil saturation would

keep constant at a high injection pressure. The differences
between the relative permeability curves of Berea sample
and tight samples (Figures 3 and 4) are mainly attributed to
these aforementioned two factors. The impact of brine vis-
cosity on oil migration is relatively simple. The thickness of
the BL would increase with the increase of brine viscosity
which causes the decrease of effective seepage radius for oil
and water phases as well as the increase of irreducible water
saturation. Meanwhile, a higher brine viscosity would
directly reduce the permeability of water phase, which causes
the decreasing trend of water relative permeability in
Figure 11 to be much more obvious than that of oil with
the increasing brine viscosity. Overall, the simulated five fac-
tors all show influence on the relative permeability and So,
but with different sensitivities. Compared with aspect ratio
and hydrophilia of the rock, the pore radius, pore connectiv-
ity, and brine viscosity play more important roles in control-
ling the oil migration behaviors.

The improved oil migration PNM provides a new solu-
tion for analyzing the effects of complex pore-scale character-
istics on tight oil migration and accumulation. Combining
the quantitative results obtained from models and traditional
geological analysis methods may be more helpful for study-
ing the mechanisms of tight oil reservoir formation and
evolution.

6. Conclusions

To better understand and quantitatively analyze the rela-
tionship between the oil migration characteristics and pore
structures in tight formations, a two-phase PNM with con-
sideration of the BL effect is developed in this work. Several
conclusions are drawn as follows:

(1) This work proves that PNM method with consider-
ation to the BL effect is applicable and effective for
tight oil migration analyses, which shows better pre-
diction accuracy than that without the BL effect

(2) Five important factors including pore radius, coordi-
nation number, aspect ratio, brine viscosity, and wet-
tability show influences on the tight oil migration, but
sensitivities of these factors on oil migration are
different

(3) Based on the simulations, the influences of pore
radius, coordination number, and brine viscosity on
oil migration are more pronounced while the influ-
ences of aspect ratio and hydrophilia of the rock sur-
face are relatively weak

(4) With the decrease of pore radius, coordination num-
ber or the increase of brine viscosity in the oil-phase
relative permeability is weakened, which induces less
oil accumulation in the pore system
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findings of this study have been deposited in the Mendeley

10 Geofluids



repository (the download address is https://data.mendeley
.com/datasets/j3467gsr3k/1). The data is also available on
request.

Conflicts of Interest

The author(s) declare(s) that they have no conflicts of
interest.

Acknowledgments

This work was financially supported by the National Natural
Science Foundation of China (grants 41972147 and
41330319). Y. Zhang would show his sincere thanks to the
Heriot-Watt University, UK, for hosting his academic visit
during which the work reported here was carried out in part.
Ma thanks UK NERC (grant NE/R018022/1) for financial
support.

References

[1] J. Boak and R. Kleinberg, “Shale gas, tight oil, shale oil and
hydraulic fracturing,” Future Energy, vol. 67-95, 2020.

[2] J. D. Hughes, “a reality check on the shale revolution,” Nature,
vol. 494, no. 7437, pp. 307-308, 2013.

[3] BP Energy, BP Energy Outlook, Energy, BP, 2018.
[4] J. Cai and X. Hu, Petrophysical Characterization and Fluids

Transport in Unconventional Reservoirs, Elsevier, 2019.
[5] C. R. Clarkson and K. Pedersen, “Production analysis of West-

ern Canadian unconventional light oil plays,” in Proceedings
Canadian Unconventional Resources Conference, Calgary,
Alberta, Canada, November, 2011Society of Petroleum
Engineers.

[6] P. H. Nelson, “Pore-throat sizes in sandstones, tight sand-
stones, and shales,” AAPG Bulletin, vol. 93, no. 3, pp. 329–
340, 2009.

[7] T. T. Schowalter, “Mechanics of secondary hydrocarbon
migration and entrapment,” AAPG Bulletin, vol. 63, no. 5,
pp. 723–760, 1979.

[8] X. Luo, “Simulation and characterization of pathway heteroge-
neity of secondary hydrocarbon migration,” AAPG Bulletin,
vol. 95, no. 6, pp. 881–898, 2011.

[9] P. Ungerer, J. Burrus, B. P. Y. C. Doligez, P. Y. Chenet, and
F. Bessis, “Basin evaluation by integrated two-dimensional
modeling of heat transfer, fluid flow, hydrocarbon generation,
and migration,” AAPG Bulletin, vol. 74, no. 3, pp. 309–335,
1990.

[10] C. Zou, Unconventional petroleum geology, Elsevier, 2017.
[11] J. Lai, G. Wang, Z. Fan et al., “Insight into the pore structure of

tight sandstones using NMR and HPMI measurements,”
Energy & Fuels, vol. 30, no. 12, pp. 10200–10214, 2016.

[12] J. Lai, G. Wang, Z. Wang et al., “A review on pore structure
characterization in tight sandstones,” Earth Science Reviews,
vol. 177, pp. 436–457, 2018.

[13] Q. Xiong, T. G. Baychev, and A. P. Jivkov, “Review of pore
network modelling of porous media: experimental characteri-
sations, network constructions and applications to reactive
transport,” Journal of Contaminant Hydrology, vol. 192,
pp. 101–117, 2016.

[14] Z. Cao, G. Liu, H. Zhan, Y. Kong, Z. Niu, and D. Zhao, “Geo-
logical control factors of micro oil distribution in tight reser-

voirs,” Marine and Petroleum Geology, vol. 77, pp. 1193–
1205, 2016.

[15] Y. Zhang, J. Zeng, Z. Dai et al., “Experimental investigation on
oil migration and accumulation in tight sandstones,” Journal
of Petroleum Science Engineering, vol. 160, pp. 267–275, 2018.

[16] X. Feng, J. Zeng, S. Tao, J. Yang, S. Feng, and Z. Pang, “Oil-
charging pore-throat radius threshold of tight reservoirs: a
comparison on multi-method calculation results,” Journal of
Nanoscience and Nanotechnology, vol. 17, no. 9, pp. 6067–
6076, 2017.

[17] J. Qiao, J. Zeng, X. Feng, Z. Yang, Y. Zhang, and S. Feng,
“Characteristics of nano-micro pore networks and petroleum
microscopic occurrence state in ultra-low permeability (tight)
sandstone reservoir,” Journal of Nanoscience and Nanotech-
nology, vol. 17, no. 9, pp. 6039–6050, 2017.

[18] J. Zeng, X. Feng, S. Feng, Y. Zhang, J. Qiao, and Z. Yang,
“Influence of tight sandstone micro-nano pore-throat struc-
tures on petroleum accumulation: evidence from experimental
simulation combining X-ray tomography,” Journal of
Nanoscience and Nanotechnology, vol. 17, no. 9, pp. 6459–
6469, 2017.

[19] M. J. Blunt,Multiphase Flow in Permeable Media: A Pore-Scale
Perspective, Cambridge University Press, 2017.

[20] J. Ma, X. Zhang, Z. Jiang, H. Ostadi, K. Jiang, and R. Chen,
“Flow properties of an intact MPL from nano-tomography
and pore network modeling,” Fuel, vol. 136, pp. 307–315,
2014.

[21] I. Fatt, “The network model of porous media: capillary pres-
sure characteristics,” Transactions of the AIME, vol. 207,
no. 1, pp. 144–181, 2013.

[22] F. A. L. Dullien, I. Chatzis, and M. S. El Sayed, “Modeling
transport phenomena in porous media by networks consisting
of non-uniform capillaries,” in Proceedings SPE Annual Fall
Technical Conference and Exhibition, New Orleans, Louisiana,
October, 1976Society of Petroleum Engineers.

[23] M. J. Blunt, B. Bijeljic, H. Dong et al., “Pore-scale imaging and
modelling,”Advances inWater Resources, vol. 51, pp. 197–216,
2013.

[24] J. Ma, J. P. Sanchez, K. Wu, G. D. Couples, and Z. Jiang, “A
pore network model for simulating non-ideal gas flow in
micro- and nano-porous materials,” Fuel, vol. 116, pp. 498–
508, 2014.

[25] H. Sun, L. Duan, L. Liu et al., “The influence of micro-fractures
on the flow in tight oil reservoirs based on pore-network
models,” Energies, vol. 12, no. 21, p. 4104, 2019.

[26] D.Wang, C.Wang, C. Li et al., “Effect of gas hydrate formation
and decomposition on flow properties of fine-grained quartz
sand sediments using X-ray CT based pore network model
simulation,” Fuel, vol. 226, pp. 516–526, 2018.

[27] V. Joekar-Niasar and S. M. Hassanizadeh, “Analysis of funda-
mentals of two-phase flow in porous media using dynamic
pore-network models: a review,” Critical Reviews in Environ-
mental Science and Technology, vol. 42, no. 18, pp. 1895–
1976, 2012.

[28] L. Riepe, M. H. Suhaimi, M. Kumar, and M. A. Knackstedt,
“Application of high resolution micro-CT-imaging and pore
network modeling (PNM) for the petrophysical characteriza-
tion of tight gas reservoirs-a case history from a deep clastic
tight gas reservoir in Oman,” in Proceedings SPE Middle East
Unconventional Gas Conference and Exhibition, Muscat,
Oman, 2011Society of Petroleum Engineers.

11Geofluids

https://data.mendeley.com/datasets/j3467gsr3k/1
https://data.mendeley.com/datasets/j3467gsr3k/1


[29] L. Ruspini, G. Lindkvist, S. Bakke, L. Alberts, A. Carnerup,
and P. E. Øren, “A multi-scale imaging and modeling work-
flow for tight rocks,” in Proceedings SPE Low Perm Sympo-
sium, Denver, Colorado, USA, 2016Society of Petroleum
Engineers.

[30] X. Wang and J. J. Sheng, “Pore network modeling of the non-
Darcy flows in shale and tight formations,” SPE Journal,
vol. 163, pp. 511–518, 2018.

[31] X. Wang and J. J. Sheng, “Spontaneous imbibition analysis in
shale reservoirs based on pore network modeling,” Journal of
Petroleum Science and Engineering, vol. 169, pp. 663–672,
2018.

[32] X. Wang and J. J. Sheng, “Effect of low-velocity non-Darcy
flow on well production performance in shale and tight oil res-
ervoirs,” Fuel, vol. 190, pp. 41–46, 2017.

[33] J. Cai, E. Perfect, C. L. Cheng, and X. Hu, “Generalized model-
ing of spontaneous imbibition based on Hagen-Poiseuille flow
in tortuous capillaries with variably shaped apertures,” Lang-
muir, vol. 30, no. 18, pp. 5142–5151, 2014.

[34] Z. Zeng and R. Grigg, “A criterion for non-Darcy flow in
porous media,” Transport in Porous Media, vol. 63, no. 1,
pp. 57–69, 2006.

[35] Y. Huang, Z. Yang, Y. He, and X.Wang, “An overview on non-
linear porous flow in low permeability porous Media,” Theo-
retical and Applied Mechanics Letters, vol. 3, no. 2, article
022001, 2013.

[36] B. Zeng, L. Cheng, and C. Li, “Low velocity non-linear flow in
ultra-low permeability reservoir,” Journal of Petroleum Science
and Engineering, vol. 80, no. 1, pp. 1–6, 2011.

[37] Y. Yang, K. Wang, Q. Lv et al., “Flow simulation considering
adsorption boundary layer based on digital rock and finite ele-
ment method,” Petroleum Science, 2020.

[38] M. Chen, L. Cheng, R. Cao, C. Lv, J. Wu, and H. Liu, “A pore
network model for studying boundary layer effect on fluid flow
in tight formation (Russian),” in Proceedings SPE Annual Cas-
pian Technical Conference and Exhibition, Baku, Azerbaijan,
November, 2017Society of Petroleum Engineers.

[39] X. Tian, L. Cheng, Y. Yan, H. Liu, W. Zhao, and Q. Guo, “An
improved solution to estimate relative permeability in tight oil
reservoirs,” Journal of Petroleum Exploration and Production
Technology, vol. 5, no. 3, pp. 305–314, 2015.

[40] A. E. Bakyani, H. Sahebi, M. M. Ghiasi et al., “Prediction of
CO2–oil molecular diffusion using adaptive neuro-fuzzy infer-
ence system and particle swarm optimization technique,” Fuel,
vol. 181, pp. 178–187, 2016.

[41] P. H. Valvatne and M. J. Blunt, “Predictive pore-scale model-
ing of two-phase flow in mixed wet media,” Water Resources
Research, vol. 40, no. 7, 2004.

[42] P. E. Oren, S. Bakke, and O. J. Arntzen, “Extending predictive
capabilities to network models,” in Proceedings SPE Annual
Technical Conference and Exhibition, San Antonio, Texas,
October 1997Society of Petroleum Engineers..

[43] J.-C. Cai, “A fractal approach to low velocity non-Darcy flow
in a low permeability porous medium,” Chinese Physics B,
vol. 23, no. 4, article 044701, 2014.

[44] I. Bondino, S. R. McDougall, and G. Hamon, “Pore-scale
Modelling of the effect of viscous pressure gradients during
heavy oil depletion experiments,” Journal of Canadian Petro-
leum Technology, vol. 50, no. 2, pp. 45–55, 2013.

[45] J. Cruichshank, S. R. Mcdougall, and K. S. Sorbie, “Anchoring
methodologies for pore-scale network models: application to

relative permeability and capillary pressure prediction,” Petro-
physics, vol. 43, p. 04, 2002.

[46] M. Regaieg, S. R. McDougall, I. Bondino, and G. Hamon, “Fin-
ger thickening during extra-heavy oil waterflooding: simula-
tion and interpretation using pore-scale modeling,” PLoS
One, vol. 12, no. 1, article e0169727, 2017.

[47] A. Boujelben, S. McDougall, M. Watson, I. Bondino, and
N. Agenet, “Pore network modelling of low salinity water
injection under unsteady-state flow conditions,” Journal of
Petroleum Science and Engineering, vol. 165, pp. 462–476,
2018.

[48] J. Zeng, Y. Zhang, S. Zhang, J. Qiao, X. Feng, and S. Feng,
“Experimental and theoretical characterization of the natural
gas migration and accumulation mechanism in low-
permeability (tight) sandstone cores,” Journal of Natural Gas
Science Engineering, vol. 33, pp. 1308–1315, 2016.

[49] M. L. Rivers, “tomoRecon: high-speed tomography recon-
struction on workstations using multi-threading,” in Develop-
ments in X-Ray Tomography VIII, vol. 8506, International
Society for Optics and Photonics, 2012, 85060U.

[50] C. Lore, User's Guide-Avizo 9.7 , 2018, https://assets
.thermofisher.com/TFS-Assets/MSD/Product-Guides/user-
guide-avizo-software.pdf.

[51] H. Dong and M. J. Blunt, “Pore-network extraction from
micro-computerized-tomography images,” Physical Review,
vol. 80, no. 2, article 036307, 2009.

[52] M. J. Oak, “Three-phase relative permeability of water-wet
Berea,” in Proceedings SPE/DOE Enhanced Oil Recovery Sym-
posium, Tulsa, Oklahoma, April 1990Society of Petroleum
Engineers.

[53] H. Zhao, Z. Ning, Q. Wang et al., “Petrophysical characteriza-
tion of tight oil reservoirs using pressure-controlled porosime-
try combined with rate-controlled porosimetry,” Fuel, vol. 154,
pp. 233–242, 2015.

[54] H. J. Vogel and K. Roth, “Quantitative morphology and net-
work representation of soil pore structure,” Advances in Water
Resources, vol. 24, no. 3-4, pp. 233–242, 2001.

[55] Y. Yang, Y. Li, J. Yao et al., “Formation damage evaluation of a
sandstone reservoir via pore-scale X-ray computed tomogra-
phy analysis,” Journal of Petroleum Science and Engineering,
vol. 183, p. 106356, 2019.

[56] M. J. Blunt, “Pore level modeling of the effects of wettability,”
SPE Journal, vol. 2, no. 4, pp. 494–510, 1997.

[57] S. Zou, R. T. Armstrong, J. Y. Arns, C. H. Arns, and F. Hussain,
“Experimental and theoretical evidence for increased ganglion
dynamics during fractional flow in mixed-wet porous media,”
Water Resources Research, vol. 54, no. 5, pp. 3277–3289, 2018.

[58] J. S. Buckley, “Effective wettability of minerals exposed to
crude oil,” Current Opinion in Colloid & Interface Science,
vol. 6, no. 3, pp. 191–196, 2001.

[59] Y. Zhang, J. Zeng, J. Qiao, X. Feng, and Y. Dong, “Investigating
the effect of the temperature and pressure on wettability in
crude oil–brine–rock systems,” Energy & Fuels, vol. 32, no. 9,
pp. 9010–9019, 2018.

[60] J. Zeng and Z. Jin, “Experimental investigation of episodic oil
migration along fault systems,” Journal of Geochemical Explo-
ration, vol. 78-79, pp. 493–498, 2003.

[61] L. Chen, X. Zhu, L. Wang, H. Yang, D. Wang, and M. Fu,
“Experimental study of effective amphiphilic graphene oxide
flooding for an ultralow-permeability reservoir,” Energy &
Fuels, vol. 32, no. 11, pp. 11269–11278, 2018.

12 Geofluids

https://assets.thermofisher.com/TFS-Assets/MSD/Product-Guides/user-guide-avizo-software.pdf
https://assets.thermofisher.com/TFS-Assets/MSD/Product-Guides/user-guide-avizo-software.pdf
https://assets.thermofisher.com/TFS-Assets/MSD/Product-Guides/user-guide-avizo-software.pdf


[62] J. Ma, K. Wu, Z. Jiang, and G. D. Couples, “SHIFT: An imple-
mentation for lattice Boltzmann simulation in low-porosity
porous media,” Physical Review E, vol. 81, no. 5, article
056702, 2010.

[63] W. K. Camp, “Pore-throat sizes in sandstones, tight sand-
stones, and shales: discussion,” AAPG Bulletin, vol. 95, no. 8,
pp. 1443–1447, 2011.

[64] Y. Liu, S. Iglauer, J. Cai, M. A. Amooie, and C. Qin, “Local
instabilities during capillary-dominated immiscible displace-
ment in porous media,” Capillarity, vol. 2, no. 1, pp. 1–7, 2019.

[65] S. Holditch, “Tight gas sands,” Journal of Petroleum Technol-
ogy, vol. 58, no. 6, pp. 86–93, 2006.

[66] G. Han, Y. Liu, K. Nawnit, and Y. Zhou, “Discussion on seep-
age governing equations for low permeability reservoirs with a
threshold pressure gradient,” Advances in Geo-Energy
Research, vol. 2, no. 3, pp. 245–259, 2018.

13Geofluids



Research Article
Pore Structure Fractal Characterization and Permeability
Simulation of Natural Gas Hydrate Reservoir Based on CT Images

Hang Bian,1,2 Yuxuan Xia,3 Cheng Lu ,1,2,4,5 Xuwen Qin ,1,2 Qingbang Meng,6

and Hongfeng Lu1,2

1Guangzhou Marine Geological Survey, China Geological Survey, Guangzhou 510075, China
2Southern Marine Science and Engineering Guangdong Laboratory, Guangzhou 511458, China
3Institute of Geophysics and Geomatics, China University of Geosciences, Wuhan 430074, China
4Center of Oil & Natural Gas Resource Exploration, China Geological Survey, Beijing 100083, China
5School of Energy Resources, China University of Geosciences, Beijing 100083, China
6Key Laboratory of Tectonics and Petroleum Resources, Ministry of Education, China University of Geosciences,
Wuhan 430074, China

Correspondence should be addressed to Cheng Lu; jaluch@126.com and Xuwen Qin; cgs_qin@aliyun.com

Received 26 December 2019; Accepted 19 March 2020; Published 21 July 2020

Academic Editor: Wen-Dong Wang

Copyright © 2020 Hang Bian et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The gas-water two-phase seepage process is complex during the depressurization process of natural gas hydrate in a clayey silt
reservoir in the South China Sea, the transport mechanism of which has not been clarified as it is affected by the pore structure. In
this study, we select six clayey silt samples formed after the dissociation of natural gas hydrate in the South China Sea, employing
CT scanning technology to observe the pore structure of clayey silt porous media directly. The original CT scanning images are
further processed to get the binarized images of the samples, which can be used for simulation of the porosity and absolute
permeability. Based on the fractal geometry theory, pore structures of the samples are quantitatively characterized from the aspect
of pore distribution, heterogeneity, and anisotropy (represented by three main fractal geometric parameters: fractal dimension,
lacunarity, and succolarity, respectively). As a comparison, the binarized CT images of two conventional sandstone cores are
simulated with the same parameters. The results show that the correlation between porosity and permeability of the hydrate
samples is poor, while there is a strong correlation among the succolarity and the permeability. Fractal dimension (represents
complexity) of clayey silt samples is higher compared with conventional sandstone cores. Lacunarity explains the difference in
permeability among samples from the perspective of pore throat diameter and connectivity. Succolarity indicates the extent to
which the fluid in the pore is permeable, which can be used to characterize the anisotropy of pore structures. Therefore, these three
fractal parameters clarify the relationship between the microstructure andmacroscopic physical properties of clayey silt porousmedia.

1. Introduction

Natural gas hydrate refers to one kind of ice-like crystalline
compound formed by a methane-based hydrocarbon gas
and water in a stable domain controlled by a certain temper-
ature and pressure condition [1]. In the field of exploration
and development of the natural gas hydrate, especially in
hydrate classification, extraction, dissociation, experimental
simulation, productivity evaluation method, etc., the work
has become a research hotspot pursued by scientific research

institutions, experts, and scholars [2–8]. The first offshore
natural gas hydrate production test was conducted by China
Geological Survey at Shenhu Area in South China Sea in 2017
[9]. During the depressurization process of production, the
solid hydrate is decomposed into methane gas and water.
The two-phase flow passes through the formation and then
flows into the wellbore. In the initial stage, the flow rate is sta-
ble. However, as production progresses, the flow rate is going
to be greatly reduced, resulting in a significant decrease in
production. The above-mentioned multiphase flow within
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pore space is extremely complicated, and its seepage mecha-
nism is not yet clear. It is speculated to be related to pore
structure and mineral composition of the hydrate reservoir.

The differences of porosity, connectivity, and topology
of pore space always determine the macroscopic seepage
properties [10, 11]. The pore space of the reservoir core
can be obtained by multi-laboratory test methods [12–15].
The obtained pore space images and parameters can also
lay the foundation for calculation of permeability [16–18].
Many numerical simulation methods [19–21] were used
to obtain permeability of the reservoir, which greatly pro-
motes understanding of the relationship between reservoir
porosity and permeability, and the formulation of reservoir
development programs.

Fractal geometry theory, as the powerful tool for quanti-
fication of complex space, has been used by many scholars in
the study of characterization of the pore structure and
modelling of transport phenomena in conventional and
unconventional reservoirs. Yu and Cheng [22] established
the fractal permeability model for the bidispersed porous
media and introduced the algorithm of pore space fractal
dimension and tortuosity fractal dimension based on the
box-counting method. Cai et al. [23] established a fractal
permeability model for creeping microstructures under dif-
ferent pressure conditions based on the data of water
flooding experiment combined with CT scanning [24] for
clayey silt sediments. Liu et al. [25] used fractal dimensions
to establish a fractal theory-based relative permeability model
of hydrate-bearing sediments. N'Diaye et al. [26] computed
fractal dimension, lacunarity, and succolarity to provide a
precise description of porosity and pore characteristics. Xia
et al. [27] proposed that succolarity can be used to predict
the permeability of low permeable sandstone reservoirs.
Therefore, fractal geometry theory has been proved to be a
good method to characterize the reservoir microstructure
and to study the macroscopic differences in physical proper-
ties of reservoirs. In the study of clayey silt porous media, the
macroscopic changes of reservoir physical properties can also
be explained from the perspective of microstructure based on
fractal geometry theory. However, few studies have used frac-
tal quantitative parameters to characterize the microporous
structure of clayey silt porous media and further used to
study the change of permeability.

In this study, pore structure images of six hydrate reservoir
samples were firstly acquired by micro-CT scanning. Then,
the porosity, permeability, and fractal parameters were
obtained based on the binarized pore images. Finally, how
microporous structures affect the permeability of clayey silt
reservoir samples was analyzed according to the relationship
between permeability and pore structure parameters.

2. Materials and Facility

2.1. Hydrate Reservoir Samples. Six clayey silt samples are
taken from the field of the first offshore natural gas hydrate
production test, which is located at Shenhu Area in the South
China Sea [9]. There are eight natural gas hydrate deposits,
among which the W11-17 deposit (Figure 1) is selected as
the optimal target for the production test. The lithology of

the reservoir is clayey silt, of which the clay mineral con-
tent is high (26%-30%), mainly composed of montmoril-
lonite and illite. The average median diameter of the
sample particle is 12μm. The average values of effective
porosity and hydrate saturation are 33% and 31%, respec-
tively. Pore space of the reservoir is filled with three
phases: solid hydrate, free gas, and water. Detailed geolog-
ical, ore body, seismic, and logging information of reser-
voir can be found in literature [9].

2.2. CT (Computed Tomography) Scanner. Six clayey silt sam-
ples taken from the hydrate reservoir are subjected to CT
scanning by a MicroSCT-200 micron CT scanner. The scan-
ning voltage and power are 95 kV and 10W, respectively. The
scanning mode is focused scanning, and all clayey silt sam-
ples are 5mm in diameter and 5mm in length, so the pixel
number and pixel resolution for CT images of all clayey silt
samples are 2000 × 2000 × 1500 and ~1μm, separately.

3. Methods

After the original CT scanning images obtained, a series of
preprocessing including extraction, filtering, and binariza-
tion [28] is conducted to acquire the binarized pore space
structure images. Based on the binarized images, a variety
of data such as sample porosity, permeability, and fractal
structural parameters can be acquired and then can be used
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Figure 1: The deposit of W11-17 of the natural gas hydrate
reservoir in Shenhu Area.
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to construct a relational model between pore structure and
physical properties.

3.1. Porosity Calculation. Porosity ϕ refers to the ratio of the
pore volume to the total volume of the rock. It is an impor-
tant parameter to quantitatively describe the rock reservoir
capacity. The expression is shown below:

ϕ =
Vp
Vb

=
Vp

Vp +V s
, ð1Þ

where Vp is the pore volume, Vb is the total volume of the
rock, and V s is the total volume of the skeleton.

In microscopic sample images, the pore volume and the
rock skeleton volume correspond to the pixel volume of dif-
ferent color regions. Since the size represented by each pixel
is uniform in all images of the same resolution, Equation
(1) can be transformed to

ϕ =
Np
Nb

=
Np

Np +Ns
, ð2Þ

whereNp is the number of pore pixels,Nb is the total number
of pixels of the sample image, andNs is the number of sample
skeleton pixels. The resulting binarized image is converted
into an array matrix as displayed in Figure 2(b), and the sam-
ple image is represented by the pixel value of each pixel in the
image. A sample image of a cube corresponds to a three-
dimensional array matrix. By counting the number “0” and
“1” in the matrix, the number of pore pixels and rock skele-
ton pixels can be obtained, respectively.

3.2. Fractal Structural Parameters Calculation. In the fractal
geometry theory, fractal dimension, lacunarity, and succolar-
ity are the main parameters of fractal analysis. Fractal dimen-
sion is used as the basic parameter of fractal quantitative
characterization. Among plentiful research results, the box-
counting method is a widely used and accurate method by
which the fractal dimension of pore distribution can be
obtained based on the structural images of the tested sample.
In this study, all fractal dimensions are calculated based on
the box-counting method as well. In the box-counting
method, the image is covered by boxes with scale r, and the
number of the boxes N covered with the pores is recorded.
The expression is as follows:

N = r−D: ð3Þ

Therefore, the negative value of the slope of the linear fit
for the box-number and scale of double logarithmic plots in
the self-similar interval is the pore space fractal dimension D.

Lacunarity analysis is a popular analytical tool of fractal
microstructure in recent years. It can quantitatively analyze
the degree of fractal clustering and characterize the changes
of natural images and can consequently distinguish different
structures with the same fractal dimension. Lacunarity char-
acterizes the distribution of the observed objects in the image
and measures the frequency and magnitude of observed

objects. The larger the lacunarity, the more intensive the dis-
tribution of the observed object.

The gliding box-counting method is a general measure-
ment method of lacunarity. The value of lacunarity can be
defined as a statistical moment function when q = 2 divided
by the squared value of q = 1 [29, 30]:

Λ rð Þ = Z 2ð Þ
Q rð Þ

Z 1ð Þ
Q rð Þ

h i2 , ð4Þ

Λ∗ rð Þ = Λ rð Þ −Λmin
Λmax −Λmin

= ϕ
Λ rð Þ − 1
1 − ϕ

: ð5Þ

Equation (5) is used to normalize lacunarity, which can
exclude the influence of porosity.

Succolarity is one of the crucial parameters of fractal
geometry, which indicates the ability of fluid flowing inside
the medium, that is, the extent to which the fluid in the pore
is permeable or flowing. It can be used to measure the con-
nectivity of the patterns or structures in different directions.

The algorithm of succolarity is also based on the box-
counting method, which evaluates the fluid flow ability in
different flow directions by applying a virtual pressure
field. The value of succolarity can be characterized as the
pressure coverage value divided by the maximum possible
coverage value [31]:

Su BS kð Þ, dirð Þ = ∑n
k=1OP BS kð Þð Þ × PR BS kð Þ, pcð Þ

∑n
k=1OP BS kð Þð Þ ×max PR BS kð Þ, pcð Þ :

ð6Þ

3.3. Permeability Calculation. In order to study the relation-
ship between complex microstructure and macroscopic seep-
age property of the gas hydrate reservoir, we selected the
absolute permeability, which is associated with the sample
structure, as the research object. Absolute permeability k of
the rock core is the permeability measured when only one
fluid (single phase) flows through the pores of the rock, the
fluid does not react with the rock, and the flow of fluid is
based on Darcy’s law of linear percolation. When a single-
phase fluid with viscosity μ flows through a porous medium
whose cross-section is A, length is L, and pressure difference
is ΔP, the amount of fluid Q flowing through the rock pores
within a unit time is

Q = AkΔP
μL

: ð7Þ

Based on Equation (7), the absolute permeability of the
six samples was simulated using the finite volume method
(FVM) [32]. Avizo® 9 software is employed to convert the
six binary graphic models into FVM models for the absolute
permeability simulation. Simulation work is done with the
Avizo XLab Hydro Extension module which assumes that
the fluid was laminar and the viscosity was 0.001Pa·s. The
velocity-pressure coupling solver is used, and the absolute
convergence factor is 1 × 10−4. The fluid flow governing
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(a) (b)

Figure 2: (a) Binarized image; (b) numerical image of the portion inside the red line.

G1 G2 G3 G4 G5 G6

B1 B2 B3 B4 B5 B6

Figure 3: Original grayscale images (G) and binarized images (B, 5123 pixels) of six hydrate reservoir samples. In the binarized images, the
gray portion indicates the pores, and the white part indicates the solid.

(a) (b)

Figure 4: The three-dimensional images of conventional sandstone reservoir cores (Cores a and b) used for comparison. The gray portion
indicates the pores, and the white part indicates the solid.
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equation is the Navier-Stokes (N-S) equation with the pres-
sure gradient along the direction of calculated permeability.
Fluid circulates only in the core, and the core boundary is
non-circulating. After completion of the iterations, the flow
at the outlet can be obtained. Then, the permeability of each
rock sample can be calculated by Darcy’s law.

4. Results and Discussion

Figure 3 (G1-G6) shows original grayscale images of the six
samples. The pores of the hydrate reservoir samples in
Shenhu Area possess ring-like boundaries, which are derived
from microorganisms such as diatoms. After a series of

100000 130000 100000 130000

100000 130000 100000 130000

100000 130000 100000 130000

(5) (6)

(3) (4)

(1) (2)

Figure 5: The pressure field (Pa) distributed on y direction of the permeability simulation of the six hydrate samples.
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preprocessing procedures conducted, the binarized pore
structure images of the six samples are obtained, which are
expressed in Figure 3 (B1-B6).

In order to better illustrate the special physical properties
of hydrate reservoir samples, we selected two conventional
sandstone cores for comparison. The pixel number and pixel
resolution for CT images of sandstone cores shown in
Figure 4 are 5123 and ~1μm. According to Figures 3 and 4,
unlike the irregular intergranular pores of conventional
sandstone reservoirs, the pore morphology of the hydrate
reservoir mostly turns out to be spherical and uniform in
the image. The reason is that the hydrate reservoirs are
mainly composed of fine silt particles with good sorting, so
that the intergranular pores are consequently regular. In
addition, the hydrate reservoir is greatly affected by microbial
processes during diagenesis, which leads to the existence of
spheroidal bioclastics and interdental pores.

4.1. Porosity and Permeability. After the binarized images
shown in Figures 3 and 4 obtained, porosity and permeability
can be calculated based on these images. Figure 5 illustrates
the pressure field distributed on y direction of permeability
simulation of the six hydrate samples. Table 1 shows the
porosity and absolute permeability of hydrate Samples 1-6
and conventional sandstone Cores a and b. The ranges of
porosity and absolute permeability of eight samples and cores
are 0.17~0.39 and 18.48~1497.73mD, respectively. The sim-
ulation results on Core 1 x, Core 3 z, and Core 6 z express
that the pressure field and the velocity field are opposite in
direction, which results in the inability to calculate the per-
meability. And the cause of this condition is presumed to
be the absence of connected pores on these directions.

According to the data in Table 1, the hydrate sample exhibits
higher porosity and lower permeability compared with the
conventional sandstone core, and the porosity and perme-
ability are poorly correlated (as shown in Figure 6, the corre-
lation coefficient is only 0.4669). That is, the porosity of
Sample 1, 2, and 3 is 0.22, 0.26, and 0.17, respectively, but
the absolute permeability is much smaller than that of sand-
stone Core a, whose porosity is 0.18. The porosity of hydrate
Sample 4 and Sample 5 has reached a high level at about 0.3,
but the permeability is only an average of 200mD. When the
porosity of conventional sandstone Core b is greater than
0.3, the permeability can reach more than 1000mD. As for
Sample 6, although the porosity is also approximately 0.2,
its permeability is more than twice of that of Sample 1, 2,
and 3. In summary, the permeability of the hydrate sample
is lower than that of the conventional sandstone core and
the distribution is complex, having poor correlation with
the porosity. It is necessary to carry out further analysis for
the microscopic pore structure of the sample by using fractal
theory to find out the seepage mechanism.

4.2. Fractal Dimension and Permeability. The 3D fractal
dimensions of hydrate samples and sandstone cores are cal-
culated by the box-counting method based on Equation (3).
The range of 3D fractal dimension of eight samples and cores
is 2.70~2.85. The fractal dimension characterizes a complex
feature of the overall pore distribution, which is generally
affected by many factors, especially porosity. The larger the
porosity, the larger the fractal dimension, and the more com-
plex the pore space distribution develops. From this perspec-
tive, in the case of low porosity, hydrate samples exhibit a
high fractal dimension compared with conventional sand-
stone cores (Samples 1, 2, 3, and 6 > Core a and Sample 4 >
Core b), which proves that the distribution of pore space of
the hydrate sample is more complicated than that of the con-
ventional sandstone cores (Table 2).

4.3. Lacunarity and Permeability. In order to observe lacu-
narity (heterogeneity) of different samples and cores more
intuitively, medians of the normalized values at different
scales are listed in Table 3. The range of lacunarity midvalue
of eight samples and cores is 0.168~0.447. Among the
hydrate samples with smaller porosity, it can be seen that
though the porosities of Sample 1, 2, 3, and 6 are similar, per-
meability of Sample 6 is almost double of that of Sample 1, 2,
and 3. The results indicate that with the heterogeneity of
sample increases, the permeability decreases. The reason is
that when porosity is small, permeability of the hydrate

Table 1: Calculated physical properties of hydrate samples and sandstone cores on three directions.

Physical properties
Samples

1 2 3 4 5 6 Core a Core b

Porosity 0.22 0.26 0.17 0.33 0.29 0.21 0.18 0.39

Permeability (mD)

x — 51.09 36.84 260.81 130.45 94.62 196.53 1497.73

y 54.65 36.40 41.35 214.13 336.14 101.18 118.68 1433.94

z 23.67 18.48 — 200.55 278.47 — 175.53 1496.86

y = 3403.4x2.5334

R2 = 0.4669

0

50

100

150

200

250

300

350

0.15 0.2 0.25 0.3 0.35

Pe
rm

ea
bi

lit
y 

(m
D

)

Porosity

Figure 6: Fitting schematic diagram of porosity and permeability of
six hydrate samples (permeability is taken on y direction).
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sample with uniform pore distribution depends on the con-
nectivity of pore throats. That is, the stronger the pore distri-
bution heterogeneity of the hydrate sample, the worse the
connectivity of the pore throats, and the smaller the perme-
ability in consequence. Therefore, for a hydrate sample with
a small porosity, the smaller the calculated lacunarity (the
weaker the heterogeneity), the easier it is to exhibit a larger
permeability. That is, the stronger the pore distribution het-
erogeneity of the hydrate sample, the worse the pore throat
connectivity, and the smaller the permeability consequently.
Therefore, for a hydrate sample with small porosity, the
smaller the calculated lacunarity (the weaker the heterogene-
ity), the more likely it is to possess higher permeability.

On the other hand, hydrate samples with larger porosity
and sandstone cores show that the stronger the heterogene-
ity, the higher the permeability. Namely, Core a is more het-
erogeneous in the case of possessing smaller porosity, and its

permeability is basically not lower than Samples 4 and 5;
Sample 5 has a lower porosity than Sample 4, but it is highly
heterogeneous, and the permeabilities in two directions are
greater than Sample 4. The reason is that in the hydrate sam-
ples with larger porosity and sandstone cores, the distribu-
tion of pore space has already formed pore throats for fluid
flow. Currently, the greater the heterogeneity of the pore dis-
tribution, the larger the diameter of the pore throats, which
consequently leads to the higher permeability. Therefore, in
hydrate samples with large porosity and all sandstone cores,
the larger the calculated lacunarity (the stronger the hetero-
geneity), the greater the permeability.

4.4. Succolarity and Permeability. Table 4 shows the calcu-
lated value of the 3D succolarity on six directions of six
hydrate samples. The range of the results is 0.0024~0.3312.
It can be seen that, except for Sample 3, hydrate samples have
little difference in succolarity values on all directions. Since
succolarity can characterize the physical significance of the
anisotropic characteristics of core pore structure distribution,
the hydrate sample pore structure has no obvious anisotropic
characteristics. For Sample 3, the extremely small succolarity
value on z direction also indicates that there is no connected
pores in this direction, which explains why the permeability
cannot be calculated.

Figure 7 is a schematic diagram showing the fitting of
succolarity and permeability on different positive directions
of six hydrate samples (except Sample 1 x, Sample 3 z, and
Sample 6 z, on which direction the permeability cannot be
calculated). It can be seen that, succolarity values of the
hydrate samples show a good correlation with the permeabil-
ities (correlation coefficient is 0.663). The cause of the incom-
plete fitting is that the pore radius of Sample 5 is larger
(Figure 5), which results in a higher permeability, however

Table 2: Calculated 3D fractal dimensions of six hydrate samples and two sandstone cores.

Parameter
Samples

1 2 3 4 5 6 Core a Core b

Fractal dimension 2.77 2.79 2.71 2.85 2.81 2.78 2.70 2.85

Table 3: Midvalue of 3D lacunarity of six hydrate samples and two sandstone cores under different-scale normalizations.

Parameter
Samples

1 2 3 4 5 6 Core a Core b

Lacunarity midvalue 0.348 0.447 0.443 0.168 0.293 0.204 0.409 0.401

Table 4: Calculated 3D succolarity value of six hydrate samples on different directions.

Direction
Succolarity

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6

x-positive 0.0924 0.1335 0.0296 0.3293 0.2754 0.1710

x-negative 0.0917 0.1685 0.0149 0.3009 0.2366 0.1585

y-positive 0.1051 0.1498 0.0439 0.3149 0.2635 0.1405

y-negative 0.0902 0.1566 0.0432 0.3218 0.2568 0.1830

z-positive 0.0949 0.1595 0.0024 0.3312 0.2486 0.1603

z-negative 0.0897 0.1784 0.0385 0.2962 0.2692 0.1683

y = 20.357e7.6874x

R2 = 0.663
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Figure 7: The fitting curve of succolarity and permeability for six
hydrate samples on different positive directions.
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the effect of pore radius has not been considered by succolar-
ity. Even so, compared with porosity, succolarity can be used
to fit the permeability and establish a prediction model,
which gives a certain theoretical guidance to the changing
rule of hydrate reservoir permeability.

5. Conclusions

In this study, six natural gas hydrate samples are conducted
with CT scanning to get the pore structure, which are used
to calculate the porosity, permeability, and fractal parame-
ters. The results show that the fractal parameter can quanti-
tatively characterize the pore structure and analyze the
change of permeability of the hydrate reservoir. The follow-
ing conclusions can be derived:

(a) Compared with the conventional sandstone cores,
the hydrate samples show higher porosity and lower
permeability, and the correlation between porosity
and permeability is poor

(b) From the comparison results of the fractal dimen-
sion, hydrate samples possess higher fractal dimen-
sion than conventional sandstone cores and the
structural development is more complicated

(c) From the results of lacunarity calculation, it turns
out that for hydrate samples with smaller porosity,
with the lacunarity of pore distribution (the weaker
the heterogeneity) decreases, the permeability
increases; for the hydrate samples with larger poros-
ity and sandstone cores, with the lacunarity of pore
distribution (the stronger the heterogeneity)
increases, the permeability increases

(d) According to calculation results of succolarity, hydrate
samples basically show nonanisotropic development
characteristics. It is clear that the correlation between
the succolarity value and the permeability value is
high. Therefore, a predictive model of permeability
can be built to provide theoretical support for hydrate
reservoir development
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Hydraulic properties of hydrate-bearing sediments are largely affected by the maximum size of pores occupied by fluids. However,
effects of host particle properties on the maximum size of fluid-occupied pores within hydrate-bearing sediments remain elusive,
and differences in the maximum equivalent, incircle, and hydraulic diameters of fluid-occupied pores evolving with hydrate
saturation have not been well understood. In this study, numerical simulations of grain-coating and pore-filling hydrate
nucleation and growth within different artificial porous media are performed to quantify the maximum equivalent, incircle, and
hydraulic diameters of fluid-occupied pores during hydrate formation, and how maximum diameters of fluid-occupied pores
change with hydrate saturation is analyzed. Then, theoretical models of geometry factors for incircle and hydraulic diameters
are proposed based on fractal theory, and variations of fluid-occupied pore shapes during hydrate formation are discussed.
Results show that host particle properties have obvious effects on the intrinsic maximum diameters of fluid-occupied pores and
introduce discrepancies in evolutions of the maximum pore diameters during hydrate formation. Pore-filling hydrates reduce
the maximum incircle and hydraulic diameters of fluid-occupied pores much more significantly than grain-coating hydrates;
however, hydrate pore habits have minor effects on the maximum equivalent diameter reduction. Shapes of fluid-occupied pores
change little due to the presence of grain-coating hydrates, but pore-filling hydrates lead to much fibrous shapes of fluid-
occupied pores.

1. Introduction

Natural gas hydrates vastly stored in marine sediments along
the continental margins have a great potential to become one
of global unconventional hydrocarbon energy resources
[1–3]. Currently, the exploitation of this potential energy
resource is still not economically feasible and requires inno-
vative production methods and techniques [4, 5]. New
methods and techniques should be well evaluated by numer-
ical simulators prior to field applications, and results of these
numerical evaluations largely depend on proper character-
izations of coupled processes and appropriate quantifications
of physical properties of hydrate-bearing sediments [6–9].

Hydraulic properties of hydrate-bearing sediments are quite
crucial [10–12], and they still represent an ongoing research
issue although great effort has been made [13–16].

Hydraulic properties (e.g., saturated water permeability,
water retention curve, and relative permeability to water
and gas) of hydrate-bearing sediments are inherently gov-
erned by pore-scale structures of the solid matrix and pores
[17–20]. The pore space occupied by water and/or gas within
hydrate-bearing sediments shrinks due to solid hydrate for-
mation, and structures of fluid-occupied pores can be highly
diverse due to different hydrate pore habits (e.g., grain-
coating and pore-filling) even though hydrate saturations are
identical. These diverse pore structures are experimentally
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observed, and how they change during hydrate formation or
dissociation has been quantified by using varieties of parame-
ters with clear physical significances. Examples include poros-
ity, shape factor, Euler characteristic of individual hydrate
cluster, fractal dimensions, pore surface, and pore volume
and size [21–24]. Various pore sizes (e.g., the critical, mean,
and maximum pore sizes) have been correlated to the hydrau-
lic permeability of porous media, and larger pore sizes
generally lead to higher values of the hydraulic permeability
[25–27]. Hydraulic properties of porous media are signifi-
cantly affected by the maximum pore size [27–29], and the
maximum pore size is experimentally and theoretically
correlated with porosity, permeability, and particle size
[30–33]. Grain sizes of marine sediments hosting natural gas
hydrates are of a wide range from clays and silts to coarse-
grained sands, and sand particle shapes are generally different
[34–36]. Effects of host sediments properties (e.g., porosity,
grain size, and shape) on the maximum size of fluid-
occupied pores within hydrate-bearing sediments remain elu-
sive, although papers have been published to clarify how the
maximum size of fluid-occupied pores evolve with hydrate
saturation during hydrate formation and dissociation [23, 37].

Pores and fluid channels within most porous media in
nature are generally nonspherical and noncircular [38–40].
For these irregularly shaped pores, several definitions of pore
diameter are applied to quantify pore sizes. Examples include
the equivalent diameter [41], the incircle diameter, and the
hydraulic diameter [42]. The equivalent diameter λe is a
diameter of a circle having an area equal to the pore area.
The incircle diameter λi is determined by using the maxi-
mum ball method [43], and it is widely applied to pore net-
work extractions from porous media [16, 24, 44]. The
hydraulic diameter λh is defined as λh = 4A/P, where A is
the cross-sectional area and P is the wetted perimeter of the
cross-section. The hydraulic diameter is commonly used to
simplify fluid flow in noncircular tubes and channels as
round pipe flow [17, 45, 46]. For fluid-occupied pores within
hydrate-bearing sediments, the maximum pore size is
expected to decrease with increasing hydrate saturation.
However, similarities and differences in the maximum equiv-
alent, incircle, and hydraulic diameters of fluid-occupied
pores evolving with hydrate saturation have not been well
understood.

This study is aimed at clarifying the effects of host particle
properties on the maximum size of fluid-occupied pores
within hydrate-bearing porous media and further the under-
standing of different maximum pore diameters evolving with
hydrate saturation. Grain-coating and pore-filling hydrates
are randomly nucleated and grew within different artificial
porous media to quantify the maximum equivalent, incircle,
and hydraulic diameters of fluid-occupied pores at selected
hydrate saturations, followed by analyses of maximum
fluid-occupied pore diameters changing due to the presence
of gas hydrates. Then, theoretical models for incircle and
hydraulic diameter-related geometry factors are proposed
based on the fractal theory, and these proposed models are
further applied to provide insights into the hydrate satura-
tion and morphology-dependent pore shape changes during
hydrate formation.

2. Methods

Ten square images of artificial porous media shown in
Figure 1(a) are generated by using the method of [47] for fur-
ther numerical simulations of hydrate nucleation and growth
in this study. Each of these porous media is constructed by
randomly placing black particles with unrestricted overlap
into a white square image until the desired porosity has been
reached. The porosity is calculated as the ratio of white over
total pixel numbers in a square image, and the square image
has a side length of 300 pixels. The shape of a solid particle is
characterized by using a concept of sphericity which is
defined as S = 2

ffiffiffiffiffiffiffiffi
πAs

p
/Ps, where As is the area and Ps is the

perimeter of the solid particle [48]. Particle sphericity values
are normally no bigger than 1, and S = 1 represents a circular
solid particle. In addition, S = 0:86 stands for an elliptical
solid particle with a major over minor diameter ratio of 2,
and S = 0:76 for a diameter ratio of 3. Sphericity and size
values of solid particles used for porous media constructions
are summarized in Figure 1(b), and Figure 1(c) shows the
intrinsic porosity and median particle diameter map for
those artificial porous media.

Random nucleation and growth of grain-coating and
pore-filling hydrates within artificial porous media is numer-
ically simulated by using the method of [37]. These numeri-
cal simulations continually calculate minimum distances ds
of fluid-occupied pore pixels to solid particle and hydrate
pixels, and fluid-occupied pore pixels are selectively turned
into hydrate pixels until the desired hydrate saturation Sh
has been reached. Different nucleation and growth prefer-
ences represent different hydrate pore habits. Grain-coating
hydrate nucleation and growth is simulated by stochastically
changing candidate pore pixels with ds = 1 px into hydrate
pixels. Pore-filling hydrate nucleation and growth is modeled
by preferentially seeding hydrate in candidate pore pixels
with the highest ds, followed by randomly changing
hydrate-touched pore pixels into hydrate pixels, and the
value of the growth parameter is set to be 0.7 in this study.
Each case of numerical simulations is 100 times performed
to obtain probabilistically acceptable results. For more
details, please refer to our previous paper [37].

The maximum equivalent Λe, incircle Λi, and hydraulic
Λh diameters of fluid-occupied pores within hydrate-
bearing porous media are quantified from Sh = 0 to Sh = 0:8
at intervals of Sh = 0:1. When a preselected hydrate satura-
tion is reached, fluid-occupied pores are extracted from
hydrate-bearing porous media by using the function named
“bwlabel” with n = 4 (i.e., 4 connected pixels) in MATLAB
2016Ra, followed by calculations of the area and perimeter
for all the fluid-occupied pores. Calculated values of the area
and perimeter are further used to determine values of equiv-
alent λe and hydraulic λh diameters, and the incircle diame-
ter λi is quantified by using minimum distance ds values.
Assuming that there is a rectangular fluid-occupied pore with
side lengths of 5 px and 6px in hydrate-bearing porous media
(Figure 2(a)), the equivalent diameter is calculated to be
λe = 6:2 px, the incircle diameter λi = 5:0 px, and the hydrau-
lic diameter λh = 5:5 px according to their definitions
(Figure 2(b)). Values of the maximum equivalent, incircle,
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and hydraulic diameters of pores within hydrate-free porous
media are determined and summarized in Figure 2(c) as
intrinsic maximum pore diameters.

3. Results

The maximum equivalent Λe, incircle Λi, and hydraulic Λh
diameters of fluid-occupied pores within ten images of
porous media containing gas hydrates are shown in
Figure 3, and all the pore diameters decrease with increasing
hydrate saturation Sh. The average value of intrinsic maxi-
mum equivalent diameters Λe0 of fluid-occupied pores
within ten porous media (Figure 1(a)) is 154:7 ± 41:1 px with
a confidence interval of 95.4% (the same below), and it
decreases to 29:7 ± 16:7 px (19.2% of the intrinsic value)
and 5:6 ± 1:3 px (3.6% of the intrinsic value) when hydrate
saturation Sh is 0.8 for grain-coating (Figure 3(a)) and
pore-filling (Figure 3(b)) hydrates, respectively. The average
value of intrinsic maximum incircle diameters Λi0 of fluid-
occupied pores within ten porous media is 47:8 ± 23:3 px,
and it decreases to 28:0 ± 16:7 px (58.6% of the intrinsic

value) for grain-coating hydrates (Figure 3(c)) and 1:0 ± 0:0
px (2.1% of the intrinsic value) for pore-filling hydrates
(Figure 3(d)) when Sh = 0:8. The average value of intrinsic
maximum hydraulic diameters Λh0 of fluid-occupied pores
within ten porous media is 19:7 ± 9:1 px, and it decreases to
10:7 ± 3:7 px (54.3% of the intrinsic value) and 4:7 ± 0:6 px
(23.9% of the intrinsic value) when Sh = 0:8 for grain-
coating (Figure 3(e)) and pore-filling (Figure 3(f)) hydrates,
respectively. It is obvious that pore-filling hydrates reduce
values of the maximum equivalent, incircle, and hydraulic
diameters more efficiently than grain-coating hydrates when
Sh = 0:8, and the maximum hydraulic diameter is the least
sensitive to hydrate saturation.

Host particle properties (e.g., intrinsic porosity, particle
size, and sphericity) obviously affect the intrinsic maximum
equivalent Λe0, incircle Λi0, and hydraulic Λh0 diameters of
fluid-occupied pores (Figure 2(c)) and introduce diversities
(41.1 px for Λe0, 23.3 px for Λi0, and 9.1 px for Λh0) in values
of the intrinsic maximum pore diameter. All the intrinsic
diversities decrease due to the presence of gas hydrates, and
this implies that effects of host particle properties decrease
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Figure 1: Artificial porous media for further numerical simulations of hydrate nucleation and growth in this study. (a) Square images of
artificial porous media constructed by randomly placing and freely overlapping particles. The side length of square images is 300 px. Black
color represents solid particles, and white color stands for fluid-occupied pores. (b) Size d and sphericity S of solid particles used for
porous media constructions. (c) Intrinsic porosity ϕ0 of artificial porous media and median diameter d50 of solid particles.
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with increasing hydrate saturation. In addition, pore-filling
hydrates (Figures 3(b), 3(d), and 3(f)) have more significant
effects on the intrinsic diversity reductions than grain-
filling hydrates (Figures 3(a), 3(c), and 3(e)) when Sh = 0:8.

In order to obtain further understandings of hydrate sat-
uration and morphology-dependent maximum equivalent,
incircle, and hydraulic diameters, Figure 4 shows normalized
maximum equivalent Λe

∗, incircle Λi
∗, and hydraulic Λh

∗

diameters of fluid-occupied pores within hydrate-bearing
porous media. Normalized maximum pore diameters are
defined as ratios of maximum pore diameters within
hydrate-bearing over hydrate-free porous media. All the
values of normalized maximum equivalent diameters Λe

∗

of fluid-occupied pores within porous media containing

grain-coating (Figure 4(a)) and pore-filling (Figure 4(b))
hydrates generally fall into the region between upper Λe

∗ =ffiffiffiffiffiffiffiffiffiffiffiffi1 − Sh
p

and lower Λe
∗ = 1 − ffiffiffiffiffi

Sh
p

curves, with Λe
∗ values

partially lower than 1 − ffiffiffiffiffi
Sh

p
when hydrate saturation is lower

(i.e., Sh < 0:5) for grain-coating hydrates and higher (i.e., Sh
> 0:5) for pore-filling hydrates. These two models are
derived based on the assumption that gas hydrates uniformly
grow into all pores with different sizes, and for their deriva-
tions, refer to [29, 37]. Pore-filling hydrates reduce normal-
ized maximum incircle (Figure 4(d)) and hydraulic
(Figure 4(f)) diameters of fluid-occupied pores more signifi-
cantly than grain-coating hydrates (Figures 4(c) and 4(e)).
Normalized maximum incircle and hydraulic diameters of
fluid-occupied pores decreasing due to the presence of
grain-coating hydrates (Figures 4(c) and 4(e)) can be gener-
ally described by using Λi,e

∗ = ffiffiffiffiffiffiffiffiffiffiffiffi1 − Sh
p

. Normalized maxi-
mum incircle diameter Λi

∗ of fluid-occupied pores within
porous media containing pore-filling hydrates decreases with
increasing hydrate saturation as Λi

∗ = ð1 − ffiffiffiffiffi
Sh

p Þ/2 when Sh
> 0 in a general trend (the blue dot curve in Figure 4(d)),
and normalized maximum hydraulic diameter can be gener-
ally depicted by using Λh

∗ = 1 − ffiffiffiffiffi
Sh

p
(Figure 4(f)).

An empirical model Λe,i,h
∗ = 1 − ð1 −mÞ ffiffiffiffiffi

Sh
p

−mSh
n [23,

37] is applied to fit values of different normalized maximum
pore diameters, and values of empirical parameters are sum-
marized in Figure 4(g). The empirical model is an alternative
form for the weighted average of theoretical models 1 − ffiffiffiffiffi

Sh
p

for pore-filling hydrates and
ffiffiffiffiffiffiffiffiffiffiffiffi1 − Sh

p
for grain-coating

hydrates [23]. Values of empirical parameters m and n are
largely controlled by hydrate pore habits. For grain-coating
hydrates, the normalized maximum equivalent diameter of
fluid-occupied pores can be described by setting m = 0:067
and n = 70:6, normalized maximum incircle diameter by set-
ting m = 0:71 and n = 5:98, and normalized maximum
hydraulic diameter by setting m = 0:51 and n = 19:4. For
pore-filling hydrates, the normalized maximum equivalent
diameter of fluid-occupied pores can be described by setting
m = 0:95 and n = 0:70, normalized maximum incircle diame-
ter by setting m = 0:55 and n = 0:10, and normalized maxi-
mum hydraulic diameter by setting m = 0:50 and n = 0:79.

4. Discussion: Pore Shape Changes due to
Hydrate Formation

Fractal theory is widely used to characterize pore-scale struc-
tures and investigate various physical (e.g., hydraulic and
electrical) properties of porous media [49, 50]. In these inves-
tigations, pores within porous media are treated as circles
with equivalent areas in the two-dimensional space, and the
maximum equivalent diameter Λe can be calculated as [50]

Λe =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
π

2 −Df
Df

ϕ

1 − ϕ
Atot

s
, ð1Þ

where Atot is the total area of porous media, ϕ is porosity, and
Df is pore-size fractal dimension [28] which can be deter-
mined by using the box-counting method [51].
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Figure 2: Equivalent, incircle, and hydraulic diameters of fluid-
occupied pores within hydrate-bearing and hydrate-free porous
media. (a) A pixel map of a rectangular pore occupied by fluids
within hydrate-bearing porous media. Light gray pixels stand for
the fluid-occupied pore with side lengths of 5 and 6 px, while dark
gray pixels represent solid particle and hydrate pixels. Area A of
the pore is 30 px2, and perimeter P is 22 px. Symbol ds represents
the minimum distances of pore pixels to solid particle and hydrate
pixels, and the maximum value ðdsÞmax in the rectangular pore is
3 px. (b) Values of equivalent λe, incircle λi, and hydraulic λh
diameters for the rectangular pore shown in (a). (c) Values of
intrinsic maximum equivalent Λe0, incircle Λi0, and hydraulic Λh0
diameters in hydrate-free artificial porous media shown in
Figure 1(a).

4 Geofluids



For the case that size of a pore within porous media is
quantified by using incircle diameter λi (Figure 5(a)), area
Ap of the pore can be calculated as

Ap = ciπ
λi
2

� �2
, ð2Þ

and ci is a geometry factor for incircle diameter. For refer-
ences, the geometry factor for incircle diameter ci = 4/π for
square-shaped pores, ci = ð3 ffiffiffi

2
p Þ/π for regular triangle-

shaped pores, and ci = 1 for circular pores. Then, the maxi-
mum incircle diameter Λi can be easily calculated as

Λi =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
ci

4
π

2 −Df
Df

ϕ

1 − ϕ
Atot

s
: ð3Þ

If hydraulic diameter λh is used to quantify sizes of pores
within porous media (Figure 5(a)), area Ap of an individual
pore can be calculated as

Ap = chπ
λh
2

� �2
, ð4Þ

and ch is a geometry factor for hydraulic diameter. For refer-
ences, the geometry factor for hydraulic diameter ch = 4/π for
square-shaped pores, ch = ð3 ffiffiffi

3
p Þ/π for regular triangle-

shaped pores, and ch = 1 for circular pores. Then, the maxi-
mum hydraulic diameter Λh can be easily calculated as

Λh =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
ch

4
π

2 −Df
Df

ϕ

1 − ϕ
Atot

s
: ð5Þ
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Figure 3: The maximum equivalentΛe, incircleΛi, and hydraulicΛh diameters of fluid-occupied pores within hydrate-bearing porous media
evolving with hydrate saturation Sh. The maximum equivalent diameter Λe for grain-coating (a) and pore-filling (b) hydrates. The maximum
incircle diameter Λi for grain-coating (c) and pore-filling (d) hydrates. The maximum hydraulic diameter Λh for grain-coating (e) and pore-
filling (f) hydrates.
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If grain-coating hydrates uniformly grow in pores with
different sizes and do not alter the shape of fluid-occupied
pores (Figure 5(b)), area Apc, incircle λic, and hydraulic λhc

diameters of these pores decrease with increasing hydrate sat-
uration Sh as Apc = Ap0ð1 − ShÞ, λic = λi0

ffiffiffiffiffiffiffiffiffiffiffiffi1 − Sh
p

, and λhc =
λi0

ffiffiffiffiffiffiffiffiffiffiffiffi1 − Sh
p

, respectively. In these equations, subscript 0
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Fitting model

Hydrate behaviors Grain-coating hydrates

Model parameters m n R2 m n R2

Equivalent diameter 0.067 70.6 0.8817 0.95 0.70

Pore-filling hydrates

0.8832

Incircle diameter 0.71 5.98 0.9148 0.55 0.10 0.9340

Hydraulic diameter 0.51 19.4 0.7158 0.50 0.79 0.8784

Sh – mSh
nΛ⁎ = 1 – (1 – m)

(g)

Figure 4: Normalized maximum equivalent Λe
∗, incircle Λi

∗, and hydraulic Λh
∗ diameters of fluid-occupied pores within hydrate-bearing

porous media evolving with hydrate saturation Sh. Normalized maximum equivalent diameter Λe
∗ for grain-coating (a) and pore-filling (b)

hydrates. Normalized maximum incircle diameter Λi
∗ for grain-coating (c) and pore-filling (d) hydrates. The blue solid dot curve in (d) is

drawn by Λi
∗ = ð1 − ffiffiffiffiffi

Sh
p Þ/2 when Sh > 0 and Λi

∗ = 1 when Sh = 0. Normalized maximum hydraulic diameter Λh
∗ for grain-coating (e)

and pore-filling (f) hydrates. (g) A fitting model and its parameter values for descriptions of different pore diameters changing with
hydrate saturation. The fitting model is drawn as black dashed curves in (a–f).
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represents the intrinsic (i.e., hydrate-free) condition and sub-
script c stands for grain-coating hydrates. Then, it is easy to
obtain

cic = ci0, ð6Þ

according to Equation (2), and

chc = ch0, ð7Þ

based on Equation (4). Normalized geometry factor cic
∗ for

incircle diameter in porous media containing grain-coating
hydrates can be defined as

cic
∗ = cic

ci0
= 1, ð8Þ

according to Equation (6), and normalized geometry factor
chc

∗ for hydraulic diameter as

chc
∗ = chc

ch0
= 1, ð9Þ

according to Equation (7).
If pore-filling hydrates uniformly grow in pores with

different sizes and the hydrate shape is identical with the
intrinsic pore shape (Figure 5(c)), area Apf , incircle λif , and
hydraulic λhf diameters of these pores decrease with increas-
ing hydrate saturation Sh as Apf = Ap0ð1 − ShÞ, λif = λi0ð1 −ffiffiffiffiffi
Sh

p Þ/2, and λhc = λi0ð1 −
ffiffiffiffiffi
Sh

p Þ, respectively. In these equa-
tions, subscript f represents pore-filling hydrates. Then, it is
easy to obtain

cif =
4 1 + ffiffiffiffiffi

Sh
p� �

1 − ffiffiffiffiffi
Sh

p ci0, ð10Þ

according to Equation (2), and

chf =
1 + ffiffiffiffiffi

Sh
p

1 − ffiffiffiffiffi
Sh

p ch0, ð11Þ

based on Equation (4). Equation (10) is applicable for Sh > 0,
and cif = ci0 when Sh = 0. Normalized geometry factor cif

∗ for
incircle diameter in porous media containing pore-filling
hydrates can be defined as

cif
∗ = cif

ci0
= 4 1 + ffiffiffiffiffi

Sh
p� �

1 − ffiffiffiffiffi
Sh

p , Sh > 0, ð12Þ

according to Equation (10), and normalized geometry factor
chf

∗ for hydraulic diameter as

chf
∗ = chf

ch0
= 1 + ffiffiffiffiffi

Sh
p

1 − ffiffiffiffiffi
Sh

p , ð13Þ

according to Equation (11).
Values of the pore-size fractal dimension for fluid-

occupied pores within porous media containing grain-
coating and pore-filling hydrates are summarized in
Tables 1 and 2, respectively. The pore diameter ratio β
defined as the ratio of the minimum over maximum pore
diameters can be calculated by [52]

β = ϕ1/ 2−Dfð Þ, ð14Þ

and values of the pore diameter ratio within porous media
containing grain-coating and pore-filling hydrates are shown
in Figure 6. It is obvious that all the β values are generally
smaller than 1:0 × 10−2, and the fractal theory can be used
to analyze properties of porous media containing gas
hydrates in this study [52].

Values of geometry factor ci for incircle diameter within
hydrate-bearing porous media can be calculated by using
Equations (3), where Atot = 300 × 300 px2. Geometry factors

(a) (b) (c)

Figure 5: Irregularly shaped pores within hydrate-free and hydrate-bearing porous media. Gray color stands for solid particle, white for fluid-
occupied pores, and yellow for gas hydrates. Red dashed circles represent incircles quantifying fluid-occupied pores. (a) Irregularly shaped
pores with different sizes in hydrate-free porous media. (b) Irregularly shaped pores in porous media containing grain-coating hydrates.
Gas hydrates uniformly grow in all pores with different sizes, and the shape of fluid-occupied pores before and after hydrate formation is
unchanged. (c) Irregularly shaped pores in porous media containing pore-filling hydrates. Gas hydrates uniformly grow in all pores with
different sizes, and the shape of solid hydrates is identical with that of intrinsic pores within porous media.
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for incircle diameter changing due to the presence of grain-
coating and pore-filling hydrates are shown in Figures 7(a)
and 7(b), respectively. It is obvious that hydrate saturation
Sh has little effects on cic values compared with cif values.
The normalized geometry factor for incircle diameter chang-
ing due to the presence of grain-coating hydrates is shown in
Figure 7(c) and pore-filling hydrates in Figure 7(d). It is
shown that cic

∗ values generally stay close to the horizontal
red line cic

∗ = 1 (Figure 7(c)), and cif
∗ values go through an

evolutionary process from below to above the red curve
cif

∗ = 4ð1 + ffiffiffiffiffi
Sh

p Þ/1 − ffiffiffiffiffi
Sh

p
(Figure 7(d)). These discrepancies

between numerical simulated cic,f
∗ data and corresponding

theoretical models (i.e., Equations (8) and (12)) are mainly
due to differences in hydrate pore habits since grain-coating
and pore-filling hydrate growths can hardly follow the uni-
form and self-similar way (Figure 5) strictly. Based on simu-
lated data, an empirical model is proposed as

cif
∗ = 10αSh , ð15Þ

to depict how cif
∗ values evolve with hydrate saturation. Equa-

tion (15) with α = 3:7 can capture the essential physics of pore
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Figure 6: Pore diameter ratio β changing due to the presence of grain-coating (a) and pore-filling (b) hydrates within porous media. Regions
colored in light green represent fractal theory applicable conditions (i.e., β < 1:0 × 10−2).
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Figure 7: Geometry factors ci and normalized geometry factors ci
∗ for incircle diameter evolving with hydrate saturation Sh. (a) Geometry

factor for incircle diameter cic in porous media containing grain-coating hydrates. (b) Geometry factor for incircle diameter cif in porous
media containing pore-filling hydrates. (c) Normalized geometry factor for incircle diameter cic

∗ in porous media containing grain-coating
hydrates. (d) Normalized geometry factor for incircle diameter cif

∗ in porous media containing pore-filling hydrates. The red curve is
drawn by cif

∗ = 4ð1 + ffiffiffiffiffi
Sh

p Þ/ð1 − ffiffiffiffiffi
Sh

p Þ when Sh > 0, and cif
∗ = 1 at Sh = 0.
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shape changes in hydrate-bearing porous media during
hydrate formation, while α = 2:8 and α = 5:1 set the lower
and upper bounds.

Geometry factors ch and normalized geometry factors ch
∗

for hydraulic diameter evolving with hydrate saturation Sh
are shown in Figure 8. It is obvious that hydrate saturation
and morphology effects on ci and ci

∗ values are similar with
those on ch and ch

∗ values. Normalized geometry factor
chc

∗ for hydraulic diameter in porous media containing
grain-coating hydrates changes much more mildly compared
with normalized geometry factor chf

∗. The black curve in
Figure 8(d) drawn by using Equation (13) agrees well with
the general trend of chf

∗ values increasing due to the presence
of pore-filling hydrates. Based on simulated data, another
empirical model is proposed for the normalized geometry
factor cif

∗ prediction, which is

chf
∗ = 1 + ηSh

2, ð16Þ

with η = 15 describing the general trend, η = 3 setting the
lower bound, and η = 50 setting the upper bound.

In general, grain-coating hydrates barely change while
pore-filling hydrates significantly enhance cic

∗ and chc
∗

values, and perimeters of fluid-occupied pores decrease with
an increase in grain-coating hydrate saturations but increase
due to the presence of pore-filling hydrates according to their
definitions. This implies that shapes of fluid-occupied pores
do not obviously change due to the presence of grain-

coating hydrates, but they alter to be more fiber-shaped when
pore-filling hydrates occur.

5. Conclusions

This study numerically simulates random nucleation and
growth of grain-coating and pore-filling hydrates within arti-
ficial two-dimensional porous media to quantify the maxi-
mum equivalent, incircle, and hydraulic diameters of fluid-
occupied pores, and how maximum pore diameters evolve
due to the presence of gas hydrates is analyzed. Theoretical
and empirical models of geometry factors for incircle and
hydraulic diameters of fluid-occupied pores are proposed
based on fractal theory, and these proposed models together
with simulated data are further applied to discuss effects of
hydrate saturation and morphology on fluid-occupied pore
shapes during hydrate formation. Main conclusions are
drawn as follows.

Intrinsic porosity, host particle size, and sphericity not
only have obvious effects on the intrinsic maximum equiva-
lent, incircle, and hydraulic diameters of fluid-occupied
pores within hydrate-free porous media but also lead to dis-
crepancies in the maximum pore diameters even through
hydrate saturation and morphology are seemly identical.

Hydrate pore habits have relatively minor effects on the
maximum equivalent diameter of fluid-occupied pores
decreasing with increasing hydrate saturation. However,
pore-filling hydrates reduce the maximum incircle and
hydraulic diameters of fluid-occupied pores much more
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Figure 8: Geometry factors ch and normalized geometry factors ch
∗ for hydraulic diameter evolving with hydrate saturation Sh. (a) Geometry

factor for hydraulic diameter chc in porous media containing grain-coating hydrates. (b) Geometry factor for hydraulic diameter chf in porous
media containing pore-filling hydrates. (c) Normalized geometry factor for hydraulic diameter chc

∗ in porous media containing grain-coating
hydrates. (d) Normalized geometry factor for hydraulic diameter chf

∗ in porous media containing pore-filling hydrates. The black curve is
drawn by chf

∗ = ð1 + ffiffiffiffiffi
Sh

p Þ/ð1 − ffiffiffiffiffi
Sh

p Þ.
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significantly than grain-coating hydrates especially when
hydrate saturation is higher. Values of normalized maximum
equivalent diameterΛi

∗ generally fall in the region limited by
upper

ffiffiffiffiffiffiffiffiffiffiffiffi1 − Sh
p

and lower 1 − ffiffiffiffiffi
Sh

p
bounds. The upper bound

can capture the essential physics of normalized maximum
incircle and hydraulic diameter reductions due to the pres-
ence of grain-coating hydrates, and the lower bound is gener-
ally consistent with values of normalized maximum
hydraulic diameter during pore-filling hydrate formation.
In addition, values of normalized maximum incircle diame-
ter Λi

∗ during the pore-filling hydrate formation approach
Λi

∗ = ð1 − ffiffiffiffiffi
Sh

p Þ/2 especially when hydrate saturation is
larger. The published empirical model Λ∗ = 1 − ð1 −mÞ ffiffiffiffiffi

Sh
p

−mSh
n can be used to predict normalized maximum equiv-

alent, incircle, and hydraulic diameters of fluid-occupied
pores during hydrate formation.

Shapes of fluid-occupied pores change little due to the
presence of grain-coating hydrates, and corresponding
geometry factors for incircle and hydraulic diameters are
generally unchanged during hydrate formation. On the con-
trary, pore-filling hydrates lead to significant variations in
fluid-occupied pore shapes (i.e., more fibrous). Normalized
geometry factor cif

∗ for incircle diameter increases with
increasing pore-filling hydrate saturation Sh as cif

∗ = 103:7Sh ,
and normalized geometry factor chf

∗ for hydraulic diameter
increases as chf

∗ = 1 + 15Sh2. Theoretical models cif
∗ = 4ð1 +ffiffiffiffiffi

Sh
p Þ/ð1 − ffiffiffiffiffi

Sh
p Þ and chf

∗ = ð1 + ffiffiffiffiffi
Sh

p Þ/ð1 − ffiffiffiffiffi
Sh

p Þ can capture
the essential physics of geometry factor enhancements due to
pore-filling hydrate formation.

In this study, how the maximum incircle pore diameter
changes with increasing hydrate saturation has a potential
to benefit two-dimensional pore network modeling of
hydraulic properties, and conclusions about the maximum
hydraulic diameter are able to facilitate capillary-bundle-
based theoretical analyses.

Data Availability

All images of artificial porous media in this study can be
downloaded from FigShare at https://figshare.com/articles/
Artificial_Porous_Media/11988594.

Additional Points

Key Points. (i) Effects of host particle properties on the max-
imum equivalent, incircle, and hydraulic diameters of fluid-
occupied pores are analyzed. (ii) Similarities and differences
in different maximum pore diameters of fluid-occupied pores
changing with hydrate saturation are clarified. (iii) Varia-
tions of fluid-occupied pore shapes due to the presence of
grain-coating and pore-filling hydrates are quantitatively
characterized.
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A pore-scale model has been developed to study the gas flow through multiscale porous media based on a two-dimensional self-
similar Sierpinski carpet. The permeability tensor with slippage effect is proposed, and the effects of complex configurations on
gas permeability have been discussed. The present fractal model has been validated by comparison with theoretical models and
available experimental data. The numerical results show that the flow field and permeability of the anisotropic Sierpinski model
are different from that of the isotropic model, and the anisotropy of porous media can enhance gas permeability. The gas
permeability of porous media increases with the increment of porosity, while it decreases with increased pore fractal dimension
under fixed porosity. Furthermore, the gas slippage effect strengthens as the pore fractal dimension decreases. However, the
relationship between the gas slippage effect and porosity is a nonmonotonic decreasing function because reduced pore size and
enhanced flow resistance may be simultaneously involved with decreasing porosity. The proposed pore-scale fractal model can
present insights on characterizing complex and multiscale structures of porous media and understanding gas flow mechanisms.
The numerical results may provide useful guidelines for the applications of porous materials in oil and gas engineering,
hydraulic engineering, chemical engineering, thermal power engineering, food engineering, etc.

1. Introduction

Fluid flow through natural and artificial porous media such
as soils, rocks, minerals, sludge, ceramics, textile, food, paper,
plants, tissues, organs, and fuel cell plays an important role in
daily life and practical applications [1–3]. The permeability
which represents the capability of a porous medium to per-
mit the flow of fluids through its pore spaces is commonly
used to characterize fluid flow through a porous medium.
In order to determine the permeability, direct experimental
measurement can be performed on a porous medium based
on Darcy’s law proposed in 1856 [4–7]. Although the mea-
sured permeability is accurate and reliable, it can only be
applied to a particular kind of porous material. With the
rapid development of computer technology, numerical simu-
lation has become an effective method to estimate the perme-
ability of porous media [8–13]. A few continuous models

including finite difference method (FDM), finite element
method (FEM), finite volume method (FVM), and Monte
Carlo method as well as lattice Boltzmann method (LBM)
have been proposed to investigate fluid flow properties in
porous media.

As one of the key macroscopic transport properties of a
porous medium, the value of permeability depends on the
microscopic structures of the medium. Therefore, pore-
scale mathematical models on fluid flow through porous
media are significant for predicting the permeability and
understanding the physical mechanisms of fluid flow
through porous media [14]. However, it is difficult to charac-
terize the complex and irregular structures of porous media
with traditional Euclidean geometry. Many porous materials
are widely accepted to indicate fractal scaling laws, and frac-
tal dimensions such as pore/mass fractal dimension, tortuos-
ity and surface fractal dimensions, Hausdorff dimension, and
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spectral dimension have been proposed to characterize the
fractal features governing the transport properties [15–21].
For example, Yu and Cheng [22] introduced pore and tortu-
osity fractal dimensions to characterize the pore structures
and presented a fractal capillary bundle model for a single-
phase flow through bidispersed porous media. Xu and Wei
et al. [23, 24] presented analytical expressions for Kozeny-
Carman constant by employing the pore fractal theory.
While, Yu et al. and Xu et al. [25, 26] proposed analytical
expressions for the relative permeability for the wetting and
nonwetting phases with the assumption that pore size distri-
bution follows statistically fractal scaling laws. Xu et al. [27]
used fractal scaling laws to characterize the size and topology
of the fracture system and presented a fractal network model
for fluid flow through fractured porous media. Recently, Cai
et al. [28] proposed a three-dimensional fractal model to
characterize heterogeneous pore sizes in a shale stratum
and presented an apparent permeability for shale. Except
for fractal dimensions, Xia et al. [29] proposed two more
fractal parameters (lacunarity and succolarity) to character-
ize the complex and irregular structures of porous media.
Among various fractal models, the exactly self-similar Sier-
pinski carpet model with the flow path of simulating a wide
range of pore sizes and configurations has long been used
as a model substrate for solving transport problems through

natural porous media [30]. This fractal geometry is com-
monly adopted to model the complex pore space geometries
of porous media, and different computational methods can
be performed to develop pore-scale mathematical models
for fluid flow through porous media [30–33]. However, most
of fractal models are limited to isotropic porous media.
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Figure 1: A schema for the construction process of the 2D Sierpinski carpet with s = 3, n = 1, εx = 1, and εy = 1: (a) i = 1, (b) i = 2, and (c) i = 3
(white and gray areas represent solid and pore phases, respectively).

Table 1: Parameters of the isotropic Sierpinski carpet models.

Group no. s n Df
ϕ

i = 1 i = 2 i = 3 i = 4 i = 5
S1 3 1 1.893 0.889 0.790 0.702 0.624 0.555

S2 4 4 1.792 0.750 0.563 0.422 0.316 0.237

S3 5 1 1.975 0.960 0.922 0.885 0.849 0.815

S4 5 9 1.723 0.640 0.410 0.262 0.168 0.107

S5 6 4 1.934 0.889 0.790 0.702 0.624 0.555

S6 6 16 1.672 0.556 0.309 0.171 0.095 0.053

S7 7 1 1.989 0.980 0.960 0.940 0.921 0.902

S8 7 9 1.896 0.816 0.666 0.544 0.444 0.363

S9 7 25 1.633 0.490 0.240 0.118 0.058 0.028

S10 8 4 1.969 0.938 0.879 0.824 0.772 0.724

S11 8 16 1.862 0.750 0.563 0.422 0.316 0.237

S12 8 36 1.602 0.438 0.191 0.084 0.037 0.016

Table 2: Parameters of the anisotropic Sierpinski carpet models.

Group no. s n Df εx εy

A1 3 1 1.893

0 1

1 0

1 1

A2 4 4 1.792

0 1

1 0

1 1

A3 5 1 1.975

0 1

0 2

1 0

1 1

1 2

2 0

2 1

2 2

A4 5 9 1.723

0 1

1 0

1 1

A5 6 4 1.934

0 1

0 2

1 0

1 1

1 2

2 0

2 1

2 2

A6 6 16 1.672

0 1

1 0

1 1
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Because of the wide range of applications of anisotropic
porous materials such as fibrous media, layered media, and
rod bundles [34, 35], the discussions on fluid flow through
anisotropic porous media are needed.

Recently, gas flow through microscale and nanoscale
porous media has attracted increasing interests from science
and engineering as it is of great significance for fuel cell,
open-cell foams, membrane, microelectromechanical system,
low-permeability reservoirs, energy storage devices, etc. [36–
43]. When the gas molecule’s mean free path is comparable
to the pore size, the gas molecules and their collision with
solid wall in the microscale and nanoscale pores takes an
important effect on the gas flow [44, 45]. According to Klin-
kenberg’s effect, the rarefied gas effect should be taken into
account for the fluid regime that the Knudsen number is
greater than 10-3. However, the influence mechanisms of
slippage effect on the permeability of anisotropic porous
media are not clear. Therefore, the present work is aimed at
developing a pore-scale model for gas flow through multi-
scale anisotropic porous media with slippage effect based
on the Sierpinski carpet model and exploring the relationship
between the macroscopic gas permeability and microscopic
structures of porous media.

2. Fractal Model

In order to characterize the multiscale structures, an exactly
self-similar Sierpinski carpet model is used to generate the

geometrical structure of the porous media. The 2D Sierpinski
carpet model can be constructed by applying recursive algo-
rithms on a void square with a size of L. Then, n square solid
particles with size of C located at coordinate ðxc, ycÞ are
removed. The same procedure is recursively applied to the
remaining squares in the next generation. Thus, the pore
phase (gray area in Figure 1) in the present Sierpinski carpet
model is exactly self-similar fractal, while the solid phase
(white area in Figure 1) is nonfractal. That is, the statistical
property of the pore size distribution of porous media can
be characterized by the 2D Sierpinski carpet model. The pore
fractal dimension can be calculated by [15, 46]:

Df =
log sDE − n

� �
log sð Þ , ð1Þ

where the scaling factor is defined as s ≡ L/C, and the Euclid-
ean dimension DE = 2 in a two-dimensional space. The area
porosity of the ith generation of the Sierpinski carpet model
can be determined by

ϕi =
sDE − n
sDE

� �i

: ð2Þ

The relationship between porosity and pore fractal
dimension can be gotten by combining Equations (1) and (2).

0,0 0,1 1,0 1,1 0,2 1,2 2,0 2,1 2,2
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Figure 2: The 3rd order of the isotropic and anisotropic Sierpinski carpet models.
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Figure 3: A comparison of present numerical results with theoretical models and experimental data: (a) permeability without slippage effect
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ϕi = si
� �Df−DE : ð3Þ

In order to quantitatively characterize the anisotropic
properties of porous media, two anisotropic factors are
introduced.

εx =
xc
C
,

εy =
xy
C
:

ð4Þ

As shown in Figure 1, the anisotropic factors of εx = 0
and εy = 0 represent an isotropic Sierpinski carpet model,
while the cases with εx ≠ 0 or εy ≠ 0 denote anisotropic
Sierpinski carpet models. Table 1 lists the calculated pore
fractal dimension and porosity of isotropic Sierpinski car-
pet models. The range of pore fractal dimension varies
from 1.602 to 1.989, and the porosity value is in the range
of 0.016 and 0.960. Due to computer capacity limitations,
only five orders of the Sierpinski carpet model were simu-
lated. The parameters of the anisotropic samples are sum-
marized in Table 2. In order to compare the gas flow
through anisotropic porous media with that of isotropic
porous media, six groups of anisotropic Sierpinski carpet
models (A1-A6) with the same pore fractal dimension
and porosity as the isotropic Sierpinski carpet models
(S1-S6) were used. Figure 2 shows an example of the 3rd
order of the isotropic and anisotropic Sierpinski carpet
models.

For the gas flow through porous media at very low Reyn-
olds numbers, the inertial term in the Navier-Stokes equa-

tions can be neglected. Thus, the governing equations for a
steady peristaltic flow of the incompressible Newtonian fluid
through the Sierpinski carpet models are the continuity equa-
tion for the conservation of mass and Stokes equations for
the conservation of momentum.

ρ∇ ⋅ u = 0 ð5Þ

∇ ⋅ PI +Hð Þ + F= 0 ð6Þ
where ρ is the fluid density, u is the velocity vector, P is the
pressure, I is the unit diagonal matrix, F is the volume force
vector, H = μð∇u + ð∇uÞTÞ is the viscous stress tensor, and
μ is the dynamic viscosity. It was assumed that there are no
viscous effects at the slip wall, and hence, the slippage bound-
ary on the solid particles can be expressed by

u ⋅ n = 0 ð7Þ

H − H ⋅ nð Þn = 0 ð8Þ
where n is the normal vector of the flow direction. While the
fluid velocity relative to the wall velocity is zero for the no-
slip boundary condition on a stationary wall, it can be
expressed as u = 0.

The creeping flow module in COMSOL Multiphysics
was used to solve the gas flow through the 2D Sierpinski car-
pet models. Methane (CH4) with density ρ = 0:648kg/m3,
viscosity μ = 1:1067 × 10−5Pa ⋅ s, and mean molecular free
path λ = 6:22 × 10−8m was adopted as working gas. The
pressure inlet and outlet were settled on the left and right
sides of the initial square of the Sierpinski carpet model,
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Figure 4: The effect of pore fractal dimension on the permeability of isotropic porous media.
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respectively. The pressure difference along the flow direc-
tion from left to right was set to be 0.75 Pa. The upper
and lower walls of the Sierpinski carpet are symmetrically
bordered. The mesh was controlled by a physical mesh in
which a free triangle mesh was used. The fluid flow through
a porous medium without source terms can be described by
Darcy’s law.

uout = −
K
μ
∇P, ð9Þ

where K is the permeability tensor and uout is the flow flux
through the porous medium. In most cases, the porous
medium is laterally isotropic but vertically anisotropic. If
the principal permeability direction is assumed to be along
the coordinate axes, the permeability tensor can be
expressed as

K =
Kx 0
0 Ky

" #
, ð10Þ

where Kx and Ky are the principal permeabilities along the
x and y axes, respectively.

3. Results and Discussion

In order to validate the present mathematical model, the pre-
dicted permeability of the isotropic Sierpinski carpet models

was compared with that of the theoretical models and exper-
imental data. As shown in Figure 3(a), the current fractal
model without slippage effect presents acceptable agreement
with Kozeny-Carman equation [23] and RTM model [47] as
well as available experimental results [48]. It can be seen that
the permeability of porous media without slippage effect
increases with the increment of porosity. However, the per-
meability of porous media depends not only on the porosity
but also on pore fractal dimension and pore size range [22].
Thus, it is difficult to accurately estimate the permeability
of porous media with permeability-porosity relationships
such as the Kozeny-Carman equation and its modifications.

Based on the linear correlation for gas permeability of the
Klinkenberg equation, the gas slippage factor can be
expressed by

bk =
Kg
K l

− 1
� �

�P, ð11Þ

where Kg and K l are, respectively, the gas permeability and
equivalent liquid permeability (absolute permeability) and
�P is the mean pressure. Sampath and Keighin [49] proposed
Sampath-Keighin (SK) correlation for gas slippage factor
based on ten tight sandstone samples as bk = 13:851
ðK l/ϕÞ−0:53. While Florence et al. [50] presented a general
square-root (SR) model as bk = βðK l/ϕÞ−0:5, where β is a fit-
ting constant. They obtained an empirical correlation β =
293:9M−0:586 with molecular weight (M) by fitting the
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Figure 5: The velocity contour with streamlines for the 2nd order of the isotropic Sierpinski carpet models: (a) S1 (Df = 1:893), (b) S5
(Df = 1:934), (c) S2 (Df = 1:792), and (d) S11 (Df = 1:869).
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Figure 6: Continued.
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experimental data for hydrogen, helium, air, nitrogen, and
carbon dioxide. As can be seen in Figure 3(b), the calculated
gas slippage factors by the present Sierpinski carpet model
fall within the predicted range of the SK and SR models.

In order to explore the effect of fractal dimension on the
permeability, a pore size range (ξ) defined as the ratio of
minimum pore size to maximum pore size was introduced.
The pore size range of the Sierpinski carpet model can be
calculated by ξ = n1/2/si. For example, the pore size range
for S1, S2, S5, and S11 are, respectively ξS1 = 1/3i, ξS2 = 2/4i,
ξS5 = 2/6i, and ξS11 = 4/8i. According to Equation (2), the
porosity for samples S1 (Df = 1:893) and S5 (Df = 1:934) with
same order are the same, ϕS1 = ϕS5 = ð8/9Þi. While the
porosity for samples S2 (Df = 1:792) is same as that of
S11 (Df = 1:869) with same order, that is ϕS2 = ϕS11 = ð3/4Þi.
It can be found from Figure 4 that the permeability of the
porous media with the same porosity decreases with
increased pore fractal dimension. It can be explained as that
the proportion of small pores increases as the pore fractal
dimension increases under fixed porosity, which induces
the increment of tortuosity (Figure 5).

Figure 6 shows the permeability of the anisotropic Sier-
pinski carpet models (A1-A6). It can be clearly seen from
Figure 6 that the permeability of the anisotropic Sierpinski
carpet models is different from that of isotropic cases. As
shown in Figure 7, the influence of anisotropy induced by
εx ≠ 0 on the gas flow along the x axis is not evident. Thus,
it can be found in Figure 6 that the effect of anisotropy
induced by εx ≠ 0 on the permeability Kx is marginal. While
the anisotropy induced by εy ≠ 0 can significantly enhance
the permeability Kx , which can be attributed to the large cap-

illaries formed in the case of εy ≠ 0 (Figures 7(c) and 7(d)).
Similar results can be found for the relationship between
anisotropy induced by εx ≠ 0 and the permeability Ky. There-
fore, it can be concluded that the anisotropic factor is benefi-
cial to the vertical fluid flow and can enhance the
corresponding permeability.

In order to study the slippage effect in microscale porous
media, the slippage boundary was performed on the surface
of solid particles in the isotropic Sierpinski carpet models.
A dimensionless parameter was defined to characterize the
gas slippage effect:

τ =
Kslip − Kno‐slip

Kno‐slip

����
����, ð12Þ

where Kslip and Kno‐slip represent the permeability with and
without slippage effect, respectively.

Because the pore fractal dimension decreases with the
decrease of porosity, it can be found in Figure 8 that the slip-
page effect strengthens as the pore fractal dimension
decreases. However, the slippage effect is not a monotonically
decreasing function with porosity for certain groups of sam-
ples with the same pore fractal dimension (Df = 1:862, Df =
1:896, Df = 1:934, Df = 1:969, Df = 975, and Df = 1:989).
The reduced pore size by decreasing porosity can enhance
slippage effect. While the increased proportion of solid parti-
cles by decreasing porosity can increase flow resistance and
then lower the slippage effect. Therefore, the slippage param-
eter τ may decrease when the porosity decrease for the sam-
ples with a certain pore fractal dimension because the
increased flow resistance takes a dominate effect on gas
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Figure 6: The permeability of anisotropic Sierpinski carpet models: (a) A1 (Df = 1:893), (b) A2 (Df = 1:792), (c) A3 (Df = 1:975), (d) A4
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slippage. It should be noted that only gas slippage effect in the
micro- and nanoscale pores has been taken into account in
the present work, other microscale effect such as transition
flow and free molecular flow may be included when the
Knudsen number is larger than 0.1.

4. Conclusions

In this work, a two-dimensional Sierpinski carpet model has
been adopted to characterize the multiscale microstructures

of porous media. And a pore-scale mathematical model has
been developed to study the gas flow through both the isotro-
pic and anisotropic porous media. The influence of micro-
structures and anisotropy as well as slippage effect on the
permeability has been discussed. It has been found that the
permeability of porous media depends on the porosity and
pore fractal dimension as well as pore size range. The value
of permeability increases with increased porosity and
decreases as pore fractal dimension increases under fixed
porosity. The flow field and permeability of anisotropic
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Figure 7: The velocity contour with streamlines for the 3rd order of anisotropic Sierpinski carpet models: (a) A1 (isotropic), (b) A3
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porous media are different from that of isotropic porous
media. The anisotropic factor is beneficial to the vertical
fluid flow and can enhance the corresponding permeabil-
ity. For the microscale porous media, gas slippage phe-
nomena show a significant effect on the effective
permeability. The numerical results indicate that the slip-
page effect strengthens as the pore fractal dimension
decreases. However, it may be reduced by increased
porosity under certain pore fractal dimensions as two
competitive factors (pore size and flow resistance) are
involved. The proposed fractal model shows advantages
in characterizing the complex and irregular microstruc-
tures of porous media and provides a conceptual tool to
understand the flow mechanisms of gas flow through
the porous media. It should be pointed out that some
complications such as dead-end pores, contact and over-
lap of solid particles, pore/particle configurations, and
morphology were neglected in the proposed fractal
model. As an extension to this study, it would be helpful
to investigate randomly a three-dimensional fractal model.
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As a complex two-phase flow in naturally fractured coal formations, the prediction and analysis of CBM production remain
challenging. This study presents a discrete fracture approach to modeling coalbed methane (CBM) and water flow in fractured
coal reservoirs, particularly the influence of fracture orientation, fracture density, gravity, and fracture skeleton on fluid
transport. The discrete fracture model is first verified by two water-flooding cases with multi- and single-fracture configurations.
The verified model is then used to simulate CBM production from a discrete fractured reservoir using four different fracture
patterns. The results indicate that fluid behavior is significantly affected by orientation, density, and fracture connectivity.
Finally, several cases are performed to investigate the influence of gravity and fracture skeleton. The simulation results show that
gas migrates upwards to the top reservoir during fluid extraction owing to buoyancy and the connected fracture skeleton plays a
dominant role in fluid transport and methane production efficiency. Overall, the developed discrete fracture model provides a
powerful tool to study two-phase flow in fractured coal reservoirs.

1. Introduction

Coalbed methane (CBM) as a form of high-quality clean
energy has attracted considerable interest for sustainable
development in both industrial and academic realms [1, 2].
Although several countries (e.g., China, Australia, USA, and
Canada) have achieved commercial CBM production from
coal reservoirs, the prediction and analysis of CBM produc-
tion remain challenging because of complex two-phase flow
in naturally fractured coal formations [3–7].

Coal is typically composed of matrix and fractures [8, 9].
The matrix refers to the collection of pores of different scales
including micropores, mesopores, and macropores [7, 8, 10,
11]. The fracture system comprises four types of fractures:

cleats, fracture swarms (or cracks/tertiary cleats), structure
fractures (or faults), and hydraulic fractures [7]. Cleats refer
to two sets of perpendicular fractures, called face and butt
cleats. Fracture swarms and structure fractures refer to
randomly distributed microfractures and large-scale frac-
tures, respectively [7, 12–14]. Hydraulic fractures are artifi-
cial fractures induced by industrial injection activities called
hydrofracturing [15–17]. The unique coal structure results
in complex coupled fluid transport between matrix and
fractures in a coal reservoir [18]. The coal matrix acts as a
primary reservoir for CBM storage, although it has relatively
low permeability and may even be impermeable. Large
amounts of CBM are adsorbed on the inner surface of the
coal matrix [19]. The fracture system provides a primary
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pathway for the migration of CBM and water through under-
ground coal reservoirs. Storage and transfer of fluid are the
essential properties of fractured coal reservoirs and are
described by adsorption/absorption and diffusion and seep-
age models, respectively.

The complexity of pores and fracture networks compli-
cates in situ analysis of water and methane transport, which
introduces errors into the evaluation of methane production
performance. Hence, the analysis of flow in fractured porous
media is of great importance in fluid flow and thus methane
production [20, 21]. A series of conceptual and numerical
models across multiple scales has been developed and pro-
posed to clarify transport mechanisms [22–29]. In general,
fluid in fractured porous media is approached with two
conceptual models, which are continuum models and dis-
crete fracture-matrix (DFM) models. In continuum models,
fractures are represented implicitly in fractured porous
media. The equivalent properties are calculated with crack
tensor theory [30, 31], in which orientation, size, and aper-
ture of fractures are considered. This type of upscaling
technique is widely used for large-scale simulation, especially
for the reservoirs with dense fracture networks. Generally,
coal is treated as a structure with a single porosity and single
permeability (SPSP), dual porosity and single permeability
(DPSP), dual porosity and dual permeability (DPDP), or
even triple porosity and dual permeability (TPDP) [29,
32–36], in which matrix and fractures overlap. The repre-
sentative elementary volume (REV) inside the reservoir is
assumed to simultaneously satisfy the flow mass balance
equations of matrix and fractures. The aforementioned
methods use a continuum model or equivalent porous media
for modeling fractured rocks or coal rock. Several well-
known reservoir simulators, including ECLIPSE [37], CMG
[38], COMET2 [39], and TOUGH2 [40], utilize the contin-
uum models. Considering the dominant role of fractures in
fluid transport, an alternative conceptual discrete fracture
model has been proposed where the matrix is assumed to
be impermeable and fluid processes are controlled by the
fracture network [41]. In the discrete fracture model, the
fractures are described explicitly by lower-dimensional lines
or interface, which has the advantage of mesh generation
and thus reduces the computational time greatly. In light of
the mass exchange between matrix and fracture, a single-
phase discrete fracture-matrix model has been developed to
investigate the influence of adsorbed and free gas and
fracture networks on gas production [42]. In this model, flow
behavior of fluid occurs in both fracture and surrounding
matrix system.

In this paper, we first develop a mathematical model to
simulate water and methane flow through fractured coal
reservoirs. Two water-flooding cases containing multiple
fractures and a single fracture are then simulated to verify
the accuracy of the proposed model. We then test four cases
with multifracture configurations to investigate the influence
of fracture orientation and distribution pattern on fluid
behavior and methane production performance. Finally, we
carried out several simulation cases with discrete fracture
networks to investigate the effects of gravity and connectivity
on fluid transport.

2. Governing Equations

2.1. Water and CBM Flow in Porous Media. In the mathe-
matical model presented here, the coal reservoir is assumed
to be saturated with methane and water in gas and aqueous
phases, respectively. Hence, the sum of the saturated gas
(nonwetting) phase Smg and wetting (water) phase Smw is
equal to 1. Moreover, the model assumes that methane
adsorbed on the coal grain surface diffuses instantaneously
into the pores. Thus, the methane mass in the matrix system
consists of free and adsorbed phases. The general mass
balance equations for immiscible-phase (water and gas) flow
in the coal reservoir matrix are given by gas phase pressure
pmg and water saturation Smw, where the velocity of each
phase vα is described by Darcy’s law. The governing equa-
tions for water and methane are described as follows.

ϕmρmwSmwCmw

∂pmg

∂t
+ ϕmρmw − ϕmρmwSmwCmw

∂pmc

∂Smw

� �
∂Smw

∂t
+∇

· −ρmw
Kmkmrw

μmw
∇pmg −

∂pmc

∂Smw
∇Smw + ρmwg

� �� �
= 0,

ð1Þ

ϕmρmgSmgCmg + ρmc
VmLpmL

pmg + pmL

� �2
0B@

1CA ∂pmg

∂t
− ϕmρmg

∂Smw

∂t
+∇

· −ρmg

Kmkmrg

μmg
∇pmg + ρmgg
� � !

= 0,

ð2Þ
where Km is the absolute permeability of the matrix, kmrw and
kmrg are the relative permeabilities of the water and gas phase,
respectively, pmw is the water pressure, ρmα is the density of
each phase (α =w and g refer to water and methane, resp.),
which is calculated by 1/Cmðdρmα/dpmαÞ [14], Cmα is the fluid
compressibility, VmL is the Langmuir volume constant, pmL is
the Langmuir pressure, ρmc is the density of the coal matrix,
and ϕm is the porosity of the matrix system. The capillary
pressure pmc is the pressure difference between these two
immiscible fluids, given as

pmc = pmg − pmw: ð3Þ

2.2. Water and CBM Flow in Fractures. In this study, we rep-
resent fractures in the coal reservoir as low-dimensional grid
cells [26]. Fractures are described as two-dimensional inter-
faces and one-dimensional lines in a three-dimensional or
two-dimensional domain, respectively. A two-dimensional
domain contains discontinuous fractures, as shown in
Figure 1. The total simulation space Ω is decomposed into

Ω =Ωm +Ωf =Ωm + 〠
n

i=0
df iΩf i, ð4Þ
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whereΩm andΩf represent the matrix and fracture domains,

respectively, df i is the fracture aperture of i
th fracture subdo-

main Ωf i, and n is the total number of fractures.
We assume pressure continuity across the whole model

space, which means the gas pressure, water pressure, and
capillary pressure are the same for the matrix and fracture
grids, which means that the jump of pressure and saturation
on the interface of matrix and fracture are not considered in
this work. The equations for methane and water flow through
fractures are expressed as

dfϕf ρf wSfwCfw

∂pf g
∂t

+ df ϕf ρf w − ϕf ρf wSfwCfw

∂pf c
∂Sfw

 !
∂Sfw
∂t

+ ∇τ

· −df ρf w

Kkf rw
μf w

∇τpf g −
∂pf c
∂Sfw

∇τSfw + ρf wg
 ! !

= 0,

ð5Þ

df ϕf ρf gSf gCf g + ρf c

V f Lpf L

pf g + pf L
� �2

0B@
1CA ∂pf g

∂t
− df ϕρf g

∂Sfw
∂t

+ ∇τ

· −df ρf g

K f kf rg
μf g

∇τpf g + ρf gg
� � !

= 0,

ð6Þ

where df is the fracture aperture or thickness. The variables
in equations (3)–(6) have the same physical characteristics
and subscripted m and f represent these variables inside
the matrix and fracture system, respectively. We demonstrate
the detailed process of the weak form of equation (5). All
items in equation (5) are first moved to the right-hand side,
and both sides are multiplied by the test function for wetting

saturation fSfw, integrating over the simulation domain Ωf :

0 = −
ð
Ω f

d f ϕf ρf wSf wCfw

∂pf g
∂t

�

+ df ϕf ρf w − ϕf ρf wSfwCfw

∂pf c
∂Sfw

 !
∂Sfw
∂t

�fSfwdΩ f

−
ð
Ω

∇τ · −df ρf w

K f kf rw
μf w

∇τpf g −
∂pf c
∂Sfw

∇τSfw + ρf wg
 ! !fSfwdΩf :

ð7Þ

According to Green’s first identity and divergence theo-
rem, the third part of the right side in equation (7) is then
expressed as

ð
Ω f

∇· −df ρf w

K f kf rw
μf w

∇τpf g −
∂pf c
∂Sfw

∇τSfw + ρf wg
 ! !fSfwdΩf

=
ð
n
−df ρf w

K f kf rw
μf w

∇τpf g −
∂pf c
∂Sfw

∇τSfw + ρf wg
 !" #

· nfSfwdn
−
ð
Ω f

∇τ
fSfw · −df ρf w

K f kf rw
μf w

∇τpf g −
∂pf c
∂Sfw

∇τSfw + ρf wg
 ! !

dΩf :

ð8Þ

Finally, equation (8) is rearranged and the governing
equation is obtained as

0 = − dfϕf ρf wSf wCfw

∂pf g
∂t

+ df ϕf ρf w − ϕf ρf wSfwCfw

∂pf c
∂Sfw

 !
∂Sfw
∂t

#fSfwdΩf

"

−
ð
n

−df ρf w

K f kf rw
μf w

∇τpf g −
∂pf c
∂Sfw

∇τSfw + ρf wg
 !" #

· nfSfwdn
+
ð
Ω f

∇τ
fSfw · −df ρf w

K f kf rw
μf w

∇τpf g −
∂pf c
∂Sfw

∇τSfw + ρf wg
 ! !

dΩf :

ð9Þ

Similarly, we can obtain the weak expression for the
water flow equation by multiplying equation (6) by the test
function for water pressure fpf g, integrating over the simula-
tion domain Ωf , and applying Green’s first identity and
divergence theorem as

0 =
ð
Ω f

− df ϕf ρf gSf gCf g + ρf c

V f Lpf L

pf g + pf L
� �2

0B@
1CA ∂pf g

∂t
fpf g

+ df ϕf ρf g

∂Sfw
∂t

fpf gdΩf −
ð
n
−df ρf g

K f kf rg
μf g

∇τpf g + ρf gg
� �" #

· nfpf g dn + ð
Ω f

∇τfpf g · −df ρf g

K f kf rg
μf g

∇τpf g + ρf gg
� � !

dΩf :

ð10Þ

Ωf2

Ωf1

Ωm

Ωf3

Ωf4

Figure 1: Schematic of the matrix Ωm and fractures Ωf 1~Ωf 4
subdomains.
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Equations (9) and (10) are referred to as the weak forms
of water and CBM mass balance equations.

To solve equations (1), (2), (9), and (10), the auxiliary
equations of capillary pressure, pβc, gas and water relative
permeability of the nonwetting kβrg and wetting kβrw phases
are adopted as follows5:

pβc = pβc Sβe
� 	−1/λβ

kβrg = 1 − Sβe
� 	2 1 − Sβe

2� 	
,

kβrw =
ffiffiffiffiffiffi
Sβe

q
1 − 1 − Sβe

−1/mβ
� 	mβ

n o2
,

ð11Þ

where β = f and m refer to variables inside the fracture and
matrix systems, respectively, pβc is the entry pressure, and
λβ and mβ are coefficients determined by laboratory experi-
ments. The effective saturation Sβe is defined as

Sβe =
Sβw − Sβwr

1 − Sβwr − Sβgr
, ð12Þ

where Sβwr and Sβgr represent the residual saturations of the
water and gas, respectively.
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Injection well
qw = 2.32 × 10–8 m3/s

Production well
qwgD = 3.99 MPa
SmgD = 0.99

Figure 2: Scheme depicting geometry, mesh boundary, and initial conditions of the simulation model.
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The initial condition for the gas pressure and water
saturation is

pβg t = 0ð Þ = pβg0, inΩ,
Sβw t = 0ð Þ = Sβw0, inΩ:

ð13Þ

As boundary conditions, the two-phase flow can have the
following.

The Dirichlet boundary conditions for the gas pressure
and water saturation are given as

pβg
���
Γ
= pβgD,

Sβw
��
Γ
= SβWD:

ð14Þ

The flux conditions, called as natural boundary
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conditions, which are included in the weak form of two-
phase equations

ρβgVg · n
���
Γ
= qg,

ρβwVw · n
���
Γ
= qw:

ð15Þ

3. Model Verification

We solve the above equations with the finite element soft-
ware COMSOL. The equations of flow mass balance in the
matrix are implemented with equations (1) and (2) using
the partial differential equation (PDE) interface. The two
immiscible phase flow in fractures with equations (9) and
(10) are implemented with a weak contribution module.
We then test two configurations of water flooding in an oil
reservoir to investigate the accuracy of the model and numer-

ical solution proposed in the paper. Two cases with different
fracture configurations are adopted as follows.

(1) Multifracture Case. Figure 2 depicts the model geome-
try and mesh scheme. In this case, water is injected into a
fractured porous medium with six fractures for 25 days.
Detailed information of these fractures is provided in the
references [26].

(2) Single-Fracture Case. In the simulation region, a single
fracture with an arbitrary angle is modeled. Simulations were
performed with three fracture orientations θ = 0°, 45°, and
135° to investigate the influence of fracture angle on flow
behavior. The simulation time was 50 days.

The model regions in the two configurations are 1m × 1
m. The domain is initially nearly saturated with oil. The
porosity and permeability of matrix are 0.20 and 9:87 ×
10−16 m2 (1 millidarcy), respectively. The fracture porosity
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is 1. All fractures in the domain are assumed to have the same
aperture of 1:00 × 10−4 m. Based on the cubic law, the corre-
sponding permeability of the fractures is 8:33 × 10−10 m2.
The density and viscosity of the wetting phase are
1000 kg/m3 and 1 × 10−3 Pa · s, respectively. The density and
viscosity of the nonwetting phase are 600 kg/m3 and 0:45 ×
10−3 Pa · s. Fluid compressibility is neglected for both phases,
which is justifiable because flow velocities are very small. The

injection and production wells are located in the lower left
and upper right corners. Water is injected into the fractured
porous media at a constant rate of 2:32 × 10−8 m3/s. The ini-
tial pressure and nonwetting phase saturation are set to
3.99MPa and 0.99, respectively.

Pointwise constraints are applied at the production well
with constant pressure and saturation. All boundaries are
impermeable. The capillary pressure pc and relative

Table 1: Simulation parameters for water-flooding cases.

Parameters Value Unit

Simulation area 50 × 50 m2

Permeability of fracture, Kf 1:00 × 10−10 m2

Porosity of fracture, ϕf 1.00

Fracture aperture, df 1:00 × 10−4 m

Permeability of matrix, Km 1:00 × 10−16 m2

Porosity of matrix, ϕm 0.20

Initial reservoir pressure, pf g and pmg 1000 Pa

Initial water saturation, Sf g and Smg 0.70

Entry capillary pressure, pf e and pme 0.10 MPa

Initial residual water saturation 0.00

Initial residual nonwetting saturation 0.00

Viscosity of water, μf w and μmw 10-3 Pa·s
Viscosity of nonwetting phase, μf g and μmg 1:84 × 10−5 Pa·s
Density of water, ρf w and ρmw 1000 kg/m3

Density of nonwetting phase, ρf g and ρmg 0.864 kg/m3
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Figure 8: Spatial distribution of water saturation after 100 days of production for different fracture patterns.
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permeability of water krw and oil krn are described as a func-
tion of water saturation Sw, shown as [26, 43]

pc = −B log Swð Þ,
krw = Sw

2,
krn = 1 − Swð Þ2,

ð16Þ

where the parameter B in the matrix and fracture is equal to
1 atm.

The spatial distribution of water saturation after 25 days
of water injection into a nearly saturated oil reservoir is
shown in Figure 3. A good match is achieved between refer-
ence models and our simulation results, which demonstrates
the accuracy of the proposed model.

Figure 4 shows the spatial distribution of water saturation
and gas pressure after 50 days of water injection with differ-

ent fracture angles. The results obtained from the numerical
simulations are in good agreement with reference stud-
ies22,41. Comparisons of water saturation and pressure along
the diagonal line from the injection well to the production
well after 50 days of water injection with low-dimensional
discrete fracture model (L-DFM) and equidimensional
discrete fracture model (E-DFM) are shown in Figure 5. It
can be seen that the result of L-DFM is in good agreement
with the result of E-DFM, which indicates that the L-DFM
proposed in the paper can accurately simulate the two-
phase flow in fractured porous media. For the large absolute
permeability of a fracture, the fluid preferentially propagates
into the reservoir through the fracture and causes significant
pressure changes. A steady-state flow along the fracture is
observed in the case with fracture angle θ = 45° (blue lines
in Figure 5). The simulation results illustrate that the fluid
flow behavior is largely controlled by the angles of the
fractures.
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Figure 9: (a, b) Gas pressure and (c, d) water saturation along the horizontal and vertical lines, respectively, after 250 days of production in
the four cases.
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The curves for oil cumulative production with different
fracture orientations are shown in Figure 6. The cumulative
production is the lowest in the case with fracture angle θ =
45°, which can be explained by the fact that injected water
prefers to migrate aligned with fracture orientation, and thus,
less oil is pushed out of the reservoir by water injection.

4. Simulation Cases

4.1. CBM Production from Discrete Fractured Reservoirs. In
this section, we introduce the four cases with different pat-

terns (Figure 7) that were tested to investigate the influence
of fractures on flow fluid behavior and methane production.
In the first two cases, 45 parallel fractures are uniformly dis-
tributed through the entire coal reservoir at orientations of
θ = 0° and 45°, respectively. In the third and fourth cases,
there are two sets of orthogonal fractures with angles θ =
45° and − 45° and θ = 0° and 90°, respectively. The simulation
domain is 50 × 50m, in which the aperture and length of all
the fractures are assumed to be 10−4m and 5m. The produc-
tion well is located at the center of the simulation model with
a constant gas pressure of 1MPa and water saturation of 0.2.
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Figure 10: Temporal evolution of (a) gas pressure and (b) water saturation at points A and B for the four cases. Solid and dashed lines
represent the results at points A and B, respectively.
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The initial gas pressure and water saturation are 6MPa and
0.7, respectively. The total simulation time is 100 days. The
surrounding boundaries are set to no flow. Other simulation
parameters are listed in Table 1.

Figure 8 shows the spatial distributions of water satura-
tion after 100 days of production for the four cases with
different fracture configurations. The simulation results show
that fracture geometry has a critical influence on flow path.
Figure 9 shows the gas pressure and water saturation along
the vertical and horizontal lines. During production, the
water saturation and gas pressure decrease from the outer
lateral boundaries to the production well. The speed of satu-
ration and pressure front extraction from the coal seam differ
for the four cases. In case 4, the pressure and saturation along
the lines are lower than the initial conditions, which signify
that drainage has approached the surrounding boundaries.

The temporal evolution of gas pressure and water satura-
tion at points A and B is shown in Figure 10. A decrease in

pore pressure and saturation is observed in the early stage
of all cases because of the pressure and saturation drawdown
at the production well. The water saturation and gas pressure
in cases 3 and 4 are lower than those in cases 1 and 2 likely
owing to the increased density (or number) of fractures,
which enhances the overall reservoir permeability and fluid
velocity. In case 4, the fractures in the vertical direction coin-
cidentally connect to form a long fracture with a length of
45m. Fluid migration is the fastest in case 4, which demon-
strates that fracture connectivity dominantly impacts fluid
transport and production efficiency.

4.2. Sensitive Analysis

4.2.1. Effect of Gravity. In this section, we set up two simula-
tion cases with three-dimensional models that consider two
sets of orthogonal fractures with angles θ = 0° and 90°. The
model geometry is shown in Figure 11. The apertures of the
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whole fractures is assumed to be 10−4m. The length and posi-
tion of the two sets of fractures are randomly distributed in
the simulation domain. Two simulation cases are performed
to investigate the effect of gravity on fluid migration. Gravity
is neglected in case 1 and considered in case 2. In these sim-
ulations, the coal height is 10m and the simulation time is 50
days. Other settings and parameters are the same as those in
Section 4.1.

Figure 12 shows the spatial distribution of water satura-
tion of the whole domain (Figures 12(a) and 12(b)), inner
surfaces of fractures (Figures 12(c) and 12(d)), and surface
monitoring after 50 days of production in the three-
dimensional reservoir with randomly distributed fractures
(Figure 12(d)). The water saturation in the reservoir
decreases extensively during drainage gas production. With-
out considering gravity, the water saturation is uniformly dis-
tributed in the vertical direction, whereas a nonuniform
saturation distribution is observed along the fractures and
monitoring surface in case 2. Gas saturation after 50 days of
production along lines in the x- and y-directions is shown
in Figure 13. The gas saturation exhibits a “wave-type” reduc-
tion from the wellbore to the lateral boundaries. Gas satura-
tion along lines d, e, and f in the y-direction is smoother
than that along lines a, b, and c in the x-direction because
of fewer fractures cross the y-direction lines. The gas satura-
tion is the largest along the upper lines (a, d) and lowest along
lower lines (c, f) as a result of the buoyancy effect.

Figure 14 shows the temporal evolution of gas saturation
at point b in case 1 and points a, b, and c in case 2. The gas
saturation increases rapidly in a relatively short time as a
result of continuous dewatering. Gas continues to migrate
upwards, which causes more gas to gather at the top reservoir
surface during production (Figures 13 and 14).

4.2.2. Effect of Fracture Skeleton. This section carries our sev-
eral cases to study the influence of fracture skeleton on the

migration path of fluid. The discrete fracture network is
generated by the open source tool DFNE [44]. Two sets of
fractures are oriented of 45 and 135 degrees in a 10m × 10
m coal reservoir. Each set of fractures has 40 individual frac-
tures. The minimum and maximum lengths of fracture lines
are 1 and 7m, respectively. Then, disconnected and isolated
fractures are removed to investigate the effect of fracture skel-
eton. The original fracture network (Case a) and a connected
fracture skeleton after processing (Case b) are shown in
Figure 15. The total simulation is 2:0 × 104 s and other
parameters are listed in Table 1.
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The spatial distribution of methane saturation after 2:0
× 104 s with different fracture permeabilities of kf = 5:0 ×
10−17, 1:0 × 10−16, and 5:0 × 10−16 m2 in two different simula-
tion domains is shown in Figure 16. Generally, the simulation
results show that the distributions of gas saturation in two
domains are similar. The distribution of saturation in Case

b is smoother than that in Case a. The fact can be explained
by that a large saturation gradient appears at the end of the
disconnected fracture due to large permeability between frac-
ture and matrix.

Figure 17 shows the evolution of average gas-phase pres-
sure (pg =

Ð
lpgdl/l) along the vertical line x = 4:5 for two
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Figure 15: The original fracture network (Case a) and connected fracture skeleton (Case b).
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different cases with different fracture permeabilities of 5:0
× 10−17, 1:0 × 10−16, and 5:0 × 10−16 m2. The pressure
decreases as the methane is continuously produced out of
the fractured coal reservoir. Pressure drops significantly in
the case with larger fracture permeability. In Figure 17, solid
lines are simulation results in Case a while the dashed lines
are the results in Case b. It can be seen that a good agreement
has been achieved between those two cases, which demon-
strates that the skeleton of fracture networks has an influen-
tial contribution to methane production. A larger difference
is observed for the two cases with a higher fracture perme-
ability of 5:0 × 10−16 m2. Several reasons, involving boundary
effect and fracture numbers according to the vertical line,
lead to the phenomenon.

5. Conclusions

In this study, we developed and applied a discrete fracture
model to simulate two-phase (coalbed methane and water)
flow through fractured coal reservoirs. The proposed two-
phase model in fractured porous media was verified by two
oil-reservoir water-flooding cases with single and multiple
fractures. The simulation results are in good agreement,
which confirms the model feasibility and accuracy. We sim-
ulated CBM production from discrete fractured coal reser-
voirs with four types of fracture configurations. The
simulation results clearly show that the patterns of fluid flow
and production performance are significantly affected by
fracture orientation, density, and connectivity. The fluid
prefers to migrate aligned with the fracture orientation.
Increasing fracture density enhances production efficiency.
Moreover, fracture connectivity seems to contribute signifi-
cantly to fluid transport and methane production efficiency.
Later, two three-dimensional cases were studied to investi-

gate the influence of gravity. The results show that gas
continues to migrate upwards to the top reservoir surface
during fluid extraction as a result of the buoyancy of meth-
ane, which provides the possibility of methane leakage.
Finally, we performed two cases of original discrete fracture
network and a connected fracture network to study the effect
of fracture skeleton. Simulation results demonstrate that the
connected fracture skeleton is of great importance to fluid
migration and methane production. Overall, the developed
model provides a powerful approach to study coalbed meth-
ane and water flow in fractured coal reservoirs.
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Natural gas hydrate is considered as one of the best potential alternative resource to address the world’s energy demand. The
available geological data at the Mallik site of Canada indicates the vertical heterogeneities of hydrate reservoir petrophysical
properties. According to the logging data and sample analysis results at the Mallik 2L-38 well, a 2D model of geologically
descriptive hydrate-bearing sediments was established to investigate the multiphase flow behaviors in hydrate reservoir induced
by gas recovery and the effects of perforation interval on gas production performance. Firstly, the constructed model with
vertical heterogeneous structures of permeability, porosity, and hydrate saturation was validated by matching the measured data
in the Mallik 2007 test. The excessive residual methane in the hydrate reservoir observed in simulated results indicates
insufficient gas production efficiency. For more effective methane recovery from a hydrate reservoir, the effect of perforation
interval on long-term gas production performance was investigated based on the validated reservoir model. The simulation
results suggest that both the location and length of the perforation interval have significant impact on hydrate dissociation
behavior, while the gas production performance is mainly affected by the length of the perforation interval. To be specific, an
excellent gas release performance is found in situations where the perforation interval is set at the interface between a hydrate
reservoir and an underlying water-saturated zone. By increasing the perforation interval lengths of 5m, 8m, and 10m, the gas
release volumes from hydrate dissociation and gas production volumes from production wells are increased by 34%, 52%, and
57% and 37%, 58%, and 62%, respectively.

1. Introduction

Natural gas hydrate (NGH) is a crystalline solid, in which the
gas molecules are restricted in a water molecular structure
under befitting situations of low temperature and high pres-
sure [1]. A large volume of NGHs with high density occur
mainly in permafrost regions and deep marine sediments
[2, 3]. As one of the best potential alternative resources to
address the world’s energy demand, NGH has attracted quite
a lot of attention. Over the last few decades, a considerable
amount of research has been focused on extracting gas from
methane hydrate [4]. However, it has been proven that the
economical energy recovery from a hydrate reservoir is
extremely challenging [5, 6].

The natural gas exploitation from methane hydrate is a
process of dissociating solid hydrate into a fluid phase (e.g.,
gas and water), involving a complicated multiphase flow, an
endothermic reaction [7], and reservoir deformation [8]. At
present, in situ dissociation of hydrate is considered as an
efficient method for gas recovery from hydrate-bearing sedi-
ments (HBS). The popular techniques include depressuriza-
tion [9, 10], thermal stimulation [11], inhibitor injection
[12], gas replacement (such as CO2 and N2) [13], and their
combinations [14]. The comprehensive consideration of eco-
nomical factor, energy recovery efficiency, implementation
feasibility, and environmental impact infers that depressuri-
zation is accepted as the best potential method for utilizing
the gas hydrate resource. Consequently, depressurization-
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induced gas production has been widely investigated recently
[15–21]. The successful applications in field tests at the Mal-
lik site [22], the eastern Nankai Trough [23, 24], and the
South China Sea [25] indicated the feasibility and effective-
ness of depressurization both in terrestrial permafrost and
marine hydrate deposits. However, the gas production dura-
tions and rates of the above field tests are way below the com-
mercial production level. So the production method and
wellbore construction need to be further improved.

Numerical simulation is regarded as an economical and
valid way to investigate the long-term production perfor-
mance of a hydrate reservoir and to optimize the production
scheme. Moridis et al. [26–28] investigated the gas produc-
tion performance from Class 1, Class 2, and Class 3 hydrate
deposits with varying porosities, anisotropies, and bound-
aries by depressurization. They determined that conventional
technology could induce the dissociation of hydrates effec-
tively, and they obtained continuously high gas production
rates. In addition, they inferred that long-term production
was needed to realize the full potential of any HBS. For differ-
ent NGH sites, numerical simulation was used to evaluate the
production potential of hydrate reservoirs and to conduct
sensitivity analysis. Based on the geological data in the East-
ern Nankai Trough, Konno et al. [29], Yuan et al. [30], and
Sun et al. [31] investigated the long-term production perfor-
mance through depressurization from the hydrate-bearing
sediments. All of their results showed excessive simulated
water production. For the typical terrestrial permafrost
hydrate reservoir, Uddin et al. [32, 33] forecasted the long-
term gas and water production potential based on the geolog-
ical data and operational parameters of the Mallik 2008 test.
Moreover, they assessed the effects and relative importance
of reservoir heterogeneity, thermal conductivity, salinity,
and permeability. The simulation results indicated that
long-term gas production from the Mallik deposit appeared
feasible. In addition, numerical simulation was also used to
investigate the effects of different hydrate dissociation
methods and stimulation approaches on gas production per-
formance. Su et al. [34], Yang et al. [35], Jin et al. [36], and
Wang et al. [37, 38] numerically evaluated the methane pro-
duction performance frommultiple hydrate deposits by ther-
mal stimulation and depressurization. The results showed
that gas recovery can be improved significantly by combining
depressurization and thermal stimulation. Moreover, the
combination of hydraulic fracturing and depressurization
method was applied by Sun et al. [39, 40] and Feng et al.
[17] to enhance gas production. They indicated that hydrau-
lic fracturing could significantly enhance the production
potential at the early depressurization-induced production
stage, especially for silty hydrate reservoirs. Generally, the
significant importance of reservoir geological parameters
(e.g., permeability, porosity, and initial hydrate saturation)
on gas production performance could be indicated from the
above research results. In previous investigations, the sensi-
tivity analyses of gas production performance were mainly
focused on these intrinsic reservoir characteristics (e.g., per-
meability, porosity, and salinity) or production methods
(e.g., depressurization and thermal stimulation). However,
relatively few studies reflected the effects of the perforation

interval of a production well, which has been proven to have
a significant effect on gas production performance from a
hydrate reservoir induced by depressurization through a lab-
oratory test.

The drilling results indicate that almost all of the actual
hydrate deposits are distinctly complex and heterogeneous
by analyzing the well-logging data. Obviously, the behaviors
of gas hydrate dissociation, gas production, water produc-
tion, and spatial distributions of pressure, temperature, and
phase saturations are closely relevant to the geophysical
properties of a hydrate reservoir. However, in most of the
previous numerical simulation studies, the hydrate reservoir
has been described as a homogeneous model with a single
layer, leading to an inexact evaluation of gas production
potential. Recently, Yuan et al. [41] suggested that the homo-
geneous hydrate reservoir model with uniform values of
intrinsic permeability and hydrate saturation may underesti-
mate the gas productivity when compared with a reservoir
using layered heterogeneous descriptions. Earlier investiga-
tion of the Mount Elbert site also showed that the heteroge-
neity of hydrate deposits has a significant effect on gas
production over time [42]. Therefore, the precise depiction
of a hydrate reservoir is the foundation for ensuring the reli-
ability of the established numerical model, which is critical to
evaluating the gas production performance of a hydrate
reservoir.

In this paper, based on the detailed borehole geophysical
logging data at the Mallik site of the Mackenzie Delta, North-
west Territories of Canada, a more realistic reservoir model,
which considers the layered heterogeneous structure of per-
meability, porosity, and hydrate saturation, was constructed
to investigate the long-term hydrate production perfor-
mance. The availability of the model was validated by match-
ing the actual measured test data, including gas and water
production rates. On this basis, the main goal of this work
was to investigate the effects of the perforation interval of a
production well on the hydrate production performance
through the validated geologically descriptive hydrate-
bearing sediments. In addition, the changes of multiphase
flow behaviors and evolutions of reservoir pore pressure,
temperature, and phase saturations were analyzed in detail.
It is hoped that the results of this work may provide some
valuable references for future commercial production and
utilization of the hydrate reservoir with similar conditions.

2. Overview of Production Tests at the
Mallik Site

2.1. Geological Background. TheMallik production-test site is
located at the northern margin of the Mackenzie Delta,
Northwest Territories [43]. The gas hydrate deposits are
mainly concentrated in the Tertiary sediments of the Oligo-
cene Kugmallit Sequence and the Oligocene toMioceneMac-
kenzie Bay Sequence, which is capped by over 600m of
permafrost [44]. The reservoir consists of more than 10 dis-
crete hydrate layers, which can be roughly divided into three
main hydrate zones. The high hydrate saturation that exceeds
80% in some cases and the terrestrial convenience for
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engineering make the Mallik hydrate field one of the best
potential resource-rich fields of gas hydrate in the world [45].

2.2. Well Distribution and Field Tests. At the Mallik site, two
production wells (2L-38 and 5L-38) and three monitoring
wells (L-38, 3L-38, and 4L-38) were drilled to investigate
the distribution of the gas hydrate reservoir and collect per-
mafrost methane hydrate core samples during the 30-year
period from 1972 to 2002. The location of the Mallik site
and the distribution of these drilling wells are depicted in
Figure 1(a). In order to evaluate the gas production potential
and investigate the environmental response, a total of four
trial tests were implemented in the Mallik hydrate field from
2002 to 2008 [46, 47].

In 2002, the first 124-hour thermal stimulation trial test
and the second depressurization-induced gas production test
were carried out at the 5L-38 well, in which the production
intervals were set at the layers from 907m to 920m (Zone
C) and from 974m to 1106.5m (Zone B and Zone A) below
the land surface (Figure 1(b)), respectively [48]. Based on the
reentry and recompletion of the Mallik 2L-38 well, two trial
tests were conducted with a 12m perforation interval
(1093m~1105m, Zone A) on April in 2007 and March in
2008, respectively. In the 2007 test, the total gas and water
production volumes were about 830 ST m3 and 20m3 dur-
ing the 27-hour period. The gas production test lasted for
about 144 hours in 2008, and the production rates of gas
and water during the test were about 2000~3000 STm3/d
and 10~20m3/d, respectively [49]. Considering that the res-
ervoir structures of the 2008 test were damaged by sand
production in the 2007 test and the damaged situation is
hard to accurately depict, the measured data of the 2007
production test was selected for history matching in this
study.

2.3. Reservoir Petrophysical Properties. As mentioned above,
the 2007 test was conducted at the lower hydrate reservoir
named “Zone A” (1060m~1112m). The petrophysical prop-
erties such as absolute permeability, porosity, and hydrate
saturation were derived from the open logging data and core
sample analysis results of the Mallik 2L-38 well [51, 52]. As
depicted in Figure 2, the reservoir petrophysical properties
of Zone A present obvious layered heterogeneity in the vicin-
ity of the wellbore. The hydrate reservoir is composed of two
main parts, upper thin alternations of sand and mud layers
and a lower sand-dominant layer.

The absolute permeability (Figure 2(a)) was estimated
from the ECS logging data by the K-lambda model and
calibrated with the field core data. And the permeability
value of the lower part is larger, which ranges from
100mD to 1000mD. The porosities (Figure 2(b)) mainly
ranging from 0.30 to 0.60 were interpreted from well-log
and core sample analysis data. The hydrate saturation
(Figure 2(c)) is estimated from the resistivity log with
Archie relationships [53]. The saturation in the lower res-
ervoir of Zone A is relatively high, ranging from 0.6 to
0.85. Additionally, the hydrate reservoir is overlain by
silt-dominant layers and underlain by a thick water-
saturated sand layer.

3. Simulation Setup

3.1. Reservoir Conceptual Model

3.1.1. Construction of Reservoir Model. On the basis of the
borehole log information and core data of the Mallik 2L-38
well, a RZ2D conceptual reservoir model using a cylindrical
symmetry is established for later history-matching simula-
tion as Figure 3 depicts. The top floor of this model is at a
depth of 1040m below the land surface. The total thickness
of the entire model is 92m, which is composed of three layers
including the hydrate reservoir (52m), an overlying silt-
dominant zone (20m), and an underlying sand-dominant
zone (20m). The model size in R-direction is 1000m to avoid
the boundary effect. According to the 2007 field operational
data, the vertical production wellbore is set as a pseudopor-
ous medium with a radius of 0.1m. The production interval
with a length of 12m is located in the lower part (depth
53m~65m) of the hydrate reservoir, where the permeability
and hydrate saturation conditions are excellent.

Considering that the hydrate dissociation impacts mainly
occur in a limited area near the production well in the short-
term, thus the discretization around the wellbore is an
encryption for simulation precision, and the grid spacing
along the radial direction has a geometric increase. The dis-
cretization in the vertical direction is determined by varia-
tions of petrophysical properties, and the thickness of each
fine layer is 0.5m. As a result, the model domain has been
discretized into 130 × 184 (23920) unequally spaced grid
blocks.

3.1.2. Initial and Boundary Conditions. According to the data
measured by DTS at the Mallik 4L-38 well, the initial pres-
sure and temperature at the bottom of the methane hydrate
reservoir (depth = 1112:5m) are approximately 11.3MPa
and 12.55°C [48], respectively, with the condition of 0.05
salinity. Based on that, the initial pressure in this sediment
system is calculated according to the water depth under the
assumption of following a hydrostatic pore pressure distribu-
tion. The initial temperature distribution is assigned to vary
linearly as a function of depth with a geothermal gradient
of 0.030°C/m [22, 49].

The radial extension distance of the established model is
sufficient to avoid the boundary effects in a 27-hour produc-
tion duration, so the outside of this domain can be regarded
as the no-flow and no-heat exchange boundary. The top and
bottom floors are set at constant pressure and temperature
boundaries.

In addition, the depressurization method is utilized for
methane extraction in the 2007 test. The depressurization
process of simulation remains in accordance with that mea-
sured at a memory gauge in the 2007 test. The production
duration is about 27 hours, and the detailed variation of the
bottom-hole pressure is depicted as shown in Figure 4.

3.1.3. Model Parameters. Based on the reported logging data
and core sample analyses of the Mallik 2L-38 well, the main
modeling parameters and physical properties are depicted
as shown in Table 1. Considering the geological features of
the Mallik site, (a) the absolute permeability, (b) porosity,
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and (c) hydrate saturation show obvious layer heterogeneities
as Figure 5 illustrates. The properties are determined from
the actual well-logging data (Figure 2) and assumed to be
uniformly distributed in each fine layer with a thickness of
0.5m. The permeability, porosity, and hydrate saturation in

each layer are calculated by averaging the values in the fine
layer of logging data. It is worth mentioning that the perme-
ability profiles were slightly calibrated for the replication of a
field test process, and the calibrated results are shown in
Figure 5(a). In our model, hydrate is regarded as a pure
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Figure 1: Location of the Mallik hydrate field and distribution of drilling wells (modified from Fujii et al., 2012) [50].
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methane hydrate, and the water salinity is set to 0.05 accord-
ing to sample analysis.

In the multiphase flow system, each phase only takes up a
part of the whole pore space, thus its effective permeability
may be reduced due to the existence of other phases. In this
study, the modified version of Stone’s first three-phase rela-
tive permeability method was used:

krA = max 0, min
SA − SirA
1 − SirA

� �n
, 1

� �� �
, ð1Þ

krG = max 0, min
SG − SirG
1 − SirG

� �nG
, 1

� �� �
, ð2Þ

krH = 0, ð3Þ

where krA, krG, and krH are the relative permeabilities of the
aqueous, gas, and hydrate phases, respectively; SA and SG
are the saturation of the aqueous and gas phases; SirA and
SirG are the irreducible saturation of the aqueous and gas
phases, respectively; and n, nG are the relevant indices of
the aqueous and gas phases.

In addition, surface tension influences between different
phases can cause capillary pressures, which may be changed
due to solid evolution (e.g., hydrate and ice). The capillary
pressure functions used can be expressed as follows (van
Genuchten’s function):

Pcap = −P0 S∗ð Þ−1/λ − 1
h i1−λ

, ð4Þ

S∗ =
SA − SirAð Þ
SmxA − SirAð Þ , ð5Þ

where Pcap is capillary pressure, P0 is entry capillary pressure,
and λ is the porosity structure index.

The relevant parameters used in the functions mentioned
above were mainly determined by core sample analysis data
from multiple sites (e.g., the Mallik site, the North Slope of
Alaska, and the Nankai Trough site) [24, 42, 54] and cali-
brated through trial-and-error tests in a history-matching
process.
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Figure 2: Depth profiles of (a) absolute permeability, (b) porosity, and (c) hydrate saturation based on the logging and core data [33].
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3.2. Simulation Code. In order to model the complex multi-
component, multiphase fluid and heat flow processes
involved in gas production from hydrate deposits, several
widespread simulators have been proposed to solve the gov-
erning equations of hydrate dissociation, such as MH-21
HYDRES, TOUGH+HYDRATE, HydrateResSim, STOMP-

HYD, and CMG STARS [42]. In this work, TOUGH
+HYDRATE is employed to address the issues of hydrate dis-
sociation behavior and gas production evaluation. TOUGH
+HYDRATE is a member of the TOUGH+ family developed
by the Lawrence Berkeley National Laboratory. The model-
ing scenes include the nonisothermal gas release and the
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Figure 4: Depressurization process measured in the 2007 test and used in the simulation [48].

Table 1: Main parameters of hydrate deposits in the model [22, 33, 48, 54].

Parameter Value

Thickness of model, H 92m

Length of perforation interval 12m

Borehole radius, rw 0.1m

Initial pressure at the bottom of reservoir, Ps 11.3MPa

Initial temperature at the bottom of reservoir, Ts 12.55°C

Wet thermal conductivity, λW 3.1W/m/K

Dry thermal conductivity, λD 1.0W/m/K

Water salinity, Xi 5.00%

Gas composition 100% CH4

Absolute permeability of hydrate reservoir, kH Layered heterogeneous as shown in Figure 5(a)

Porosity, ϕ Layered heterogeneous as shown in Figure 5(b)

Hydrate saturation Layered heterogeneous as shown in Figure 5(c)

Pore compressibility, αp 1:0 × 10−9 Pa−1

Parameters in capillary pressure model

SmxA 1.0

λ 0.45 (sand), 0.15 (clay)

P0 104 Pa (sand), 105 Pa (clay)

Parameters in relative permeability model

nA 3.5 (sand), 5.0 (clay)

nG 2.5 (sand), 3.0 (clay)

SirA 0.20 (sand), 0.40 (clay)

SirG 0.02 (sand), 0.05 (clay)
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behavior of each possible phase under conditions of common
natural hydrate sediments. In this code, four components
(water, hydrate, CH4, and water-soluble inhibitor) parti-
tioned among possible solid hydrate, aqueous, gaseous, and
solid ice phases are considered, and two reaction models
[55] (the equilibrium model and the kinetic model) are
applied to describe hydrate dissociation and formation [20,
56]. The equilibrium model is utilized in this study because
it has less computing requirements and it is favorable for
long-term simulation.

4. Results and Discussion

4.1. History-Matching Results and Analysis. As introduced
above, the reservoir conceptual model was constructed based
primarily on the interpretation results of well log and core
analysis acquired in the 2007 test. Under the circumstance
that the depressurization processes of numerical simulation
and field tests were consistent, mainly two classes of reservoir
parameters were calibrated for the reproduction of the field
test process by the trial method. Firstly, we obtained the
approximate rates between the simulated and measured gas
production by slightly adjusting the permeability values in
the model, due to the crucial role of reservoir permeability
for fluxion. It is worth noting that the reservoir permeability
after adjustment remains in the data range of two logging
results (i.e., one is interpreted from ECS logging data by the
K-lambda model, and the other one is interpreted from
CMR logging data and gamma ray by the JOE model). More-
over, the value of absolute permeability in a vertical direction
was lowered by a factor of 1/5 compared to that in a radial
direction. This was mainly due to the reasonable consider-
ation of the existence of interbedded sand and mud layers

[7, 48]. Subsequently, the parameters involved in relative per-
meability and capillary pressure models were calibrated for
sand and clay layers, in order to realize the replication of a
measured gas and water production process in a field test.
Consequently, the calibrated reservoir model has been vali-
dated with history-matching results.

4.1.1. Gas and Water Production Behaviors. The decrease of
bottom-hole pressure (BHP) can be reflected in the reservoir
pressure gradient, which induces the dissociation of hydrate
and accompanying gas production. Figure 6(a) shows the
dynamic evolutions of test-measured gas production in a
wellbore (Qg1), simulated gas production in a wellbore (Qg2),
and simulated gas released from hydrate dissociation (Qd).
The gas was not measured in the field test during the first
16 hours, because the new round of pumping started at the
16th hour as a fact, while the simulated gas production rate
has a significant increase from about the 10th hour due to
the distinct depressurization of the hydrate reservoir. Gener-
ally, the simulated gas production rate matches reasonably
well with the measured data. Both the measured and simu-
lated gas production rates in a wellbore remain in the range
of 1000~2000 STm3/d. Figure 6(b) depicts the comparison
results of test-measured cumulative gas production volume
in a wellbore (Vg1), simulated cumulative gas production vol-
ume in a wellbore (Vg2), and simulated cumulative gas
released volume from hydrate dissociation (Vd). On the
whole, Vg2 is higher than Vg1 in the process of gas produc-
tion, because the gas has not been measured in the early stage
of the field test. By eliminating the difference between simu-
lated and measured cumulative gas production volumes in
the first 16 hours, the evolution of calibrated simulated
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cumulative gas production volume (Vg3) is shown in
Figure 6(b). And Vg3 is closed to Vg1 during the 27-hour
depressurization test. Moreover, the final high production
rate (approximately 8200 STm3/d) in the field test contrib-
uted to the leap of cumulative volume at the end of the test.
At the 27th hour of gas production, the predicted total cumu-
lative volume is about 849 STm3, which is roughly in accor-
dance with measured data (830 STm3) in the 2007 test. The
modest gas production performance is mainly caused by
the relatively thin perforation interval (only 12m). In addi-
tion, the released gas rate Qd (5000~6000 STm3/d) and
cumulative volume Vd (2703 STm3) are obviously higher
than the gas production rate Qg2 and cumulative production
volume Vg2 from a wellbore (Qg2) that indicates the excessive
residual methane in the hydrate reservoir. Consequently,
considering the modest recovered gas volume in the test,
the production strategies and well completion schemes need
to be further optimized to promote methane extraction.

Figure 7 displays the matching result of measured and
simulated water production (Figure 7(a) Qw1 and Qw2;
Figure 7(b) Vw1 and Vw2) in a wellbore during the 27-hour
depressurization test. The evolution trend of the predicted
water recovery rate is basically consistent with that of the
depressurization procedure. The simulated water production
rates have an obvious increase after the 4th hour due to a
decrease of reservoir pressure, and the water production rate
throughout the test period is about 20~ 30m3/d. In the first
half of water production, there are some slight differences
between Qw1 and Qw2. And the slight differences were
enlarged when they were reflected in the cumulative volume.
The simulated cumulative water production volume is higher
than the measured cumulative water volumeVw1. At the 27th

hour of production, Vw2 (38.4m
3) is about one times higher

than Vw2 (19m
3) at the end of test. And the calibrated water

cumulative volume of simulation Vw3 (obtained by eliminat-
ing the difference between simulated and measured cumula-
tive water production volumes in the first 10 hours) is about
32.7m3. The gaps between simulated and measured water
production may be the results of reservoir disturbance during
well recompletion, which was not considered in our model.
In addition, compared with gas, the transmission nature of
water is more closely related to the reservoir properties, so
the spatial heterogeneity of each thin layer and pore com-
pressibility caused by geomechanics may also affect the
water production performance. Consequently, a difference
between the measured and simulated cumulative water vol-
umes is considered acceptable, as long as it is not too large.
In general, the simulated water production rate matches
well with the measured data in a wellbore at the Mallik site.
Combined with the matching results of gas production, the
calibrated reservoir model has been validated for subse-
quent investigation.

4.1.2. Reservoir Responses. The dynamic evolutions of
reservoir parameters are the critical reference for the analysis
of hydrate dissociation behavior. Additionally, the geome-
chanical expressions (e.g., sand production and seafloor
subsidence) of hydrate deposits are closely related to the evo-
lution characteristics of temperature, pressure, hydrate satu-
ration, and gas saturation based on the relevant investigation
results. So the evolutions of these reservoir parameters are
analyzed in detail for giving the engineering reference.

Figure 8 depicts the dynamic evolution of pressure and
temperature in a gas hydrate deposit. In the early stage of
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gas production, the relatively low pressure was concen-
trated in the vicinity of a wellbore due to the low effective
permeability caused by high hydrate saturation. Because of
the dissociation of gas hydrate, the pressure gradient
extends more rapidly in the range of hydrate dissociation.
However, on account of the transmitted nature of pressure,
the region of depressurization was not confined by hydrate
dissociation. During the 27-hour production test, the pre-
dicted front of lower pressure in the reservoir exceeded
20m horizontal distance, while the radial region of
declined temperature is less than 5m. Due to the endother-
mic feature of hydrate dissociation, an apparent tempera-
ture decrease occurs near the wellbore with the lowest
temperature of about 8.4°C. In addition, both the fronts
of lower pressure and temperature extend more rapidly
and present as heterogeneous in a horizontal direction,
because the sand layers with high permeability are hydrau-
lically restricted by alternative silt layers with poor hydro-
dynamic conditions.

The depressurization in the production interval drives
the dissociation of hydrate and the release of methane gas
around the wellbore, as Figure 9 shows. The anisotropy con-
ditions of reservoir parameters induce more advantageous
dissociation in the horizontal direction. As the hydrate disso-
ciates, this status becomes more distinct due to the significant
increase of effective permeability. In addition, the heteroge-
neous dissociation front occurs in the reservoir, mainly
because of the vertical heterogeneous geophysical features.
Compared with the spatial distribution of hydrate saturation
in the early stage, the ultimate predicted front of the dissoci-
ation zone is at an approximately 5m distance from the pro-
duction well after the 27-hour production test. The spatial
distribution of gas saturation in the hydrate reservoir is
important for us to understand the gas release behavior. As

a sustainable depressurization, the occurrence region of free
gas gradually enlarges and reaches a distance 5m away from
the wellbore with the maximum gas saturation of 0.065.
Moreover, different with the homogeneous reservoir, the
buoyancy effects in the upward gas diffusion are restricted
by the clay layers with low permeability, while more free
gas occurs in the lower part of the production well due to
the concentration of high permeability and hydrate satura-
tion. This phenomenon reminds us to pay attention to the
influx of water from the underlying water-saturated sandy
zone due to the dissociation of blocked hydrate in long-
term gas production.

4.2. Effect of Perforation Interval on Gas Production
Performance. The perforation interval is regarded as a critical
factor for recovering methane from the hydrate reservoir. In
view of the high hydrate saturation and prominent perme-
ability conditions, the perforation interval with a length of
12m was located at the zone from 1093m to 1105m
(53m~65m in model) in the Mallik 2007 trial test. The lower
part of the hydrate reservoir with a thickness of 7.5m was
used to block the water influx from the underlying sand-
dominant zone, due to its low effective permeability caused
by high hydrate saturation. The availability of this design
has been validated by test data and by the simulated results
above. However, the long-term gas production performance
is ambiguous, because the barrier may disappear with the
hydrate dissociation and excessive water is likely to flow into
the production well. In addition, as mentioned above, the gas
from the hydrate dissociation in the reservoir could not be
produced completely, but it mainly accumulates around
and below the wellbore in the 2007 depressurization test.
These suggest the importance of well configuration optimiza-
tion in future gas production tests.
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4.2.1. Simulation Cases. In this study, we designed five cases
with different locations and lengths of perforation intervals
for investigating the effect of a perforation interval on long-
term gas production performance and hydrate dissociation
behaviors. As Table 2 shows, in Case 1 (base case), the perfo-
ration interval is located at the original site (i.e., Z = 53m~
65m) of the 2007 test with a length of 12m. In Case 2, the
perforation interval is lowered by 8m (i.e., Z = 61m~73m)
and stretches into the underlying water-saturated zone.
Therefore, Case 1 and Case 2 are designed to illustrate the
effect of the location of the perforation interval on gas pro-
duction performance. However, the other three cases are
designed to discuss the influence of perforation length. The
lengths of the perforation intervals in Case 3, Case 4, and
Case 5 are 17m, 20m, and 22m, respectively. As a conse-
quence, the distance between the bottom of the perforation
interval and the bottom of hydrate reservoir is 2.5m,
-0.5m, and -2.5m, respectively (“-” indicates that the bottom

of the perforation interval is lower than the bottom of the
hydrate reservoir).

Another thing worth mentioning is the depressuriza-
tion process in long-term gas production simulation. Based
on the validated hydrate reservoir model, the long-term
(more than 450 days) gas production performance of dif-
ferent cases are predicted. After the first 27-hour test, the
BHP remains at 7MPa until the 10th day. Considering
the feasible depressurization scheme in the Mallik 2008
test, the BHP gradually reduces from 7MPa to 4MPa in
the next 20 days. And then, the constant pressure of
4MPa is used to recover gas from the hydrate reservoir
throughout the simulation run. The anticipative simulated
gas production durations in all cases are 2 years (730 days).
However, in fact, the final simulated durations of these
cases are different (450 days~650 days), due to some com-
putational problems (nonconvergence, etc.). In addition,
the radial distance of the simulation reservoir model is
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Figure 8: Dynamic evolutions of (a) pressure and (b) temperature in a hydrate reservoir at 15th and 27th hours.
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extended to 10 km away from the production well for the
longer production period.

4.2.2. Gas Release from Hydrate Dissociation. The hydrate
dissociation characteristic reflects the methane-storing
capacity of the hydrate reservoir and the real effect of depres-
surization on the reservoir. Figure 10 indicates the evolutions
of (a) simulation-predicted gas release rates (QR) and (b)
cumulative gas release volumes (VR) from hydrate dissocia-

tion in different cases of perforation intervals. The QR of all
cases increases rapidly in the early days, while after that, all
the QR increases with a decreasing rate and gradually reaches
the maximum rate using a constant BHP of 4MPa. This is
mainly because (1) the depressurization results in a signifi-
cant increase of the hydraulic gradient between the produc-
tion well and the reservoir initially, which gradually builds
balance in the later depressurization stage; (2) there is a sig-
nificant increase of the dissociation area; and (3) there is a
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Figure 9: Dynamic evolutions of (a) hydrate saturation and (b) gas saturation in the hydrate reservoir at 15th and 27th hours.

Table 2: Different design simulation cases related to the location and length of a perforation interval.

Case number Case 1 Case 2 Case 3 Case 4 Case 5

Location of production interval (m) 53~65 61~73 53~70 53~73 53~75
Length of production interval (m) 12 12 17 20 22

Variable factor Base case Location Length Length Length
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decrease of reservoir temperature due to the endothermic
effect of hydrate dissociation, which inhibits the rapid disso-
ciation of the hydrate in the reservoir.

For the 450-day depressurization test, the average gas
release rates from hydrate dissociation in the five cases are
about 8:60 × 104, 1:02 × 105, 1:16 × 105, 1:31 × 105, and
1:35 × 105 STm3/d, and the cumulative gas release volumes
are 3:87 × 107, 4:60 × 107, 5:20 × 107, 5:90 × 107, and 6:06 ×
107 STm3, respectively. Compared to Case 1, the VR in Case
2, Case 3, Case 4, and Case 5 is increased by 19%, 34%, 52%,
and 57%.

Obviously, the gas release rate in Case 1 is lower than that
of the other cases. This can be explained from two aspects: (1)
A lower part of the perforation interval in Case 2 extends to
the lower water-saturated zone with high permeability, which
significantly enhances the propagation of depressurization in
the interface between the hydrate reservoir and the underly-
ing water-saturated zone (i.e., a dominant dissociation inter-
face in this study), and then enlarges the hydrate dissociation
zone in a radial direction. The comparison of gas release rates
in Case 2 and Case 3 also suggest the effect of a dominant dis-
sociation interface, because the longer perforation interval
(17m in the hydrate reservoir) in Case 3 did not cause more
hydrate dissociation than Case 2 (11.5m in the reservoir and
0.5m in the underlying aquifer) in the first 60 days. In addi-
tion, the higher temperature in the lower part of the reservoir
promotes the hydrate dissociation significantly. (2) The lon-
ger the perforation length, the larger the contact area between
the wellbore and the hydrate reservoir. As a consequence, the
area of the hydrate dissociation zone increases obviously with
the increase of the length of the perforation interval. It is
worth noting that the effective length of the perforation inter-

val (i.e., the length in the hydrate reservoir) is the main factor
affecting hydrate dissociation performance, which can be
inferred by the comparison results of the gas release rates in
Case 3, Case 4, and Case 5.

4.2.3. Gas and Water Production Behaviors. Figure 11 shows
evolutions of predicted gas production rates from the well-
bore (QG) under different locations of perforation intervals.
In general, the gas production rates increase rapidly in the
initial phase of gas production and then have a speedy
decrease. This is mainly due to the struggle between the
depressurization and temperature decline caused by the
endothermic effect of hydrate dissociation. With the develop-
ment of gas production, the QG tends to be stable gradually.
The final (650 days) gas production rates from the wellbore
in Case 1 and Case 2 are about 2:18 × 103 and 2:36 × 103 ST
m3/d, respectively. Additionally, the 650-day simulated
period can be divided into three stages: (1) at Stage 1 (day
0~day 257), the gas production rate of Case 1 is higher than
that of Case 2; (2) at Stage 2 (day 258~day 430), the gas pro-
duction rates of Case 1 and Case 2 are closed; and (3) at Stage
3 (day 431~day 650), the gas production performance of
Case 2 gradually surpasses that of Case 1. This is mainly
because of the following considerations: (1) In the early
depressurization stage, excessive water inflow reduces the
gas relative permeability and impedes the horizontal pressure
gradient propagation, which restricts gas recovery from the
hydrate reservoir in Case 2. However, the high hydrate sat-
uration layer with a thickness of 7.5m acts as a barrier to
the water influx from the underlying aquifer in Case 1. (2)
As the passage of time, the barrier sealing the water inflow
disappears due to hydrate dissociation, which brings a
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negative effect on the gas production rate in Case 1. Simul-
taneously, the advantageous hydrate dissociation amount in
Case 2 (as Figure 10 depicts) leads to a larger gas produc-
tion rate.

Figure 12 illustrates the evolutions of predicted gas pro-
duction rates from a wellbore (QG) with different lengths of
perforation intervals in a 450-day period. Obviously, the
gas production rate increases with the increase of the length
of the perforation interval because of the extension of the
hydrate dissociation front. In addition, the increment of gas
production rates between Case 4 and Case 3 is significantly
higher than that between Case 5 and Case 4. This suggests
that the overlong perforation interval in the aquifer will cause
more water to flow into the reservoir, which will affect the gas
production rate. The average (450 days) gas production rates
of Case 1, Case 3, Case 4, and Case 5 are about 3:47 × 103,
4:73 × 103, 5:44 × 103, and 5:62 × 103 STm3/d, respectively.

Figure 13 depicts the predicted cumulative gas produc-
tion volumes from a wellbore (VG) in five cases in 365 days
and 450 days. The comparison results indicated that VG
increases with the length of the perforation interval, while
the moving down of the perforation interval decreases the
gas production volume superficially. For the 450-day depres-
surization test, the length of the perforation interval increases
from 12m to 17m, 20m, and 22m, leading to theVG
increases from 1:56 × 106 to 2:13 × 106, 2:45 × 106, and 2:53
× 106 STm3, increased by 37%, 58%, and 62%, respectively.
Hence, the gas production performance can be effectively
improved by befittingly increasing the length of the perfora-
tion interval in the hydrate reservoir, while in Case 2, the VG
after the 450-day depressurization test is 1:47 × 106 STm3,
which is 0.945 times that in Case1. The modeling results indi-
cate that the insufficient gas production performance in Case

2 is mainly caused by the restriction of the water influx at the
earlier stage.

The ratio of gas production volume to gas release volume
is an important reference for evaluating the gas recovery effi-
ciency. Figure 14 depicts the predicted ratios (RGR) of gas
production volumes (VG) to gas release volumes (VR) in five
cases on 365 days and 450 days. Obviously, from 365 days to
450 days, all of the RGR decrease due to the increases of gas
release rates and the decreases of gas production rates. More-
over, the RGR in Case 2 is lower than those in others. The
comparison results indicated that the RGR slightly increases
with the lengthening of the perforation interval. The RGR
on 450 days in five cases are 4.01%, 3.19%, 4.10%, 4.15%,
and 4.16%, respectively.

Figure 15 depicts the predicted cumulative water produc-
tion volumes from a wellbore (VW) in five cases on 365 days
and 450 days, respectively. The effect of the perforation inter-
val on water production is similar to that on gas production,
except that the value of VW2 is larger than VW1. For the 450-
day depressurization test, compared to the VW1 with a value
of 4:81 × 105 m3, theVW in Case 2, Case 3, Case 4, and Case 5
are 5:64 × 105, 6:12 × 105, 6:79 × 105, and 6:93 × 105 m3,
increased by 19.9%, 28.8%, 43.4%, and 46.7%, respectively.
Obviously, the increased degree ofVW caused by the length-
ening of the perforation interval is lower than that of VG
(i.e., 37%, 58%, and 62% as Figure 13 shows). This is also
the evidence that the suitable lengthening of the perforation
interval can significantly improve the gas production effi-
ciency. Additionally, from 365 days to 450 days, the gas pro-
duction volumes in five cases increase with the values of
1:09 × 105, 1:17 × 105, 1:33 × 105, 1:45 × 105, and 1:47 × 105
m3 (i.e., increased by 29.2%, 26.3%, 27.7%, 27.2%, and
27.0%), respectively.

Stage 1 Stage 2

0
0

2000

4000

6000

8000

10000

200 400
Time (days)

600

G
as

 p
ro

du
ct

io
n 

ra
te

 (S
T 

m
3 /d

)

Case 1 (QG1)
Case 2 (QG2)

Stage 3

Figure 11: Evolutions of predicted gas production rates from a
wellbore under different locations of perforation intervals in a
650-day period.

0 100 200 300 400
0

4000

8000

12000

G
as

 p
ro

du
ct

io
n 

ra
te

 (S
T 

m
3 /d

)

Time (days)

Case 1 (QG1)

Case 3 (QG3)

Case 4 (QG4)

Case 5 (QG5)

Figure 12: Evolutions of predicted gas production rates from a
wellbore with different lengths of perforation intervals in a 450-
day period.

13Geofluids



Figure 16 indicates the evolutions of predicted ratios of
gas production volumes to water production volumes (RGW)
in different cases for a 450-day period. The significant
advantage of Case 1 can be observed in the first 257-day
period of gas production, due to the efficient water-sealing

barrier with high hydrate saturation. With the downward
extension of the hydrate dissociation front, the RGW in the
cases with the longer perforation interval are gradually
higher than that of Case 1. In addition, all of the RGW
decrease rapidly in the initial phase of gas production, with

0.00E+00 5.00E+05 1.00E+06 1.50E+06 2.00E+06
Gas production volume (ST m3)

2.50E+06 3.00E+06

Case 1 (VG1)

Case 2 (VG2)

Case 3 (VG3)

Case 4 (VG4)

Case 5 (VG5)

365 days
450 days
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the similar causation to the gas production rate. For a 450-
day production period, the average values of RGW in five
cases are 12.01, 5.13, 10.47, 6.81, and 6.21.

Based on the comprehensive comparison and analysis of
Figures 10–16, the following results are suggested: (1) The

hydrate dissociation behavior can be improved by moving
the perforation interval to the interface between the hydrate
reservoir and the underlying water-saturated zone, while
the gas and water production behaviors are mainly affected
by the length of the perforation interval. (2) For short-time
gas production, the perforation interval should be set in the
high permeability zone of the reservoir with high hydrate sat-
uration, under the presence of a bottom barrier for water
influx. However, the advantages of high temperature and an
extensive hydrate dissociation front in the dominant dissoci-
ation interface should be considered in a long-term gas pro-
duction test. (3) In the later stage of production, the effect of
perforation length on gas production rate is greater than that
on water production, which indicates that the proper length-
ening of an effective perforation interval can enhance meth-
ane gas recovery in both absolute and relative terms.

4.2.4. Reservoir Responses. Figure 17 depicts the dynamic evo-
lutions of the spatial distribution of hydrate saturation in five
cases on 30, 100, and 365 days, respectively. In the earlier
stage of the depressurization test, the hydrate layer under-
neath the production interval acting as a barrier for blocking
water enters into the production well before being completely
dissociated in Case 1 and Case 3, inducing relatively higher
values of RGW in a short-time test. However, the area of the
hydrate dissociation zone in Case 2 is larger than that in Case
1 with the same length of the perforation interval, because the
excellent permeability conditions and rapid depressurization
in the interface between the reservoir and the underlying
aquifer have been utilized in Case 2. Moreover, the hydrate
dissociations are more likely to occur in the lower part of
the reservoir, due to the promotion of higher temperature
caused by a geothermal gradient. The predicted fronts (only
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Figure 15: Predicted water production volumes from a wellbore in different cases of perforation intervals on 365 days and 450 days.
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consider the fronts paralleling to the production interval) of
the dissociation zone in five cases on 365 days are about
350m, 690m, 720m, 950m, and nearly 1000m. The spatial

distribution of hydrate saturation confirms the significant
impacts of location and length of the perforation interval
on hydrate dissociation behavior again.
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Figure 17: Dynamic evolutions of the spatial distribution of hydrate saturation in five cases on (a) 30 days, (b) 100 days, and (c) 365 days,
respectively.
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Figure 18 depicts the dynamic evolutions of the spatial
distribution of gas saturation in five cases on 30, 100, and
365 days, respectively. The occurrence region of free gas
gradually expands as the constant depressurization. Obvi-

ously, at the earlier stage of the depressurization test, the free
gas mainly concentrates around the production well in Case
1 and Case 3 before hydrates dissociate completely. However,
a direct connection between the hydrate reservoir and the
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Figure 18: Dynamic evolutions of spatial distribution of gas saturation in five cases on (a) 30 days, (b) 100 days, and (c) 365 days, respectively.
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underlying aquifer in Case 2, Case 4, and Case 5 leads to
more gas accumulations in the lower part of the reservoir,
because there occurs significant hydrate dissociation. More-
over, this situation also occurs in Case 1 and Case 3 after
the blocking hydrates dissociate. All the fronts of gas occur-
rence regions reach the distance of more than 1000m away
from the wellbore in five cases, while the area of the free
gas occurrence region is distinctly enlarged by increasing
the length of the perforation interval. This also suggests the
feasible method to enhance gas recovery by reasonably
increasing the length of the perforation interval. In addition,
the gas saturation in the upper layer of the production inter-
val is higher than that of the lower zone due to the buoyancy
effects.

5. Conclusions

According to the available geological data from the 2L-38
well at the Mallik site, a geologically descriptive hydrate-
reservoir model is constructed and validated by the field-
measured data in the 2007 test. The dynamic production
behaviors during the depressurization test are analyzed in
detail. In addition, the effects of the perforation interval
(e.g., length and location) on hydrate dissociation and multi-
phase flow behaviors have been investigated based on the val-
idated hydrate reservoir model. Some conclusions can be
drawn as follows:

(1) The simulated gas and water production rates from
the heterogeneous hydrate reservoir model based on
the geological description can match the measured
data in the field test considerably well

(2) The hydrate dissociation front in the reservoir pre-
sents a hackly profile due to the alternations of sandy
layers and silty layers. And the hydrate dissociation
front in the interface between the hydrate reservoir
and the underlying water-saturated zone shows
preponderance

(3) The hydrate dissociation behavior is strongly affected
by the location and length of the perforation interval.
More excellent gas release performance occurs in the
situation where the perforation interval is set at the
lower zone of the hydrate reservoir. In addition,
increasing the length of the perforation interval pro-
motes the hydrate dissociation to a large extent

(4) The perforation interval is suggested to set at the zone
with high hydrate saturation and high permeability
before the complete dissociation of hydrates serving
as the water blocking barrier. However, the gas pro-
duction performance in the case where the perfora-
tion interval is located at the dominant dissociation
interface is more excellent in the later stage of a
long-term production test

(5) The increase of the effective length of the perforation
interval can strongly enhance the gas recovery
(including the gas release rate and the production
rate) from the hydrate reservoir based on both abso-

lute and relative criterions. As the length of the perfo-
ration interval increases, compared to the gas release
volume, the gas production volume has a relatively
higher degree of increase. It indicates the improve-
ment of length increase on gas production efficiency.
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