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Background. A country’s agriculture refects a backbone and performs a vital part in the betterment of the economy and in-
dividuals. Facts and fgures of the agriculture sector ofer a solid foundation and factual pathway intended for upcoming decisions
in favor of a country. Accordingly, the probability models have a more signifcant infuence not only in reliability engineering,
hydrology, ecology, and medicine but also in agriculture sciences. Objective. Te primary objective of this study is to propose
a reliable and efcient model for pearl millet yield analysis, thereby empowering decision-makers to make informed decisions
about their farming practices.With the successful implementation of this model, farmers can potentially increase their pearl millet
yield, leading to higher incomes and improved livelihoods for the rural population of Pakistan.Model. Tis study proposes a novel
probability model, namely, the alpha transformed odd exponential power function (ATOE-PF) distribution, for analyzing pearl
millet yield in Punjab, Pakistan.Data. For data collection, two secondary data sets are explored that are electronically available on
the site of the Directorate of Agriculture (Economics and Marketing) Punjab, Lahore, Pakistan. Results. Te maximum likelihood
estimation technique is used for estimating themodel parameters. For the selection of a better ft model, we follow some accredited
goodness of ft tests. Te efciency and applicability of the ATOE-PF distribution are discussed over the province of Punjab (with
RMSE� 4.9176) and Pakistan (with RMSE� 4.5849). Better estimates and closest ft to data among the well-established
neighboring models ofer robust evidence in support of ATOE-PF distribution as well.

1. Introduction

Being an inhabitant of the agricultural country of
Pakistan, our masses’ primary source of income relies on
agriculture. It has a dynamic role in developing the

country’s foreign exchange, economic growth, and em-
ployment. Over the last 40 years, it has had an out-
standing contribution to the development of Pakistan’s
economy [1]. 65% fuctuating share of Pakistan’s pop-
ulation, 18.9% gross domestic production (GDP), and
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42.3% of the labor force ultimately dependent on agri-
culture [2]. Te total land area of Pakistan is 196.72
million acres, and 66.97 million acres are harvested, along
with 20.51 million acres not harvested [3]. Reference [4]
categorized Pakistan’s crops into food (wheat and rice)
and cash food (cotton, maize, sugarcane), as both the
crops have a 6.5% contribution to Pakistan’s GDP.

One of the oldest cultivated food a pearl millet, which
the locals call Bajra. It is a ffth-ranked crop in Pakistan
after sorghum, maize, rice, and wheat. Tis crop is sig-
nifcant for fodder and grain, along with high nutritional
contents for poultry and livestock. From 2010 to 2011,
this crop yielded 346 thousand tons with a grown area of
548 thousand hectares. However, it was quite an im-
pressive increase (by 18%) as compared to 2009-2010
production [5]. Worldwide, pearl millet’s cultivation area
is 31 million hectares [6], though, in Pakistan, 0.50
million hectares area along with 0.33 million tones
production [7]. Pearl millet’s low yield in Pakistan in-
corporates many factors, including nonstandard crop,
inappropriate time of seeding, fuctuating weather in-
timidations, competitor cereals, and watering issues [8].
Reference [9] explored it as the feeding of the pet birds. It
is expected that if Pakistan imports 61,000 tons of pearl
millet by 2030, it will be considered the second leading
importer country after China [10].

1.1. Probability Models Used for Diferent Field Crops.
Several statistical techniques to model crop yield have been
developed and discussed in the past. For this, one can extend
his knowledge by reading from [11–32] and many others.

2. Materials and Methods

2.1. Punjab and Pakistan Area and Production. Crop pearl
millet has a very high potential of growing with dry heat and
drought tolerance along with the low rainfall area (less than
350mm) circumstances. Consequently, Sindh (Sanghar,
Hyderabad, Nawabshah, Kairpur, and Dadu); Punjab
(Gujranwala, Bahawalnagar, Rawalpindi, Gujrat, Chakwal,
Mianwali, and Attock); Balochistan (Sibbi, Lorali, and
Khuzdar); and NWFP (Bannu, D. I. Khan, and Karak) are
considered the most suitable and favorable districts (cities)
for appropriate cultivation.

Table 1 provides valuable information on the coordinates
and region of Pakistan and Punjab. It is a useful resource for
researchers and other stakeholders who are interested in
understanding the geography and location of the region, and
can be used for various analytical and research purposes.

Figure 1: A graphic representation of the area and pearl
millet output in Punjab and Pakistan. Te fgure uses a map
of the region along with data on pearl millet production to
provide an easy-to-understand overview of the cultivation of
pearl millet in this area.

Figure 2: An illustration of the ultimate shape of the pearl
millet crop. Tis fgure provides a clear visual reference for
the physical appearance of the crop, which can be useful for
those who are not familiar with it.

Figure 3 includes two panels; the left panel displays a map
of Pakistan, while the right panel displays a map of the Punjab
province in Pakistan.Temap of Punjab shows themajor cities
in the province, as well as the locations of pearl millet farms,
providing valuable information on the geographic distribution
of pearl millet cultivation in the region.Te use of amap in this
fgure helps to provide a clear and visual representation of the
information, making it easier for the audience to understand
the distribution of pearl millet cultivation in the region.

2.2. Pakistan Climate Conditions. Pakistan experiences
a signifcant amount of climatic variability. Despite the fact
the summermonths of April to September are fairly nice, the

Table 1: Pakistan and Punjab geography condition.

Coordinates Region
Pakistan
30.3753°N, 72.7097°E South Asia
Punjab
31.17040N, 72.70970 E Pakistan
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Figure 1: Area and production of pearl millet in Punjab and
Pakistan.

Figure 2: Pearl millet picture.
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winter is brutally chilly in the high mountains in the north
and north west. Te Indus Valley’s plains experience
sweltering heat in the summer and freezing conditions in the
winter. Te southern coastline region experiences a mild
climate. Rainfall is generally insufcient. Te lower Indus
plain’s northern regions receive an average annual rainfall of
16 centimeters, whereas the Himalayan area gets an average
annual rainfall of 120 centimeters. Rainfall occurs late in the
summer and has a monsoonal origin. Humidity is com-
paratively low because of the heavy rains and wide diurnal
temperature fuctuation. High humidity only exists along the
coastal strip.

2.3. Punjab Climate Conditions. In the majority of Punjab’s
regions, the winters are gloomy and frequently rainy. Te
weather turns springlike by mid-February and stays that way
until mid-April, whenever the summer heat arrives. Punjab
is expected to experience the start of the monsoon season
around May, although the weather has been unpredictable
since the early 1970s. Either as the spring monsoon missed
the region or it rained so heavily that fooding occurred. It is
very hot in June and July. Media sources indicate that the
temperature exceeds 51°C and frequently publish stories
about persons who have passed away from the heat, despite
the fact that ofcial measurements of the temperature sel-
dom go over 46°C. When the temperature reportedly
reached 54°C in Multan in June 1993, temperature records
were smashed. Te “bars” (monsoon season), which give
comfort once it passes, interrupt the intense heat in August.
Even though the hottest portion of the summer is passed,
colder temperatures will not arrive until late October. One of
the most frigid winters in the province’s recent history dates
back more than 70 years. Temperatures in the Punjab area
average from − 2° to 45°C; However they may get as high as
50°C (122°F) in the summer and as low as − 10°C in the
winter. Punjab experiences the following three distinct
seasons:

(1) Hot weather (April to June), with temperatures
reaching 123 degrees Fahrenheit (51 degrees
Celsius).

(2) July to September is the rainy season. Average
rainfall per year ranges between 96 cm in the sub-
mountain region and 46 cm in the plains.

(3) From October to March, the weather can be cold,
foggy, or mild. Te temperature drops to 35.6 de-
grees Fahrenheit (2.0 degrees Celsius).

It should be noted that September through October is the
ideal time to harvest the crop known as Bajra.

2.4. Climate Prerequisite. It may be sown at low soil tem-
peratures before reaching 23°C. It germinates best in ideal
conditions (25–30°C). Te vapor pressure defcit (VPD)
caused by the daily maximum temperature of 42°C during
blooming directly reduces the pearl millet’s ability to set
seeds [33]. At 40–45°C (base temperature of 10°C), tillering
starts with the main tillers regions of the world depend on
precipitation, which typically ranges from 150 to 750mm
(350mm). Because of its resilience to very hot and dry
weather conditions is becoming increasingly important in
developing climate-resilient agricultural systems under
changing climatic scenarios [34]. Te pearl millet requires
between 300 and 350mm of rainfall to thrive. It is important
to note that the water requirement of a crop can vary
depending on various factors such as soil type, climate, and
cultivation practices. Te Figure 4 presented in the chart
should therefore be considered as general guidelines rather
than exact values.

2.5. Data Collection. For this study, we consider secondary
data sets. For this, the frst data presents the average yield of
Bajra in Punjab (1947-48 to 2017-18) (Per Acre/000 Tonnes),
and the second data relates to the average yield (Per Acre/
000 Tonnes) of Bajra in Pakistan (1947-48 to 2017-18). Te
datasets are obtained from the agricultural statistics of
Pakistan and are available at the electronic address provided
in Appendix.

2.6. Model Description. In this paper, we develop a novel
two-parameter probability model that performs so well not
only in reliability engineering, hydrology, ecology, and
medical sciences but has a vital role in agriculture sciences as
well. We refer to it as the alpha transformed odd exponential
power function (ATOE-PF) distribution. Te associated
cumulative distribution function (CDF) corresponding to
the probability density function (PDF) along with the

(a) (b)

Figure 3: Map of Pakistan (a) map of Punjab (b)
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quantile function is, respectively, given by the following
equation:

F(x) �
αe

1− gn /x( )β( )
− 1

α − 1
,

f(x) �
gn( 􏼁

ββ log α
α − 1

x
− (β+1)

e
1− gn/x( )

β( 􏼁αe
1− gn /x( )β( )

,

xq �
gn

[1 − log [(1/log α)[log [1 + q[α − 1]]]]]
1/β ,

(1)

where 0< x≤ gn and α> 0, α> 1, β> 0, are two shape
parameters.

Note that, the ATOE-PF distribution is one of the
particular members of the ATOE-G class of distributions.
Terefore, this paper uses ATOE-PF distribution as
a modeling framework, and our ongoing project’s advanced
complementary mathematical and reliability measures are
under-processed.

2.7. Parameter Estimation. We use the maximum likelihood
estimation technique for the parameter estimation of the
ATOE-PF distribution. For this, we suppose X1, X2, ..., Xn

be a random sample of size n taken from X, then the log-
likelihood function (Log L) of X is given by the following
equation:

Log L �

nβ log gn( 􏼁 + n log(β) + n log [log(α)] − n log(α − 1)−
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Te partial derivatives of Log L for the parameters α and
β are given by, respectively,
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Te ML estimates (􏽢ϕ � 􏽢α|MLE, 􏽢β|MLE) of the ATOE-PF
distribution are derived by maximizing (2) or by solving
the above nonlinear equations simultaneously. Te

following part has a detailed simulation with various
parameter confgurations to test the asymptotic capability
of MLEs.

0

300

600

900

1200

1500

1800

2100

2400
W

at
er

 re
qu

ire
m

en
t (

m
m

)

M
ill

et

So
rg

hu
m

W
he

at

M
ai

ze

Co
tto

n

Ri
ce

Su
ga

rc
an

e

Pu
lse

s

Crops

Figure 4: Water requirement of pearl millet in comparison with
other crops.

4 Complexity



2.8. Simulation Study. Te following algorithm discusses the
performance of MLEs with the assistance of a simulation
study:

Step-1: a random sample x1, x2, x3, . . ., xn of sizes
n� 100, 150, 200, 250, 300, 350, 400, 450, and 500 are
generated from Q(q).
Step-2: the required results are obtained based on the
diferent combinations of the model parameters for
gn � 2, placed in S-I (α � 1.9, β � 1.5), S-II
(α � 1.1, β � 2.5), S-III (α � 1.5, β � 1.5), S-IV
(α � 1.2, β � 1.9), S-V (α � 1.3, β � 1.7), S-VI
(α � 1.7, β � 3.9), S-VII (α � 1.15, β � 4.75), S-VIII
(α � 1.25, β � 7.75), and S-IX (α � 1.55, β � 5.95)
Step-3: average estimate (AE), bias, mean square error
(MSE), and variance (Var) are presented in Tables 2–4.
Step− 4: each sample is replicated N� 1000 times.
Step-5: gradual decrease in AE(s), bias(es), MSE(s), and
Var(s) with increases in the sample size is observed.
Step-6: fnally, the estimates in Tables 2–4 help us
specify that the method of maximum likelihood works
consistently for the ATOE-PF distribution.

Note that, Figure 5 is a useful visual representation of the
density function curves for various choices of model pa-
rameters for simulated data. Te fgure provides researchers
with valuable insights into the impact of diferent parameter
values on the shape of the distribution, enabling them to
make more informed modeling decisions.
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2
.
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3. Results and Discussions

Now, we report the application of the ATOE-PF distribution.
For this, we focus on the agricultural sector and engage two
suitable datasets. Te ATOE-PF distribution is compared with
well-known competitive models. Te CDFs of competitive
models are listed in Table 5. Te parameter estimates and
standard errors are presented in Tables 6 and 7 for both
datasets, respectively. Some typical results from descriptive
statistics for both datasets are shown in Tables 8 and 9. Tese
descriptive statistics are minimum value, 1st quartile, mean,
median, mode, standard deviation (SD), 3rd quartile, maxi-
mum value, 90%, 95%, and 99% confdence intervals.

Te goodness-of-ft statistics for the ATOE-PF distribution
and competing models are presented in Tables 10 and 11. A
better ft model is one with the criteria of a minimum value of
Anderson–Darling (AD), Cramer-von Mises (CVM), root

mean square error (RMSE), and Kolmogorov–Smirnov (KS)
with a higher P-value. Please note that a comprehensive list of
standard measurement units and corresponding abbreviations
can be found in Table 12 of this document.

Te agriculture sector plays a crucial role in the economy
of a country, and the ability to accurately predict crop yields
is of utmost importance. In order to aid decision-makers in
the farming industry, a new probability model was de-
veloped that is capable of accurately modeling agriculture
data. Tis study utilized secondary data on pearl millet
(Bajra) yields in Punjab Province, Pakistan and compared
the alpha transformed odd exponential power function
(ATOE-PF) distribution to its well-established rivals using
various goodness of ft tests such as KS (P-value), AD, and
CVM. Te ATOE-PF distribution showed a better ft for the
average yield of pearl millet (Bajra) in Punjab and Pakistan
than any of its competitors. Te P value (KS) was higher for
the ATOE-PF distribution, indicating that it meets the
minimal statistical value requirement for a better ft model.

Table 2: Bias, mean square error, variance, and average estimate.

n Est
S-I S-II S-III

􏽢α 􏽢β 􏽢α 􏽢β 􏽢α 􏽢β

100

Bias 0.1591 0.0349 0.2141 0.0136 0.1573 0.0212
MSE 1.6324 0.0237 0.3585 0.0376 0.8554 0.0178
Var 1.6071 0.0225 0.3126 0.0374 0.8306 0.0173
AE 2.0591 1.5349 1.3141 2.5136 1.6573 1.5212

150

Bias 0.0598 0.0288 0.1394 − 0.0038 0.0735 0.0192
MSE 0.9004 0.0168 0.1808 0.0221 0.4627f 0.0127
Var 0.8968 0.0159 0.1613 0.0221 0.4573 0.0123
AE 1.9598 1.5288 1.2394 2.4961 1.5735 1.5192

200

Bias 0.0412 0.0227 0.1122 − 0.0091 0.0496 0.0166
MSE 0.5669 0.0134 0.1113 0.0175 0.2968 0.0105
Var 0.5652 0.0129 0.0987 0.0174 0.2943 0.0103
AE 1.9412 1.5227 1.2122 2.4908 1.5496 1.5165

250

Bias 0.0165 0.0196 0.0898 − 0.0089 0.0269 0.0153
MSE 0.4386 0.0108 0.0835 0.0143 0.2315 0.0089
Var 0.4383 0.0105 0.0754 0.0143 0.2308 0.0087
AE 1.9165 1.5196 1.1898 2.4911 1.5269 1.5152

300

Bias 0.0135 0.0183 0.0790 − 0.0055 0.0213 0.0134
MSE 0.3532 0.0088 0.0675 0.0123 0.1894 0.0068
Var 0.3530 0.0085 0.0613 0.0122 0.1889 0.0067
AE 1.9135 1.5183 1.1790 2.4944 1.5213 1.5134

350

Bias 0.0188 0.0148 0.0733 − 0.0048 0.0226 0.0112
MSE 0.3017 0.0075 0.0589 0.0108 0.1647 0.0059
Var 0.3014 0.0073 0.0535 0.0108 0.1642 0.0058
AE 1.9188 1.5148 1.1733 2.4951 1.5226 1.5112

400

Bias 0.0116 0.0142 0.0679 − 0.0022 0.0159 0.0110
MSE 0.2731 0.0066 0.0525 0.0098 0.1503 0.0053
Var 0.2730 0.0064 0.0479 0.0098 0.1501 0.0052
AE 1.9116 1.5142 1.1679 2.4977 1.5159 1.5110

450

Bias − 0.0004 0.0137 0.5781 0.0012 0.0051 0.0110
MSE 0.2386 0.0059 0.0453 0.0091 0.1322 0.0047
Var 0.2386 0.0057 0.0419 0.0091 0.1322 0.0046
AE 1.8995 1.5137 1.1578 2.5012 1.5051 1.5110

500

Bias 0.0029 0.0109 0.0531 0.0024 0.0064 0.0087
MSE 0.2247 0.0051 0.0434 0.0085 0.1248 0.0042
Var 0.2247 0.0050 0.0405 0.0085 0.1248 0.0042
AE 1.9029 1.5109 1.1531 2.5024 1.5064 1.5087
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Table 3: Bias, mean square error, variance, and average estimate.

n Est
S-IV S-V S-VI

􏽢α 􏽢β 􏽢α 􏽢β 􏽢α 􏽢β

100

Bias 0.1932 0.0039 0.1763 0.0105 0.1536 0.0731
MSE 0.4550 0.0203 0.5708 0.0188 1.2054 0.1398
Var 0.4177 0.0203 0.5397 0.0187 1.1818 0.1345
AE 1.3932 1.9039 1.4763 1.7105 1.8536 3.9731

150

Bias 0.1147 0.0035 0.0963 0.0109 0.0624 0.0627
MSE 0.2349 0.0149 0.3008 0.0134 0.6633 0.1001
Var 0.2217 0.0149 0.2915 0.0133 0.6594 0.0961
AE 1.3147 1.9035 1.3963 1.7109 1.7624 3.9627

200

Bias 0.0538 0.0098 0.0690 0.0105 0.0424 0.0500
MSE 0.0926 0.0087 0.1920 0.0112 0.4214 0.0804
Var 0.0897 0.0086 0.1872 0.0110 0.4196 0.0779
AE 1.2538 1.9098 1.3690 1.7105 1.7424 3.9500

250

Bias 0.0502 0.0080 0.0471 0.0112 0.0189 0.0463
MSE 0.0811 0.0079 0.1480 0.0093 0.3280 0.0662
Var 0.0785 0.0079 0.1458 0.0092 0.3276 0.0640
AE 1.2502 1.9080 1.3471 1.7112 1.7189 3.9463

300

Bias 0.0444 0.0070 0.0371 0.0134 0.0154 0.0432
MSE 0.0733 0.0069 0.1226 0.0083 0.2659 0.0545
Var 0.0713 0.0069 0.1212 0.0082 0.2657 0.0527
AE 1.2444 1.9070 1.3371 1.7134 1.7154 3.9432

350

Bias 0.0326 0.0055 0.0362 0.0082 0.0186 0.3610
MSE 0.0645 0.0055 0.1069 0.0064 0.2295 0.0476
Var 0.0634 0.0055 0.1056 0.0063 0.2291 0.0463
AE 1.2326 1.9055 1.3362 1.7082 1.7186 3.9361

400

Bias 0.0035 0.0035 0.0287 0.0085 0.0120 0.0348
MSE 0.0051 0.0051 0.0979 0.0057 0.2083 0.0423
Var 0.0604 0.0051 0.0979 0.0057 0.2081 0.0411
AE 1.2301 1.9035 1.3287 1.7085 1.7120 3.9348

450

Bias 0.0035 0.0035 0.0173 0.0086 0.0012 0.0331
MSE 0.0051 0.0051 0.0866 0.0051 0.1819 0.0363
Var 0.0604 0.0051 0.0863 0.0050 0.1819 0.0351
AE 1.2301 1.9035 1.3173 1.7086 1.7012 3.9331

500

Bias 0.0035 0.0035 0.0174 0.0065 0.0032 0.0264
MSE 0.0051 0.0051 0.0815 0.0047 0.1721 0.3221
Var 0.0604 0.0051 0.0126 0.0046 0.1721 0.0315
AE 1.2301 1.9035 1.3174 1.7065 1.7031 3.9264

Table 4: Bias, mean square error, variance, and average estimate.

n Est
S-VII S-VIII S-IX

􏽢α 􏽢β 􏽢α 􏽢β 􏽢α 􏽢β

100

Bias 0.2029 0.0131 0.1842 0.0434 0.1552 0.0932
MSE 0.4038 0.1241 0.5102 0.3326 0.9364 2.8667
Var 0.3626 0.1239 0.4763 0.3308 0.9123 0.2778
AE 1.3529 4.7630 1.4342 7.7934 1.7052 6.0432

150

Bias 0.1262 − 0.0010 0.1047 0.0409 0.0696 0.0834
MSE 0.2064 0.0766 0.2666 0.2558 0.5094 0.2144
Var 0.1904 0.0766 0.2556 0.2541 0.5045 0.2075
AE 1.2762 4.7489 1.3547 7.7909 1.6196 6.0334

200

Bias 0.0987 − 0.0015 0.0773 0.0329 0.0469 0.0657
MSE 0.1283 0.0666 0.1689 0.2141 0.3262 0.1728
Var 0.1185 0.0666 0.1630 0.2130 0.3240 0.1685
AE 1.2487 4.7484 1.3273 7.7829 1.5969 6.0157
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Table 4: Continued.

n Est
S-VII S-VIII S-IX

􏽢α 􏽢β 􏽢α 􏽢β 􏽢α 􏽢β

250

Bias 0.0761 0.0055 0.0551 0.0264 0.0241 0.0590
MSE 0.0972 0.0561 0.1296 0.1675 0.2545 0.1394
Var 0.0914 0.0561 0.1267 0.1669 0.2539 0.1359
AE 1.2261 4.7555 1.3051 7.7764 1.5741 6.0090

300

Bias 0.0651 0.0148 0.0445 0.0361 0.0194 0.0567
MSE 0.0793 0.0489 0.1071 0.1434 0.2074 0.1140
Var 0.0751 0.0487 0.1051 0.1421 0.2070 0.1108
AE 1.2151 4.7648 1.2945 7.7861 1.5669 6.0067

350

Bias 0.0605 0.0119 0.0421 0.0269 0.0211 0.0462
MSE 0.0694 0.0449 0.0937 0.1249 0.1803 0.0972
Var 0.0657 0.0448 0.0919 0.1242 0.1799 0.0950
AE 1.2105 4.7619 1.2921 7.7769 1.5711 5.9962

400

Bias 0.0551 0.0088 0.0356 0.0294 0.0146 0.0465
MSE 0.0622 0.0391 0.0852 0.1134 0.1640 0.0879
Var 0.0591 0.0391 0.0839 0.1125 0.1638 0.8575
AE 1.2051 4.7588 1.2856 7.7794 1.5646 5.9965

450

Bias 0.0439 0.0084 0.0236 0.0311 0.0038 0.0460
MSE 0.0543 0.0333 0.0755 0.0967 0.1441 0.0772
Var 0.0524 0.0332 0.0749 0.0958 0.1441 0.0750
AE 1.1939 4.7584 1.2736 7.7810 1.5539 5.9960

500

Bias 0.0401 0.0026 0.0230 0.0235 0.0053 0.0371
MSE 0.0519 0.0294 0.0713 0.0891 0.1361 0.0697
Var 0.0503 0.0295 0.0707 0.0885 0.1361 0.0683
AE 1.1900 4.7526 1.2730 7.7735 1.5553 5.9871

α= 2.5,β= 3.5,γ= 3.9 α= 2.05,β= 0.05,γ= 0.9 α= 3.5,β= 2.5,γ=2.0 α= 11.1,β= 5.5,γ= 1.9
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Figure 5: Density function curves for various choices of model parameters for simulated data.

Table 5: List of some competitive model’s cumulative distribution functions.

Models CDF’s of model Parameters Support Positions
HL-Exp P(x) � 1 − e− αx/1 + e− αx α> 0 0<x<∞ Shape� α
Exp P(x) � 1 − e− αx α> 0 0<x<∞ Shape� α
MO-Exp P(x) � 1 − αe− x/1 − (1 − α)e− x α> 0 0<x<∞ Scale� α

NH-Exp P(x) � 1 − e1− (1+αx)β α, β> 0 0<x<∞ Scale� α
Shape� β

Exp-Exp P(x) � e(1− e− αx) − 1/e − 1 α> 0 0<x<∞ Shape� α

Alp-Exp P(x) � α(1− e− βx) − 1/α − 1 α, β> 0 0<x<∞ Scale� α
Shape� β

Pareto P(x) � 1 − (m0/x)α α> 0 m0 ≤x<∞ Shape� α
Refected� m0

Gompertz P(x) � 1 − e− α(eβx − 1) α, β> 0 0<x<∞ Shape� α
Shape� β

Normal P(x) � Φ(x − α/β) α, β> 0 − ∞<x<∞ Location� α
Scale� β
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Te empirical ftted PDF, CDF, Probability-Probability, and
box plots of the ATOE-PF distribution are presented in
Figures 6 and 7, which visually demonstrate the model’s
adequacy. All numerical results and model estimates were
obtained using the free statistical software R Studio version
1.2.5033 (cited therein) and its exclusive package

AdequacyModel. Tis new probability model provides
decision-makers in the farming industry with a reliable tool
to aid in predicting crop yields. By utilizing the ATOE-PF
distribution, farmers and related departments can begin
implementing more efective predictive measures. Te
model’s superiority over its competitors in accurately

Table 5: Continued.

Models CDF’s of model Parameters Support Positions

Burr-XII P(x) � 1 − (1 + xα)− β α, β> 0 0<x<∞ Shape� α
Shape� β

PF P(x) � (x/gn)α α> 0 0<x≤ gn Shape� α

Table 6: Parameter estimates and standard errors for average yield (per acre) of Bajra in province Punjab.

Models
􏽢α 􏽢β

Estimate Std. error Estimate Std. error
ATOE-PF 0.0324 0.0216 2.8176 0.1534
Normal 5.2154 0.0939 0.7914 0.0664
Gompertz 0.0027 0.0005 1.0561 0.0336
MO-Exp 178.85 32.008 — —
PF 2.9609 0.3514 — —
Pareto 2.5048 0.2973 — —
Alp-Exp 143.58 56.144 0.4184 0.0284
NH-Exp 0.0045 0.0020 33.936 14.896
HL-Exp 0.2947 0.0270 — —
Exp-Exp 0.2583 0.0253 — —
Exp 5.2164 0.6192 — —
B-XII 6.4565 12.036 0.0944 0.1764

Table 7: Parameter estimates and standard errors for average yield (per acre) of Bajra in Pakistan.

Models
􏽢α 􏽢β

Estimate Std. error Estimate Std. error
ATOE-PF 0.0371 0.0244 2.4341 0.1348
Normal 4.8428 0.1018 0.8580 0.0720
Gompertz 0.0048 0.0015 1.0144 0.0550
MO-Exp 122.02 22.020 — —
PF 2.5878 0.3071 — —
Pareto 2.1107 0.2505 — —
Alp-Exp 263.67 110.42 0.4724 0.0309
NH-Exp 0.0047 0.0023 34.591 16.662
HL-Exp 0.3168 0.0291 — —
Exp-Exp 0.2779 0.0273 — —
Exp 4.8434 0.5749 — —
B-XII 7.5194 19.042 0.0851 0.2158

Table 8: Descriptive statistics for average yield (per acre) of Bajra in province Punjab.

Data Minimum 1st

quartile Mean Median Mode SD 3rd

quartile Maximum

Punjab

3.510 4.635 5.216 5.100 5.700 0.797 5.585 7.230
Confdence interval Skewness Kurtosis

90% (5.057, 5.373)
0.611 3.03395% (5.027, 5.404)

99% (4.965, 5.466)
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Table 9: Descriptive statistics for average yield (per acre) of Bajra in Pakistan.

Data Minimum 1st

quartile Mean Median Mode SD 3rd

quartile Maximum

Pakistan

3.020 4.305 4.843 4.780 6.380 0.863 5.075 7.020
Confdence interval Skewness Kurtosis

90% (4.672, 5.014)
0.646 3.15995% (4.638, 5.047)

99% (4.571, 5.114)

Table 10: Te goodness of ft statistics for average yield (per acre) of Bajra in province Punjab.

Models CVM AD K-S K-S (P-val) RMSE
ATOE-PF 0.0763 0.5023 0.0766 0.7981 4.9176
Normal 0.1541 1.0181 0.0888 0.6305 4.9282
Gompertz 0.4668 2.8004 0.1615 0.0493 4.9946
MO-Exp 0.1379 0.9312 0.2264 0.0014 5.0594
PF 1.9546 10.6645 0.3287 0.0012 5.0473
Pareto 0.1194 0.8793 0.3497 0.0009 5.0903
Alp-Exp 0.0887 0.6193 0.3906 0.0111 5.1469
NH-Exp 0.1352 0.9010 0.5483 0.0015 5.1801
HL-Exp 0.0989 0.6814 0.5107 0.0080 5.1921
Exp-Exp 0.0945 0.6542 0.5072 0.0050 5.1957
Exp 0.0886 0.6172 0.5153 0.0009 5.2064
B-XII 0.0454 0.3479 0.5498 0.0010 5.1197

Table 11: Te goodness of ft statistics for average yield (per acre) of Bajra in Pakistan data.

Models CVM AD K-S K-S (P-val) RMSE
ATOE-PF 0.1940 1.0670 0.1209 0.2497 4.5849
Normal 0.2885 1.7279 0.1515 0.0768 4.5966
Gompertz 0.6920 3.8658 0.2004 0.0067 4.6576
MO-Exp 0.2556 1.5727 0.2068 0.0046 4.7069
PF 1.9931 10.7507 0.3356 0.0051 4.7037
Pareto 0.2897 1.6829 0.3545 0.0161 4.7515
Alp-Exp 0.1966 1.1906 0.3530 0.0111 4.7824
NH-Exp 0.2629 1.5708 0.5265 0.0150 4.8169
HL-Exp 0.2106 1.2712 0.4931 0.0115 4.8295
Exp-Exp 0.2048 1.2361 0.4906 0.0111 4.8333
Exp 0.1973 1.1891 0.5012 0.0109 4.8446
B-XII 0.1500 0.8773 0.5352 0.0011 4.9182

Table 12: List of standard measurement units and other abbreviations.

Full names Symbol/description
Half logistic exponential HL-Exp
Nadarajah-Haghighi exponential NH-Exp
Marshall-Olkin exponential MO-Exp
Alpha power exponential Alp-Exp
Exponential-exponential Exp-Exp
Power function PF
Exponential Exp
Per acre, thousand tonnes Per acre/000 tonnes
Anderson-darling test AD� a test to detect the departure of sample distribution from normality
Kolmogorov-Smirnov test K-S� a test to detect the departure of CDF from empirical CDF
Cramer-von mises test CVM� a test to compare two empirical CDFs
Root mean square error RMSE� a measure to describe data around the best ft line

Mean square error MSE� a risk function, which measures the discrepancy between the estimated and
real values
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modeling agriculture data provides valuable information for
agriculture bodies. In addition, the use of various goodness of
ft tests ensures that themodel provides an adequate ft. Overall,
the ATOE-PF distribution presents a promising solution for
researchers and practitioners in the agriculture sector.

4. Conclusions

In this work, a novel model called the alpha transformed odd
exponential power function (ATOE-PF) distribution was
established, and we introduced its PDF and CDF. A sim-
ulation study was carried out using the maximum likelihood
estimation technique. To prove the superiority of the pro-
posed model, we ftted two pearl millet datasets. Te
ATOE-PF distribution was considered the best ft model

among the well-known rivals after passing the various
goodness of ft tests. Referring to Tables 10 and 11, we found
that the (ATOE-PF) distribution has the lowest K-S value
and the highest P value, proving the ATOE-PF distribution’s
superiority. Te efciency and applicability of the ATOE-PF
distribution are discussed over the provinces of Punjab (with
RMSE� 4.9176) and Pakistan (with RMSE� 4.5849). Fur-
thermore, outperforming estimates made it more relevant
and encouraging for pearl millet farm decision-makers and
other agriculture agencies.

5. Future Directions

Te proposed technique would hopefully be adopted by
agriculture experts and concerned agencies and

Table 12: Continued.

Full names Symbol/description

Bias Bias� the term “bias” refers to a consistent departure from the true value. It is the
discrepancy between the parameter’s actual value and its intended value

Variance Var� the term “variance” refers to measuring how widely apart a group of numbers
is from another

Average estimate AE� a point estimate of a mean of an unknown distribution
Electronic address of data set https://www.amis.pk/Agristatistics/Data/HTML%20Final/Bajra/Production.html.
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Figure 6: Empirically ftted plots for an average yield of Bajra in Punjab, Pakistan.
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Figure 7: Empirically ftted plots for an average yield of Bajra in Pakistan.
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implemented on maize, soybeans, rice, sugarcane, cotton,
moong, mash, and jowar for a more appropriate prediction
and a respectable predicted yield. Also, we have another
critical future work: the study of COVID-19 infections and
the mortality rate of the infected. Another expansion will be
the competing risk resulting from death, whether it is from
the disease or another cause.

Appendix

Te frst data presents the average yield of Bajra in
Punjab (1947-48 to 2017-18) (Per Acre/000 Tonnes).
4.79, 4.64, 4.84, 4.92, 3.90, 3.51, 4.80, 4.30, 4.26, 4.31,
4.09, 4.44, 4.39, 4.62, 5.02, 5.48, 4.90, 5.16, 4.88, 4.91,
5.22, 4.63, 4.84, 5.02, 5.16, 5.24, 5.10, 4.99, 5.25, 5.23,
5.54, 5.30, 5.40, 5.38, 5.45, 5.48, 5.60, 5.66, 5.53, 5.70,
4.62, 4.20, 4.34, 4.37, 4.36, 4.34, 4.53, 4.63, 4.79, 4.81,
4.87, 4.91, 5.03, 5.57, 5.17, 5.50, 5.72, 5.70, 5.73, 5.98,
6.15, 6.47, 6.28, 6.94, 6.99, 7.00, 6.54, 6.59, 6.34,
6.73, 7.23.
Te second data relates to the average yield (Per Acre/
000 Tonnes) of Bajra in Pakistan (1947-48 to 2017-18).
3.7, 3.65, 3.91, 4.02, 3.28, 3.02, 4.47, 3.98, 3.86, 3.97,
3.71, 3.86, 4.07, 4.08, 4.43, 4.94, 4.86, 4.88, 4.39, 4.41,
4.51, 4.47, 4.76, 4.78, 4.79, 5.03, 4.85, 4.93, 4.99, 4.85,
5.02, 4.88, 5.00, 5.33, 4.93, 5.08, 4.69, 4.74, 4.66, 4.63,
4.68, 3.99, 4.04, 4.04, 4.49, 4.22, 4.59, 4.54, 4.02, 4.86,
4.65, 4.66, 5.03, 5.17, 5.25, 5.48, 5.13, 5.70, 5.07, 4.78,
5.82, 6.38, 6.23, 6.38, 6.71, 6.81, 6.42, 6.45, 6.24,
6.58, 7.02.
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A deep reinforcement learning (DRL) approach is applied, for the frst time, to solve the routing, modulation, spectrum, and core
allocation (RMSCA) problem in dynamic multicore fber elastic optical networks (MCF-EONs). To do so, a new environment was
designed and implemented to emulate the operation of MCF-EONs - taking into account the modulation format-dependent reach
and intercore crosstalk (XT) - and four DRL agents were trained to solve the RMSCA problem. Te blocking performance of the
trained agents was compared through simulation to 3 baselines RMSCA heuristics. Results obtained for the NSFNet and COST239
network topologies under diferent trafc loads show that the best-performing agent achieves, on average, up to a four-times
decrease in blocking probability with respect to the best-performing baseline heuristic method.

1. Introduction

Due to the ever-growing number of users, devices, and
networking applications, Internet trafc keeps on increasing,
more than doubling every two years, to levels that will lead to
an eventual capacity crunch of the current core optical
networks [1, 2]. Big technological companies, such as
Google, Meta, Amazon, Netfix, Apple, and Microsoft now
account for more than half of Internet trafc, and the in-
troduction of 5G is expected to accelerate the growth of
emerging heavy app users consuming 1 terabyte per
month [3].

Various solutions to deal with this constant trafc
growth have been proposed, ranging from greater efciency
in using currently deployed optical resources to expanding
the capacity of the optical transport network. Examples of

the former and latter are Elastic Optical Networks (EONs)
[4] and multicore optical fber (MCF) [5], respectively.
EONs [6] divide the spectrum into narrow slots called
frequency slot units (FSU), usually of 12.5 GHz width [7]. In
EON communication, each connection uses as many ad-
jacent slots as needed, thereby improving the spectral usage
efciency [8]. Under dynamic operation, EONs [9] can
establish and release connections on-demand. MCF extends
the fber capacity by adding multiple cores within the same
cladding. Tus, the capacity of a single fber is signifcantly
increased given that each core can be considered as an extra
optical medium [10].

One of the frst cases for the support of elastic optical
networks was given by data-intensive applications running
on multidata center systems [11]. Later, the need for elastic
optical networks was highlighted for applications such as
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cloud-based IoT services [12], cloud-fog computing [13] as
well as critical support for the 5G communication in-
frastructure [14] and the applications associated with it, such
as Ultra High Defnition videos, Telemedicine, and Smart
City/Industry/Factory/Home [15]. Similarly, MCF has been
identifed as a complement of elastic optical networks to
deliver the high capacity required by current and future
applications, as well as the driving force to provide cost-
efcient solutions for high-capacity submarine cables
[16, 17], a key infrastructure underpinning Internet. Cur-
rently, applications requiring the combination of MCF [18]
with the efcient use of the spectrum ofered by dynamic
elastic optical networks [19] have also been identifed in
scenarios such as intradata center networks [20, 21]. Going
beyond the current technological state, expectedMultimedia
3D Services for 6G networks such as Tactile/Haptic Internet,
Video Games/Streaming as a 3D Service, and Deep-Sea
Sightseeing [15] will certainly require a network capacity
that only will be provided by the combination of MCF and
dynamic EONs, termed as dynamic MCF-EON from
now on.

One of the main challenges of dynamic MCF-EONs is
the design of efcient routing, modulation, spectrum, and
core assignment (RMSCA) strategies for establishing optical
connections with as low blocking probability as possible.
Most RMSCA proposals use heuristic approaches that
consider the impact of intercore crosstalk (intercore XT) on
optical signal quality, as described in [19, 22–25]. Although
rule-based heuristics are computationally simple, their
performance depends on the ability of the designer to detect
the best set of rules defning the heuristic behavior [26]. In
recent years, it has been shown that in most cases, deep
reinforcement learning (DRL) techniques applied to solve
resource allocation problems in dynamic elastic optical
networks outperform rule-based systems [27, 28]. DRL has
the ability to explore solutions other than those detected by
the expert knowledge of the human designer. As a result, it
has the potential of generating new nonobvious policies
from the experience gained after training in a relevant
environment [29].

1.1. Related Work. In dynamic scenarios, DRL was applied
to solve the routing, modulation, and spectrum assignment
(RMSA) problem in single-domain EONs [27, 28, 30, 31],
multidomain EONs [32], multiband EONs [33, 34] ,and
survivable EONs operating under shared protection [35]; the
problem of energy-efcient trafc grooming in fog-cloud
EONs [36], the problem of establishing and reconfguring
multicast sessions in EONs [37], the fragmentation miti-
gation problem [38], and the resource allocation problem
with advanced reservation (AR) in EONs for cloud-edge
computing [39]. Only one previous work has studied the
application of DRL on MCF networks [40], but this work
focused on fxed-grid networks. In this paper, we extend the
work reported in [27, 30, 31] by applying DRL to dynamic
MCF-EONs for the frst time.

In the context of dynamic MCF or MCF-EON networks,
with the exception of [40], only supervisedmachine-learning

techniques have been applied so far. Tese consist of
techniques for making inferences based on expert-labeled
data. Tus, instead of taking actions, supervised learning
algorithms perform estimations or classifcations [41]. For
example, the authors of [42, 43] used supervised learning to
predict future connection requests in dynamic MCF-EONs
to perform a crosstalk-aware resource allocation in advance.
Instead, the authors in [44] used machine learning to es-
timate the intercore XT to then execute a crosstalk-aware
allocation algorithm. All these studies have used machine
learning as an auxiliary process to improve the heuristic
allocation, either by predicting future trafc or transmission
quality. In none of them, machine learning had direct
participation in the decision-making related to resource
allocation.

1.2. Paper Contribution. To the best of our knowledge, there
are no previous studies on applying DRL to solve the
RMSCA problem in dynamic MCF-EONs. In this paper, we
present, for the frst time, the implementation and testing of
a new dynamic MCF-EON environment where four dif-
ferent DRL agents are trained to solve the RMSCA problem.
Te results obtained by the best-performing agent are then
compared to 3 baseline heuristics.

Te rest of this article is organized as follows: Section 2
presents the DRL system developed, Section 3 describes the
performance evaluation experiments, and Section 4 con-
cludes the paper.

2. DRL for Dynamic MCF-EONs

A DRL system can be summarized as an agent (an entity
equipped with a learning algorithm) that—during its
training phase—learns to make good decisions by inter-
acting with an environment [45, 46].

In the context of RMSCA, the agent must learn to al-
locate optical resources to connection requests such that
they are not blocked. Blocking can happen due to physical
impairments or lack of spectral continuity or contiguity in
the chosen route. A good allocation decision makes the
environment give the agent a high-value reward.

Formally, a DRL system can be modeled as a Markov
Decision Process (MDP) described by the 6-tuple {S,A,T,
R, s0, c} [29], where the following takes place:

(i) S (States): Set of possible states describing the status
of the system. In this work, the state st is described
by the link spectrum utilization, at time step t, of
each candidate route per core between the source
and destination node of connection request crt. Te
latter is defned by the tuple o, d, h, b{ }, where o is the
source node, d is the destination node, h is the
holding time of the request, and b is the bitrate of
the demand.

(ii) A (Actions): Set of actions the agent can take. In this
work, an action at at time step t is a triplet (k, c, j),
where k is the selected route (out of K pre-computed
routes) c the identifer of the core (out of C cores),
and j the identifer of a block of contiguous slots that
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can accommodate the demand of crt (out of J

blocks).
(iii) T(st+1|st, at) (Transition probability): Probability

distribution that the system transits to state st+1,
given the system is in state st and the agent takes
action at when receiving connection request crt.

(iv) R(st, at, st+1) (Reward): Te reward function that
defnes the immediate reward (rt) received when
transiting to state st+1 due to action at while in state
st. In this work, the reward is designed to be equal to
1 if the request is accepted and − 1 if it is rejected.

(v) s0 (Initial state): Te state of the network at the start
of the decision process. In this work, this state
corresponds to all routes having all spectrum slots
available in all links and cores.

(vi) c (Discount factor): A parameter ∈ ⌈0, 1) that sets
the importance of current and future rewards. Tis
factor adjusts the process of exploration and ex-
ploitation of agents in the environment [29].

Te evolution of the DRL system defned above is as
follows: During a training episode—made of a fnite amount
of time steps—an agent learns to make good decisions by
interacting with the environment at each time step t [45, 46].
To do so, upon receiving a connection request crt with the
system in state st, the agent generates an action at. Such
action makes the environment transit to the state st+1 with
probability T(st+1|st, at) and the agent receives a reward
Rt(st, at, st+1). Te objective of the agent is maximizing the
expected future discounted reward. Tus, by repeating this
process during the training episode, the agent will learn
a policy π∗(a|s) that leads to maximizing the return func-
tion, Γt, defned as

Γt � 􏽘t∈[t,∞) c
t′− t

· Rt′ . (1)

Te details of the state modeling are as follows: We
extend the state defned in [27] by considering the diferent
cores.Tus, the state is represented as an array of 1 × (2|V| +

1 + (2J + 3) · K · C) elements, where |V| is the number of
nodes of the optical network. Te extended state is then
given by

st � o, d, h, b, z
1,j

k,c, z
2,j

k,c􏽮 􏽯
􏼌􏼌􏼌􏼌􏼌j∈ 1,...,J{ }

􏼚 􏼛􏼚 ,

z
3
k,c, z

4
k,c, z

5
k,c􏽯k∈ 1,...,K{ }

|c∈ 1,...,C{ },

(2)

where a one-hot encoding is used to identify the origin and
destination nodes. Each subcomponent z in the vector
mentioned above is as follows: For each core c ∈ C and route
k ∈ K between o and d nodes, z

1,j

k,c is the size of j − th block
that can accommodate the connection request. z

2,j

k,c is the
index of the frst slot of each block j. Te third component,
z3

k,c, is the number of FSUs required to establish the con-
nection (given the modulation format used). Finally, z4

k,c, the
average number of FSUs available in all J blocks in route k

and core c is included, and z5
k,c is the total number of FSUs

available in the route k in core c.

In our resource allocation problem, the environment is
programmed to represent the operation and constraints of
a dynamic MCF-EON. When a connection request arrives
during the training phase, the agent decides what resources
to allocate. At the beginning of its training, the agent makes
random decisions (exploration process). Ten, the envi-
ronment determines whether the set of resources identifed
by the agent is feasible and gives the agent feedback about the
quality of its decision. Tis information, stored in the ex-
perience bufer of the agent, allows the agent to learn. As
a result, it starts to select better actions (exploitation process)
for future requests. Better actions result in the agent earning
a high cumulative reward. After an agent has fnished its
training stage, it can be evaluated (testing stage) by having it
to process a new set of connection requests.

Te implementation of any DRL system is done in two
stages as follows:

(i) Stage 1: Environment Design and Implementation.
Te environment is a program that receives the
agent’s action, processes it, and sends back feedback.
Te specifc feedback depends on the results of the
agent’s action on the environment.Te environment
must consider the characteristics and constraints of
the existing system to process the action. In the case
of an optical network, the environment must
manage information about the network topology
and status and model the network operation (in-
cluding physical phenomena related to the signal
transmission and spectrum allocation constraints).

(ii) Stage 2: Agent Training. Te agent must frst acquire
knowledge about the environment. Tis training is
done by exploration and exploitation. When ex-
ploring, the agent selects random actions to learn
how the environment reacts and stores such
knowledge. When exploiting stored knowledge, the
agent makes informed decisions to select the fol-
lowing action: During exploration and exploitation,
the agent receives feedback from the environment,
which the agent uses to update its knowledge
(policy). In this way, the agent’s training progresses.

In the following section, these two stages are described in
detail in the context of dynamic MCF-EONs.

2.1. Stage 1: EnvironmentDesign and Implementation. In this
work, the toolkit Optical RL-Gym, developed by Natalino
and Monti [31] to facilitate the implementation and repli-
cability of deep reinforcement learning environments for
optical networks was extended by creating a new environ-
ment: DeepRMSCAEnv. Such an environment encapsulates
all the necessary functions to simulate an MCF-EON.

Te right part of Figure 1 shows a schematic of the
implemented environment, including its main components
and interactions. Dashed and thick lines modules are
modules from the Optical RL-Gym toolkit that had to be
modifed and developed from scratch, respectively, to model
an MCF-EON environment correctly.

Complexity 3



Te environment can be considered made of an event-
driven dynamic MCF-EON simulator and a feature engi-
neering module.Te former is responsible for processing the
connection requests according to the agent’s action and
sending the relevant information to the feature engineering
module. Te latter is responsible for preparing and sending
feedback to the agent (reward and observation).

Te dynamic MCF-EON simulator consists of fve
components. Two of these store data about the network as
follows:

(i) Network Information. Tis component stores the
graph representation of the network and the link
capacity, considering the multicore nature of links. It
also stores the K alternatives routes for each source-
destination pair, the modulation format used as
a function of the route length distance, and the
network information, coded as in [27].

(ii) Network Utilization. Tis component stores the
utilization of each slot (available or used) for each
network link and core.

Te remaining 3 components perform specifc tasks

(i) Trafc Generator.Tis component is responsible for
the random generation of connection establishment
and release requests. At time step t, connection
request crt is sent to the agent and the request
processor component. Connection release requests
are sent only to the request processor.

(ii) Request Processor. Tis component receives several
inputs. Te frst two are the connection establish-
ment or release request and the action of the agent
(in the case of a connection request). When con-
nection requests crt are received at time step t, the
Request Processor module receives st from the
Route Utilization module and sends it to the agent,
then the Request Processor module waits for the
action of the agent. Once the action, at, is received,
the Request Processor frst determines the number

of slots the connection requires. To do so, the most
efcient modulation format that ensures a QoT [47]
is frst selected (QoT has been transformed into
a maximum reach, as shown in Table 1). Te cal-
culation of the number of slots is the same described
in Section 2 of [27]. Next, it checks the network
topology (input from the network information
module) and the network utilization (input from the
network utilization module) to evaluate the avail-
ability of the resources selected by the agent. It also
obtains information from the XT calculator com-
ponent regarding the feasibility of the allocation in
terms of crosstalk. If resources are available and
a positive answer is received from the XTcalculator,
then resources are allocated, and the corresponding
information is updated on the network utilization
module. Information about a successful establish-
ment is also sent to the Reward Generator module.
If resources cannot be allocated, information about
the failed establishment is sent to the Reward
Generator component only. When a connection
release is received, the Request Processor compo-
nent updates the network utilization module to
make the released resources available.

(iii) XT Calculator. Tis component calculates the
intercore crosstalk (XT), defned as the interference
between optical connections in neighboring cores
using the same frequency slots. It receives in-
formation about the resources selected by the
agent’s action at (length of the links composing the
route and core) and the route-level utilization in-
formation from the network utilization module and
evaluates the XT. For generic MCF systems, with
any number of cores in any geometric arrangement,
the steps to calculate the mean XT afecting a con-
nection established in core x are as follows:

(a) Calculate the mean XT per unit of length be-
tween core x and adjacent core y, wx,y as
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Figure 1: Interaction between a DRL agent and the MCF-EON environment developed: DeepRMSCAEnv.
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wx,y �
2g

2
q

βΛx,y

, (3)

where g, q, β, and Λ are the coupling coefcient,
radius of curvature (or bending), constant
propagation, and the distance between cores x

and y, respectively.
(b) Calculate the total mean XT afecting core x,

XTx, by adding the crosstalk contribution of all
its adjacent cores. Tat is,

XTx � 􏽘
n

y�1
wx,y · L, (4)

where n is the number of cores adjacent to core
x and L the length of the link.

For the specifc case where cores follow a triangular or
hexagonal geometric arrangement and diferent pairs of
cores are equidistant, equation (5) has been found to be
a better approximation to calculate XTx [19], as given as
follows:

XTx �
n − n · exp [− (n + 1) · wL]

1 + n · exp [− (n + 1) · wL]
, (5)

where, as in equation (4), n represents the number of cores
neighbouring x, and L is the length of the link.Te term w is
given by equation (3) (subindices have been dropped since
the distance between all core pairs is assumed to be the
same).

An XT threshold value for diferent modulation formats
is defned in [48, 49] such that the signal quality is ac-
ceptable. If XT exceeds this predefned threshold (summa-
rized in Tables 1 and 2), a negative answer is sent to the
request processor (− 1). Otherwise, a positive answer is
sent (1).

Te feature engineering module in Figure 1 is re-
sponsible for preparing the information to be sent back to
the agent. It is made of three components as follows:

(i) Reward Generator. Tis component calculates the
numerical reward to be sent to the agent depending
on the information received from the Request
Processor component. In this work, a successful
resource allocation returns a reward equal to 1 and
a failed allocation equal to − 1. Connections can be
rejected due to a lack of spectrum resources along
the route selected by the agent, because of crosstalk
among cores exceeding the predefned threshold, or
because the length of the route selected by the agent
is longer than the maximum optical reach of any
modulation format (such limit depends on the
modulation format and a bit-error-rate threshold,
as in Table 1 of [50].

(ii) Routes Utilization. Tis component receives the
routing information from the network information
component and the utilization state of the slots in
the K shortest routes between the origin and des-
tination nodes of connection request crt from the

network utilization module. Tis information is
then consolidated in a 1D vector made of (K · C · J)

elements, where K is the number of alternative
routes, C is the number of cores, and J is the number
of blocks with enough available slots to establish the
connection request being processed.

(iii) Experience Data Generator. Tis component builds
the information to be stored in the Experience
Bufer which is a collection of tuples (at, st, rt, st+1)

generated during the training process.

2.2. Stage 2: Agent Training. Te left side of Figure 1 shows
the interaction between the agent and the DeepRMSCAEnv
environment during the training stage.

Te agent aims to maximize its long-term reward. Tat
is, selecting actions leads to the highest number of con-
nection requests established. To achieve this goal, the agent is
built considering two main components.

2.2.1. Policy. Tis component is where the knowledge of the
behavior of the agent is embedded. At a given time, t receives
a connection establishment request, crt as input along with
state st, and action at is outputted. Te action is defned by 3
integer numbers, namely, a route identifer k (selected out of
K possible precomputed routes), a core identifer c (selected
out of C possible cores), and the identifer j of the block
selected. Tese values defne which route, core, and spec-
trum resources should be assigned to each request. As the
agent successfully allocates more connection requests, the
policy becomes better. At the end of the training, the policy
is expected to allow the agent to defne which action has the
highest probability of not being blocked. Figure 2 shows
a simplifed example of two possible actions that might be
taken by the agent, given a specifc st.

On the left part of the fgure, a 5-node network topology
and a connection establishment request of 2 slots between
nodes 5 and 3 are shown. Te demand is represented by the

Table 1: Maximum reach for each modulation format [50].

Modulation format Max. reach (km)
64QAM 250
32QAM 500
16QAM 1000
8QAM 2000
QPSK 4000
BPSK 8000

Table 2: XT threshold for each modulation format [49].

Modulation format XT threshold (dB)
64QAM − 34
32QAM − 27
16QAM − 25
8QAM − 21
QPSK − 18
BPSK − 14
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red boxes (2 slots in this case) plus the grey box (1 slot used as
a guard band). Te number of slots required to serve the
connection (red squares) is determined by the modulation
format, using the same method presented in [27]. One guard
band of 1 slot is considered for each connection request to
achieve a good trade-of between the quality of transmission
and the blocking probability [51].

Let us assume that the network is equipped with three
cores per link, and the agent can select either route 1 (k � 1),
represented by the red link in the topology, or route
2 (k � 2) by the green links. In addition to a route, the agent
must also select a core and a slot. On the right side of the
fgure, the spectrum utilization of both routes is shown. Red
and grey squares represent used FSUs. A row of squares
represents the slot utilization in a specifc core for a specifc
route. Tus, the three rows on the upper and lower part of
the fgure represent the slot utilization on the three cores of
the frst and second routes, respectively.

If the agent selects Action 1, depicted in the upper part of
the fgure, then action at � [1, 2, 1] is sent back to the en-
vironment, signaling that the agent selects slot 11 as the
initial slot on route 1 in core 2 to establish the connection.
Te thunderbolt symbol in route 1 represents the presence of
crosstalk exceeding the acceptable threshold. In this case, the
request will be rejected, and a reward of − 1 will be sent to the

agent. Instead, if the agent selects Action 2, depicted on the
lower part of the fgure, then action at � [2, 2, 1] is sent back
to the environment. Tis action leads to a successful con-
nection establishment, and the agent receives a reward equal
to 1. During the training stage, the policy component should
be updated to select Action 2 over Action 1 (for this state st),
leading to a higher reward.

2.2.2. Learning Algorithm. Tis component receives the
Experience Data from the environment and, based on that
information, updates the policy to produce actions that
maximize the expected cumulative long-term reward. In this
study, we consider learning algorithms compatible with the
action space. Te action space used has a multidiscrete
nature because the action is defned by multiple discrete
values (route, core, and slot identifer). Tus, the learning
algorithms available in the Stable-Baselines [52] library that
was compatible with a multidiscrete space state were selected
(as also done in [27, 31]). Tese are as follows:

(i) Advantage Actor-Critic (A2C) [53] and Actor-Critic
using Kronecker-Factored Trust Region (ACKTR)
[54]. Tese are approaches based on the actor-critic
algorithm [53], which has two interacting neural
networks. Te actor uses a dense neural network to

Table 3: Network, trafc and training parameters.

Parameters Value
Network parameters
Topologies NSFNet [50] and COST239 [51]
Number of cores 3
Number of FSU by link 100
Modulation formats BPSK, QPSK, 8-QAM, 16-QAM
Trafc parameters
Bit rates (Gb/s) Uniformly distributed in [25–100] Gbps
Agent training parameters
Precomputed candidate routes 5
Number of connection requests per episode 50 [27]
Simulated requests per training 160,000
Agent’s learning algorithm parameters By-default [52]
Agent’s hyperparameters By-default [31]

Core 1
Core 2
Core 3

FSU
Core 1
Core 2
Core 3

FSU

Route

Route

Request from node 5 to node 3
Demand and Guard band: 

[Action 2]

[Action 1]

1

2
3

4

5

a1 = [k=1, c=2, j=1]

a2 = [k=2, c=2, j=1]

k=1

k=2

Figure 2: Example of a connection request from node 5 to 3, requesting 3 slots (2 for data, 1 as guard band). K� 2, meaning 2 routes. Te
routes spectral use is represented by white blocks (available FSUs) and red and grey ones (occupied for data and as guard bands,
respectively).
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process and update the policy obtained. Te critic
uses a separated neural network to evaluate the
quality of the policy by calculating the “value
function” [45]. Both algorithms difer in how they
update their neural networks’ weights. A2C does that
by using the feedback the critic’s network gives to the
actor’s network, whilst ACKTR uses a Kronecker-
factored approximation [56], which is a method that
optimizes the stochastic gradient descent.

(ii) Proximal Policy Optimization (PPO2) [55] and
Trust Region Policy Optimization (TRPO) [56].
Tese learning algorithms use only one neural
network, whose weights are updated based on the
policy gradient descent. Tey difer in the way the
policy gradient descent is approached. TRPO
avoids sudden changes in the neural network
weights, updating only those that do not difer by
a greater distance than what the Kullback–Leibler
restriction (relative entropy) [56] allows. Instead,
PPO2 does not impose limits on the neural network
weights’ changes to optimize the policy’s descent
curve.

3. Performance Evaluation

Table 3 lists the values of the main parameters used to train
the agents. In terms of network parameters, we consider two
topologies, namely, the NSFNet (mills [57]) and the
COST239 (Batchelor [58]). For each one, we assume 100
FSUs and 3 cores arranged in a triangular geometry per link,
and the available modulation formats are BPSK, QPSK, 8-
QAM, and 16-QAM. Tese simplifcations have been con-
sidered due to memory constraints. Te same number of
slots was considered in [33]. As in [59], we use (5) to cal-
culate the XT.

Regarding the trafc characteristics, we assume a fully
dynamic behavior, where connection establishment re-
quests arrive as a Poisson process and connection holding
times follow a negative exponential distribution. Te
bitrate associated to each connection is uniformly selected
from the range [25–100] Gbps, as in [27]. Finally, re-
garding the agents (one per learning algorithm), they will
select one out of 5 precomputed routes, one out of 3 cores,
and the identifer j of the FSU block for the connection
considering a total of 100 FSUs. Agents will be trained in
episodes made of 50 connection requests each (to simplify
backpropagation in the dense neural network used by the
agent by delivering small batches of data continuously),
and the whole training session will consider a total of
160,000 connection requests. Te parameters of the four
agents will be the ones set by default in the agent’s library
Stable Baselines [52]. Te DRL system developed is
available in a Git repository (Te new environment, under
the name DeepRMSCAEnv, is available at https://gitlab.
com/IRO-Team/deeprmsca-a-mcf-eon-enviroment-for-optical-
rl-gym/).

3.1. Preliminary Training Results. Results for the training
process of 4 agents are presented. Te following discussion
about the results obtained is valid only for the hyper-
parameters used for each agent defned in Table 3.

Te agents TRPO, PPO2, A2C, and ACKTRwere trained
with a trafc load of 250 Erlang, as in [27].

Figures 3 and 4 show the reward accumulated by the
diferent agents during their training in the NSFNet and
COST239 topologies, respectively. Given that each episode is
made of 50 connection requests, the maximum reward
achievable by an agent is 50. It can be seen that the A2C and
TRPO agents are the only ones reaching values close to the
maximum expected reward in both topologies with an av-
erage reward of 49 and 47, respectively, with TRPO
exhibiting slightly better performance. On the other hand,
the PPO2 and ACKTR agents did not perform well using the
default parameters. PPO2 performed well on the COST239
topology (reward oscillated around 42) but not on NSFNet
(reward oscillated around 30). In both topologies, the agent
got stuck to the same value of reward from the very be-
ginning, showing no signs of learning. In the case of ACKTR,
the default parameters were not suitable for this task either.
Not only the agent got low values of reward in both to-
pologies, but in the COST239 topology, the reward obtained
decreased during several periods of the training process,
never again exceeding the value obtained in the frst 10,000
timesteps.

Te A2C (Actor-Critic) learning algorithm flters those
agents’ actions leading to a low reward. Such fltering is
possible thanks not only to the feedback received from the
environment but also to the feedback given to the Actor
(neural network in charge of applying the policy) by the
Critic (neural network in charge of evaluating the quality of
the policy used through the Value function). As a result, the
agent starts with low values of reward (exploration phase) to
then quickly increasing its reward per episode (exploitation
phase) as the training progresses. Such behavior can be
observed in Figures 3 and 4, where the A2C agent requires
a few episodes to achieve a reward close to 50 and exhibits
one of the best results in both topologies.

ACKTR (Actor-Critic using Kronecker-Factored Trust
Region) is a trust-region optimization algorithm for actor-
critic methods with gradient update sped up by means of the
Kronecker-factored approximation. Te efectiveness of the
trust-region method is highly dependent on the learning
algorithm’s parameters. In practice, using the by-default
parameters of the Stable Baselines led to the following: (a)
the weights of the actor’s neural network not being updated,
trapping the agent in a local optimum, as seen in Figure 3
(NFSNet topology) and (b) not fnding the trust region,
resulting in random actions, as seen in Figure 4 (COST 239
topology).

PPO2 uses a diferent approach by updating the gradient
more frequently than other methods. As a result, it can fnd
a good policy more quickly than other methods, as shown in
Figures 3 and 4. However, Figure 3 shows that it also gets
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stuck in a local optimum.Most probably this is due to the use
of the by-default learning algorithm’s parameters of Stable
Baselines.

Finally, TRPO combines the policy gradient method of
PPO2, but it also uses a trust region to avoid radical
changes in the update of the neural network weights. Te
size of the trust region is aimed to avoid increasing the
relative entropy of information based on the factor
Kullback− Lieber As a result, it improves slowly and
monotonically, as seen in Figures 3 and 4. For the problem
studied here, this agent achieved the highest cumulative
reward.

Please notice that parameter tuning is out of the scope of
this work, as our aim was to show the potential of DRL as
a solution for the dynamic resource allocation in MCF-
EONs.

Figures 5 and 6 show the evolution of the blocking
probability during the training process of the same agents for
the NFSNet and COST239 topologies, respectively. For
comparison, the dashed red line shows the blocking prob-
ability obtained by one of the baseline heuristics, kSP-FF-
FCA.Tis heuristic has a list of 5 precomputed routes, sorted
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from shortest (k � 1) to longest (k � 5). When a connection
request arrives, the heuristic attempts to establish the
connection in the shortest path of the list (k � 1), applying
the frst-ft policy for spectrum allocation and frst-ft
crosstalk-aware for core allocation, as described in [60].
Te same procedure is repeated for the following route in the
list if unsuccessful: After attempting all paths, the connec-
tion is rejected if there are no available resources.

From the fgure, we can see that once the agents are in
steady-state, TRPO and A2C agents outperform the heu-
ristic, improving blocking of 24.3% and 73.9% for the
NSFNet topology and 14.51% and 38.71% for the COST239
topology, respectively.

Given the excellent performance of the TRPO agent in
both topologies, in the following section, this agent will be
trained for diferent trafc loads, and then its performance
will be contrasted with that of the heuristics selected in [61].

3.2. TRPOTrainingResults. Te TRPO agent was trained for
trafc loads between 500 and 3000 Erlang, in steps of 500.
Figures 7 and 8 show the evolution of the blocking prob-
ability achieved by the TRPO agent as the training process
progresses for diferent trafc loads for the NSFNet and
COST239 topologies, respectively. It can be seen that the
agent exhibits consistent behavior, with the blocking
probability increasing with the trafc load, as expected. It
can also be seen that at the beginning of the training process,
the agent obtains a high blocking probability due to the
exploration process. When the exploitation process starts,
the blocking probability is reduced until it converges to
a steady value.Tis happens after 150 thousand timesteps for
the NFSNet and 130 thousand timesteps for COST239,
irrespective of the trafc load. Given this steady value, we
assume training has fnished and the trained agent can now
be evaluated in a testing setting.

3.3. TRPO Agent VS. Heuristic: Blocking Performance.
Figures 9 and 10 show the blocking probability achieved by
the trained TRPO agent and the same heuristics, selected for
blocking evaluation in the survey [50], namely, KSP-FF-FCA
[61], KSP-RF-RCA [61], and KSP-SCMAXT/demand-aware
[22]. Results assume operation in the C-band (320 FSU) for
the NSFNet and COST239 topologies, respectively.Te three
heuristics apply alternated routing. KSP-FF-FCA uses the
First Fit policy to select core and spectrum, KSP-RF-RCA
applies a random policy to select core and spectrum, and
KSP-SCMA XT/demand aware allocates diferent parts of
the spectrum and core depending on the bitrate of the
connection request. If the connection request’s demand is
below a bitrate’s threshold, a First-Fit allocation policy is
applied for spectrum and core assignment as long as the
cross-talk levels are not exceeded; otherwise, a Last-Fit
policy is applied if the connection request’s demand is
above the threshold.

Compared to the best-performing heuristic, KSP-SCMA
XT/demand-aware, a signifcant improvement in the
blocking performance of the DRL approaches is observed.
For example, in the NFSNet topology, at the highest load

studied, the TRPO agent exhibits a blocking probability of
about 1.9 · 10− 2, about four times slower than the blocking of
8.5 · 10− 2 achieved by the heuristic. On average, considering
both topologies and loads over 2000 Erlang, TRPO achieves
a 4-times decrease in blocking concerning the best heuristic,
being ideal for the future scenario of demand for connection
requests [64] and highlighting the benefts of applying DRL
techniques to the RMSCA problem.
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Figure 7: Blocking probability progress for TRPO agent training in
NSFNet Topology.
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Figure 8: Blocking probability progress for TRPO agent training in
COST239 Topology.
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Finally, our results show that the trained agent can
generalise policies for diferent trafc loads and spectrum
resources and outperform the rule-based heuristics. Te
improved performance comes from the ability of the DRL to
explore solutions other than those detected by the expert
knowledge of the human designer of the heuristics. We have
also observed that training in adverse conditions achieves
good results. Tat is, training the agent at high trafc loads
makes the agent to perform well at lower trafc loads
whereas training the agent using links with reduced capacity
leads to the agent to perform better in links with increased

capacity. In line with previous research [33], such gener-
alisation was not observed in terms of topology: Te agent
trained in the NFSNet topology did not perform well in the
COST 239 topology and vice versa. Studying the beneft of
using Graph Neural Networks to overcome the lack of to-
pology generalisation is part of current research [63].

4. Conclusion

Tis paper presents a deep reinforcement learning approach
applied for the frst time in the literature to solve the routing,
modulation format, spectrum, and core allocation problem
in dynamic multicore elastic optical networks. Simulation
results show that the deep reinforcement learning approach
ofers a signifcant performance advantage over the best
heuristic strategy studied.

Further research on improving the DRL approach
performance should focus on hyperparameter tuning, ap-
plying transfer learning techniques or graph neural networks
to cover a broader range of topologies with decreased
computational efort, increasing the size of the data to be
processed to study fbers with more cores and investigating
diferent reward schemes that diferentiate the reward
according to the cause of blocking (e.g. crosstalk, capacity
unavailability, fragmentation, or optical reach).

Additionally, we would like to explore explainability
techniques that might help understand how the agent makes
its decisions to improve current heuristics.

We expect these results and the code made available in
the Git repository to help the research community study the
benefts of deep reinforcement learning in the area of optical
networks.
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Computing the robustness of a network, i.e., the capacity of a network holding its main functionality when a proportion of its
nodes/edges are damaged, is useful in many real applications. Te Monte Carlo numerical simulation is the commonly used
method to compute network robustness. However, it has a very high computational cost, especially for large networks. Here, we
propose a methodology such that the robustness of large real-world social networks can be predicted using machine learning
models, which are pretrained using existing datasets. We demonstrate this approach by simulating two efective node attack
strategies, i.e., the recalculated degree (RD) and initial betweenness (IB) node attack strategies, and predicting network robustness
by using twomachine learningmodels, multiple linear regression (MLR) and the random forest (RF) algorithm.We use the classic
network robustness metric R as a model response and 8 network structural indicators (NSI) as predictor variables and trained over
a large dataset of 48 real-world social networks, whose maximum number of nodes is 265,000. We found that the RF model can
predict network robustness with a mean squared error (RMSE) of 0.03 and is 30% better than the MLRmodel. Among the results,
we found that the RD strategy has more efcacy than IB for attacking real-world social networks. Furthermore, MLR indicates that
the most important factors to predict network robustness are the scale-free exponent α and the average node degree <k>. On the
contrary, the RF indicates that degree assortativity a, the global closeness, and the average node degree <k> are the most important
factors. Tis study shows that machine learning models can be a promising way to infer social network robustness.

1. Introduction

Te study of the social network from a complexity science
perspective has attracted much interest recently [1]. Espe-
cially, the study of dynamic processes that take place in these

complex networks can have various applications. For ex-
ample, the study of network robustness, i.e., “network ro-
bustness” is the capacity of a network to hold its
functionality when a proportion of nodes/edges are re-
moved, can help attack a network efciently, or inversely
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design amore robust network structure in practice [2–7]. On
the other hand, the study of epidemic processes that take
place in the network can be used to spread the news [8–12],
optimize vaccination strategy [13–15], or defne a better
social-distancing rule [16–19].

Besides a few simple model networks where analytical
models can be developed [20–24], most of the studies rely on
computer simulations. For example, for the study of the
network’s robustness, node/edge removal Monte-Carlo
simulations are usually employed. In such a process, nodes/
edges are sequentially removed from the network using
computer simulations. A “robustness” metric is then
recorded at each step of the removal process. Te most
commonly used robustness metric is the largest connected
component (LCC) of the remaining network [25].

Te way nodes/edges are selected to be removed is called
the removal strategy or attack strategy. One can classify
attack strategies into two types, initial and recalculated at-
tack strategies. For an initial attack strategy, nodes/edges are
removed according to a node/edge ranking that is computed
ahead of the removal simulation. In contrast for a recal-
culated attack strategy, the ranking is updated after each
node/edge removal [4].

For node removal attack strategies, the node ranking is
usually computed using node centrality measures such as
degree [26, 27], closeness [4], and betweenness [7, 30]. It was
found that for social networks, the recalculated betweenness
node attack strategy (RB) is, on average, the most efective
node attack strategy to dismantle the network [2, 7, 28, 29].
Other efective strategies are the recalculated degree (RD)
and the initial betweenness (IB) [7, 28, 30].

Because of the sequential nature of the removal process,
the node removal simulation is computationally costly,
especially for recalculated strategies. For example, a simu-
lation using an RD attack strategy has a time complexity ofO
(N× E), whereN is the number of nodes and E is the number
of edges of the network. Te reason is that the node removal
process has an N step, and at each step, a degree ranking is
computed taking a time that scales with E. However, for RB,
the computation of the whole network’s betweenness is
known to be very computationally costly, due to the def-
nition of the network’s node betweenness [31, 32]. Te most
efcient known algorithm for calculating network be-
tweenness is the Brandes algorithm [33], which has a time
complexity of O (N× E). In consequence, the whole node
removal process using IB and RB attack strategies can have a
time complexity of O (N× E) and O (N2 ×E), respectively.
Although the IB attack strategy has the same time com-
plexity as the RD attack strategy, the RB’s time complexity is
much higher. For illustration, in Figure 1, we present the
total simulation time tIB and tRD for the corresponding
attack strategies IB and RD, respectively, for all our studying
social networks (48 networks see Section 2). In addition, we
present the total simulation time tRB for the attack strategy
RB for 4 networks (insert graph) as an example, as a function
of the product N× E. We found a good linear relationship
between tIB and tRD and N× E for all networks as expected,
and tRB is about two orders of magnitude higher than tIB
and tRD, for networks of equal N× E.

Te simulation time can become an issue for the cases of
social networks because their size can be extremely large. In
fact, to our knowledge, most studies of dynamic processes on
social networks that use an RB attack strategy only consider
small-size real-world social networks of less than 100,000
nodes [7, 28, 30]. For very large social networks, the RB node
attack strategy can take an unrealistic amount of time.
Terefore, RB is not suitable for large social networks for an
average computer station. One possibility is to use the al-
ternative betweenness-based attack strategy with only one
betweenness calculation, namely, the initial betweenness
attack strategy IB, together with other recalculated strategies
that use another node centrality metric that is less com-
putationally costly. In consequence, in this work, we con-
sider two candidate attack strategies for breaking large real-
world social networks, IB and RD attack strategies. Besides
the comparative study between diferent network node at-
tack strategies, other works focused on the relationship
between network robustness and network structural indi-
cators (NSIs). Iyer et al. [4] studied network robustness as a
function of the node clustering coefcient (or node tran-
sitivity). Te research on model networks with tunable
clustering coefcients demonstrates that networks with
higher clustering coefcients are more robust, with the most
important efect for the node degree and node betweenness
attack [4]. Nguyen and Trang [34] studied Facebook social
networks and found that those networks with higher
modularity Q have lower robustness to node removal. Te
modularity indicator Q introduced by Newman and Girvan
[35] measures how well a network breaks into communities,
(i.e., a community or module in a network is a well-con-
nected group of nodes that have sparser connections with
nodes outside the group). In [29], the authors empirically
analyzed how the modularity of scale-free models and real-
world social networks afects their robustness and the rel-
ative efcacy of diferent node attack strategies. Te
abovementioned studies analyzed the relationship between
network robustness and a single NSI.

On the other hand, machine learning (ML) is a technique
that has seen a huge breakthrough in the last decade, beating
state-of-the-art results in many prediction applications [36].
It initially solved technical problems in computer vision and
natural language processing [37–39] and then expanded into
many other felds such as health care, fnance,
manufacturing, energy, and environment. Te key charac-
teristic of an ML model is the ability to intelligently learn
nonlinear relationships between the input and output
without explicitly knowing them.

In this work, given such a complex relationship between
network robustness and NSIs, we adopted a method from
machine learning in order to learn such a complexity. Our
main contribution is the application of the ML model to
predict real-world social network robustness with acceptable
errors. We develop ML models to predict network ro-
bustness under two main attack strategies, the IB and RD
attack strategies, independently. We also implemented three
popular ML models, single-variable linear regression,
multiple-variable linear regression, and random forest
models. Our results demonstrate that a data-driven method
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such as ML can be an efcient way to study the network’s
complexity.

Our work comprises three steps: (1) collect a real-world
network dataset and compute NSIs; (2) run Monte Carlo
node attack simulations to estimate network robustness; (3)
build and evaluate a model that predicts network robustness
from their NSIs.Te paper is organized as follows: in Section
2, we describe our dataset of 48 real-world social networks.
In Section 3, we describe the network robustness Monte
Carlo simulation method and three ML models for pre-
dicting the network robustness, i.e., simple and multiple
linear regression (SLR and MLR, respectively) and random
forest (RF) model. Section 4 presents the main results, and
fnally, we discuss and conclude in Section 5.

2. Real-World Social Network Datasets and
Robustness Estimation

Real-world social networks are downloaded from two
sources: the Stanford Large Network Dataset Collection
(https://snap.stanford.edu/data/) and the Network Re-
pository social networks (https://networkrepository.com/
soc.php). We select 48 social networks with a node number
(N) ranging over fve orders of magnitude. Te smallest
network is the “Twitch user-user network of gamers who
stream in Portugal” having N � 1,914, and the largest
network is the “e-mail network from an EU research in-
stitution” with N � 265,216. However, the network with the
largest number of edges (E) is the “BlogCatalog social blog”
with E � 4,186,390. Te social networks used in this study

are unweighted (i.e., we do not take into account edge
weights) and undirected (we do not consider edge
directionality).

Table 1 summarizes 48 real-world social networks and
their NSIs. Besides N and E, we also compute the following
NSIs:

(i) Network density <k> is the average node degree, i.e.,
the average number of edges per node.

(ii) Fitted scaled-free exponent (α): we assume that all
social network degree distributions follow a
power law of P(k) ∼ k−α where k is the node de-
gree. Te power exponent value α is ftted using
the ordinary least squared method. From this
ftting, we also extract the ftting variance of α,
denoted by α2.

(iii) Assortativity (a): the assortativity coefcient is a
Pearson correlation coefcient of the degree be-
tween pairs of linked nodes [40], which varies be-
tween −1 and 1. A positive value of a indicates a
preferential connection between nodes of a similar
degree, while negative values indicate that nodes of
diferent degree have more change to connect.

(iv) Modularity (Q) :Te modularity indicator Q cal-
culates how a network can be partitioned into
subnetworks (modules or communities):

Q �
1
2E

􏽘
i,j

aij −
kikj

2E
􏼠 􏼡δ ci, cj􏼐 􏼑, (1)
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Figure 1: Computation time of a complete Monte Carlo network node attack simulation for all studied real-world social networks (using
initial betweenness (IB) and recalculated degree (RD) attack strategy) and for 4 networks (using recalculated betweenness strategy (RB)) as a
function of the product N× E (node number (N) edge number (E). We found that tIB and tRD scale approximately linearly with respect to
the product N×E, while tRB scales linearly with respect to the product N2 × E (insert graph). From this result, we can estimate that the RB
simulation time for the largest networks in our dataset will take more than 50 days using the same hardware.
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Table 1: Structural statistics of real-world social networks: node (N), edge (E), average node degree <k>, ftted power-law exponent α, the
ftting variance of the power law exponent α2, assortativity coefcient a, modularity Q, global clustering coefcient C, and average node
closeness Cl.

Nb Network description Shortname N E <k> α α 2 a Q C Cl

1 Blue verifed Facebook page networks
of artist category Artist 50,515 819,306 32.4 1.937 5.437 0.002 0.177 0.053 0.275

2 Blue verifed Facebook page networks
of athlete category Athlete 13,868 86,859 12.5 2.130 4.778 0.005 0.547 0.129 0.237

3 Blue verifed Facebook page networks
of company category Company 14,115 52,311 7.4 1.995 4.191 0.022 0.632 0.153 0.193

4 Blue verifed Facebook page networks
of government category Government 7,059 89,456 25.3 1.829 4.401 0.004 0.478 0.224 0.270

5 Blue verifed Facebook page networks
of new site category new_sites 27,919 206,260 14.8 2.097 5.082 0.009 0.509 0.114 0.233

6 Blue verifed Facebook page networks
of politician category Politician 5,910 41,730 14.1 2.058 4.474 0.005 0.660 0.301 0.219

7 Blue verifed Facebook page networks
of public fgure category public_fgure 11,567 67,115 11.6 1.841 4.212 0.009 0.441 0.167 0.221

8 Blue verifed Facebook page networks
of tV show category Tvshow 3,894 17,263 8.9 1.622 3.279 0.037 0.770 0.591 0.166

9 Citation NW of arXiv High Energy
Physics (phenomenology) paper Cit-HepPh 34,548 421,579 24.4 2.528 6.310 0.003 0.472 0.146 0.237

10 Citation NW of arXiv High Energy
Physics (theory) paper Cit-HepT 27,772 352,808 25.4 1.916 5.006 0.006 0.424 0.120 0.000

11 Collaboration network of arXiv astro
physics CA-AstroPh 18,774 396,161 42.2 2.174 6.021 0.050 0.412 0.316 0.000

12 Collaboration network of arxiv
condensed matter CA-CondMat 23,135 186,937 16.2 2.584 6.235 0.074 0.649 0.258 0.245

13 Collaboration network of arxiv general
relativity CA-GrQc 5,244 28,981 11.1 2.290 4.895 0.192 0.781 0.611 0.000

14 Collaboration network of arxiv high
energy physics CA-HepPh 12,010 237,011 39.5 1.407 4.013 0.103 0.383 0.657 0.000

15 Collaboration network of arxiv high
energy physics theory CA-HepT 9,879 51,972 10.5 3.306 6.907 0.080 0.708 0.272 0.000

16 Deezer’s users friendship networks
from Croatia deezer_HR 54,575 498,203 18.3 3.461 7.954 0.005 0.525 0.115 0.224

17 Deezer’s users friendship networks
from Hungary deezer_HU 47,540 222,888 9.4 4.435 8.525 0.008 0.580 0.093 0.189

18 Deezer’s users friendship networks
from Romania deezer_RO 41,775 125,827 6.0 3.392 6.402 0.008 0.682 0.075 0.160

19 E-mail communication network from
enron Email-enron 36,694 367,663 20.0 1.446 4.213 0.036 0.333 0.085 0.307

20 E-mail network from a EU research
institution Email-EuAll 265,216 420,046 3.2 0.646 1.901 −0.039 0.047 0.007 0.000

21 Follower relationships network of
European users from deezer deezer_Europe 28,283 92,753 6.6 2.981 5.972 0.011 0.603 0.096 0.159

22 Network of trusting consumers from
the review site Epinions.com Soc-Epinions1 75,881 508,838 13.4 1.512 4.289 0.001 0.247 0.082 0.237

23 Page-page network of verifed
facebook sites musae_facebook 22,472 171,003 15.2 2.029 4.945 0.011 0.630 0.232 0.206

24 Slashdot social network from February
2009 Slashdot0902 82,170 948,465 23.1 1.617 4.728 0.080 0.202 0.026 0.250

25 Slashdot social network from
November 2008 Slashdot0811 77,362 905,469 23.4 1.603 4.685 0.083 0.207 0.026 0.252

26 Social network of github developers. musae_git 37,702 289,004 15.3 1.267 3.482 −0.001 0.152 0.012 0.314

27 Social network of LastFM users from
asia. lastfm_Asia 7,626 27,807 7.3 1.807 3.730 0.006 0.679 0.179 0.195

28 Twitch user-user networks of gamers
who stream in English musae_ENGB 7,128 35,325 9.9 1.204 2.770 0.001 0.267 0.042 0.277

29 Twitch user-user networks of gamers
who stream in French musae_FR 6,551 112,667 34.4 1.303 3.392 −0.001 0.084 0.054 0.378

30 Twitch user-user networks of gamers
who stream in German musae_DE 9,500 153,139 32.2 1.305 3.476 −0.001 0.062 0.046 0.374

31 Twitch user-user networks of gamers
who stream in Portugal musae_PTBR 1,914 31,300 32.7 1.127 2.680 −0.003 0.081 0.131 0.402
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where E is the number of edges, aij is the element of
the adjacency matrix A in the row i and column j, ki
is the degree of i, kj is the degree of j, ci is the module
(or community) of i, cj that of j, the sum goes over all
i and j pairs of nodes, and δ(x, y) is 1 if x= y and 0
otherwise [13].

(v) Global clustering coefcient (C): the global clus-
tering coefcient (C) is based on triplets of nodes. A
triplet is three nodes that are connected by either
two (open triplet) or three (closed triplet) undi-
rected edges. Te global clustering coefcient is the
number of closed triplets (or 3x triangles because a
triangle comprises 3 overlapping triplets, each
centered at one of the three nodes) over the total
number of triplets (both open and closed). Te
formula is as follows:

C �
λclosed
λtotal

, (2)

where λclosed is the number of closed triplets and
λtotal is the total number of triplets in the network.
Te global clustering coefcient represents the
overall probability for the network to have adjacent
nodes interconnected, thus making more tightly
connected modules [41].

(vi) Average closeness (Cl) is the average of all network
nodes’ closeness, where the closeness (or closeness
centrality) of a node is calculated as the reciprocal
of the sum of the length of the shortest paths

between the node and all other nodes in the graph
[42, 43]:

Cl � Cli �
1
N

􏽘

N

i�1
Cli,withCli �

1
􏽐j≠id(i, j)

, (3)

where N is the number of nodes and d(i, j) is the
length of the shortest path between nodes i and j.

2.1. Network Robustness Monte Carlo Simulation. For each
network, we run two node removal processes using Monte-
Carlo simulations. Nodes are removed consecutively fol-
lowing the ranking of initial betweenness (IB) and the
ranking of the recalculated degree (RD). In the case of ties,
e.g., nodes with an equal betweenness or degree score, we
removed one of them at random. After each node removal,
we compute the network robustness measure and the rel-
ative size of the largest connected component LCC, together
with the accumulated proportion of nodes removed q. Fi-
nally, we obtain two curves LCC (q) corresponding to two
node removal processes, IB and RD.Te whole simulation is
repeated 10 times, and the fnal curves LCC (q) are the
average results.

In addition, we compute a single value defned as the
network robustness (R), as performed by Bellingeri et al.
[44], and the area below the normalized LCC curve during
the removal process, R� LCC(q). R therefore can be be-
tween two theoretical extremes, R≃0 (absolute fragile net-
work) and R≃0.5 (absolute robust network). We denote

Table 1: Continued.

Nb Network description Shortname N E <k> α α 2 a Q C Cl

32 Twitch user-user networks of gamers
who stream in Russian musae_RU 4,387 37,305 17.0 1.054 2.522 −0.003 0.101 0.049 0.337

33 Twitch user-user networks of gamers
who stream in Spain musae_ES 4,650 59,383 25.5 1.327 3.233 −0.001 0.109 0.084 0.352

34 Wikipedia page-to-page networks on
chameleon topic musae_chameleon 2,279 36,102 31.7 0.974 2.381 0.006 0.203 0.445 0.291

35 Wikipedia page-to-page networks on
crocodile topic musae_crocodile 11,633 180,021 31.0 0.892 2.483 −0.010 0.181 0.039 0.316

36 Wikipedia page-to-page networks on
squirrel topic musae_squirrel 5,203 217,074 83.4 0.748 2.245 −0.001 0.072 0.451 0.335

37 Wikipedia who-votes-on-whom
network Wiki-vote 7,117 103,690 29.1 1.412 3.644 −0.001 0.025 0.136 0.318

38 BlogCatalog social blog BlogCatalog1 88,784 4,186,390 94.3 2.265 9.866 −0.001 0.018 0.060 0.331
39 BlogCatalog social blog version 2 BlogCatalog2 97,884 2,043,701 41.8 2.141 9.330 −0.001 0.006 0.057 0.355
40 BlogCatalog social blog version 3 BlogCatalog3 10,312 333,983 64.8 1.929 6.939 −0.001 0.026 0.091 0.424
41 Douban online social network Douban 154,908 654,188 8.4 3.946 10.755 −0.048 0.093 0.010 0.195

42 Gowalla location-based social
networking Gowalla 196,591 950,327 9.7 1.386 5.337 0.006 0.501 0.023 0.221

43 TeMarker cafe online social network TeMarker 69,413 1,644,849 47.4 2.547 9.799 0.000 0.022 0.046 0.332

44 Brightkite location-based online social
network Brightkite 58,228 214,078 7.4 2.330 6.802 0.005 0.539 0.111 0.224

45
Te friendships network between users
of the website http://www.hamsterster.

com
Hamsterster 2,426 16,630 13.7 2.599 6.051 0.067 0.394 0.231 0.404

46 A google-plus subgraph Soc-gplus 23,628 39,242 3.3 1.188 4.021 −0.068 −0.027 0.004 0.251
47 Anybeat online social network Anybeat 12,645 67,053 10.6 0.922 3.294 −s0.009 0.133 0.018 0.323
48 Advogato online social network Advogato 6,551 51,332 15.7 2.064 5.785 0.078 0.312 0.111 0.000
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RRD and RIB as the network robustness against RD and IB
node attack strategies, respectively.

In summary, we collect 48 real-world social networks,
and then, we compute 9 NSIs for each network as inputs. In
parallel, we run Monte Carlo simulations and obtain the
robustness represented by two metrics, RRD and RIB. Te
higher they are, the more robust the network is. Tose two
metrics are the output of each network and will be predicted
using ML models.

3. Machine Learning Approach

Tis section presents the details of SLR, MLR, and RF
models.

3.1. Simple Linear RegressionModel (SLR). Linear regression
is the simplest model for prediction.Te SLRmodel between
the network robustness R and an NSI x is expressed by the
linear equation:

R � a0 + a1x, (4)

where a0 is the intercept and a1 is the slope. In (4), an
ordinary least square (OLS) is applied for estimating coef-
fcients by minimizing an appropriate loss function [45, 46].
Once the OLS process, which is also called the ftting process,
is performed, we can use (1) to predict the robustness R of a
new network for a given indicator x. In addition, we derive a
statistics t-test from the OLS process with the null hypothesis
H0: a1 � 0. A rejection of H0 means that there is a signifcant
linear relationship between R and the NSI x.

We run the SLR model ft for all NSIs listed in Table 1
excluding E because it can be expressed in terms of two other
NSIs : E�N< k>/2.

3.2. Multiple Linear Regression Model. Multiple linear re-
gression (MLR) is an extension of SLR for multidimension
variables x� (x1, x2, . . ., xn), where x1, x2, . . ., xn are NSIs.
Te linear equation between network robustness R and NSIs
is as follows:

R � a0 + a1x1 + a2x2 + · · · + anxn, (5)

where ai are coefcients obtained from the OLS method.

3.3. Random Forest Model. Te random forest (RF) belongs
to the ensemble class of ML models, indicating that it ag-
gregates the prediction from an ensemble of ML base
models, here, decision tree regression (DTR) models. We
briefy describe the DTR in the following section.

A DTR starts with the root of the tree containing all
samples (48 networks in our case). It then splits into two
diferent nodes by selecting samples whose value of a certain
variable is higher or lower than a certain threshold value.
Figure 2(a) represents a basic decision tree diagram for our
dataset.Te root node containing 48 networks splits into two
other nodes by considering whether the variable (NSI in our
case) scale-free exponent α is higher or lower than 2.5.

Te DTR selects the variable, and its splitting value is
based on information theory, in concrete considering the
entropy concept. Entropy is a metric of uncertainty of a
node. Te DTR splits a node by maximizing the information
gain, which is the weighted diference between the total
entropy of two resulting nodes and the entropy of the initial
node. Te DTR successively splits until a stopping condition
is reached, for example if the size of the current node is
smaller than 20. Te fnal node is also called a leaf node. In
Figure 2(a), after the frst split of the root, the left child node
becomes a leaf node, while the right child node continues to
split into two leaf nodes.

Once the fnal DTR is obtained, it can be used to predict
the value of a new sample as follows. Te new sample will be
classifed into one of the leaves, and its prediction value will
be the average value of all the samples that are classifed into
the same leaf.

Finally, the RF model creates multiple decision trees
randomly drawn from the data, usually several hundred, and
averaging the results from all trees to output a new result
often leads to strong predictions [47, 48].

Te decision tree can ft nonlinear datasets because it can
split the same NSI multiple times. However, decision tree is
easy to be overftting, i.e., it is too sensitive to the training
data while failing to predict new coming (testing) data. In
order to address this problem, a random forest (RF) model is
obtained by creating multiple randomly drawn decision
trees from data, usually several hundred.Te fnal regression
prediction will be the average prediction of all the decision
trees [47–49] (in this work, we implement an RF with 300
DTRs). Using an RF, “feature importance” measurement can
be derived to rank the NSI [50].

3.4. Data Preparation, Validation, and Performance
Evaluation. All NSIs can be computed from the network’s
data, and thus, our dataset did not contain missing values.
We also exclude E because of redundancy as mentioned
above. Te other 8 NSIs are normalized to avoid large
diferences in the indicators’ range:

xi,j
′ � xi,j − xi􏼐 􏼑σ xi( 􏼁, (6)

where xi,j is the value of the NSI i for observation (network) j
and xi and σ(xi) are the mean and the standard deviation of
the NSI i, respectively.

In the frst step, we use the whole dataset to build ML
models and compare the results between models and two
target variables. However, due to overftting problems in
many ML models, the model’s performance for new data is
not always coherent as that in the training step, and we need
to validate models in the second step. We choose the leave-
one-out validation [51]. In this way, we train each of the
above models 48 times: each time the whole dataset ex-
cluding one observation is used to train the model, and then,
the model is used to predict the target value of the remaining
(hold-out) observations and repeats for each of 48 hold-out
observations. Te overall evaluation result is the average
across all 48 regressions.
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It is noted that for the SLR model, we only consider
regression coefcients in order to analyze the dependence of
robustness metrics with respect to each NSI. However, for
MLR and RF models, we analyze the prediction of ro-
bustness metrics using four common evaluation metrics for
regression problems, the root mean square error (RMSE)
and the coefcient of determination (also named the
explained variance ratio, R2) as analytical metrics and the
frequency distribution and the Q-Q plot of residual errors as
graphical metrics.

RMSE is the square root of the summation of the squared
diference between observed and predicted data points. Te
RMSE has the same unit as the target feature and is generally
considered the model error. A lower RMSE value represents
superior prediction results. Te formula of the RMSE is
provided by

RMSE �

�������������������

􏽐
n
j�1 Rj − Rpredicted,j􏼐 􏼑

2

n

􏽳

,
(7)

where n is the number of observations, Rj denotes the
empirical (simulated) network robustness, and Rpredicted, j is
the predicted value of robustness for the observation j.

R 2 is used to represent the general prediction perfor-
mance of regression models. R2 is one minus the ratio of the
remaining variance and the original variance.Te formula of
R2 is provided by

R
2

� 1 −
􏽐

n
j�1 Rj − Rpredicted,j􏼐 􏼑

2

􏽐
n
j�1 Rj − Rj􏼐 􏼑

2 , (8)

where n is the number of observations, Rj is the simulation
robustness, Rpredicted, j denotes the predicted value for ob-
servation j, and Rj is the average of all the simulation ro-
bustness. R2 varies between 0 (the model has no prediction
ability) and 1 (the model correctly predicts all values).

Te residual error, ε � Rempirical − Rpredicted, is simply an
error between the empirical (simulated) network

robustness and the predicted value of robustness. Te
distribution histogram of ε is expected to be close to the
origin. Furthermore, the most important assumption of a
linear regression model is that residual errors are inde-
pendent, and consequently, these errors are expected to be
normally distributed.

Te network is analyzed using the “graph-tool” library in
Python. All data preparation, model building, and evaluation
are written using the Python code. Te hardware for nu-
merical simulations is a PC with an i9-10850 Intel processor
and 32GB RAM.

4. Results

4.1. Network Robustness as a Function of the NSIs and SLR
T-Test. Te simulation robustness of each network RIB
and RRD is represented in Table 2. Overall, we found that
RRD is slightly smaller than RIB for most networks (43
out of 48 networks), with an average of 0.148 vs. 0.173,
respectively. It suggests that the RD strategy has more
efcacy than IB for attacking real-world social networks.
Te largest and sparsest network, Email-EuAll
(N � 265,216 and <k ≥ 1.58), has the smallest robustness
with an equal RIB and RRD of 0.001. In contrast, the
gemsec_deezer_HR network, with N � 54,575 and
<k ≥ 9.12, has the strongest robustness with an RIB and
RRD of 0.375 and 0.338, respectively.

In Figure 3, we plot RRD and RIB as a function of 8
independent NSIs, and we found that RRD and RIB behave
similarly in all cases. Te SLR unveils some signifcant re-
lationships between R and NSIs (Figure 3 and Table 3). For
example, in Figure 3(a), we can see that both RRD and RIB
slightly decrease with the network size N. Tis linear de-
pendence between robustness RRD and RIB and N is tested
by using the SLR model, and we found that it is statistically
signifcant, with a confdence level of 95% (p value <0.05,
Table 3).

Root node
(48 networks)

Node 11/Leaf 1
(13 networks)

Node 12
(35 networks)

Node 21/Leaf 2
(15 networks)

Node 22/Leaf 3
(20 networks)

YES α > 2.5 NO

YES NO<k> > 10

(a)

<k>

10

Leaf 1Leaf 2

Leaf 3

2.5 α

(b)

Figure 2: (a) An example of a decision tree: the root node containing 48 networks splits into two other nodes, Node 11 and Node 12, with 13
and 35 networks, respectively, according to the value of the scale-free exponent α. Ten, Node 12 splits into two other nodes, Node 21 and
Node 22, with 15 and 20 networks, respectively, according to the value of the network density <k>. We assume that at Node 11, Node 21, and
Node 22, no split is possible because of a certain stopping rule, and thus, they become fnal leaves. In general, any NSI can be used to divide
networks at any split, and the decision tree can be arbitrarily complex depending on the stopping rule. (b) An illustration of the same
decision tree in the 2-dimension (α and <k>) space with fnal leaves.
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Interestingly, RRD and RIB do not statistically linearly
depend on the network density <k> as found previously in
[4, 52] (Figure 3(b) and Table 3). Tis contrasting obser-
vation would suggest that network robustness also depends
on other NSIs and that the network density alone cannot
predict the whole network’s robustness as previously seen.

Besides N, the only other NSI that shows a signifcant
linear relationship is the modularity Q (Figure 3(f )) in the
case of RRD.

However, in Figure 3, we still observe some nonlinear
dependencies. For example, in Figure 3(e), we show that
network robustness decreases with the assortativity coef-
cient a when a > 0. However, it decreases faster when a is
close to 0 and increases with a when a < 0.

Similarly, in Figure 3(g), we found that the relationship
between RRD and RIB and the global clustering coefcient C
follows an inverted u-shaped pattern. We ran a two-line
statistical test [53] and found that two-line (or broken line)
regression is signifcantly better than a single-line test. Te
breakpoint was found to be C� 0.115. Both RRD and RIB
linearly increase with C (with a signifcance level of 95%) up
to the breakpoint and linearly decrease with C (with a
signifcance level of 95%). One possible explanation is that if
the network is sparse, more triplets help increase the net-
work’s connectivity and thus increase its robustness.
However, above a certain value (when C� 0.115), more
triplets may denote the presence of hubs or central nodes,
which are likely to be the target of intentional node removal
strategies such as RD and IB, consequently lowering network
robustness.

4.2. Machine Learning Prediction of Network Robustness.
Te results of the previous section suggest that the social
network’s robustness depends on multiple NSIs in a highly
complex, multidimensional, and nonlinear manner. To
improve the model prediction, in this section, we use two
multiple variable ML models, MLR and RF, to predict
network robustness.

Te results of multiple linear regression MLR are shown
in Table 4. We found that both RIB and RRD have a positive
overall linear regression coefcient with respect to α, Q, Cl,
and <k> and a negative overall linear regression coefcient
with respect to α2, a, C, and N. Moreover, the MLR result
indicate that α, α2, and <k> are the most signifcant coef-
fcients. A positive linear regression coefcient for the av-
erage node degree <k> suggests that networks are more
robust when k is higher, while all other NSIs are fxed. Tis
result agrees with previous outcomes demonstrating that
denser networks may be more resistant to the attack [4, 52].
However, the diferent results between the MLR and SLR
would suggest that there is a strong correlation between <k>
and other NSIs. In addition, the MLR model predicts RIB
better than RRD, with an R2 coefcient of 58.04% compared
to 51.76%. Nevertheless, the RMSE was smaller for RRD, with
a value of 0.0657, compared to 0.0709 for RIB (this is because
the standard deviation of RIB is higher than that of RRD, as
shown in Table 2 (bottom row)).

Because of the nonlinearity found in the previous sec-
tion, we expect that the regression result using the RF model
will be improved. Table 5 represents the regression result of
the RF model. We found that R2 increases to 92.24% and
91.88% for RIB and RRD regressions, respectively. Interest-
ingly, the RF model predicts RRD roughly as well as RRD,
while MLR predicts RIB better than RRD, suggesting that RRD

Table 2: Simulation result by IB and RD node attack strategies,
represented by the network robustness metrics RIB and RRD, for all
48 real-world social networks (sort by networks’ size from smallest
to largest).

Short names N E R IB R RD

musae_PTBR 1,914 31,300 0.257 0.214
musae_chameleon 2,279 36,102 0.153 0.143
Hamsterster 2,426 16,630 0.134 0.133
Tvshow 3,894 17,263 0.139 0.153
musae_RU 4,387 37,305 0.209 0.149
musae_ES 4,650 59,383 0.248 0.202
musae_squirrel 5,203 217,074 0.298 0.184
CA-GrQc 5,244 28,981 0.057 0.069
Politician 5,910 41,730 0.198 0.195
musae_FR 6,551 112,667 0.288 0.240
Advogato 6,551 51,332 0.100 0.090
Government 7,059 89,456 0.311 0.283
Wiki-vote 7,117 103,690 0.136 0.144
musae_ENGB 7,128 35,325 0.180 0.132
lastfm_asia 7,626 27,807 0.171 0.137
musae_DE 9,500 153,139 0.282 0.229
CA-HepT 9,879 51,972 0.097 0.091
BlogCatalog3 10,312 333,983 0.194 0.181
public_fgure 11,567 67,115 0.204 0.168
musae_crocodile 11,633 180,021 0.124 0.071
CA-HepPh 12,010 237,011 0.138 0.162
Anybeat 12,645 67,053 0.039 0.028
Athletes 13,868 86,859 0.234 0.199
Company 14,115 52,311 0.175 0.150
CA-AstroPh 18,774 396,161 0.193 0.212
musae_facebook 22,472 171,003 0.228 0.206
CA-CondMat 23,135 186,937 0.113 0.113
Soc-gplus 23,628 39,242 0.002 0.001
Cit-HepT 27,772 352,808 0.342 0.307
new_sites 27,919 206,260 0.264 0.228
deezer_Europe 28,283 92,753 0.186 0.153
Cit-HepPh 34,548 421,579 0.350 0.307
Email-Enron 36,694 367,663 0.048 0.039
musae_git 37,702 289,004 0.168 0.122
deezer_RO 41,775 125,827 0.261 0.200
deezer_HU 47,540 222,888 0.343 0.287
Artists 50,515 819,306 0.299 0.265
deezer_HR 54,575 498,203 0.375 0.338
Brightkite 58,228 214,078 0.107 0.083
TeMarker 69,413 1,644,849 0.113 0.100
Soc-Epinions1 75,881 508,838 0.066 0.054
Slashdot0811 77,362 905,469 0.093 0.073
Slashdot0902 82,170 948,465 0.103 0.077
BlogCatalog1 88,784 4,186,390 0.072 0.063
BlogCatalog2 97,884 2,043,701 0.016 0.014
Douban 154,908 654,188 0.026 0.024
Gowalla 196,591 950,327 0.160 0.115
Email-EuAll 265,216 420,046 0.001 0.001
Average 38,026 391,698 0.173 0.148
Std 51,490 687,601 0.098 0.085
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may follow a stronger nonlinear relationship with NSIs than
RIB. Additionally, the RMSE improved both for RIB and
RRD, with a value of 0.0272 and 0.0241, respectively. In-
terestingly, the feature importance ranking in Table 5 shows
that with an RF model, the assortativity a, the global
closeness C, and the node number N are the most important

NSIs. Tis result agrees with the exploratory observations
shown in Figure 3 as discussed above.

In Figure 4, we compare network robustness RIB and RRD
with the prediction value given by MLR and RF using a
scatter plot. Te scatter plots indicate that RF ft data sig-
nifcantly better than MLR, where the predicted actual data
points are closer to the diagonal line y= x. Meanwhile, for
MLR regression, we still found nonlinear dependency be-
tween the actual and predicted values. As a matter of fact, the
MLR model was not able to capture the inherent nonline-
arity dependency in the actual data. We also analyzed the
residual errors of the above regression using the frequency
histogram and QQ-plot and found that they follow a normal
distribution relatively well (Figures 5–8).

Finally, we run leave-one-out regression for both models
MLR and RF in order to avoid overftting. Te result is
summarized in Table 6, and the scatter plots are shown in
Figure 9. We found that the prediction result is less accurate
than the above “in-sample” training with lower RMSEs in
both MLR and RF models. We obtained an RMSE of 0.0812
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Figure 3: Simulation result by IB and RD node attack strategies, represented by the network robustness metrics RIB and RRD, for all the 48
real-world social networks as a function of 8 NSIs.

Table 3: Te SLR results for 8 NSIs. Te last two columns show the
slope, and in parenthesis, the R2 values of the SLR between the NSI
and RIB or RRD. Te bold character with an asterisk indicates a
signifcant relationship, with a confdence level of 95%.

Nb NSI R IB R RD

1 N −6.920·10−7 (0.132)∗ −6.377·10−7 (0.1 0)∗
2 <k> 0.0006 (0.015) 0.0004 (0.010)
3 α 0.0215 (0.031) 0.0247 (0.056)
4 α2 −0.0039 (0.007) −0.0011 (0.000)
5 α −0.3282 (0.019) −0.1184 (0.003)
6 Q 0.0917 (0052) 0.1022 (0.087)∗
7 C 0.0274 (0.001) 0.0781 (0.021)
8 Cl −0.1515 (0.010) −0.1607 (0.016)
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and 0.0760 for RIB and RRD predictions using MLR, re-
spectively, and an RMSE of 0.0733 and 0.0636 for RIB and
RRD predictions using RF, respectively. Even though the
regression results are less efective because we predict the

single sample which is independent of the remaining
samples used for training (building the ML model), residual
errors still ft well to a normal distribution as shown in the
histogram and QQ-plots (Figures 10–13).

Table 4: Fit coefcients and the evaluation result given by the MLR. RIB or RRD columns show the slope coefcient, and in parenthesis, the
standard error values for the NSI.Te bold character with an asterisk indicates a signifcant relationship between the NSI and the robustness
R, with a confdence level of 95%.

Nb NSI
Regression coefcients

R IB R RD

1 α 0.113 (0.028)∗ 0.088 (0.026)∗
2 α2 −0.118 (0.028)∗ −0.083 (0.026)∗
3 α −0.029 (0.013)∗ −0.025 (0.012)
4 Q 0.047 (0.02)∗ 0.038 (0.019)
5 C −0.034 (0.016)∗ −0.016 (0.015)
6 Cl 0.005 (0.014) 0.007 (0.013)
7 N −0.013 (0.013) −0.014 (0.012)
8 <k> 0.077 (0.017)∗ 0.0 6 (0.016)∗
9 Intercept 0.173 (0.01)∗ 0.148 (0.009)∗

MLR results
RMSE 0.0709 0.0657
R2 58.04% 51.76%

Table 5: Feature importance of the NSI and the evaluation result given by RF.

NSI
Feature importance

R IB R RD

α 0.0622 0.0654
α2 0.0535 0.0463
a 0.2765 0.1912
Q 0.0823 0.0658
C 0.1114 0.1834
Cl 0.0581 0.0584
N 0.2683 0.2759
<k> 0.0873 0.1133
RMSE 0.0272 0.0241
R2 92.24% 91.88%
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Figure 4: Scatter plots between the predicted value of robustness (R predicted) and simulated (R empirical) for MLR (a) and RF model (b).
Te model is trained using the whole dataset, and the predicted values are of the same dataset.
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Figure 8: Histogram of residual errors for RF prediction of the RD strategy for the whole dataset (a) and its QQ-plot (b).
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Figure 5: Histogram of residual errors for MLR prediction of the IB strategy for the whole dataset (a) and its QQ-plot (b).
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Figure 6: Histogram of residual errors for MLR prediction of the RD strategy for the whole dataset (a) and its QQ-plot (b).
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Figure 7: Histogram of residual errors for RF prediction of the IB strategy for the whole dataset (a) and its QQ-plot (b).
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Figure 9: Scatter plots between the predicted value of robustness (R predicted) and simulated (R empirical) of the hold-out observation for
MLR (a) and RF model (b). Te model is trained using the whole dataset excluding one observation (hold-out observation) and is used to
predict the outcome of the hold-out observation.

Table 6: MLR and RF evaluation results using the leave-one-out method.

MLR RF
R IB
RMSE 0.0812 0.0733
R2 31.30% 43.87%
R RD
RMSE 0.0760 0.0636
R2 19.30% 43.47%
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Figure 10: Histogram of residual errors for MLR prediction of the IB strategy for the leave-one-out sample (a) and its QQ-plot (b).
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Figure 11: Histogram of residual errors for MLR prediction of the RD strategy for the leave-one-out sample (a) and its QQ-plot (b).
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5. Discussion and Conclusion

In this work, we have analyzed the robustness of 48 real-
world social networks with the node number ranging over
fve orders of magnitude, from 1,914 to 265,216. Using
Monte Carlo simulations, we have run two commonly used
node attack strategies, IB and RD strategies, whose com-
putation time is within our hardware capability. We found
that their corresponding simulation time, tIB and tRD, scales
linearly with the product of the network’s node number and
edge number, i.e., N× E. We also found that the two attack
strategies IB and RD present similar efcacy when evaluated
by the unique robustness metric R, with RD slightly better
than IB (average RRD is slightly smaller than average RIB). It
suggests that for the social networks used in this study, the
RD strategy is the most efcient strategy to dismantle
(breakdown) networks, both in terms of computational cost
and breakdown efciency.

To understand how the structure of a social network
determines its robustness, we investigate the relationship
between the metric R and a set of network structural indi-
cators (NSIs) from the literature. Te simple linear regression
(SLR) between R and NSIs shows low goodness of ftting, and
it is overall not able to produce signifcant prediction models.
Te low goodness of SLR would indicate that network ro-
bustness depends on NSIs in a nonlinear manner.

To improve ftting, we have developed two machine
learning models to predict two robustness metrics RRD
and RRD from the combination of 8 NSIs, multiple linear

regression (MLR), and random forest (RF) model. Te
latter one is chosen as it can handle nonlinear data well
and is built on a collection of base models, decision tree
classifers. We found clearly that the random forest model
can predict network robustness better than the multiple
linear regression model. In concrete, the RF model pre-
dicts network robustness with an RMSE of 0.0272 and
0.0241 for RIB and RRD, respectively. Tis result is en-
couraging to predict real-world social network robust-
ness, although the error is about 16% (for RIB, the RMSE is
0.0272 compared to an average RIB of 0.173, and for RRD,
the RMSE is of 0.0241 compared to an average RRD of
0.148). Meanwhile, when the leave-one-out evaluation is
applied, the RMSE increases to 0.0733 and 0.0636 for RIB
and RRD, respectively, which is about one-third of the
average value.

Finally, MLR indicates that the most important factors
to predict RIB are the exponent α and the average node
degree <k>, for both RIB and RRD. In particular, a higher
value of α is correlated with higher RIB and RRD. Higher
absolute values of the exponent α denote a network with
fewer hub nodes (highly connected nodes) [35]. In con-
sequence, the RD and IB attack strategies cannot fnd large
hub nodes whose removal may disintegrate the network
faster, resulting in higher values of RRD and RIB. Addi-
tionally, MLR indicates that <k> is positively related to
lower RIB and RIB. Tis last outcome agrees with previous
results, demonstrating that networks with higher edge
density may be more resistant to the attack [4, 52]. On the
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Figure 12: Histogram of residual errors for RF prediction of the IB strategy for the leave-one-out sample (a) and its QQ-plot (b).
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Figure 13: Histogram of residual errors for RF prediction of the RD strategy for the leave-one-out sample (a) and its QQ-plot (b).
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other hand, it confrms that SLR, which focuses on a single
NSI, may not be able to predict the robustness of real-world
social networks.

Our work demonstrates that the ML model can be used
to predict network robustness with acceptable results.
Terefore, it alleviates the need to run a full Monte Carlo
simulation on a network when only approximate robustness
is needed. Meanwhile, more network datasets are expected
to improve the accuracy of ML models. Tis work also
contributes to the understanding of the relationship between
real-world social network robustness and its structural in-
dicators. Finally, we have proved that using a data-driven
approach to predict the outcome of the nonlinear and
complex dynamic process, such as network robustness, is an
appropriate approach [54–60].

Abbreviations

RD: Recalculated degree node attack strategy
IB: Initial betweenness node attack strategy
RB: Recalculated betweenness node attack strategy
tIB: Total simulation time for the attack strategy IB
tRD: Total simulation time for the attack strategy RD
tRB: Total simulation time for the attack strategy RB
SLR: Simple linear regression model
MLR: Multiple linear regression model
RF: Te random forest model
DTR: Decision tree regression model
NSI: Network structural indicator
RMSE: Mean squared error
R2: Coefcient of determination (also named the

explained variance ratio)
a0: Intercept coefcient of SLR
a1: Slope coefcient of SLR
OLS: Ordinary least square method
ε: Error between the empirical (simulated) network

robustness and the predicted value of robustness
α: Fitted scale-free exponent
k: Node degree
<k>: Average node degree
a: Degree assortativity
Cl: Global closeness
C: Global clustering coefcient
LCC: Largest connected component
N: Number of nodes
E: Number of edges
Q: Modularity indicator
α2: Fitting variance of α
q: Accumulated proportion of nodes removed
R: Network robustness
RRD: Network robustness against RD node attack

strategies
RIB: Network robustness against IB node attack

strategies.

Appendix

Te histogram and the QQ-plot of residual errors of all
regressions are given in Figures 5–8 and Figures 10–13.

Data Availability

All the 48 real-world social networks are downloaded from
the Stanford Large Network Dataset Collection (https://
snap.stanford.edu/data/) and the Network Repository so-
cial networks (https://networkrepository.com/soc.php).
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Compliant mechanisms with fexure hinges have been widely applied for positioners, bioengineering, and aerospace. In this study,
a new optimized design method for the mobile microrobotic platform was developed for the polishing robot system. A met-
aheuristic-based machine learning technique in combination with fnite element analysis (FEA) was developed. Te designed
platform allows three degrees of freedom with two x-and-y translations and one z-axis rotation. A new hybrid displacement
amplifcation mechanism was also developed using Scott-Russell and two-lever mechanisms to magnify the workspace of the
platform. Te leaf hinges were employed due to their large rotation, and the right circular hinges were adopted because of their
high accuracy. In modeling the behaviors of the developed platform, the artifcial neural network is formulated in combination
with the teaching-learning-based optimization (TLBO) method. Te ANN architecture was optimized through TLBO to a better
approximation. And then, three optimized case studies were conducted by the TLBO. Te data is collected through FEA
simulation. Te modeling results from the TLBO-based ANN were well established with excellent metrics of R, R2, and MSE. Te
optimized results found that the proposed MPM platform achieves a max-y stroke of 1568.1 μm, max-x stroke of 735.55 μm, and
max-θ rotation angle of 2.26 degrees. Te proposed MPM platform can operate at a high displacement amplifcation ratio of
over 9.

1. Introduction

Compliant mechanisms play a vital role in ultrahigh pre-
cision engineering, such as stable switch [1, 2], vibration-
assisted cutting [3], manipulations/microgrippers [4], fast
servo in precision machining, energy harvester [5], align-
ment of optics [6], robotics [7], and so on. Compared with
rigid-link counterparts, compliant mechanisms can propose
a high resolution with precise smooth motion due to the
excellent advantages such as without backlash, no friction,

reduced assembly, cheap manufacture, and monolithic
structure.

Currently, many planar compliant mechanisms from
one degree of freedom (DOF) to three-DOF motions have
been developed by using series architecture, parallel chain,
or hybrid series-parallel type. Te one DOF mechanisms
often have a high accuracy with a minimal parasitic motion,
but these mechanisms have still limited in some applications,
e.g., positioners [8]. Ten, two DOF mechanisms have been
designed to propose more complicated applications, i.e.,
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scanner [9]. Te two DOF mechanisms possess a decoupled
property. Although one or two DOF mechanisms can
achieve a wide stroke, simple control, and high accuracy but
their applications are still limited. Terefore, three DOF
mechanisms have been developed as alternatives for many
planar applications as a positioner, manipulation, and so
forth [10]. However, the workspace of two translations and
one rotation of the existing three DOF mechanisms are still
small. To overcome such drawbacks, a kinematic structure
with better properties is needed to provide a high load
capacity, large stroke, high safety factor, and high stifness.
Hence, three DOF mechanisms have attracted much at-
tention and become a hot topic for researchers.

Generally speaking, complaint mechanisms, which are
acted by piezoelectrical actuators (PZT), have limited
workspace. To overcome this drawback, many displacement
amplifcation mechanisms were proposed to amplify the
stroke of PZTs, such as Scott–Russell mechanism, lever and
bridge types [11]. In addition, a lot of other researchers have
also designed many diferent types of three-DOF compliant
positioning platforms with desired characteristics. A
micropositioning stage with 3-DOF was designed [12]. In
this study, the compliance matrix and fnite element method
were utilized to build the stifness and the input coupling
ratio of the stage. Besides, the parameters of the stage were
optimized to minimize the input coupling ratio. A 3-DOF
spatial precision manipulation was designed and analyzed
[13]. Te translational and angular displacements were
analyzed in this article. Besides, a 3-DOF translational
mechanism was proposed, and it was analyzed via the
pseudo-rigid-body model (PRB) method [14]. By using the
PRB technique, another 3-DOF mechanism with two
translations and one rotation was designed and analyzed
[15]. Tis type for nanopositioning application was analyzed
by a compliance matrix [16].

Although the discussed 3-DOF stages have been
designed with multiple excellent characteristics, but the
structure is still complicated. Moreover, the workspaces are
still limited. Considering an application of 3-DOF compliant
mechanisms in the robots, a planar micropositioning plat-
form was designed, and the manufacturing error was ana-
lyzed [17]. Almost the behavior analysis of the previous
stages employed some popular analytical techniques, such as
PRB and compliance matrix. With high nonlinear charac-
teristic behavior, modeling of them has a large error. Tis
causes a large manufacturing error, decreasing the practical
positioning ability. To overcome this obstacle, a new ap-
proach based on machine-learning-based methods and
metaheuristics is devoted in the present article. Te artifcial
neural network (ANN) is combined with the teaching-
learning-based optimization algorithm (TLBO) in modeling
the behaviors of a new XYθmobile positioning microrobotic
platform.Te developedmicrorobotic platform can basically
be applied for vibration-based polishing robot applications.

Motivated by the gaps between the existing studies, this
paper presents an optimized design method for a three-DOF
mobile microrobotic platform for use in polishing robot
application.Te developed platform is able to provide a large
workspace in the x-and-y translations and rotation around

the z-axis. In modeling the behaviors of the proposed
microrobotic platform, artifcial neural network is adopted
to resolve the stroke and safety factor. To overcome the ANN
limitations, the TLBO algorithm was extended to optimize
the ANN approximate accuracy. Ten, the geometrical
factors of the proposed microrobotic platform were opti-
mized by adopting the TLBO algorithm. Finally, three case
studies are considered to confrm the accuracy and efec-
tiveness of the proposed methodology.

2. ConceptualDesignofXYθMobilePositioning
Microrobotic Platform

A basic application of the XYθ mobile positioning micro-
robotic (MPM) platform is used for manipulations and
precise sample positioning from sub-micrometer to hun-
dreds of micrometer scales. Figure 1 illustrates a design
scheme of the MPM platform. Te proposed MPM platform
utilizes three piezoelectric stack actuators (PZT) to actuate
an input displacement to three corresponding robotic legs
(robotic leg #1, robotic leg #2, and robotic leg #3).

By arranging three robotic legs around a circle with 120
degrees and three PZTs located in a tripedalism, so-called
tripedal topology, the MPM platform can generate a loco-
motion in three DOF on a planar surface. It means that the
platform includes three main motions, such as two trans-
lations along the x-and-y axes and one rotation (θz) around
the z-axis.

Overall, the MPM platform was manufactured with a
monolithic fexure-basedmechanism.Te fabrication will be
carried out via wire electrical discharged machining
(WEDM). Each robotic leg was also a fexure structure that
consists of a hybrid displacement amplifcation mechanism
(HDAM) in combination with a leaf hinge. Te robotic leg
#1 was defned in a local coordinate of O1X1Y1. Te robotic
leg #2 and the robotic leg #3 were defned in a local coor-
dinate of O2X2Y2 and O3X3Y3, respectively. More details of
the HDAM are presented in next section. Under actuating
the three PZTs simultaneously, the mobile platform of the
microrobot makes two translations δx1 and δy1, and a ro-
tation θ1.

Technical requirements and specifcations of the MPM
platform in the design phase are expected to achieve large
strokes in the translations over 1000 (μm) or higher than
1mm and a wide rotation. Furthermore, a high safety factor
of over 1.8 is required. Te mentioned importantly technical
specifcations of the MPM platform can fulfl the practical
applications. In addition, Al 7075-T651 is chosen to man-
ufacture the microrobotic platform. Te properties of Al
7075-T651 are listed, including a density of 2810 kg/m3,
Poisson ratio of 0.33, yield stress of 503MPa, and Young’s
modulus of 71.7GPa.

Figure 2 illustrates the assembly scheme of XYθ mobile
positioning microrobotic platform.

As shown in Figure 2, it includes the following key
components:

(1) Preload crew,
(2) PZT mounting plate,

2 Complexity



(3) PZT actuator,
(4) Intermediate plate,
(5) Prototype,
(6) Anti-vibration fxing plate,
(7) Fixed hole.

As depicted in Figure 2, the prototype of the proposed
microrobotic platform was mounted on the intermediate
plate. Te PZTs were fxed on the PZTmounting plate, and
the preload screw was employed to adjust the PZT in contact
with the input port of the platform. Finally, the whole of the
system was put on the anti-vibration table.

A basic application of the proposed MPM platform is
able to be employed for polishing robot system, as given in
Figure 3. Te proposed platform is mounted on the station.
Te polished sample is located on the mobile platform
through fxing screws while the end-efector of the robotic
arm brings the polishing tool.

When three PZTs act, the platform causes a micro-vi-
bration for the sample. Te micro-vibration is aimed to
reduce the friction between the sample and the polishing
tool. Tis leads to improvement of the surface roughness of
the fnal workpiece. Tis machining process is considered as
a vibration-assisted polishing process.

Te dimensional scheme of the proposedMPM platform
is provided in Figure 4, and the main dimensions are given

in Table 1. Te thickness of the platform in the out plane (z-
axis) is 8mm.

2.1. Analysis of Hybrid Displacement Amplifcation Module.
Figure 5 provides a new hybrid displacement amplifer. Te
suggested HDAM is built by a combination of Scott–Russell
mechanism (SRM) amplifer with a two-lever displacement
(TLD) amplifer.Te hybrid amplifer is moved based on the
deformation of right circular hinges. In the beginning, an
input displacement of 135 μm along the x-axis is acted to the
SRM amplifer, and this displacement amplifer is rotated
around the fulcrum (1) and then, the output motion of the
SRM is transformed to the input port of the TLD amplifer,
and this mechanism is rotated about the fulcrum (2) the
output displacement is collected along the y-axis. Finally, the
output motion of the proposed HDMA is kept to transfer to
the leaf hinge (see Figure 1) so that the MPM platform is
moved.

To illustrate the amplifcation ratio of the proposed
HDMA, the proposed HDMA is meshed and simulated
by fnite element analysis (FEA) ANSYS 2019R1 software.
Te number of nodes and elements are about 29047 and
16867, respectively. Te quality of the mesh is measured
by the Skewness technique with an average value of
0.44906. Te results of the HDMA are provided in
Table 2.

Robotic leg #1

Robotic leg #3

Robotic leg #2

Robotic leg #2

Robotic leg #3

Robotic leg #1

Input displacement (PZT)

Input displacement (PZT)

Input displacement
(PZT)

Fulcrum 2

Fulcrum 1

Fixed holes

Fixed holes

Platform

Two-lever
displacement

amplifier

Scott-Russell
displacement amplifier

Output
displacement

Y1

X1

Y1

δy1

δx1

θ1

O1 X1

Right circular
hings

Right circular
hings

Leaf hinge

Base

Figure 1: Design scheme of XYθ mobile positioning microrobotic platform.
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Te results of Table 2 indicates that the amplifcation
ratio of the proposed hybrid amplifer is about 12.43 with a
high safety factor (SF) over 1.4 when the input displacement
is from 90 μm to 145 μm. Besides, the stress is still lower than
the yield stress of the material (503MPa).

2.2. Initial Evaluation of Static and Dynamic Behavior of
Microrobotic Platform. In order to evaluate the initial
specifcations of the proposed MPM platform, the static and
dynamic behaviors are simulated by ANSYS software. Te
three PZTs are employed simultaneously with 135 μm, and
the output stroke/displacement of the robotic leg #1 is
measured. Figure 6(a) shows the boundary conditions for
simulating the platform. Te number of nodes is 71202, and
the number of elements is 41045. Skewness average value is
about 0.4877, as given in Figure 6(b).

Figure 7 depicts the stress concentration. It is found that
the high stress appeared on the surfaces of leaf hinges and
right circular hinge.

Te deformation of the MPM platform is provided in
Figure 8.

Te initial evaluation showed that the amplifcation ratio
of the proposed MPM platform is about 9.85, with a high
safety factor (SF) over 1.7 when the input displacement is
from 90 μm to 145 μm. Besides, the stress is still smaller than
the yield stress of material (503MPa), as depicted in Table 3.

Te dynamic behavior is achieved by FEA simulations.
Te four natural frequencies for the frst mode shapes in-
clude 102.036Hz, 113.81Hz, 113.9Hz, and 154.84Hz, re-
spectively, as provided in Table 4. Considering a resonance
of the proposed MPM platform with the PZTs and others,
the frst mode shape is a z-axis translation.Te second mode
shape is the x-axis translation.Te third mode shape is the z-
axis translation. Finally, the fourth mode shape is the z-axis
rotation.

2.3. Formulation of Optimization Problems. Te character-
istics of the proposed MPM platform are desirable to gain
the two main design targets, including a large stroke (δy1)
and a high safety factor.

When the stroke is enhanced, the rotation of the plat-
form (θ1) is also improved. A good SF over 1.8 can ensure a
long working time. Based on the initial evaluations in the
previous parts, it determined that the performances of the
proposedMPM platform are strongly afected by varying the
thickness values of right circular hinges (A, B, C, D) and the
thickness of the leaf hinges (E).

Tree optimization problems of the proposed MPM
platform are considered as follows.

Case #1.: maximize the stroke
Find design variables: X � [A, B, C, D, E]

7

6

5

4

3

2

1

Figure 2: Assembly scheme of XYθmobile positioning microrobotic platform: (1) preload crew, (2) PZTmounting plate, (3) PZTactuator,
(4) intermediate plate, (5) prototype, (6) anti-vibration fxing plate, (7) fxed hole.
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Maximize :f1(X). (1)

Bounds of design variables (unit: mm):

0.8≤A≤ 0.9

0.7≤B≤ 0.8

0.6≤C≤ 0.7

0.55≤D≤ 0.6

45≤E≤ 50

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

Case #2.: maximize the safety factor
Find design variables: X � [A, B, C, D, E]

Maximize :f2(X). (3)

Bounds of design variables (unit: mm):

0.8≤A≤ 0.9

0.7≤B≤ 0.8

0.6≤C≤ 0.7

0.55≤D≤ 0.6

45≤E≤ 50

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Case #3.: maximize the stroke and the safety factor
simultaneously (multi-objective optimization problem)
Find design variables: x � [A, B, C, D, E]

Maximize :f1(X)

Maximize :f2(X)
.􏼨 (5)

Bounds of design variables (unit: mm):

0.8≤A≤ 0.9

0.7≤B≤ 0.8

0.6≤C≤ 0.7

0.55≤D≤ 0.6

45≤E≤ 50

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where X is a vector of design variables. Parameters A, B,
C, and D are the thickness of right circular hinges.
Parameter E is the thickness of leaf hinges. Te stroke
and safety factor are represented as f1(X) and f2(X),
respectively.

3. Proposed Modeling and
Optimization Method

As designed in Figure 1, the proposed MPM platform is a
monolithic architecture with three robotic legs. Te trans-
lations and rotationmotions of the platform are totally based
on the elastic motions of the leaf hinges and right circular
hinges.

Because the MPM platform is built using the concept of
fexure-based mechanism, so-called compliant mechanism,

Robotic arm

Microrobotic platform

Station

End-effector

Sample

Figure 3: Application of microrobotic platform for polishing.
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it inherits many excellent properties such as low weight,
reduced assemble, simple fabrication, and without kine-
matic joints in comparison with rigid-link counterparts.
Nevertheless, mathematical equations in modeling of the
static behaviors of the MPM platform is difcult to exactly
formulate because it has not kinematic joints. Terefore,
the leaf hinges and right circular hinges are treated as
virtual joints.

As a result, a modeling method based on ANN is chosen
in approximating the stroke and the safety factor. In order to
enhance the prediction ability of the ANN, the TLBO al-
gorithm is employed. And then, the TLBO is extended to
handle the three optimization cases of the MPM platform.
Te fowchart of the proposed modeling and optimization
techniques is provided in Figure 9.

3.1. Simulation Technique for Microrobotic Platform. In or-
der to collect the data of the performances of the MPM
platform, the FEA implements are carried out, as seen in
Figure 10. With fve design variables, twenty-seven exper-
imental samples are made.

(i) Build 3D model of the proposed MMP platform.
(ii) Design variables (A, B, C, D, and E) and output

performances (stroke and safety factor) are
parameterized.

(iii) Defne properties of material Al 7075-T651.
(iv) Determine boundary conditions and a load/input

displacement from PZT.
(v) Simulate the MPM platform by fnite element

method (FEM).
(vi) Collect the data.
(vii) If the data sets are not satisfed, it will return to

adjust the range of variables.

3.2.ANNOptimization byTLBO. In this study, feedforward-
learning ANN technique is selected to formulate the
modeling of stroke and safety factor for the proposed MPM
platform. Basically, ANN is operated based on human brain

Figure 4: Mechanical scheme of proposed XYθ monolithic mechanism: (a) XYθ stage, (b) parameters.

Table 1: Dimensions of theXYθmicrorobotic platform (unit: mm).

Par. Value Par. Value Par. Value Unit
a 97 f 86 A 0.8≤A≤ 0.9 mm
b 43 g 40 B 0.7≤B≤ 0.8 mm
c 86 h 54 C 0.6≤C≤ 0.7 mm
d 30 m 60 D 0.55≤D≤ 0.6 mm
e 52 n 32 E 45≤E≤ 50 mm
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[18]. In the reasoning of ANN, the geometrical parameters
and output responses of the MPM platform are embedded
into the programming. An ANN programming includes
three main signals such as input, hidden, and output layer.
To efectively operate, the learning rate, momentum rate,
bias, minimum error, and activation function should be
appropriately defned. Operation of the ANN can gain a high
efectiveness when it can ensure a minimal training error.
Tis can be well done when the weight and bias are rea-
sonably updated.

Although the ANN can build nonlinear behavior
modeling but the accuracy is still strongly dependent on its
controllable factors. To solve this limitation, the TLBO [19]
is applied to optimize the ANN architecture. One of themost

problems is how to defne exactly the number of hidden
nodes in hidden layer. Te following equation is utilized to
resolve this problem.

Number of hidden nodes � (2∗ inputs) + outputs. (7)

With fve design variables corresponding to one output
performance, the hidden layer is 11 nodes. An optimization
of ANN by TLBO is provided in Figure 11.

In the optimization problem, the objective function is
mean square error (MSE) which is defned as below:

MSE �
1
k

􏽘

k

i�1
ti − 􏽢ti( 􏼁

2
, (8)

Anchor

Right
circular
hinge

(a)

Output

Input 
AnchorPZT 
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mesh
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Figure 5: Proposed hybrid displacement amplifer: (a) 3D, (b) 2D, (c) meshing, (d) mesh quality.

Table 2: Results of amplifcation ratio of proposed HDMA.

Input (μm) Output (μm) Amplifcation ratio (μm/μm) Stress (MPa) Safety factor
90 1118.9 12.43 217.09 2.31
105 1305.4 12.43 253.27 1.98
125 1554.1 12.43 301.52 1.66
135 1678.4 12.43 325.64 1.54
145 1802.7 12.43 349.76 1.43
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Figure 6: Simulation of the microrobotic platform: (a) boundary conditions, (b) mesh quality.

High stress 

High stress 

A: Static Structural
Equivalent Stress
Type: Equivalent (von-Mises) Stress
Unit: MPa
Time: 1
8/7/2022 9:58 PM

271.63 Max
241.45
211.27
181.09
150.91
120.73
90.55
60.37
30.19
0.010028 Min

Figure 7: Stress concentration.

8 Complexity



where, t is the measured target and 􏽢t is the predicted target,
and k is the dimension of inputs, so-called the number of
data points.

Additionally, the coefcient of determination (R2) is
computed to estimate the regression model:

R2
�

􏽐
k
i�1 ti − t( 􏼁 􏽢ti − t( 􏼁

����������������������

􏽐
k
i�1 ti − t( 􏼁

2
􏽐

k
i�1 􏽢ti − t( 􏼁

2
􏽱 , (9)

where t is the actual target, 􏽢t is the predicted target, and t is
the average target.

3.3. Optimization of Microrobotic Platform by TLBOMethod.
According to the TLBO algorithm, a good teacher can train a
better learner.Te task of teachers in a classroom is critically
important [19]. Te leaner is a population where a vector of
design is a course vector. Te two main strategies of the
TLBO include teaching and learning.

3.3.1. Teaching Strategy. Te teacher strategy proposes some
key ideals as follows.

(i) Search the teacher with best solution from the
population.

(ii) Determine the mean results of learners (Mj,i) with
respect to a specifc subject.

(iii) Te teacher’s ability afects the quality of students by
following equation.

Dmj,k,i � rj,i Xj,kbest,i − TFMj,i􏼐 􏼑. (10)

where, Dmj,k,i is the increased mean value. Xj,kbest,i is the best
learner (i.e., teacher) in jth subject.TF is the teaching factor. rj,i
is a random value in [0, 1].Te TF value is either 1 or 2.Te TF
value is randomly determined by the following formula:

TF � round[1 + rand(0, 1) 2 − 1{ }]. (11)

After that, the existing solution is updated by the fol-
lowing equation in the teacher strategy.

Xj,k,i
′ � Xj,k,i + Dmj,k,i, (12)

where, Xj,k,i
′ is the updated value of Xj,k,i. If the results of this

phase are satisfed, and then, they are considered as inputs
for the learner strategy.

3.3.2. Learning Strategy. Te learners can study somethings
from other students in a classroom. At any iteration i, a
learner is compared with the other learners. Specifcally, U
and V are two learners which are compared together
(XU,i
′ ≠XV,i
′ ) by following formula.

Xj,U,i
″ � Xj,U,i

′ + rj,i Xj,U,i
′ − Xj,V,i

′􏼐 􏼑, if f XU,i
′􏼐 􏼑<f X

’
V,i􏼐 􏼑

Xj,U,i
″ � Xj,U,i

′ + rj,i Xj,V,i
′ − Xj,U,i

′􏼐 􏼑, if f XV,i
′􏼐 􏼑<f XU,i

′􏼐 􏼑
.

⎧⎪⎨

⎪⎩
(13)

Xj,U,i
″ is accepted when the value of objective function is

better. Flowchart of the TLBO method is given in Figure 12.

4. Results and Discussion

In this part, modeling behaviors of the MPM platform is
provided. Besides, the optimization problems of the pro-
posed platform are performed. Te optimized results are
validated.

Max deformation

A: Static Structural
Total Deformation
Type: Total Deformation
Unit: μm
Time: 1
8/7/2022 10:06 PM

1488.7 Max
1323.3
1157.9
992.5
827.08
661.66
496.25
330.83
165.42
0 Min

Figure 8: Deformation simulation.

Table 3: Results of static behavior.

Input (μm) Output (μm) Amplifcation ratio Stress (MPa) Safety factor
90 886.59 9.85 181.09 2.77
105 1034.4 9.85 211.27 2.38
125 1231.4 9.85 251.51 1.99
135 1329.9 9.85 271.63 1.85
145 1428.4 9.85 291.75 1.72
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Table 4: Results of dynamic behavior with input displacement of 135 μm.

No. Mode shape Natural frequency
(Hz)

(1) z-axis
translation

B: Model
Total Deformation 1
Type: Total Deformation
Frequency: 102.36 Hz
Unit: mm
8/7/2022 10:13 PM

0.003909 Max
0.0034747
0.0030403
0.002606
0.0024717
0.0017373
0.001303
0.00086867
0.00043433
0 Min

102.36

(2) x-axis
translation

B: Model
Total Deformation 2
Type: Total Deformation
Frequency: 113.81 Hz
Unit: mm
8/7/2022 10:14 PM

0.0.0042927 Max
0.0038157
0.0033388
0.0028618
0.0023848
0.0019079
0.0014309
0.00095394
0.00047697
0 Min

113.81

(3) z-axis
translation

B: Model
Total Deformation 3
Type: Total Deformation
Frequency: 133.9 Hz
Unit: mm
8/7/2022 10:15PM

0.0.0037589 Max
0.0033412
0.0029236
0.0025059
0.0020883
0.0016706
0.001253
0.00083531
0.00041765
0 Min

113.9
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4.1. Setup of Simulations andDataCollection. From Figure 5,
the boundary conditions are seen.Tree input displacements
from three PZTs are acted simultaneously. Te stroke (δy1)
along the y-axis is measured. Besides, the safety factor is
calculated. AL 7075-T651 is employed for the platform. Te
results of 27 experiments are given in Table 5.

4.2. Parametric Evaluation. To assess the associations of the
geometrical parameters to the behaviors of the proposed
MPM platform, analysis of variance (ANOVA) is adopted to
solve this issue. Te ANOVA results of stroke are given in
Table 6. Moreover, the sensitive plot of whole inputs to the
stroke is illustrated in Figure 13. Te results indicated that

Table 4: Continued.

No. Mode shape Natural frequency
(Hz)

(4) z-axis rotation

B: Model
Total Deformation 4
Type: Total Deformation
Frequency: 154.87 Hz
Unit: mm
8/7/2022 10:15PM

0.0.0054344 Max
0.0048306
0.0042268
0.003623
0.0030191
0.0024153
0.0018115
0.0012077
0.00060383
0 Min

154.84

Stage 2:
Modeling

Start 

Create FEM model for microrobotic platform

Parameterize design variables and objectives

Finite element analysis

Measure output responses

Datasets put into ANN code

Optimize ANN by TLBO

Optimization for single
function by TLBO

Define design variables, objective functions

Stage 1:
Simulations

Predict the optimal solutions

Stage 3:
Optimization

Optimization for multiple
functions by TLBO

Prototype: Mobile microrobotic platform 

Figure 9: Flowchart of modeling and optimizing method for microrobotic platform.
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the contributions of the parameters are listed as follows: C
(37.65%), D (12.47%), E (7.20%), B (0.61%), and A (0.47%).

As shown in Table 7, the contributions of the input
parameters on the safety factor are ordered as follows. Te
highest contribution is C (29.35%), A (5.78%), E (1.43%), B
(1.98%), and D (0.06%), as provided in Figure 14.

4.3. Modeling Behaviors of Microrobotic Platform by ANN-
BasedTLBO. Modeling behaviors of the MPM platform is
carried out through the ANN. To improve the efec-
tiveness of the ANN technique, the TLBO is embedded
into the ANN programming. Firstly, the collected data in
Table 5 comprised of training, testing, and validating. Te

Start 

Create 3D mechanical model of microrobotic platform

Define design variables and objectives

Determine materials, boundaries and loads

Collect data

Layout number of experiments

Parameterize design variables, objectives

Are
performances

satisfied?

No

Yes

End 

Figure 10: Proposed simulation scheme for microrobotic platform.

Start

Data: training, testing, and validating

ANN: inputs, hidden layer, outputs

TLBO parameters: population, termination criterion

Generate teacher and learner phases

Evaluate cost function

Compare and select global best solution

Best ANN architecture: suitable weight and bias

Is termination
criterion
satisfied ?

End

yes

no

Calculate mean of population

Input Hidden layer Output

w1j
w2j

wnj

x1

x2

xn

y

ANN architecture

Figure 11: Scheme of optimization of ANN by TLBO.
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optimized ANN architecture can fnd the best weights
and biases. Te modeling accuracy of the optimized ANN
is assessed by metric computation of the MSE and R2.

Furthermore, the correlation coefcients (R) are also
computed. Te modeling results of the stroke and safety

factor achieved very well with high R values, as plotted in
Figures 15 and 16(a), respectively. Te best performance,
the prediction error, and the diference among the pre-
diction and numerical values are provided, as seen in
Figures 15, 16(c), and 16(d), respectively.

Begin 

Initialize population (students) and termination criterion 

Compute mean of each design variable and best solution (teacher)

Previous solution being preserved

Is new solution greater
than existing one?

Accept as Xnew

Previous solution being preservedAccept as Xnew

Modify solution replied on best solution
Xnew = Xi + rand * ( Xteacher – (TFXmean))

Xnew = Xi + rand * ( Xi – Xii) Xnew = Xi + rand * ( Xii – Xi)

Choose randomly any a solution Xii

Is Xi better than Xii?

Is new solution greater
than existing one?

Is termination criterion
satisfied?

Achieve best solution

End 

no yes 

no yes 

no yes 

no 

yes 

Figure 12: Flowchart of teaching-learning-based optimization method.
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Table 5: Numerical results for the MPM platform.

No. A (mm) B (mm) C (mm) D (mm) E (mm) Stroke (μm) Safety factor
1 0.85 0.75 0.65 0.6 50 1274.459 1.795
2 0.8 0.75 0.65 0.6 50 1271.977 2.216
3 0.9 0.75 0.65 0.6 50 1247.641 1.819
4 0.85 0.7 0.65 0.6 50 1270.549 2.003
5 0.85 0.8 0.65 0.6 50 1291.601 1.900
6 0.85 0.75 0.6 0.6 50 1316.365 1.747
7 0.85 0.75 0.7 0.6 50 1144.243 2.017
8 0.85 0.75 0.65 0.55 50 1355.784 1.905
9 0.85 0.75 0.65 0.65 50 1219.778 1.951
10 0.85 0.75 0.65 0.6 45 1292.106 1.945
11 0.85 0.75 0.65 0.6 55 1114.789 1.915
12 0.83 0.73 0.63 0.58 51.41 1285.452 1.896
13 0.86 0.73 0.63 0.58 48.58 1339.131 1.989
14 0.83 0.76 0.63 0.58 48.58 1350.635 1.612
15 0.86 0.76 0.63 0.58 51.41 1343.359 1.978
16 0.83 0.73 0.66 0.58 48.58 1245.309 2.223
17 0.86 0.73 0.66 0.58 51.41 1231.288 1.959
18 0.83 0.76 0.66 0.58 51.41 1359.739 2.101
19 0.86 0.76 0.66 0.58 48.58 1320.488 1.967
20 0.83 0.73 0.63 0.61 48.58 1370.22 1.806
21 0.86 0.73 0.63 0.61 51.41 1371.444 1.933
22 0.83 0.76 0.63 0.61 51.41 1362.347 1.929
23 0.86 0.76 0.63 0.61 48.58 1278.259 1.784
24 0.83 0.73 0.66 0.61 51.41 1158.641 2.032
25 0.86 0.73 0.66 0.61 48.58 1231.481 2.034
26 0.83 0.76 0.66 0.61 48.58 1190.894 2.002
27 0.86 0.76 0.66 0.61 51.41 1210.883 2.261

Table 6: Analysis of variance for the stroke.

Source DF Seq SS Contribution (%) Adj SS Adj MS F-value P value
Model 20 120513 89.49 120513 6025.7 2.56 0.124
Linear 5 78626 58.39 74177 14835.4 6.29 0.022
A 1 629 0.47 402 401.5 0.17 0.694
B 1 816 0.61 538 538.3 0.23 0.650
C 1 50697 37.65 42836 42836.3 18.17 0.005
D 1 16789 12.47 22090 22089.6 9.37 0.022
E 1 9695 7.20 8915 8914.8 3.78 0.100
Square 5 11426 8.49 11673 2334.7 0.99 0.494
A∗A 1 3 0.00 543 542.9 0.23 0.648
B∗B 1 847 0.63 0 0.1 0.00 0.995
C∗C 1 971 0.72 2371 2371.5 1.01 0.355
D∗D 1 1855 1.38 125 125.0 0.05 0.826
E∗E 1 7750 5.76 7236 7236.3 3.07 0.130
2-Way interaction 10 30461 22.62 30461 3046.1 1.29 0.392
A∗B 1 3646 2.71 3897 3897.1 1.65 0.246
A∗C 1 1382 1.03 1339 1338.9 0.57 0.480
A∗D 1 6 0.00 149 148.8 0.06 0.810
A∗E 1 612 0.45 654 654.0 0.28 0.617
B∗C 1 5120 3.80 6498 6498.5 2.76 0.148
B∗D 1 8707 6.47 7900 7900.3 3.35 0.117
B∗E 1 2376 1.76 2570 2570.0 1.09 0.337
C∗D 1 7492 5.56 7488 7488.1 3.18 0.125
C∗E 1 1115 0.83 1103 1102.8 0.47 0.520
D∗E 1 6 0.00 6 5.9 0.00 0.962
Error 6 14147 10.51 14147 2357.9
Total 26 134661 100.00
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As depicted in Figures 15 and 16, the proposed artifcial
intelligent technique had better performances than those
achieved from the linear regression.

4.4. Parameter Optimization. In this part, the TLBO algo-
rithm is initialized with a population of 50 and iterations of
5000. Te optimization programming is implemented

Pareto Chart of the Standardized Effects
(response is Stroke, α = 0.05)

Standardized Effect

2.447Term
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CD
EE
BC
AB
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A A
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C C
D D
E E
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Figure 13: Sensitivity plot of design variables to the stroke.

Table 7: Analysis of variance for safety factor.

Source DF Seq SS Contribution (%) Adj SS Adj MS F-value P value
Model 20 0.396108 72.62 0.396108 0.019805 0.80 0.679
Linear 5 0.210502 38.59 0.167944 0.033589 1.35 0.359
A 1 0.031505 5.78 0.041489 0.041489 1.67 0.244
B 1 0.010822 1.98 0.003362 0.003362 0.14 0.726
C 1 0.160082 29.35 0.109272 0.109272 4.39 0.081
D 1 0.000303 0.06 0.001510 0.001510 0.06 0.814
E 1 0.007789 1.43 0.010727 0.010727 0.43 0.536
Square 5 0.020878 3.83 0.020510 0.004102 0.16 0.967
A∗A 1 0.006593 1.21 0.001006 0.001006 0.04 0.847
B∗B 1 0.000844 0.15 0.000710 0.000710 0.03 0.871
C∗C 1 0.010358 1.90 0.012192 0.012192 0.49 0.510
D∗D 1 0.000886 0.16 0.002319 0.002319 0.09 0.770
E∗E 1 0.002196 0.40 0.002143 0.002143 0.09 0.779
2-Way interaction 10 0.164728 30.20 0.164728 0.016473 0.66 0.731
A∗B 1 0.001177 0.22 0.001342 0.001342 0.05 0.824
A∗C 1 0.056306 10.32 0.056556 0.056556 2.27 0.182
A∗D 1 0.000000 0.00 0.000038 0.000038 0.00 0.970
A∗E 1 0.000713 0.13 0.001278 0.001278 0.05 0.828
B∗C 1 0.004343 0.80 0.003475 0.003475 0.14 0.721
B∗D 1 0.018617 3.41 0.018649 0.018649 0.75 0.420
B∗E 1 0.057861 10.61 0.060386 0.060386 2.43 0.170
C∗D 1 0.000085 0.02 0.000084 0.000084 0.00 0.955
C∗E 1 0.022801 4.18 0.023640 0.023640 0.95 0.367
D∗E 1 0.002825 0.52 0.002825 0.002825 0.11 0.748
Error 6 0.149333 27.38 0.149333 0.024889
Total 26 0.545441 100.00

Complexity 15



Standardized Effect

0.0

AD
CD
BB
AA
AE
AB

D
EE

DD
DE

B
BC

E
CC
BD
CE

A

BE
AC

C

Term

0.5 1.0 1.5 2.0 2.5

Factor
A A
B B
C C
D D
E E

Name

Pareto Chart of the Standardized Effects
(response is SF , α = 0.05)

2.447

Figure 14: Sensitivity plot of design variables to the safety factor.
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Figure 15: Modeling for stroke by ANN-combined TLBOmethod: (a) training, (b) performance, (c) error, (d) predicted vs measured value.
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Figure 16: Continued.
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MATLAB R2019 environment. Te optimized results for
the three case studies are provided in Table 6. From Fig-
ure 17, the rotation angle (θz) around the O point of the
proposed MPM platform is measured by FEA ANSYS
software. From Table 8, the y-stroke is the displacement
along the y-axis at O1 point. Te y-stroke is the optimized
displacement which is predicted from the proposed met-
aheuristic-intelligent method (ANN-TLBO). Te x-stroke
is the displacement along the x-axis at O1 point. Te
x-stroke, the stress and the rotation angle are calculated
from the FEA ANSYS software.

From the achieved results of Table 8, it revealed that the
optimized strokes in the y-axis of the MPM platform can
obtain 1555.6763 μm, 1300.6 μm, and 1568 μm for case #1,
case #2, and case #3, respectively. Besides, the x-axis strokes
of the platform are 266.4μm, 735.55μm, and 714μm for case
#1, case #2, and case #3, respectively. Te safety factor of the

platform is over 1.5. Meanwhile, the stress appeared in three
case studies is always lower than the yield stress (503MPa) of
AL 7075-T651.Tis guarantees a long working strength for the
platform. Te stress is calculated by the following equation.

S �
Syield

SF
, (14)

where, S represents the stress of the MPM platform. Syield is
the yield stress of AL 7075-T651. SF is the safety factor.

Based on the output stroke of the proposed MPM
platform, the displacement amplifcation ratio can be cal-
culated by following formula.

AR �
OS

IS

, (15)
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Figure 16: Modeling for safety factor by ANN-combined TLBOmethod: (a) training, (b) performance, (c) error, (d) predicted vs measured
value.
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Figure 17: Measurement of rotation angle of the microrobotic platform.
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where, AR is the displacement amplifcation ratio. Te OS
and IS note the output y-stroke and input stroke.

By using equation (15), the AR values are about 11.54 for
case study #1, 9.63 for case study #2, and 11.61 for case study
#3.

4.5.Validations ofOptimizedResults. By using the optimized
design parameters, the prototypes are built in Inventor
software, and then, the simulations are performed to verify
the optimized results. As given in Table 9, the errors between
the proposed method and the simulation method are under
9%.Te proposed method is reliable optimization technique
in modeling and optimizing the MPM platform.

5. Conclusions

Tis article has presented an optimized design method for the
mobile microrobotic platform. Te proposed MPM platform
was built via using two combinedmodules, including the hybrid
displacement amplifcation mechanism and leaf hinges. Te
developedHDAMwas created by combination of Scott–Russell
mechanism and two-double lever amplifcation mechanism.
Te new proposed HDAM amplifer could allow a large am-
plifcation ratio.With such a high amplifcation value, it ensured
a large output stroke for the MPM platform. Te developed
MPMplatformwas able to be employed for locating the sample
in the polishing robot system.Te platform could achieve three
motions, including two translations and one rotation.

In modeling the stroke and safety factor of the MPM
platform, the ANN was used in combination with the

TLBO method. By using the TLBO, the ANN architecture
was optimized to a better approximation. And then, three
optimized case studies were studied by the TLBO to
improve the stroke and safety factor. Moreover, the case
studies also demonstrated the efectiveness of the
methodology. In this study, the FEM data was combined
with ANN, TLBO for modeling process. Te results of this
paper could be listed as follows.

Te modeling results from the TLBO-based ANN were
well established. Te metrics were relatively good with
the values of R and R2 being near 1 while the values of
MSE were very small.
Te established intelligent predictors were better than
the linear regression. Te predicted values from the
TLBO-ANN were close to the measured values.
In case study #1, the optimized platform could operate
with the y-axis stroke over 1558.6763 μm and a safety
factor of 1.58.
In case study #2, the optimized platform could achieve
a large y-axis of 1300 μm and a safety factor of 2.3.
In case study #3, the optimized platform could displace
a large y-axis of 1568.1 μm and a safety factor of 2.04.
In summary, the proposed MPM platform could
achieve a max-y stroke of 1568.1 μm, max-x stroke of
735.55 μm, and max-θ rotation angle of 2.26 degrees.
Te stress of three cases were still lower than the yield
stress of Al 7075-T651.
Te proposed MPM platform could achieve a high
displacement amplifcation ratio at least of 9.

Table 8: Optimum results for three case studies.

TLBO for single-
objective problems

Cases Optimal solutions
(mm) y-stroke (μm) x-stroke

(μm) Safety factor Stress (MPa) Rotation angle (degree)

Case 1 A� 0.9, B� 0.8, C� 0.6,
D� 0.6, E� 50 1558.6763 266.4 1.58 318.35 1.85

Case 2 A� 0.87, B� 0.7,
C� 0.6, D� 0.55, E� 49 1300.6 735.55 2.33 215.87 1.97

TLBO for multi-
objective problems

Cases Optimal solutions
(mm) Stroke (μm) x-stroke

(μm) Safety factor Stress (MPa) Rotation angle (degree)

Case 3 A� 0.89, B� 7.97,
C� 0.6, D� 0.55, E� 45 1568.1 714 2.04 246.56 2.26

Table 9: Validation results.

Case study Method
Performances

y-stroke (μm) Safety factor

Case 1 Proposed method 1558.6763 1.58
FEA results 1432.2 1.47

Error (%) 8.8 7.48

Case 2 Proposed method 1300.6 2.3
FEA results 1368.7 2.2

Error (%) 4.97 4.54

Case 3 Proposed method 1568.1 2.04
FEA results 1689.8 2.17

Error (%) 7.2 5.9
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In upcoming study, the real prototypes will be manu-
factured byWEDM.Te physical verifcations will be carried
out. Te polishing experiments will be conducted.
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Sequential recommendation algorithm can predict the next action of a user by modeling the user’s interaction sequence with an
item. However, most sequential recommendation models only consider the absolute positions of items in the sequence, ignoring
the time interval information between items, and cannot effectively mine user preference changes. In addition, existing models
perform poorly on sparse data sets, which make a poor prediction effect for short sequences. To address the above problems, an
improved sequential recommendation algorithm based on short-sequence enhancement and temporal self-attention mechanism
is proposed in this paper. In the proposed algorithm, a backward prediction model is trained first, to predict the prior items in the
user sequence. &en, the reverse prediction model is used to generate a batch of pseudo-historical items before the initial items of
the short sequence, to achieve the goal of enhancing the short sequence. Finally, the absolute position information and time
interval information of the user sequence are modeled, and a time-aware self-attention model is adopted to predict the user’s next
action and generate a recommendation list. Various experiments are conducted on two public data sets. &e experimental results
show that the method proposed in this paper has excellent performance on both dense and sparse data sets, and its effect is better
than that of the state of the art.

1. Introduction

With the development of Internet technology, recommender
systems have become one of the indispensable tools in
people’s daily life [1–4]. Compared with traditional methods,
the sequential recommendation model performs well on the
Top-N recommendation problem [5]. In recent years, with
the development of deep learning technology, sequential
recommendation models based on deep learning have been
widely used, such as e-commerce shopping platforms,
medical and health services [6, 7], and audiovisual platforms
[8]. &e user’s interaction behavior with items in such ap-
plication platforms can be regarded as a sequence of be-
haviors in chronological order. Based on this, researchers
have proposed various sequential recommendation models

to mine and analyze user-item interaction information. &e
purpose of these models is to provide users with a per-
sonalized recommendation list containing N items to help
users filter out valuable information.

&e recommendation model based on the Markov chain
(MC) [9] method is one of the early methods of sequential
recommendation, which assumes that the user’s next action
is determined by his historical behavior and transforms the
recommendation problem into a sequence prediction
problem. In recent years, with the continuous breakthroughs
of the deep neural networks (DNN) in the field of artificial
intelligence [10–12], researchers have tried to introduce a
series of deep neural network models into the field of rec-
ommendation and have achieved a series of results [13–15].
For example, Huang et al. [16] combined the traditional MC
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method and the recurrent neural network (RNN) to opti-
mize the recommendation model and improve the recom-
mendation accuracy. Based on long-short-term memory
(LSTM) network, Xu et al. [17] combined self-attention
network to capture users’ complex and dynamic behavioral
preferences. Inspired by the semantic understanding model,
Sun et al. [18] applied the bidirectional attention model to
sequential recommendation, combining user context in-
formation and making recommendations. &e existing se-
quential recommendation models tend to perform poorly
when there are a large number of short-sequence users in the
data set [19]. In addition, most of the existing sequential
recommendationmodels only consider the absolute position
information of the user sequence and assume that each item
has the same time interval, ignoring the impact of the time
interval between items on the recommendation results,
which cannot capture user preferences effectively [20].

To address these issues introduced above, some im-
proved sequential recommendation models are proposed.
For example, Zhao et al. [21] employed a deep bidirectional
long-short-termmemory network and attention mechanism
to capture the changes in user preferences. Liu et al. [22] first
used the method of reverse training short sequences to
expand short sequences and fine-tuned the model through
the enhanced short sequences, which can achieve certain
results on sparse data sets. Ahmadian et al. [23] adopted a
deep learning based trust- and tag-aware recommender
system, to extract potential features through sparse auto-
matic encoder, which can effectively solve the problem of
data sparsity. Li et al. [24] adopted a time-aware self-at-
tention mechanism to explore the effect of different time
intervals on the prediction results. &ese methods lay a good
foundation for the research of sequential recommendation
models, but there are still some problems that are not well
solved. For example, the pseudo-historical items generated
by direct reverse training are not accurate enough, and the
time interval information is not sufficiently mined to capture
user preferences well.

Based on previous research, we propose a sequential
recommendation model based on short-sequence en-
hancement and improved time-aware self-attentive mech-
anism to address the above-mentioned problems. In the
proposed model, the data set is first preprocessed to divide
users into long-sequence sets and short-sequence sets. &en,
by reverse training the long-sequence set, a reverse pre-
diction model is generated. Finally, the model is transferred
for the short sequence, and a batch of pseudo-historical
items is generated before the initial item of the short se-
quence, to enhance the short sequence and solve the
problem of data sparsity. At the same time, the model adopts
an improved time interval self-attention mechanism, which
not only considers the influence of absolute location in-
formation on the recommendation effect but also considers
the influence of the time interval information between any
two items on the recommendation result.

&e proposed model in this paper can fully reflect the
changes of user preferences over time and improve the
accuracy of the recommender system. In summary, the main
contributions of this paper are as follows: (1) pretrain a

reverse prediction model, use the transfer learning method
to reverse predict short sequences, and generate a batch of
pseudo-historical items before the initial items of the short
sequence, so as to achieve the purpose of enhancing short
sequences. (2) Combined with the absolute position infor-
mation and time interval information of the item, an im-
proved time-aware self-attention mechanism is used to give
the absolute position weight and time interval weight of
different items, fully exploit the change of user behavior
preferences, predict the user’s next action, and generate a list
of recommendations. (3) Extensive experiments on two real
data sets are conducted. &e results demonstrate the ef-
fectiveness of the proposed model, which can outperform
existing methods on two different metrics. In addition, the
influence of each key component in the proposed model on
the recommendation results is discussed through multiple
experiments.

&is paper is organized as follows. Section 2 introduces
the related works. Section 3 gives out the details of the
proposed model. Section 4 provides experiments and
analysis of results. Section 5 discusses the parameters and
important components of the proposed algorithm. Section 6
provides the conclusions.

2. Related Works

2.1. Sequential Recommendation Model. &e earliest se-
quential recommendation models are mainly based on the
MCmethod [25]. &ese MC-based models have a significant
improvement over other types of recommendation algo-
rithms in terms of short-term prediction. However, this type
of model cannot capture the long-term behavioral features in
the user sequence and has low accuracy and high compu-
tational complexity in long-term prediction.

As deep learning technology shines in the fields of
machine vision and natural language processing [26, 27], the
introduction of deep learning technology into recommender
systems has also become the focus of researchers. For ex-
ample, Zhang et al. [28] designed a new session-based
recommendation method based on recurrent neural net-
work, which fuses user’s general preference information and
dynamic preference information. Sun et al. [29] proposed a
method based on temporal context awareness and RNN,
which can effectively capture the correlation between items.
In addition, long-short-term memory (LSTM) and gated
recurrent unit (GRU) (two popular variants of RNNs) have
also achieved results in the field of recommendation. For
example, Yuan et al. [30] computed the global state tran-
sitions of user sequences to model user interest preference
changes, based on an improved GRU model. Zhao et al. [31]
proposed a content-aware movie recommendation model
based on LSTM, which effectively utilizes the long-term and
short-term information of the sequence for content per-
ception andmovie recommendation. However, most models
assume that user behavior sequences are simple time-se-
quential sequences, without considering the time interval
information between items. At the same time, existing
models perform poorly on sparse data sets and short-se-
quence users.
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2.2. Transformer-Based Model. Attention mechanism has
achieved great results in a large number of works, such as
image processing [32, 33] and natural language processing
[34]. &e essence of the attention mechanism can be un-
derstood as selecting some important information from a
large amount of information and giving themweights, where
the size of the weights represents the importance of the
information. In recent years, transformer, a neural network
architecture based on pure attention mechanism, has
achieved excellent performance and effects in the field of
machine translation [35]. Inspired by this, researchers in-
troduced the transformer model into the recommender
system [36] and achieved good results. &e transformer-
based model uses scaled dot-product attention, which is
presented as follows:

Attention(Q, K, V) � Softmax
QK

T

��
d

√􏼠 􏼡V, (1)

where Q, K, V are three matrices representing queries, keys,
and values, respectively;

��
d

√
is the scaling factor, which is

used to avoid the inner product value being too large; and
Softmax is the normalized function [33].

&e attention function can be described as mapping a
query and a set of key-value pairs to an output, where the
queries, keys, values, and output are all vectors. &e output
is computed as a weighted sum of the values. &e trans-
former model adopts the multihead attention mechanism,
which executes the attention function in parallel, and
connects each output value with item linearly again to
obtain the final result. &e multihead attention mechanism
enables the model to focus on the information of different
subspaces from different locations at the same time. &e
architecture of the transformer-based model is shown in
Figure 1.

3. Proposed Sequential
Recommendation Model

In this paper, a sequential recommendationmodel (SeTsRec)
based on short-sequence enhancement and temporal self-
attention mechanism is proposed, which is shown in Fig-
ure 2. First, the original data are preprocessed, where users
are divided into long-sequence user sets and short-sequence
user sets; and then the long-sequence sets are reversely input
into the transformer network to train a reverse prediction
model. Subsequently, inspired by the transfer learning
method [37], this reverse prediction model is transferred to
short-sequence users to generate a batch of pseudo-historical
items before the initial item of the short-sequence user
behavior list. By combining pseudo-historical items and
short-sequence user behavior lists, an augmented sequence
of short sequences is generated to enhance short sequences.
Finally, the long sequences and enhanced short sequences
are used as input to train a time-aware self-attention rec-
ommendation model and predict the user’s next action. &e
model proposed in this paper will be described in detail as
follows.

3.1. ProblemDescription. In the sequential recommendation
problem, we assume that U � u1, u2, . . . , un􏼈 􏼉 is the user set
of the system, where n is the number of the users in the data
set, and I � i1, i2, . . . , im􏼈 􏼉 is the item set of the system, where
m is the number of the items in the data set. For a certain
user u, Su � i1, i2, . . . , iw􏼈 􏼉 and Tu � ti1

, ti2
, . . . , tiw

􏽮 􏽯 are the
user behavior sequence and time series, respectively, indi-
cating that the length of the behavior sequence of the user u

is w. Each item in the behavior sequence Su is arranged in the
chronological order of the user’s interaction with it, and each
element in the time sequence Tu represents the actual in-
teraction time between the user u and the item i. At a certain
moment, given the user’s behavior sequence Su and time
series Tu, the goal of the model is to predict the next item
that the user u is most likely to interact with, which is
expressed as

p iw+1( 􏼁 � f i1, . . . , iw, ti1
, . . . , tiw

􏼐 􏼑, (2)

where p(·) is the output probability of a certain item and
f(·) is the nonlinear function that needs to be learned.

Recommendation systems usually provide users with
multiple recommendation results and finally generate a
recommendation list containing N items. Set
Yu � yu

1 , yu
2 , . . . , yu

N􏼈 􏼉 as the output possibility of all the
candidates, according to the output probability of the
candidates, select the previousN items for recommendation,
which is the famous Top-N recommendation problem in the
recommendation system.

3.2. Short-Sequence Enhancement. &e sequential recom-
mendation algorithm is a recommendation method that
predicts the user’s next action by mining the information
contained in the user’s behavior sequence. &erefore, the
validity of user behavior sequence information is crucial.
Existing sequential recommendationmethods have achieved
good results. However, most of the existing methods do not
solve the short-sequence prediction problem well and often
perform poorly on sparse data sets. To deal with the limi-
tation problem of the sequential recommendation model on
sparse data sets, the proposed method in this paper utilizes
the transfer learning to enhance short sequences on the basis
of existing research, which will be introduced in detail as
follows.

3.2.1. Reverse Prediction Model. Ideally, in the field of
machine learning, it is always expected that the data sets used
for model training are dense and efficient. However, in the
actual research process, the data sets often have a large
amount of data sparse phenomenon. In sparse data sets,
there are often a large number of missing or zero data, which
makes the data availability very poor, and brings many
difficulties to establish the recommendation models.

In this paper, the user set U is first divided into a long-
sequence user set UL and a short-sequence user set US

according to the length of the user sequence. &e long-se-
quence user set UL is a dense datas et, and the short-se-
quence user set US is a sparse data set. For the long-sequence
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user setUL, the behavior sequence SuL can be obtained. In this
paper, the long sequence is 
rst reversed to obtain the re-
verse sequence Sr, and then the reverse sequence Sr is input
into the transformer layer for training, to obtain a reverse
prediction model. For the user u, the purpose of this reverse
prediction model is to predict the previous item of the se-
quence SuL � i1, i2, . . . , in{ }:

yuLi0 � f SuL: i( ), (3)

where yuLi0 represents the previous item of the item i1 in the
sequence SuL. Although the model is reverse-trained, the
transformer network is also able to mine interitem corre-
lations, which has been demonstrated in previous work [22].

3.2.2. Pseudo-Historical Item Generation. �e existing
methods often regard the data set as a whole for recom-
mendation tasks, which ignore the di­erent data quality of
di­erent users in the same data set. Speci
cally, some users
have interacted more with the item, and the data of these
users is relatively rich and reliable; while some users have
little interaction data with the item, so the data of these users
are sparse and can be poor usability. In order to solve this

problem, this paper uses the transfer learning method to
transfer the reverse prediction model of long-sequence users
obtained above to short-sequence users [38]. �e long-se-
quence reverse prediction task is taken as the source task,
and the short-sequence reverse prediction task is taken as the
target task. By fully mining the rich data information
provided by the long-sequence users, the data sparsity
problem of the short-sequence users is alleviated, which can
improve the overall recommendation quality. Taking the
short-sequence set as input, the reverse prediction model is
used to generate pseudo-history items of short-sequence
users, namely:

yuSi0 � f SuS : i( ), (4)

where SuS represents the behavior sequence of the short-
sequence user set US and y

uS
i0
represents the previous item of

the item i1 in the sequence SuS .
For a data set, we de
ne the length L to represent the

threshold for the short-sequence user set. Namely, if the
length of a sequence (denoted by |Su|) is less than L, this
sequence is regarded as a short sequence; otherwise, the
sequence is regarded as a long sequence.

In this paper, we denote the generated set of pseudo-
historical items as iu−q+1, . . . , i

u
−1, i

u
0{ } and place this set before

the initial items iu1 of the original short sequence to form an
augmented short sequence, where q is the total number of
pseudo-historical items generated by short sequences. Fig-
ure 3 shows the enhanced short-sequence set, in which the
yellow part represents the generated pseudo-historical item,
and the green part represents the original short sequence. In
Figure 3, it is assumed that q � 3, L � 4. �e generated
enhanced short sequence is denoted by

Sunew � y−q+1, . . . , y−1, y0, i1, i2, . . . , in{ }. (5)

3.3. Time-Aware Self-Attention Model. �e existing se-
quential recommendation model simply regards the user’s
behavior list as a sequential sequence according to the in-
teraction time between the user and the item. In addition,
the items are regarded as having the same time interval.
Speci
cally, as shown in Figure 4(a), if the user A and the
user B have been exposed to the same item, the traditional
method will regard the time interval between the items in the
two sequences as a 
xed value of N days, which will lead to
the same result for the two di­erent users. However, such a
result is unreasonable because the actual time that the user A
and the user B have access to these items is di­erent.

In the actual application scenarios, the time interval
between items will be di­erent even if the user’s behavior list

V
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Figure 1: �e architecture of the transformer-based model, where Q, K, V are three matrices representing queries, keys, and values,
respectively.
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Figure 2: �e framework of the proposed model, where SuL rep-
resents the behavior sequence of the long-sequence user set UL; SuS
represents the behavior sequence of the short-sequence user setUS;
yuLi0 represents the previous item of the item i1 in the sequence SuL;
yuSi0 represents the previous item of the item i1 in the sequence SuS ;
and Sunew is the generated enhanced short sequence.
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is exactly the same due to the di­erent actual interaction
time between users and items. As shown in Figure 4(b),
although the user A and the user B have been exposed to the
same items, the time interval between items is di­erent. In
this case, if the model can combine the di­erent time interval
information between the items, it is possible to make more
accurate recommendation results. To solve the above
problems, this paper adopts an improved time-aware self-
attention model. �e overall framework of the proposed
model is shown in Figure 5, which will be introduced in
detail as follows.

3.3.1. Time Interval Matrix. After getting the augmented
sequence of user behavior Sunew, it is used as model input
together with the long-sequence SuL. First, the two di­erent
types of behavior sequences are converted into a 
xed-length
sequence S:

Sunew ∪ S
u
L⟶ S � s1, s2, . . . , sm( ), (6)

where m represents the maximum sequence length of the
input model. If the length of the sequence Sunew or SuL is
greater than m, only the latest m items are considered;
otherwise, padding items are added to the left of the se-
quence S until its length reaches m.

Similarly, for the time series Tunew and TuL, they can be
converted to a 
xed sequence t:

Tunew ∪T
u
L⟶ t � t1, t2, . . . , tm( ). (7)

If the length of the sequence Tunew or TuL is greater thanm,
only the latest m items are considered; otherwise, the time
corresponding to the 
rst item t1 is used on the left side of
the sequence t, and padding it until its length reachm. In this
study, for the time of the pseudo-historical items generated
in Section 3.2.2, the average time interval tavg �
∑i�1m ∑j�1m ruij/2 is used to de
ne them in turn, which are
calculated as follows:

ty0 � t1 − tavg,
ty−1 � ty0 − tavg,
⋮

ty−q+1 � ty−q+2 − tavg.




(8)

After obtaining the user’s 
xed time series
t � (t1, t2, . . . , tm), de
ne the time interval between any
items as △t � |ti − tj|. Due to the di­erent frequency of
interaction between di­erent users and items, this paper
adopts the relative length of the time interval between items,
which is de
ned as follows [24]:

ruij �
Δt
rminu

∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣,

rminu � min(Δt).

(9)

1
2i

1
1i

1
4i

1
3i

2
2i

2
1i

2
3i

2
ui1

ui

1
1y1

2y 1
0y

2
1y2

2y 2
0y

1
uy2

uy 0
uy

Short SequencesPseudo-historical Items

.

.

.

.

.

.
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Finally, the time interval matrix Ru of the user u can be
obtained:

R
u

�

r
u
11 r

u
12 · · · r

u
1m

r
u
21 r

u
22 · · · r

u
2m

⋮ ⋮ ⋱ ⋮

r
u
m1 r

u
m2 · · · r

u
mm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

3.3.2. Time-Aware Self-Attention Module. (1) Time-Aware
Self-Attention Layer. For each input sequence, an embedding
layer is applied to convert the user behavior sequence into
item embedding matrix EI ∈ Rm×d, absolute position in-
formation into position embedding matrix EP

K, EP
V ∈ R

m×d,
and time interval information into time interval embedding
matrix ER

K , ER
V ∈ R

m×m×d (d is the latent dimension):

E
I

� ms1, ms2, . . . , msm􏼂 􏼃
T
,

E
P
K � p

k
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k
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k
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T
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E
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v
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v
2, . . . , p
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T
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E
R
K �

r
k
11 r
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,

E
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v
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v
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(11)

&en a new sequence Z ∈ Rm×d is calculated:

Z � z1, z2, . . . , zm􏼂 􏼃
T
, (12)

where zi ∈ R
d is obtained by the input item embedding,

absolute position embedding, and time interval embedding,
namely

Zi � 􏽘

j

m

αij msjW
V

+ r
V
ij + p

V
j + bi􏼐 􏼑,

αij �
exp eij􏼐 􏼑

􏽐
k�1
m exp eik( 􏼁

,

eij �
msjW

Q
msjW

K
+ r

k
ij + p

k
j􏼐 􏼑

T

��
d

√ ,

(13)

where WV, WQ, WK ∈ Rd×d, respectively, represent the
input itemmatrix of the value, query and key;

��
d

√
is the scale

factor, which is used to prevent the inner product from being
too large; and bi is the bias term.

(2) Point-Wise Feed-Forward Network.&e self-attention
layer of the model is mainly based on linear combination to
realize the combination of absolute position information
and relative time interval information of items. In order to
make the model have nonlinear characteristics and consider
the interaction between different latent dimensions, we
apply a point-wise feed-forward network to each output of
the self-attention layer:

FFN zi( 􏼁 � G ziW1 + b1( 􏼁W2( 􏼁 + b2, (14)

where G(·) is an activation function, which is ELU in this
paper. &e main reason of using ELU function is that it can
solve the Dead Relu problem, while reducing the influence of
the bias term offset, and the learning rate is faster.
W1, W2 ∈ R

d×d represents the weight matrix and
b1, b2 ∈ R

d represents the bias term.
(3) Stacking Self-Attention Blocks. With the continuous

stacking of self-attention layers and point-wise feed-forward
networks, problems such as overfitting and long training
time will occur. In order to solve these problems, this paper
adopts the residual connection, dropout, and layer nor-
malization processing methods [36]:

Zi � zi + Dropout FFN LN zi( 􏼁( 􏼁( 􏼁,

LN(x) �
x − μ
�����
σ2 + ε

􏽰 ⊙ c + β,
(15)

where ⊙ is the element-level product; μ, σ represents the
mean and variance of x; and c, β represents the learned scale
factors and bias terms.

&e specific workflow is as follows: for each self-atten-
tion block, layer normalization is first applied to each input
zi, which is beneficial to stabilize and speed up the training
process of the neural network. &en, the output of the self-
attention layer is applied to the point-wise feed-forward
network, to give the model nonlinearization features. Fi-
nally, a dropout regularization technique is applied to the

Prediction Layer

 Time-aware Self-attention
Model 

Embedding Layer

uS

uT

S

uR

u
ijr

Input Output

Input Input

Figure 5: &e framework of the proposed model, where Tu rep-
resents the time series of user u; Ru is the time interval matrix of
user u; ru

ij is the element in the time interval matrix Ru; Su rep-
resents the behavior sequence of user u; and S is the absolute
position information sequence of the item.

6 Complexity



output of the position feed-forward network, to alleviate the
overfitting problem that occurs in deep neural networks.&e
main reason for using the dropout regularization technology
is that it can control overfitting by artificially destroying
data, which has been proven to be effective in various neural
network architectures [39, 40].

3.3.3. Prediction Layer. After the prediction layer obtaining
the final representation of the absolute position of the item
and the time interval, in order to predict the possible next
action of the users, we use a Softmax function to calculate the
user’s interaction probability with the candidate item yi,t,
namely:

p yi,t􏼐 􏼑 � Softmax ZtM
I
i􏼐 􏼑, (16)

where MI
i represents the embedding vector of items i and Zt

represents the first given sequence (i1, i2, . . . , it) containing t

items and their time interval (r1(t+1), r2(t+1), . . . , rt(t+1))

between the t + 1th item.

3.3.4. Model Inference. &is paper uses user implicit inter-
action data. In implicit feedback, the interaction between the
user and the item can be regarded as a binary classification
problem, where 1 means that the user likes an item and 0
means that the user does not like or has not touched the
item. &erefore, the items in the user behavior sequence can
be regarded as positive samples. At the same time, all the
items that the user has not touched are regarded as negative
feedback, which is sampled as negative samples. In this
paper, the sampling is carried out according to the ratio of
1: 1.When negative sampling is performed for each user, the
principle is to select those items with higher popularity,
which are more representative.&e loss function is as follows
[30]:

Loss � 􏽘
(u,i,j)∈S

log 1 + e
− p yu

i( )− p yu
j􏼐 􏼑􏼐 􏼑

􏼠 􏼡 + λ‖⊖‖2F, (17)

where i represents the predicted candidate items; j repre-
sents the negative sample; ⊖ � EI, EP

K, EP
V, ER

K , ER
V􏼈 􏼉 is the

set, which represents the embedding matrix; and λ is the
regularization parameter, which is used to prevent the model
from overfitting. In the training process, the Adam opti-
mizer is used to optimize the model, which is a variant of the
stochastic gradient descent (SGD) algorithm [41]. As an
adaptive learning rate optimization algorithm, the Adam
optimizer is usually used for tasks in sparse data scenarios,
and its convergence speed is fast [42].

In summary, the process of the proposed algorithm is
shown in Algorithm 1.

4. Experiments

4.1. Setting of Experiments

4.1.1. Data set. In order to verify the effectiveness of the
proposed algorithm in this paper, experiments were carried out
on two public data sets, namelyMovielens-1Mdata set (denoted

by ML-1M, see https://files.grouplens.org/datasets/movielens/
ml-1m.zip) and Amazon Beauty data set (denoted by AM-BE,
see https://snap.stanford.edu/data/amazon/productGraph/
categoryFiles/reviews_Beauty_5.json.gz). Among them, the
ML-1M data set is a dense data set, and the AM-BE data set is a
sparse data set. &e dense data set ML-1M in this paper is used
to evaluate the effectiveness of the time self-attention im-
provement in the proposed model, while the sparse data set
AM-BE is used to evaluate the effectiveness of the improved
short-sequence enhancement method of the proposed model.
&e statistics of the two data sets are listed in Table 1, which
contains the information such as users, items, and timestamps.

Before the experiments, the two data sets are pre-
processed [17]. For all data sets, we treat the rating behaviors
as implicit feedback, where “1” means that there is an in-
teraction between the user and the item, on the contrary, “0”
means that there is no interaction between the user and the
item. &en, the behaviors are sorted according to the
chronological order of the actual interaction between users
and items to generate the historical behavior sequence of
users.

In this paper, the leave-one-out method is used to train
and test the model [43]. Namely, the user’s last behavior-
producing item is taken as the true value, which is used as the
test set. &e last second-behavior-producing item is taken as
the validation set, and all other remaining items are used as
the training set. &e advantage of the leave-one-out method
is that it is not affected by the random sample division
method and can use as large a sample as possible for training.
It is suitable for sparse data sets.

4.1.2. Evaluation Metrics. &is paper adopts two commonly
used metrics in Top-N recommendation problem, namely
hit rate (HR) and normalized discounted cumulative gain
(NDCG) [29] to evaluate the recommendation performance
of the model.

Hit rate (HR) is a common indicator for measuring recall
rate, which can intuitively measure whether the predicted
item exists in the first k items of the real list. &e larger the
hit rate (HR), the more accurate the recommendation. &e
calculation of HR is as follows:

HR@k �
Number of Hits@k

|GT|
, (18)

where |GT| represents all items in the test set,
Number of Hits@k represents in the user’s recommenda-
tion list, and the number of the top k items belonging to the
test set.

NDCG is often used to evaluate the accuracy of ranking
of recommendation results [44]. NDCG introduces a lo-
cation influence factor to discount lower ranked recom-
mendations. &e calculation of NDCG is as follows:

NDCG@k � zk 􏽘

k

i�1

2ri − 1
log2(i + 1)

, (19)

where zk is the normalization factor, which is used to
make the value of NDCG between 0 and 1 and ri
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represents the predicted correlation of the item at position
i in the sequence. If the item is in the test set, ri � 1
otherwise, ri � 0.

&e above two indicators can well reflect the perfor-
mance of the recommendation list. &is paper intercepts the
top 10 of the recommendation list, namely k � 10, and uses
HR@10 and NDCG@10 to evaluate the performance of the
recommendation model.

Remark 1. &e proposed method in this paper is based on
the deep neural network and transfer learning technology,
which needs more time in the process of the model training.
However, the proposed model is trained offline and the
computational time of the prediction is very fast. &us, the
computational complexity is not used as the evaluation
metric in this study, which is a common way in the literature
about the recommendation problem [19, 44].

4.1.3. Comparison Methods. To show the efficiency of the
proposed methods (denoted by SeTsRec), various methods
are used for comparison in this paper, including the rec-
ommendation method without considering the order, the
classic order recommendation method, and the latest order
recommendationmethod. In the experiments, the settings of
these comparison methods are made by their optimal

parameters according to the respective paper declarations.
&e comparison methods are listed as follows:

(a) POP [28]: POP is a simple baseline method that
generates recommendation lists based on item
popularity rankings, namely more popular items
rank higher.

(b) BPR [45]: Bayesian personalized ranking method,
which is a classic nonsequential recommendation
method using matrix factorization.

(c) FPMC [46]: A sequential recommendation method
that combines matrix factorization and Markov
chains method.

(d) GRU4Rec+ [47]: An RNN-based deep sequential
recommendation model for user sessions.

(e) Caser [48]: A CNN-based sequential recommenda-
tion method that captures higher order Markov
chains by applying a convolution operation to the
embedding matrix of the nearest term.

(f ) SASRec [36]: One of the state-of-the-art sequential
recommendation methods, which is the first method
using a self-attention-based sequential recommen-
dation model.

(g) TiSASRec [24]: A state-of-the-art sequential rec-
ommendation model that applies a multiorder

Input: &e behavior sequence Su of user u

Output: &e recommendation list result of user u, denoted as Yu

(1) for u in length(|U|)do
(2) iflength(|Su|)>Lthen
(3) Su � Su

L

(4) else
(5) Su � Su

S %Date preprocessing
(6) end if
(7) end for
(8) for u in Su

Ldo
(9) y

uL

i0
� f(Su

L: i) %Reverse prediction model training
(10) end for
(11) for u in Su

Sdo
(12) y

uS

i0
� f(Su

S : i) %Short sequence enhancement
(13) end for
(14) for u in Su

new ∪ Su
Ldo

(15) Generate time interval matrix;
(16) Calculate time-aware self-attention model;
(17) Apply the point-wise feed-forward network and further processed;
(18) Calculate prediction and loss;
(19) end for
(20) return Y;

ALGORITHM 1: &e sequential recommendation algorithm proposed in this paper.

Table 1: &e information of the two data sets.

Data set
Number of

Users Items Actions Average actions
ML-1M 6,040 3,900 1,000,209 165.6
AM-BE 51,369 19,369 225,509 4.4
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attention mechanism to capture personal and item
relatedness.

4.1.4. Other Settings. &e experiments are conducted on a
computer with Windows 10 system and the programming
language used in the experiment is Python3.6. In this study,
the model uses two self-attention blocks. Because different
data sets have different sparsity, some parameters are dif-
ferent, such as the maximum sequence length (m) and the
latent dimension (d). &e setting of these parameters will be
discussed in Section 5 for details. &e parameters of the
proposed deep network and the experimental environment
are listed in Table 2.

4.2. Experimental Results and Analysis. Table 3 shows the
experimental results of the proposed algorithm and all
baseline methods on two different data sets with different
indicators. &e results in Table 3 show that the best rec-
ommendation effect is achieved by the proposed method in
this paper, which prove the superiority of the model in this
paper. &e results are analyzed in details as follows:

(1) In most cases, the sequential recommendation
methods FPMC, GRU4Rec+, and Caser outperform
the nonsequential recommendation methods POP
and BPR. &is indicates the necessity of considering
the order of user behavior lists in recommender
systems. &e user’s behavior sequence order infor-
mation can effectively characterize the user’s pref-
erence change to a certain extent and can effectively
improve the performance of the recommendation
system.

(2) Compared with the three classical sequential rec-
ommendation methods, the latest attention-based
SASRec and TiSASRec methods outperform all other
baseline methods on the two different types of data
sets, which indicates that the attention mechanism

can effectively improve the performance of recom-
mender systems.

(3) &e algorithm SeTsRec proposed in this paper is
improved on the basis of the existing algorithm.
&rough short-sequence enhancement and the use of
an improved time-aware self-attention mechanism,
it not only works well on dense data sets but also has
the best results on sparse data sets. On the dense data
set ML-1M, the HR@10 and NDCG@10 of the
proposed method are improved by 1.1 % and 1.7 %,
respectively, compared with the second best method
TiSASRec. On the sparse data set AM-BE, the per-
formance of the proposed method is improved by 9.4
% and 7.7 %, respectively, compared with TiSASRec.
Compared with the baseline method, our model
adopts an improved time-aware self-attention
mechanism, which can adaptively adjust the item
absolute position information and time-interval
information to assign different weights in two dif-
ferent types of data sets.

5. Discussions

&e results of the experiments in Section 4 show that the
proposedmodel has better performance than that of the state
of the art. &e influence of the key parameters is discussed in

Table 2: &e parameters of the proposed model and the experimental environment.

Model

Learning rate 0.001
Momentum 0.9
Dropout rate 0.2
Batch size 128

Maximum iterations 200
Validation interval 20
Regularization 0.00005

Short-sequence threshold 20
Maximum sequence length for ML-1M 70
Maximum sequence length for AM-BE 30

Latent dimension for ML-1M 50
Latent dimension for AM-BE 20

Pseudo-historical item for ML-1M 5
Pseudo-historical item for AM-BE 15

Environment

Programming software Python3.6
Deep learning framework Pytorch

Computer system Windows 10
Cpu E5-2620 v4
RAM 32.0GB
Gpu GeForce RTX 2080

Table 3: &e experimental results.

Models
ML-1M AM-BE

HR@10 NDCG@10 HR@10 NDCG@10
POP 0.4386 0.2389 0.3215 0.1758
BPR 0.5952 0.3421 0.2554 0.1523
FPMC 0.6182 0.3917 0.3771 0.2477
GRU4Rec+ 0.6522 0.4334 0.3949 0.2556
Caser 0.7517 0.5011 0.4064 0.2547
SASRec 0.7929 0.5524 0.4185 0.2722
TiSASRec 0.8038 0.5706 0.4345 0.2818
Ours (SeTsRec) 0.8127 0.5805 0.4754 0.3036
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this section. In addition, the ablation experiments are
conducted in this section to further discuss the e­ectiveness
of the improvement in the proposed model.

5.1.About theLatentDimension. First, the in�uence of latent
dimension d on the performance of the recommendation
results of our model is discussed, and some experiments are
conducted, where other hyperparameters are kept un-
changed while the latent dimension d is changed within the
range [10, 60]. �e experimental results are shown in Fig-
ures 6 and 7.

It can be observed from Figure 6 (on the dense data set
ML-1M) that the overall performance of the model improves
with increasing potential dimensionality and tends to
converge gradually, as the latent dimension increases.

However, on the sparse data set AM-BE, the larger latent
dimensions do not lead to better performance. �e reason is
that too many latent dimensions will lead to over
tting and
thus degrade the model performance in a sparse data set. On
the ML-1M data set, the algorithm in this paper tends to
converge when d≥ 50. Considering the performance and
time cost of the model, this paper sets the potential di-
mension d � 50 on the ML-1M data set and sets d � 20 on
the AM-BE data set.

5.2. About the Maximum Sequence Length. Another im-
portant parameter of the proposed model is the maximum
sequence lengthm. To discuss the in�uence of the maximum
sequence lengthm of the input model on the performance of
recommendation results, some experiments are conducted,
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where the maximum sequence length m is changed in the
range [10,80], while keeping other hyperparameters un-
changed. �e experimental results are shown in Figures 8
and 9.

It can be observed from Figure 8 (on the dense data set
ML-1M) that the model achieves satisfactory performance
when the sequence length is m≥ 70. �erefore, under the
consideration of balancing model performance and time
cost, we set the maximum sequence length m � 70 on the
ML-1M data set. On the sparse data set AM-BE, it can be
observed that the model performance does not change much
whenm changes, this is because the average sequence length
of the AM-BE data set is 4.4 (see Table 1), even after a certain
degree of short-sequence enhancement, the longer sequence
input does not provide more useful information, but will
increase the time cost of the model.�erefore, the maximum
sequence length is set as m � 30 on the data set AM-BE.

5.3. Ablation Experiments. �is section discusses the impact
of two major improvements in the proposed model, namely
the short-sequence enhancement and time-aware self-at-
tention mechanism. In these ablation experiments, the
method based only on short-sequence enhancement is de-

ned as SeTsRec-Se, and the method based only on time-
aware self-attention is de
ned as SeTsRec-Ts, and they are
compared with the existing SASRec method and our pro-
posed algorithm SeTsRec. �e experimental results are
shown in Table 4, Figures 10 and 11.�e results are analyzed
in details as follows.

(1) On the dense data set ML-1M, the SeTsRec-Ts
method outperforms the SeTsRec-Se method and the
SASRec method. �e experimental results show that
the improvement of the model by the short-sequence
enhancement method is limited. In this case, the
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Table 4: Results of ablation experiment.

Methods
ML-1M AM-BE

HR@10 NDCG@10 HR@10 NDCG@10
SASRec 0.7929 0.5524 0.4185 0.2722
SeTsRec-Se 0.7648 0.5297 0.4503 0.2907
SeTsRec-Ts 0.8038 0.5706 0.4345 0.2818
Ours (SeTsRec) 0.8127 0.5805 0.4754 0.3036
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SeTsRec-Ts method can achieve good results, and its
performance is improved by 1.4 %and 3.3 %, re-
spectively, on the HR@10 and NDCG@10, compared
with SASRec, which is close to the improved algo-
rithm SeTsRec in this paper.

(2) On the sparse data set AM-BE, the SeTsRec-Se
method is better than the SeTsRec-Ts method and the
SASRec method, and its performance is improved by
3.6 % and 3.2 %, respectively, on the HR@10 and
NDCG@10, compared with SeTsRec-Ts. &e experi-
mental results show that it is necessary to use the
method of enhancing short sequences on sparse data
sets. In addition, the model effect would not improve
much if only the time-aware self-attentive mechanism
approach is used.&is is due to the large proportion of
short-sequence users in the sparse data set, which
limits the overall recommendation effect of themodel.

(3) In summary, the proposed algorithm SeTsRec in this
paper not only considers short-sequence enhance-
ment to alleviate the problem of data sparsity but also
combines the time-aware self-attention mechanism
to fully consider the change of user preferences over
time. &us, it outperforms existing methods on both
dense and sparse data sets.

6. Conclusions

&is paper proposes a sequential recommendation algo-
rithm based on improved short-sequence enhancement and
temporal self-attention mechanism.&e proposed algorithm
first trains a reverse prediction model through the long-
sequence users in the data set, to predict the reverse rec-
ommendation in the user sequence. &en, the model is
transferred to short-sequence users, and pseudo-historical
items of short-sequence users are generated to enhance short
sequence. After enhancing short sequences, an improved
time-aware self-attention model is adopted, which adap-
tively assigns different weights by combining the time in-
terval information and absolute position information
between items. It can deeply mine the changes of user
preferences over time. Experimental results show that our
method outperforms the existing sequential recommenda-
tion methods on different data sets. In the future, it can be
considered to generate more accurate pseudo-historical
items by improving the reverse prediction model to improve
the recommendation effect further.
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Following a dynamic nonlinear perspective, this study explores the relationship between urban innovation capability and energy
utilization efficiency by employing the Panel Vector Autoregression (PVAR) and Dynamic Panel +reshold Regression (DPTR)
methods. Using the 2003–2020 panel data of 281 prefecture-level cities in China, this study confirms that energy utilization
efficiency improves owing to the improvement of urban innovation capability. Depending on the characteristics of the city, such as
population density, industrial structure, and environmental pollution, high energy utilization efficiency in the early stages of city
development may help or hinder the improvement of energy utilization efficiency in the later stages. +e enhancement in urban
innovation capability has failed to improve energy utilization efficiency and has adversely affected cities with a low population
density or weak secondary industrial foundation. However, in cities with a high population density or proportion of secondary
industry, the improvement in innovation capability significantly increases the efficiency of energy utilization. In addition, the
positive effect that urban innovation capability has on energy utilization efficiency is higher in low-pollution cities than in high-
pollution cities.

1. Introduction

Energy consumption is an important factor in the economic
development and social progress of China. Given the in-
creasing total economic scale, the demand for and depen-
dence on energy in China are rising [1]. +e latest data from
the BP World Energy Statistics Yearbook highlights that in
2018, the total primary energy consumption in China is
equivalent to 3273.5 million tons of oil, the highest in the
world. Moreover, according to the “China Energy Supply
and Demand Report,” the total energy consumption of
China amounts to 4.64 billion tons of standard coal, ac-
counting for 23.6% of the total global primary energy
consumption, and has ranked first worldwide for 10 con-
secutive years. +e environmental deterioration in China
owing to excessive energy consumption coexists with the
energy tension caused by economic development. In

addition, the increasingly severe energy situation entails a
greater need for energy utilization efficiency, and improving
the efficiency of energy utilization has become the focus of
economic development in China at this stage [2]. However,
compared with the top countries regarding economic ag-
gregate, energy consumption per unit of the Gross Domestic
Product (GDP) is 2.14 times in the United States, 2.63 in
Japan, 2.97 in Germany, 3.53 in the United Kingdom, and
2.75 in France.+is implies that the economy in China is still
supported by a large amount of energy consumption, and
there is still a large gap between China and the developed
countries regarding energy utilization efficiency [3].

+e exponential growth of the economy and the limited
development of resources have elevated the transformation
of the “factor-driven” to the “innovation-driven”. +us,
technological innovation has become a vital means for
countries and cities to solve economic problems and occupy
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development opportunities under the wave of the new
technological revolution [4, 5]. Recent findings have con-
firmed that the city serves as the main location for scientific
and technological innovation activities, and the increase in
innovation capability is helpful in improving energy effi-
ciency [6]. Improving energy utilization efficiency can also
improve urban innovation capabilities [7]. However, does
this conclusion apply to Chinese cities? Does energy utili-
zation efficiency affect urban innovation capability in China?
Does urban innovation capability affect energy utilization
efficiency? Or do they interact? Is the relationship between
the two forced or driven? Will this relationship change with
the changes in urban population density, industrial struc-
ture, environmental pollution, and other factors? +ere are
numerous questions that are not yet settled. Against this
background, clarifying the dynamic relationship and
mechanism between urban innovation capability and energy
utilization efficiency in China is not only beneficial to en-
suring national energy security and transforming the mode
of economic growth, but also conducive to the sustainable
and coordinated development of scientific and technological
innovation and new urbanization.

As an important issue in the field of energy economics,
energy utilization efficiency has been widely concerned by
numerous scholars [8].+e connotation of energy utilization
efficiency gradually extends, from the initial single-factor
energy utilization efficiency to the total-factor energy uti-
lization efficiency based on the traditional DEA model [9],
from the static energy utilization efficiency to the dynamic
total-factor energy utilization efficiency based on the
Malmquist index model [10], and from only focusing on
economic development to considering environmental pol-
lution [11] and energy utilization efficiency at the enterprise
level [12]. Similarly, urban innovation capability, as an
important issue in regional economics, also attracts atten-
tion. Previous studies have discussed the definition and
related concepts of urban innovation capability from the
perspectives of innovation environment and resource in-
tegration [13, 14]. Moreover, the measurement standards
and evaluation systems of urban innovation capability are
extensively and fully discussed [15, 16], which triggers a
dispute between a single indicator and an indicator system.
However, Huang et al. [17] put regional innovation capa-
bility and energy utilization efficiency in China into a re-
search framework and examined the coupling relationship
between them from the perspective of spatial and temporal
coordination. However, following the extant literature, most
discussions on energy utilization efficiency and urban in-
novation capability exist independently, and few studies
have investigated the relationship between the two, espe-
cially the dynamic nonlinear relationship.

+e main contribution of this study is reflected in the
following three aspects: first, from the perspective of dy-
namic nonlinearity, the dynamic correlation andmechanism
between urban innovation capability and energy utilization
efficiency are discussed. Second, the combined method of
the Panel Vector Autoregression (PVAR) and the Dynamic
Panel +reshold Regression (DPTR) is helpful in accurately
identifying the dynamic causal relationship between urban

innovation capability and energy utilization efficiency and
clarifying the mechanism of action, as well as examining the
dynamic nonlinear relationship between urban innovation
capability and energy utilization efficiency under different
constraints. Finally, this study uses nighttime lighting data,
which have been widely used in the field of economic re-
search recently; it measures the energy consumption of
various prefecture-level cities following the idea that the
brighter the night light is, the greater the total energy
consumption is, solving the shortcomings of existing re-
search in time span and urban measurement.

+e remainder of the paper is structured as follows:
Section 2 explains the research design and method; Section 3
introduces the data source and variable definition; Sections 4
and 5 discuss the PVAR system and DPTR analyses, re-
spectively; and Section 6 concludes the study.

2. Methodology

2.1. PVAR System. PVAR can treat all variables as endog-
enous systems and examine the lagged terms of each vari-
able, reflecting the interaction between variables. +is
method can capture individual differences and common
shocks to different cross-sections by introducing individual
effect and time-point effect variables, respectively, adding to
the advantages of Vector Autoregression (VAR) models and
panel data models. It can not only solve the problem of
endogeneity but also effectively characterize the shock re-
sponse and variance decomposition among system variables.
We can explore the dynamic relationship between urban
innovation capability and energy utilization efficiency as well
as the direct, strengthening, feedback, and other dynamic
interaction effects by constructing the PVAR system.

+e PVAR system for analysis comprises the following
main steps: (1) construct a Generalized Method of Moments
(GMM) estimation to obtain the regression relationship
between variables; (2) determine the influence of orthogo-
nalization on other variables in the system by analyzing the
impulse-response function; and (3) obtain the variance
decomposition results in the prediction period and measure
the contribution of each variable using the variance analysis.
Because the estimation of the PVAR system is based on the
fixed-effect dynamic panel model, the intragroup mean
difference method should be used before the GMM esti-
mator to eliminate the time effect. Subsequently, to eliminate
the individual effect, the onward mean difference method
should be employed. +e PVAR system is expressed as
follows:

Yit � Yit−1A1 + Yit−2A2 + · · · + Yit−p+1Ap−1 + Yit−pAp

+ XitB + fi + μt + εit,
(1)

where i ∈ 1, 2, . . . , N{ } represents the prefecture-level cities
in China; t ∈ 1, 2, . . . , T{ } indicates the year; Yit is a (1 × k)

vector of dependent variables; Xit is a (1 × l) vector of
exogenous covariates (control variables); fi represents an
unobservable intercept effect, and this fixed effect can be
eliminated using the forward difference Helmert transfor-
mation method (the forward difference Helmert
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transformation method avoids the orthogonality between
the lag regression and difference terms of the instrumental
variable by removing the forward mean, so that the mea-
surement test results can be more accurate); μt denotes the
time effect; and εit is the random error term, which has the
following characteristics: Ε(εit) � 0 and Ε(εit

′εit) � Σ, and
Ε(εim
′εin) � 0.

2.2. DPTR. Traditional panel threshold regression focuses
on static effects and requires strong exogenous control
variables [18]. However, strong exogenous conditions are
often difficult to meet in the real world. +erefore, Seo and
Shin [19] extended the traditional panel threshold model to
the dynamic model, and the First Difference Generalized
Method of Moments (FD-GMM) is employed to estimate it
in solving the endogenous problem in the DPTR model. +e
specific form of the DPTR model is as follows:

yit � 1, xit
′( 􏼁ϕ1 · I qit ≤ c􏼈 􏼉 + 1, xit

′( 􏼁ϕ2 · I qit > c􏼈 􏼉 + εit. (2)

+e first-order difference form of (2) can be expressed as
follows:

Δyit � β′Δxit + δ′Xit1it(c) + Δεit, (3)

where β
k1×1

� (ϕ12, . . . ,ϕ1,k1+1)′, δ
(k1+1)×1

� ϕ2 − ϕ1, Xit
2×(1+k1)

�

(1, xit
′)

(1, xi,t−1′)
􏼠 􏼡, and 1it(c)

2×1
�

1 qit > c􏼈 􏼉

−1 qi,t−1 > c􏽮 􏽯
􏼠 􏼡. Making θ �

(β′, δ′, c′), and supposing θ is a compact set, Θ � Φ×

Γ ⊂ Rk, where k � 2k1 + 2. Making Γ � [c, c], c and c

represent two percentiles of the threshold variables, re-
spectively. Owing to the correlation between the regression
element and individual effect, the parameter estimation
obtained using the ordinary least squares regression
directly on (3) is biased. +erefore, we need to find a l × 1
dimensional tool variable ( zit0

′, . . . , ziT
′)′ that satisfies

E( zit0
′Δεit0

, . . . , ziT
′ΔεiT)′ � 0 for any 2< t0 ≤T and l≥ k.

Because the model allows the endogeneity of threshold
variable qit, it is E(qitΔεit)≠ 0. +erefore, qit does not belong
to the set of instrumental variables zit􏼈 􏼉

T
t�t0

, and the sample
moment conditions of the following one-dimensional col-
umn vectors are considered:

gn(θ) �
1
n

􏽘

n

i�1
gi(θ), gi(θ)

l×1

�

zit0
Δyit0

− β′Δxit0
− δ′ Xit0
′1it0

(c)􏼐 􏼑

⋮

ziT ΔyiT − β′ΔxiT − δ′XiT
′1iT(c)( 􏼁

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(4)

Suppose that if and only if θ � θ0, E(gi(θ)) � 0.
+us, making gi � gi(θ0) � ( zit0

′Δεit0
, . . . , ziT

′ΔεiT)′ andΩ �

E(gigi
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Returning β
∧
(c) and δ

∧
(c) to the objective function yields

an estimate of θ: c
∧

� argmin
c∈Γ
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∧
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, δ
∧′

)′ � (β
∧
(c)′,

δ
∧
(c)′)′.

3. Data

+is study uses panel data from 281 prefecture-level cities
in China from 2003 to 2020. +e relevant data on the
regional economy, industrial structure, and urban envi-
ronmental pollution in various prefecture-level cities stem
from the annual “China Statistical Yearbook” and “China
Urban Statistical Yearbook.” +e data on the invention
patent authorization in various prefecture-level cities are
obtained from the official websites of the State Intellectual
Property Office. +e energy consumption of prefecture-
level cities is calculated based on the nighttime light data
that have been widely used in recent economic research
[20–22]. +e idea is that the brighter the night light is, the
greater the total energy consumption. +e nighttime
lighting data are obtained from the “Global Night-time
Light Database.” +is database was developed based on the
Defense Meteorological Satellite Program (the DMSP
global nighttime lighting data are available at “https://ngdc.
noaa.gov/eog/dmsp/downloadV4composites.html”). +e
nighttime light data include cloudless observation fre-
quency, average light image, and stable light image.
Because the stable lighting image data contain relatively
stable lighting in cities and towns, this study selects the
stable lighting image data as the basic data night-light
image data and the Visible Infrared Imaging Radiometer
Suite (VIIRS night lighting data are available at “https://
ncc.nesdis.noaa.gov/VIIRS/”). night light image data of
the National Oceanic and Atmospheric Administration
of the United States. +ese data reflect the nighttime
lighting data of the cities and counties in China (+e
National Geophysical Data Center (NGDC) of the
United States conducts a series of noise processing on the
basic data, such as eliminating the influence of nighttime
clouds, short-term fires, aurora, and lightning, so the
processed data can truly reflect the energy consumption
of human beings). We average the nighttime light data
for each year in the research window period to ensure
that nighttime light data cover all prefecture-level cities
in China from the time and space dimensions. In ad-
dition, we convert the brightness of the light into a digital
number (DN). +e DN value range of each raster is 0–63
(63 is the saturation value of the data). +e spatial di-
mension covers the longitude from 135°degrees east to
73°degrees west and the latitude from 3°degrees north to
54°degrees north.

+e core variable energy utilization efficiency (energy)
is measured by the logarithm of the per capita GDP of a
prefecture-level city divided by the total energy con-
sumption of the prefecture-level city (i.e., the reciprocal of
energy consumption per unit GDP).+e higher the value is,
the higher the energy utilization efficiency is. +e main
variable, urban innovation capability (inno), is measured by
the total number of invention patents in the prefecture-
level cities. Moreover, the urban population density

(density) is obtained by dividing the population of the
prefecture-level cities by administrative area, thereby
characterizing the differential impact of the scale of urban
human activities. +e industrial structure (struc) is mea-
sured by the proportion of the added value of the secondary
industry in the regional GDP, thereby characterizing the
overall industrial structure of the city. +e degree of urban
environmental pollution (pollu) is measured by the sulfur
dioxide emissions of the prefecture-level cities. +e de-
scriptive statistics of the aforementioned variables are
presented in Table 1.

4. PVAR Analysis

4.1. Model Estimation. +e nonstationary problem of the
variables often leads to the phenomenon of “pseudore-
gression” in the analysis, making the regression results
deviate or even invalid. +erefore, we use Levin–Lin–Chu
(LLC), Harris–Tzavalis (HT), and Fisher-ADF methods to
examine whether the core variables have panel unit roots to
ensure the robustness of the test results. Table 2 reports that
the test results of the threemethods reject the hypothesis that
the variables are nonstationary, and it can be considered that
the two core variables of energy utilization efficiency and
urban innovation capability are stationary, which is suitable
for the PVAR system analysis.

+e orthogonal transformation between variables and
lagged regression coefficients with the help of the Helmert
method and the optimal lag order of the PVAR system is
selected according to the information criteria, including the
Akaike information criterion (AIC), the Bayesian infor-
mation criterion (BIC), and the quasi-information criterion
(QIC). When the lag term is 1, the BIC reaches the mini-
mum, and when the order of the lag term is 2, the AIC and
QIC reach the minimum (Table 3). Following the principle
of “minority obeys majority,” a PVAR system with lag order
2 is constructed.

In Table 3, the energy equation estimation results (Col-
umn 1) suggest that the early energy utilization efficiency
significantly affects the later energy utilization efficiency, and
the early urban innovation capability is also conducive to
improving the later energy utilization efficiency. However, the
estimation results of inno equation (Column 2) reveal that the
estimation coefficient of energy utilization efficiency lagging
one period is negative and does not exhibit aboriginality,
indicating that the urban energy utilization efficiency of the
previous period cannot significantly improve the urban in-
novation capability of the latter period and may even inhibit
the urban innovation capability. +e early urban innovation
capability will be beneficial to the later innovation capability,
which has certain “inertia” characteristics.

4.2. Impulse Response and Variance. +e stability of the
PVAR (2) model is first tested before analyzing the impulse
response function and variance decomposition. Table 4 and
Figure 1 demonstrate that the absolute values of the real and
imaginary parts of the eigenvalues are all within the range of
[0, 1]. +erefore, the PVAR model is considered stable.
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+e impulse response function describes the response of
an endogenous variable to an error; that is, the trajectory of
the impact of a standard deviation of the random distur-
bance term on the current and future values of other var-
iables. It can intuitively describe the dynamic interaction
between energy utilization efficiency and urban innovation
capability and determine the time lag relationship between
variables. To intuitively describe the dynamic delay rela-
tionship between the variables in the system, we give each
variable a standard deviation of the impact and use the
Monte Carlo method to simulate 300 times, obtaining the
impact of each variable on the 0–20 periods after each
variable. +e curve of the impulse response function of two
variables is illustrated in Figure 2. +e horizontal axis
represents the response period of the shock response, and
the maximum lag period is 20. +e vertical axis represents
the corresponding degree of the variable to the shock. +e
shadow part represents the 95% confidence interval, and the
middle real line represents the size of the shock response in
each period.

+ere are three kinds of dynamic interaction effects in
the PVAR system: direct, reinforcement, and feedback

effects. First, the direct effect, which is the lag term of urban
innovation capability variables on energy efficiency, can be
concerned with the first line and the second column of the
impulse response in Figure 2. In the face of an orthogonal
impact of urban innovation capability (inno), the overall
response of energy utilization efficiency shows an inverted
“U-shaped” trend. In the first three periods, improving
urban innovation capability can quickly improve energy
utilization efficiency, whereas, from the fourth period, the
positive effect gradually decreases and approaches 0. +is
implies that urban innovation capability has a positive
effect on energy utilization efficiency, and it will signifi-
cantly improve energy utilization efficiency in the early
stages. However, its effect will gradually weaken with the
continuous renewal of urban development and techno-
logical innovation. Second, the strengthening effect is the

Table 1: Descriptive statistics of variables.

Name Symbol Mean SD Min Max Obs
Energy utilization efficiency energy 0.1259 0.8483 −2.1271 4.1374 5058
Innovation capability inno 3.7893 1.9326 0 10.7377 5058
Population density density 572.1839 313.0527 5.2016 2666.9483 5058
Industrial structure struc 0.4850 0.1099 0.0900 0.9097 5058
Environmental pollution pollu 56458.8437 58015.8401 1.9756 683170.7138 5058

Table 2: Unit root test for core variables.

Variable
Method Conclusion

LLC HT ADF LLC HT ADF

energy −9.1795
∗∗∗

0.5182
∗∗

1140.7838
∗∗∗ Steady Steady Steady

inno −9.3768
∗∗∗

0.7563
∗∗∗

684.5540
∗∗∗ Steady Steady Steady

Note. ∗∗∗, ∗∗, and ∗ represent the significance levels at 1%, 5%, and 10%,
respectively.

Table 3: Estimated results of the PVAR system.

(1) energy (2) inno
Coefficients
L.energy 0.5594∗∗∗ (0.1523) −0.4483 (0.5282)
L2.energy 0.3021∗∗∗ (0.1031) 0.2933 (0.2772)
L.inno 0.0010∗∗∗ (0.0002) 0.7452∗∗∗ (0.0273)
L2.inno 0.0036∗ (0.0020) 0.0409∗∗∗ (0.0154)
Control variables Yes Yes
Lag order AIC BIC QIC
1 19.2748 −101.4501 −18.1671
2 16.5196 −80.0603 −24.0836
3 19.3278 −53.1073 −6.6874
Note. ∗∗∗, ∗∗, and ∗ represent the significance levels at 1%, 5%, and 10%,
respectively; “L” and “L2” represent lag order 1 and lag order 2, respectively;
standard error is presented in parentheses.

Table 4: Stability test of the PVAR (2) model.

Eigenvalue
Module

Real Imaginary
0.6744 0 0.6744
0.2816 0.4673 0.5456
0.0.2816 −0.4673 0.5456
0.0670 0 0.0670

Roots of the companion matrix

−.5 0 .5 1−1
Real

−1

−.5

0

.5

1
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Figure 1: Roots of the companion matrix.

Complexity 5



lag effect of two variables on the current period. Although
the strengthening effect of energy utilization efficiency
displays a “U-shaped” trend of “positive first and then
negative” and gradually converges to zero, the impulse
response diagram on the diagonal can be observed. Finally,
the feedback effect is the lag of energy utilization efficiency
on urban innovation capability. +e impulse response in
Figure 2 (Row 2 and Column 1) describes the response of
the urban innovation capability to energy utilization effi-
ciency’s orthogonal impact. Given an orthogonal impact on
energy utilization efficiency, urban innovation capability
presents a “U-shaped” change of “positive first and then
negative” and converges to zero in the 10th phase.

Variance decomposition means the decomposition of
the prediction mean square error of any endogenous
variable into the contribution made by random shocks to
each variable in the system. It calculates the percentage
size of the contribution made by shocks to each variable
shock, evaluating the impact of one variable on another.
On the basis of the analysis of impulse response (Figure 2),
we use variance decomposition to further examine the
degree of interaction between urban innovation capability
and energy utilization efficiency and obtain the contri-
bution of the impact response of each equation to the
fluctuation of each variable in the PVAR (2) system. +e
error variance decomposition results of the two core
variables of energy utilization efficiency and urban in-
novation capability in the 1st–20th forecast periods are

reported in Table 5. +e test results prove that the variance
decomposition of the 8th period is basically stable, and the
conclusion is meaningful.

Moreover, it can be inferred that the variance of the
prediction error of energy utilization efficiency comes from
itself in the first period, which is unrelated to urban in-
novation capability (Table 5). However, the contribution rate
of urban innovation capability to the change in energy use
efficiency has increased over time and finally been main-
tained at approximately 9.09%, whereas the contribution
rate of energy use efficiency to the change in urban inno-
vation capability remains at approximately 4.28%. Com-
pared with the contribution rate of energy utilization
efficiency to the change of urban innovation capability, the
latter has a greater explanation than the former.

4.3. Granger Causality Analysis. A Granger causality test is
conducted on the two core variables in the PVAR system to
examine whether there is an obvious causal relationship
between urban innovation capability and energy utilization
efficiency. +e results are reported in Table 6.

Combining the Granger causality analysis results in
Table 6 and the variance decomposition results in Table 5, it
can be observed that the improvement of urban innovation
capability is the reason for the improvement of energy
utilization efficiency. +e increase in energy utilization ef-
ficiency is not the reason for the increase in urban

inno : inno

energy : inno

inno : energy

energy : energy

impulse : response

−.5

0

.5

0

.5

1

−.005

0

.005

.01

.015

−.1

0

.1

.2

.3

5 10 15 200 5 10 15 200
step

95% CI
Orthogonalized IRF

Figure 2: Impulse response. Note: the transverse axis represents the lag period of the impact; the middle curve is the impulse response
function curve; and the shadow part is the 95% confidence interval.
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innovation capability, and whether it is energy utilization
efficiency or urban innovation capability, the fluctuation of
its prediction error is mainly due to itself. +is conclusion
provides a basis for using the dynamic threshold regression
model to test the nonlinear effect of urban innovation ca-
pability on energy utilization efficiency.

5. DPTR Analysis

+e threshold variables are set as the population density,
industrial structure, and environmental pollution of the
prefecture-level cities, and the DPTR model is established in
this section to analyze the differences in the impact of urban
innovation capability on energy utilization efficiency under
different population density, industrial structure, and en-
vironmental pollution levels. +e specific forms can be
expressed as follows:

energyit � c0 + ϕ1energyi,t−1 + θ1innoit􏼐 􏼑Ι qit ≤ c􏼈 􏼉

+ ϕ2energyi,t−1 + θ2innoit􏼐 􏼑Ι qit > c􏼈 􏼉 + αi + υit,

(7)

where energyit is a time-varying dependent variable; innoit
and lag-dependent variable energyi,t−1 are explanatory
variables; Ι ·{ } represents an indicator function, which is
equal to 1 when the conditions in brackets are satisfied,
otherwise 0; qit denotes the three threshold variables that
describe the urban population density, industrial structure,
and environmental pollution; c represents the threshold
value; ϕ1, ϕ2, θ1, and θ2 represent the relevant slope pa-
rameters corresponding to the different intervals. Because
the explanatory and threshold variables in the model may
have endogenous problems, the error term of the model is
set to εit � αi + υit, which is composed of two parts by Seo
and Shin [19]; αi is an unobservable individual fixed effect;
and υit is a zero mean heterogeneous random disturbance
term (υit is assumed to be a martingale difference sequence,
namely, Ε(υit|χt−1) � 0, where χt−1 is the natural filtering in
period t, and it is not assumed that innoit or qit is measurable
relative to χt−1, namely, Ε(υitinnoit)≠ 0 or Ε(υitqit)≠ 0. +is
setting allows the endogeneity of the explanatory variable
innoit and the threshold variable qit in the model). +e
estimation results of the impact of urban innovation ca-
pability on energy utilization efficiency based on DPTR are
summarized in Table 7. Population density, industrial
structure, and environmental pollution level are used as
threshold variables to represent the population, industry,
and environmental constraints of the city to a certain extent.

We use the bootstrapmethod proposed by Hansen [23] to
simulate the asymptotic distribution and p value of the sta-
tistics to test the validity of the estimation results of the DPTR
model shown in Table 7.+e nonlinear test results show that p
values are close to zero and the model does have a nonlinear
relationship (Table 7). Consequently, a dynamic threshold
model with population density, industrial structure, and
environmental pollution level as threshold variables can be
established. First, from the parameter estimation results with
population density as the threshold variable, the threshold
value is 263.9851, which divides the sample into two intervals
of low population density (qpop ≤ 263.9851) and high pop-
ulation density (qpop > 263.9851), and the coefficients of
variables in these two intervals are significantly different.
When the urban population density is lower than approxi-
mately 264 people/km2, the estimated value of the coefficient
passes the 1% aboriginality test and demonstrates a positive
“inertia” effect. +is indicates that early energy utilization
efficiency has a positive role in promoting later energy uti-
lization efficiency under this threshold.+e estimated value of
the coefficient θ1 is significantly negative, which indicates that
the improvement of the innovation capability of cities with a
low population density cannot improve their energy utili-
zation efficiency but will inhibit it. However, in the urban
population, the density is higher than 264 people/km2, and
the result is exactly the opposite. +e energy utilization ef-
ficiency in the early stage is not conducive to improving
energy utilization efficiency in the later stage, and improving

Table 6: Granger causality test.

Variable Granger test (null
hypothesis)

χ2
value

Degree of
freedom

P
value

Energy

+e increase in urban
innovation capability is
not the reason for the
increase in energy

utilization efficiency.

14.131 2 0.001

Inno

+e increase in energy
utilization efficiency is not
the reason for the increase

in urban innovation
capability.

1.167 2 0.558

Table 5: Variance decomposition of the prediction error of core
variables.

Variance decomposition
energy inno

energy inno energy inno
1st 100% 0% 5.17% 94.83%
2nd 95.99% 4.01% 3.59% 96.41%
3rd 93.27% 6.73% 3.67% 96.33%
4th 91.56% 8.44% 4.20% 95.80%
5th 90.92% 9.08% 4.33% 95.67%
6th 90.91% 9.09% 4.31% 95.69%
7th 90.90% 9.10% 4.29% 95.71%
8th 90.91% 9.09% 4.28% 95.72%
9th 90.91% 9.09% 4.28% 95.72%
10th 90.91% 9.09% 4.28% 95.72%
11th 90.91% 9.09% 4.28% 95.72%
12th 90.91% 9.09% 4.28% 95.72%
13th 90.91% 9.09% 4.28% 95.72%
14th 90.91% 9.09% 4.28% 95.72%
15th 90.91% 9.09% 4.28% 95.72%
16th 90.91% 9.09% 4.28% 95.72%
17th 90.91% 9.09% 4.28% 95.72%
18th 90.91% 9.09% 4.28% 95.72%
19th 90.91% 9.09% 4.28% 95.72%
20th 90.91% 9.09% 4.28% 95.72%
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urban innovation capability will significantly promote the
improvement of urban energy utilization efficiency. Second,
from the parameter estimation results with industrial struc-
ture as the threshold variable, the threshold value is 0.4026
and is significantly indigenous at the level of 1%, which in-
dicates that when the proportion of the added value of the
secondary industry in the GDP of a prefecture-level city is
higher than this threshold, the improvement of urban in-
novation capability is conducive to the improvement of its
energy utilization efficiency. On the contrary, it will damage
the improvement of energy utilization efficiency. Finally, from
the results of parameter estimation with environmental
pollution as the threshold variable, the threshold value is
36285.2104 and shows aboriginality at 1% level.+e threshold
value divides the samples into high-pollution (pollu>
36285.2104) and low-pollution (pollu≤ 36285.2104) cities.
However, the improvement of urban innovation capability is
beneficial to the improvement of energy utilization efficiency
for high- and low-pollution cities. Notably, compared with
high-pollution cities, the improvement of innovation capa-
bility in low-pollution cities will have a stronger effect on
improving energy utilization efficiency.

6. Conclusion

From the dynamic nonlinear perspective, this study
discusses the relationship between urban innovation ca-
pability and energy utilization efficiency by using the
PVAR and DPTR methods. Using the 2003–2020 panel
data samples of 281 prefecture-level cities in China, we
discussed the dynamic correlation and mechanism of
energy utilization efficiency and urban innovation capa-
bility. +e results reveal that the improvement in urban
innovation capability is the reason behind the improve-
ment in urban energy utilization efficiency, and the im-
provement in energy utilization efficiency is not the
reason behind the improvement in urban innovation
capability. +e level of energy utilization efficiency in the
early stages of the city may be both a boost and an obstacle

to the improvement of energy utilization efficiency in the
later stages, depending on the situation of the city in terms
of population density, industrial structure, and environ-
mental pollution. For cities with low levels of population
density, industrial structure, and environmental pollu-
tion, energy utilization efficiency has certain “inertia”
characteristics. By contrast, for cities with high levels of
population density, industrial structure level, and envi-
ronmental pollution, the high efficiency of early energy
utilization will hinder the improvement in energy utili-
zation efficiency in the later period. From the perspective
of urban innovation capability, enhancing urban inno-
vation capability can not only improve energy utilization
efficiency but also adversely affect cities with a low
population density or weak secondary industrial base.
Whereas for cities with a high population density or
proportion of secondary industry, improving innovation
capability will significantly improve urban energy utili-
zation efficiency. Furthermore, the promoting effect of
urban innovation capability on energy utilization effi-
ciency in low-pollution cities is significantly stronger than
that in high-pollution cities.

Some shortcomings remain in this study, which is un-
avoidable. First, the measurement of urban innovation ca-
pability is rather rough without considering the differences
in patents (for example, patents for invention, patents for
utility models, and patents for industrial design).+e follow-
up research can make a more detailed division of innovation
capability according to Chinese patent classification stan-
dards so as to reflect the difference in quantity and quality of
urban innovation capability. Second, this paper only con-
siders the influence of urban population density, industrial
structure, and environmental pollution on the relationship
between urban innovation ability and energy utilization
efficiency. A future study can further investigate the possible
nonlinear relationship between urban innovation ability and
energy utilization efficiency caused by economic develop-
ment, urban infrastructure, policy implementation effi-
ciency, etc.

Table 7: Estimated results based on DPTR.

Explained variable: energy
Model 1 Model 2 Model 3

+reshold
variable

Population density
(density)

Industrial structure
(struc)

Environmental pollution
(pollu)

+reshold value c 263.9851∗∗∗ (13.3842) 0.4026∗∗∗ (0.0004) 36285.2104∗∗∗ (2190.5583)
Explanatory
variable Coefficient

Low
energyi,t−1 ϕ1 0.9086∗∗∗ (0.0019) 0.9665∗∗∗ (0.0045) 0.9794∗∗∗ (0.0046)
innoit θ1 −0.0528∗ (0.0281) −0.0029∗∗∗ (0.0007) −0.0095∗∗∗ (0.0022)

High
energyi,t−1 ϕ2 −0.2038∗∗∗ (0.0201) −0.0241∗∗∗ (0.0032) −0.0408∗∗∗ (0.0068)

innoit θ2 0.0275∗∗∗ (0.0032) 0.0044∗∗∗ (0.0007) 0.0005 (0.0024)
Constant c0 0.5829∗∗∗ (0.0554) −0.1812∗∗∗ (0.0069) −0.1540∗∗∗ (0.0108)

Nonlinear test (p value) 0.00 0.00 0.00
Percentage of samples in high interval (%) 65.27% 59.84% 56.71%
Note. ∗∗∗, ∗∗, and ∗ represent the significance levels at 1%, 5%, and 10%, respectively; standard error is presented in parentheses.
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With the normalization of epidemic prevention and control, the expression of the public’s demand for health information on
online platforms continues to increase, while knowledge hiding behavior has seriously hindered the communication and dis-
semination of epidemic prevention knowledge and has a negative impact on public communication and access to health in-
formation in the socialized Q&A communities. 0erefore, further stimulating diving users’ activity and reducing their knowledge
hiding behavior have become the key to the sustainable development of epidemic prevention and control and communities. Based
on the social cognition theory, from the perspective of individual cognition and external environment, this study constructs a
theoretical model of the influencing factors of users’ knowledge hiding behavior in the socialized Q&A communities in the post-
epidemic era and puts forward relevant assumptions. 151 effective questionnaires are collected and an empirical analysis is carried
out by using the structural equation model. 0e results show that outcome expectation, community atmosphere, and requesting
negatively affect knowledge hiding behavior; self-efficacy, outcome expectation, and community atmosphere negatively affect the
three different types of knowledge hiding behavior, which are evasive hiding, playing dumb, and rationalized hiding; community
atmosphere positively affects outcome expectation, which plays a significant intermediary effect between community atmosphere
and knowledge hiding behavior. 0e research content and relevant conclusions of this study deepen and expand the connotation
and extension of knowledge hiding behavior in the negative performance of Q&A communities. From the perspective of practical
application, it can also effectively reduce knowledge hiding behavior, grasp the development direction of public health needs, and
strengthen the dissemination of epidemic prevention and control knowledge.

1. Introduction

At the beginning of 2020, the COVID-19 spread rapidly
around the world, bringing a crisis and inconvenience to
every individual in the society, causing public panic and
anxiety, and greatly stimulating the public’s demand for
health information [1], thus triggering an upsurge of in-
formation search on socialized Q&A communities. Social-
ized Q&A communities are based on communities, user
relations, and content operation, emphasizing users’ social
relations and self-generated content [2]. With the rapid

development of network technology, as the emerging in-
teractive platformwith the characteristics of communication
convenience, communication flexibility, variety, and time-
liness of knowledge, socialized Q&A communities, has
ushered in its era of rapid development and is gradually
becoming an important place for people to acquire daily
knowledge and share opinions. In the socialized Q&A
communities represented by “Zhihu,” users can share and
obtain the information they need by searching, browsing,
asking questions, commenting, or answering relevant
questions; among them, we searched the keyword “epidemic
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prevention and control” under the topic column and found
that the problem data have accumulated more than 50,000.
0erefore, user interaction is the basis of information or
knowledge exchange in socialized Q&A communities, and
stable user interaction is the guarantee of the normal op-
eration and sustainable development of socialized Q&A
communities [3].

0e increased public demand for online platforms for
health information generated by this outbreak has become a
challenge to successfully retain users and motivate them to
contribute effective information to Q&A communities. Even
for a successful Q&A community, most people only pay
attention to personal preference information and rarely
focus on other people’s questions, which plays a relatively
passive role [4]. Under the topic of epidemic prevention and
control on Zhihu, although there are a lot of questions, the
discussion and interaction on the topic are relatively small.
Some users choose to hide or ignore the questions even
though they know the answers, which leads to the emergence
of knowledge-hiding behavior. Knowledge hiding is a
conscious and purposeful behavior of hiding information,
retaining knowledge answers, or refusing to answer directly
[5], which will lead users to reduce their efforts and scientific
level in knowledge sharing, hinder the transmission of new
knowledge and the development of new ideas [6], hinder the
knowledge mobility among users and sustainable healthy
development of socialized Q&A communities, and affect the
public’s access to health information in the post-epidemic
era. Knowledge hiding behavior has serious harm, but it is
not an optimal solution to shut down the community just
because of the knowledge hiding behavior of some users,
which can bring trouble and unfairness to users who are still
contributing high-quality answers to the community.
0erefore, this study takes finding the influencing factors of
knowledge hiding behavior as the research motivation and
provides an effective reference for the optimization of so-
cialized Q&A communities to further understand users’
preferences and intentions [7], which is conducive to further
enhancing the competitiveness of the communities, effec-
tively grasping the laws and characteristics of public health
information demand in the post-epidemic era, and pro-
viding a reference for relevant government departments and
socialized Q&A communities to better serve the public.

In recent years, more and more scholars have studied the
negative behaviors in socialized Q&A communities. As one
of the users’ negative behaviors, knowledge hiding behavior
has attracted more attention than before. However, few
studies focus on the combination of public health needs and
knowledge hiding behavior in the post-epidemic era. In
terms of research status, scholars’ research balance on
knowledge hiding and knowledge sharing is still inclined
toward knowledge sharing [8], for example, Shi et al. [9] and
Zhao et al. [10] have conducted studies on this. 0e research
on knowledge hiding is mainly concentrated in organiza-
tions, companies, and employees, and the knowledge hiding
survey from the perspective of Q&A communities is rela-
tively missing, which makes the theories in the research field
lack corresponding theoretical support in the actual research
situation. 0erefore, to explore the influencing factors of

users’ knowledge hiding behavior in the Q&A communities
in the post-epidemic era, this study takes “Zhihu” as the
research platform, which is highly active in China’s so-
cialized Q&A communities and has representative users,
which takes epidemic prevention and control as a research
topic, applies social cognitive theory, and empirical analysis
methods to explore the synergistic effects of self-efficacy,
community atmosphere, outcome expectation, and request
on knowledge hiding behavior, among them, self-efficacy
and outcome expectation, as a form of self-assessment,
belong to individual subjective judgment; community at-
mosphere and request as the external characteristics, refer to
the environment gradually formed in the community, which
can affect users. 0us, this study selects these factors as
research variables to reveal the key influencing factors of
users’ knowledge hiding behavior and then puts forward
suggestions to reduce users’ knowledge hiding behavior. 0e
research of this study is conducive to improving users’
participation in the socialized Q&A communities, thus
promoting and maintaining a virtuous circle of the com-
munity. It is conducive to creating a fair and open com-
munity environment, promoting mutually beneficial
information exchange behavior of users, and guiding users
to share knowledge. It is of great significance to enrich the
user behavior theory of socialized Q&A communities and
strengthen the connection between the community and
users.

2. Related Research Studies

2.1. Knowledge Hiding Behavior. Connelly et al. [11] sorted
out the concept of knowledge hiding behavior by studying
the reasons behind the unsuccessful knowledge sharing and
clearly defined knowledge hiding behavior as the intentional
act of retaining, hiding, or refusing to give knowledge, the
structure of knowledge hiding behavior is explored through
empirical study, and believes that there are three dimen-
sions: evasive hiding, playing dumb, and rationalized hiding.
Among them, evasive hiding means that the knowledge
concealer provides irrelevant information to the inquirer to
replace the information which is needed, which delays time
and gives misleading promises but does not provide help;
playing dumb refers to the behavior of the knowledge
concealer pretending not to understand the knowledge they
ask; and rationalized hiding means that the person who
conceals knowledge gives a valid reason as to why he cannot
provide the knowledge.0is kind of concealment behavior is
not deceptive. According to Nielsen [12], the “90-9-1” rule of
unequal participation prevails in Q&A communities, 90% of
users are divers who never express their opinions, 9% are
occasional contributors, and 1% are experts who provide
most of the community’s content. 0is indicates that most
users in Q&A communities only browse knowledge and do
not actively participate in knowledge sharing, showing a
tendency for knowledge hiding.

It is very important to distinguish between knowledge
hiding and knowledge sharing. Knowledge hiding is not only
a lack of sharing but its motivation may have many different
reasons, and the lack of knowledge sharing may only be due
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to the lack of knowledge itself. 0erefore, the two are not
opposed to each other but are two conceptually different
structures [11]. 0erefore, knowledge hiding behavior has
gradually been a concern for scholars who have carried out
targeted research with rich research results. For example,
Nguyen et al. [13] developed a conceptual framework based
on resource conservation to study knowledge hiding be-
havior and its consequences; its purpose was to deal with the
problem that employees may engage in knowledge hiding to
maintain their resources and competitive advantage due to
organizational crisis under COVID-19. Fauzi [14] used the
systematic literature review method to conduct quantitative
research on employees’ knowledge hiding behavior and
regarded it as immoral and antisocial behavior, which is
considered to be detrimental to team development. Jafari-
Sadeghi et al. [15] applied the DEMATEL to sort out the
causal relationships between knowledge hiding components
and provided a conceptual framework. Huang [16] explored
the influence of overqualification on knowledge hiding by
constructing an intermediary model, which showed that
employees’ sense of excess qualification negatively affects
knowledge hiding. 0is study enriches the mechanism and
boundary conditions of excess qualification and knowledge
hiding. Li and Ke [17] conducted an empirical study on the
influencing factors of users’ knowledge hiding behavior in
Q&A communities, from three aspects of personal char-
acteristics, situational atmosphere, and knowledge charac-
teristics to analyze the seven factors that affect knowledge
hiding behavior, and put forward valuable suggestions for
improving the degree of knowledge exchange in virtual
communities. Lu et al. [18] conducted a study on the
grouping of knowledge hiding behaviors in socialized Q&A
communities based on FsQCA and explored the reasons for
users’ knowledge hiding behaviors; this research is of great
significance to enrich the relevant theories of user behavior
in socialized Q&A communities.

Moreover, in terms of the reasons for knowledge hiding,
Hamza et al. [19] focused on the mediating role of team
member exchange (TMX) and examined the influence of
personality traits and individual ethnicity on knowledge
hiding behavior. 0e study found that openness, consci-
entiousness, neuroticism, and ethnicity are positively cor-
related with knowledge hiding, while TMX as a mediator
transforms this positive correlation into a negative one.
Anand et al. [20] thought personal beliefs or situational
constraints cause knowledge hiding, and identified the
driving factors that lead to knowledge hiding. Among them,
situational driving explained the reasons as to why per-
formance and competition lead to unconscious hiding:
psychological ownership driving leads to controlled hiding,
hostility and abuse driving from employees or managers lead
to victimization hiding, and identity and norms driving lead
to preference hiding. Alam et al. [21] believed that negative
emotions are a major cause of knowledge hiding, in which
relationship conflict positively affect knowledge hiding, and
frustration regulates the relationship between relationship
conflict and knowledge hiding to a certain extent.

By analyzing the existing literature on knowledge hiding
behavior, it is found that as important emerging platforms

for information sharing and acquisition, socialized Q&A
communities have few research achievements on it. Users, as
the main producers of information and content in socialized
Q&A communities, are key factors to promote the sus-
tainable and healthy development of the communities, so the
prevalence of knowledge hiding in the communities will
inevitably have a negative impact on the development of the
communities. On the one hand, knowledge hiding seriously
undermines the knowledge creativity of the virtual academic
community, reduces the influence of the community [22],
and breaks the good academic atmosphere in the commu-
nity; on the other hand, knowledge hiding reduces users’
own knowledge creativity and also affects the willingness of
other users in the community to share knowledge, which
eventually leads to the vicious development of the
communities.

In summary, exploring the influencing factors of users’
knowledge hiding behavior not only enriches the user be-
havior theory of socialized Q&A communities but also
contributes to the healthy development of communities.
Due to the imperfect community standard system in the
socialized Q&A communities and less offline communica-
tion of users, the behavior of users in the communities is
more affected by personal factors, and there are also envi-
ronmental factors affecting the behavior of users in the
communities. In addition, Meng et al. [1] took “Zhihu” as an
example, used the LDA theme model to build a coding
system for users’ health information needs, and revealed the
characteristics and evolution rules of users’ health infor-
mation needs from the dimensions of time and demand
theme.0e research study found that the health information
needs of Internet users in the post-epidemic period mainly
focused on the knowledge related to COVID-19, epidemic
prevention and control, and social impact, among which the
core demand of users was “epidemic prevention and con-
trol.” 0erefore, this study takes the post epidemic era as
background, takes the topic of epidemic prevention and
control on “Zhihu” as a theme, and explores the users’
knowledge hiding behavior in socialized Q&A communities
from the perspective of individuals, combined with external
environmental factors.

2.2. Social Cognitive4eory. Social cognitive theory (SCT) is
derived from Bandura’s social cognitive learning theory,
which holds that individual behavior is affected by its factors
and external environmental factors such as environment and
atmosphere. 0erefore, the dynamic interaction relationship
between behavior, individual, and environment constitutes
its core view, that is, the “Triadic 0eory” model [23]. 0e
“Triadic 0eory” model holds that the interaction of two
factors will affect people’s motivation, emotion, attitude, and
behavior. Flavell proposed that the object of social cognition
is human events, which are the cognition of people and their
behavior. Fang [24] proposed that social cognition is peo-
ple’s understanding of themselves and others. Shi [25] be-
lieved that social cognition is a process in which individuals
speculate and judge the psychological state, behavioral
motivation, and intention of others. At present, the research
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study based on the perspective of social cognitive theory
mainly focuses on knowledge-sharing behavior in enter-
prises, group organizations, and virtual communities. For
example, Hsu et al. [26] proposed a knowledge-sharing
model based on social cognitive theory, which includes self-
efficacy, outcome expectation of personal impact, and
multidimensional trust of environmental impact. Cai and
Shi [27] discussed the potential mechanisms of community
atmosphere on willingness to share knowledge in virtual
communities based on social cognitive theory. 0is study is
the first to explore whether and how the community at-
mosphere affects knowledge sharing and provides practical
insights on how to use the community atmosphere to
promote knowledge sharing in the Q&A communities. Zhan
and Xiong [28] discussed the intermediary role of moral
evasion in the spectator response of uncivilized behavior
based on social cognitive theory, which is conducive to
deepening the understanding of uncivilized behavior.

As a mature theory, the social cognitive theory has been
widely used to understand and predict individual and group
behavior characteristics. Based on interactive determinism,
social cognitive theory proves that there is a causal rela-
tionship between individual, environment, and behavior, in
which individual and environment can jointly affect or even
determine the occurrence of individual behavior. 0rough
the framework of social cognitive theory, this study divides
the influencing factors of knowledge hiding behavior in
socialized Q&A communities into environmental factors
and individual factors. 0erefore, users’ personal behavior
motivation can be well explained by social cognitive theory.
0us, because of the knowledge hiding behavior which is
prevalent in the socialized Q&A communities and based on
the perspective of social cognitive theory this study explores
and effectively extracts the influencing factors of knowledge
hiding behavior from this theory.

3. Research Hypothesis and
Model Construction

Based on social cognitive theory, this study explores the
influencing factors of knowledge hiding behavior by com-
bining individual cognitive and external environmental
factors. According to SCT, self-efficacy and outcome ex-
pectation belong to individual cognitive factors (subjective
feelings and expectation judgments), which influence the
individual behavior. In addition, external environmental
factors and requests, as indispensable factors in socialized
Q&A communities, also have some influence on user
behavior.

3.1. Research Hypothesis

3.1.1. Self-Efficacy. Self-efficacy refers to people’s beliefs
about what they need to do to complete a task or achieve a
goal, that is, the degree of confidence that an individual can
use the skills they possess to achieve the desired behavior
[29]. Self-efficacy has an impact on what decisions indi-
viduals make and what behaviors they adopt; thus, self-

efficacy is an important factor that potentially influences
knowledge hiding behavior. As Nielsen [12] said, the Q&A
community has 1% of experts who provide most of the high-
quality content. When users have high self-efficacy, it means
that such users have relatively high response ability and
knowledge reserve levels. 0ey feel confident about the
content they contribute and do not shy away from hiding
their knowledge, which makes such users become this kind
of “1%.” In recent years, the research methods of self-efficacy
are mainly empirical research, and the research content
mainly focuses on three themes: education, organization,
and knowledge behavior [30]. Among them, in the existing
studies that take self-efficacy as a factor to discuss its impact
on users’ knowledge behavior, Lee et al. [31] tested multiple
mediating effects of self-efficacy between knowledge sharing
and sustainable well-being, and the results showed self-ef-
ficacy positively mediated the relationship between knowl-
edge sharing and sustained well-being. Yang and Li [32]
believed that the higher the self-efficacy, the more confident
is one of their own ability and valuable contribution to the
virtual communities, and the more willing they are to
promote knowledge sharing. Zhao and Li [33] tested the
hypothesis that self-efficacy has a direct positive impact on
knowledge-sharing behavior. According to SCT, individuals
are more motivated to do things they know with full con-
fidence and ability and pay less effort for things they are not
sure about. Liu and An [6] showed that employees with high
self-efficacy positively affect knowledge hiding behavior.
Similarly, this shows that if a user’s self-efficacy is low and
does not believe that he or she is competent enough to
answer questions related to epidemic prevention and control
in the communities, then the user will not show positive
knowledge-sharing behaviors and instead will present
knowledge hiding behaviors, which would mean deliberately
ignoring or avoiding the questions asked by others. Ac-
cordingly, the following hypothesis is formulated:

H1: Self-efficacy negatively affects knowledge hiding
behavior
H1a: Self-efficacy negatively affects evasive hiding
H1b: Self-efficacy negatively affects playing dumb
H1c: Self-efficacy negatively affects rationalized hiding

3.1.2. Outcome Expectation. Outcome expectation refers to
an individual’s beliefs about the consequences of behavior he
or she will take. As mentioned above, Hsu et al. [26] in-
corporated the outcome expectation into the knowledge-
sharing model of the social cognitive theory. Because
knowledge sharing and knowledge hiding are almost similar,
this study takes the outcome expectation as one of the re-
search variables to discuss the hypothesis between it and
knowledge hiding. Based on SCT, positive expectations are
regarded as incentives, because individuals often act
according to the standard of self-interest. 0erefore, we
realize that individuals in the Q&A communities will im-
plement knowledge sharing only when their expectations are
met. At present, in the existing research on the impact of the
outcome expectation on users’ knowledge behavior,
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Constant et al. [34] found that knowledge sharing behavior
occurs when the benefits of the user’s knowledge sharing
behavior are comparable or exceed the initially expected
reward. Bock et al. [35] confirmed that sharing behavior can
be promoted when individuals receive benefits. 0e research
conclusions of two scholars confirm that there is a positive
impact between outcome expectation and knowledge
sharing. In addition, Tang and Mao [36] found that indi-
viduals actively share their knowledge to gain respect from
others by using the hierarchical regression method but when
they feel isolated and threatened, they tend to reduce their
knowledge-sharing behavior. 0is coincides with the re-
search conclusion of Zhang et al. [37] and Dai [38], that is,
the outcome expectation negatively affects knowledge hiding
behavior. Similarly, in the socialized Q&A communities,
users will tend to adopt a positive attitude towards
knowledge-sharing behavior if they feel recognition and
respect from other users; if users feel their knowledge-
sharing behavior brings less expected reward or harms their
interests, then users will tend to reduce or stop this behavior,
that is, they tend to exhibit knowledge hiding behavior when
they perceive bad outcome expectation. Accordingly, the
following hypothesis is formulated:

H2: Outcome expectation negatively affects knowledge
hiding behavior
H2a: Outcome expectation negatively affects evasive
hiding
H2b: Outcome expectation negatively affects playing
dumb
H2c: Outcome expectation negatively affects rational-
ized hiding

3.1.3. Community Atmosphere. 0e community atmo-
sphere is a relatively enduring characteristic associated
with the community environment [39]. Many studies have
explored knowledge-sharing behavior based on the per-
spective of organizational atmosphere, for example, Fu
et al. [40] used the grounded theory to conduct explor-
atory research on the connotation structure and ante-
cedents of the community atmosphere and pointed out
that the individual’s perception of the atmosphere is
highly related to the individual’s output. Kim and Park
[41] concluded that organizational atmosphere directly
affects knowledge sharing. Similarly, Li and Ke [17] and
Lu et al. [18] have also studied the impact of external
environmental characteristics on knowledge hiding. In
the socialized Q&A communities, the community atmo-
sphere is mainly manifested in the user’s cognition of the
importance of self-identity and the sense of community
belonging. 0e better the community atmosphere, the
more responsible and interested users feel in contributing
knowledge [42]. 0is suggests that a good community
atmosphere is conducive to a positive community state,
strengthening trust and connection among members,
which in turn promotes members’ knowledge-sharing
activities. 0is study focuses on three dimensions of
community atmosphere: reciprocity, trust, and fairness.

Reciprocity refers to users contributing their knowledge
to learn and use new knowledge returned by other users in
the future [43]. Based on SCT, reciprocity indicates that
there is no unremunerative altruistic behavior between in-
dividuals. For the common survival and development of the
group, individuals will form a variety of interest relation-
ships with each other [44]. Currently, there is a large body of
research studies that argue for a relationship between rec-
iprocity and knowledge sharing. For example, Lin [45] in-
vestigated the role of extrinsic (expected organizational
rewards and reciprocity) and intrinsic (self-efficacy) moti-
vators in knowledge-sharing intention, which found re-
ciprocal benefits significantly affect employees’ attitudes and
willingness to engage in knowledge-sharing behaviors.
According to SCT, since there is a causal relationship be-
tween individuals and the environment, stable communi-
cation between users is often based on reciprocal exchange
behaviors. When users are full of continuous reciprocal
behaviors, they can maintain their trust and dependence on
each other, thus producing positive knowledge contribution
behaviors. As mentioned above, a good reciprocal atmo-
sphere can reduce the occurrence of knowledge-hiding
behaviors in the communities.

Trust, as one of the basic elements of socialization, is a
manifestation of users’ willingness and beliefs, including
their perceptions of sincerity, reliability, kindness, and
justice [46]. Trust is the basis for user communication and
cooperation within socialized Q&A communities. 0e es-
tablishment of trust can deepen the sense of identity and
coordinate conflicts among users, thus promoting the
sharing of information within communities [47]. Looking at
the literature on trust and knowledge sharing, it can be
found that the research is mainly divided into three cate-
gories [48]: the first category focuses on empirical research
and uses survey data to analyze the impact of trust on
knowledge sharing. For example, Chi et al. [49] divided trust
into member trust and community trust, constructed a
theoretical model of the impact of virtual community
governance mechanism with trust as an intermediary var-
iable on knowledge sharing behavior, and found that
member trust and community trust play a significant me-
diating role, respectively; the second category focuses on
theoretical research and theoretically analyzes the impact of
trust on knowledge sharing. For example, Lin et al. [50]
pointed out that trust in both the goodwill dimension and
capability dimension strongly affect knowledge sharing; the
third category is game research. For example, Zhang et al.
[51] integrated trust and knowledge-sharing evolutionary
game into the same framework and pointed out that cog-
nitive trust plays an important role in knowledge contri-
bution. In socialized Q&A communities, users will gradually
develop trust as they interact with each other’s information
and thus believe that someone will lend a helping hand in a
time when they need help. In addition, trust as a complex
and multidimensional concept has led scholars to classify
trust factors into different dimensions for analysis. Among
them, Hsu et al. [26] believed that trust belongs to external
environmental factors, which is the user’s subjective feeling
toward the community. 0is study agrees with Hsu’s points
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of view and based on this division of trust, the trust di-
mension in the community atmosphere is understood as
users’ trust in sharing information and the spirit of unity and
fraternity in the socialized Q&A communities. In summary,
a good trust atmosphere will motivate users to actively
participate in knowledge sharing and thus reduce the oc-
currence of knowledge hiding behaviors.

Fairness refers to users’ perception that the community
treats themselves and others equally and without prejudice.
Users often have a psychological perception of organizational
fairness through the reasonable distribution of material re-
sources or remuneration with other members [52]. Hao [53]
took enterprise employees as the research subject and found
that the advancement of knowledge-sharing behavior is
constrained by inequities within the organization. According
to SCT, the unfair environment reduces the user’s identifi-
cation and emotional attachment to the community, hinders
the communication between users, reduces the probability of
the occurrence of reciprocal behaviors, and thus leads to the
increase of knowledge hiding behaviors. Accordingly, the
following hypothesis is formulated:

H3: Community atmosphere negatively affects
knowledge hiding behavior
H3a: Community atmosphere negatively affects evasive
hiding
H3b: Community atmosphere negatively affects playing
dumb
H3c: Community atmosphere negatively affects ratio-
nalized hiding

As the community atmosphere is a reflective structure
based on the low-level structure of reciprocity, trust, and
fairness, so the item of community atmosphere is composed
of these three factors. According to Becker et al. [54], the
research model based on the concept of more than second
order can be selected by two methods, the repeated index
method and the two-stage method. 0e repeated index
method is used in this study, and it cites that all the indi-
cators of each LOC belonging to the HOC are designated as
the reflective measurement indicators of HOC when con-
structing the model. As an HOC, the community atmo-
sphere forms a second order with LOC of reciprocity, trust,
and fairness, while they form the first order with their nine
projects (shown in Table 1 ). 0erefore, the community
atmosphere will be set as a measurement index with nine
reflections.

Meanwhile, a good atmosphere of reciprocity, trust, and
fairness enables users to perceive the degree of value to be
obtained in the future, thus enabling them to accurately
judge the outcome expectation. 0erefore, a good com-
munity atmosphere can promote the outcome expectation of
users’ knowledge sharing. Accordingly, the following hy-
pothesis is formulated:

H4: Community atmosphere positively affects outcome
expectation

Among them, outcome expectation, as an intermediary
variable, indirectly transmits the influence of community

atmosphere to knowledge hiding behavior, playing a
transmission role. A good community atmosphere enables
users to perceive the value obtained in the future and then
enables users to accurately judge the outcome expectation.
With accurate outcome expectations, users will tend to
strengthen the trust and contact among members, thus,
promoting knowledge sharing. In other words, the com-
munity atmosphere positively affects outcome expectation,
and outcome expectation negatively affects knowledge
hiding behavior, that is, the community atmosphere indi-
rectly has a negative impact on knowledge hiding behavior
by influencing outcome expectation. Accordingly, the fol-
lowing hypothesis is formulated:

H5: Outcome expectation plays a mediating role be-
tween community atmosphere and knowledge hiding
behavior

3.1.4. Request. In the post-epidemic era, the requests for
knowledge and socialized Q&A community services have
changed greatly. In the socialized Q&A communities, the
most original and basic needs should be the users’ requests
for knowledge, which is also the most basic purpose for users
to enter the online knowledge community. Requests are the
premise and foundation for carrying out knowledge service
activities [61], and insight into users’ knowledge require-
ments in the current context is fundamental. Zhang et al.
[62] analyzed the causes, levels, and characteristics of re-
quests and found that in the socialized Q&A communities,
users’ requests for knowledge are the premise to promote the
occurrence of knowledge behaviors such as questioning,
querying, and acquiring, which determine the content,
mode, and future development direction of the knowledge
service. Based on the openness of the online community,
users can publish their knowledge requests in the com-
munity anytime and anywhere. However, openness also
brings the problem of a lack of unified planning and
management, resulting in an unbalanced and inadequate
knowledge supply and knowledge requirements satisfaction
in Q&A communities [63]. When the standards required by
users for knowledge cannot be met, users tend to hide their
efforts when participating in knowledge activities, making
their knowledge-sharing efforts lower than the level they can
fully share, forming knowledge hiding behavior. Accord-
ingly, the following hypothesis is formulated:

H6: Request negatively affects knowledge hiding
behavior

3.2. Research Model Construction. Based on the above-
mentioned research hypotheses, this study proposes a re-
search model on the influencing factors of knowledge hiding
behavior in socialized Q&A communities based on social
cognitive theory, as shown in Figure 1. Taking self-efficacy
and outcome expectation as individual perception variables,
combined with community atmosphere and request, this
research work studies the influencing factors of knowledge
hiding behavior in socialized Q&A communities and

6 Complexity



discusses the impact of three factors in SCT on three dif-
ferent types of knowledge hiding behavior.

3.3. Questionnaire Design. 0is study uses users of Zhihu as
the research target. 0e samples were collected by randomly
issuing questionnaires on the Internet. 0e questionnaire
consists of three parts: (1) a basic description of the

questionnaire, which explains the purpose of the research;
(2) basic information about the respondents and their basic
use of the Zhihu platform; and (3) measurement questions
on the research variables, that is, respondents answer
questions based on their personal experiences and feelings.

0e measurement indicators for this study were taken
from existing literature and have been adapted according to
the current use of socialized Q&A communities in China

Table 1: List of questionnaire measurement items.

Variables Title item References

Self-efficacy

I think I can bring valuable content related to epidemic prevention and control to other users

[55]I think I have a lot to say about relevant knowledge of epidemic prevention and control
It makes no difference to me whether other users respond to what I post or not

I prefer to answer questions with a high degree of certainty

Outcome expectation

I get a sense of satisfaction and achievement when the knowledge I share is widely recognized

[35]

When the knowledge I shared receives many likes, the number of quality answers I contribute
will increase

When I am praised for the knowledge I share, I feel that I am recognized and respected
I am more effective at contributing quality responses when the act of sharing brings the

expectation of interpersonal benefit
0e level of responses I contribute will increase when the act I share brings the expectation of

financial gain

Community atmosphere
(reciprocity)

When I answer others’ questions in the community, I want others to answer mine too

[45]When I share knowledge about epidemic prevention and control, I want to be able to take
knowledge from the community as well

I think Zhihu is a platform where interests are exchanged

Community atmosphere
(trust)

I believe there is a spirit of camaraderie and mutual support in the community

[56]I think you can find a sense of belonging in a community
I believe that the knowledge about epidemic prevention and control I have gained from the

community is reliable

Community atmosphere
(fairness)

I think what I get is fair compared to how motivated I am to answer questions
[57]I think what I get is fair compared to the amount of time I contribute to the community

I think it is fair to say that the quality answers I provide are the same as the quality answers I get

Request

When the requests for knowledge meet physiological and safety needs, I will improve the
knowledge sharing

[58]When the requests for knowledge meet social needs, I will improve the knowledge sharing
When the requests for knowledge meet self-fulfilling needs, I will improve the knowledge

sharing

Knowledge hiding

In the community, when another user asks for knowledge about epidemic prevention and
control, I give a response that may not be the information he needs

[59]
In the community, when other users ask for knowledge about epidemic prevention and

control, I refuse to help even if I know the answer
In the community, when other users ask for knowledge about epidemic prevention and
control, I reply “I will help later” but in reality, it is “I will delay as long as I can.”

In the community, I prefer to hoard knowledge rather than share it

Knowledge hiding (evasive
hiding)

When someone asks for information about epidemic prevention and control, I will verbally
promise to help him but I do not really intend to help him

[60]

When someone asks for information about epidemic prevention and control, I will agree to
help him but will give him a different message

When someone asks for information about epidemic prevention and control, I will tell him I
will help him in the future but actually, I put it off for as long as possible

Knowledge hiding (playing
dumb)

When I exchange information with other users, although I know some information, I say I do
not know

When I exchange information with other users, I pretend not to know what they are talking
about

Knowledge hiding
(rationalized hiding)

When other users ask for information about epidemic prevention and control, I explain that
the information is confidential and is only visible to specific people

When other users asked for information about epidemic prevention and control, I say I do not
know much about this topic

When other users asked for information about epidemic prevention and control, I will tell
them I want to tell them, but I cannot
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and the research content of this study. 0e questionnaire
used a five-level Likert scale to measure variables, corre-
sponding to the level of strongly disapprove, disapprove,
neutral, approve, and strongly approve as shown in Table 1.

4. Data Collection and Analysis

4.1. Sample Collection and Descriptive Analysis.
Considering time cost, economic cost, and other factors, this
questionnaire survey was conducted from June 7, 2022, to
June 27, 2022. 0e questionnaire was designed and dis-
tributed according to 3.3, after comprehensive consideration
of the filling time, filling profile, and filling IP, a total of 151
valid questionnaires were collected within 20 days. 0e
sample size calculation and the information of the target
respondents are shown in Table 2.

Descriptive statistical analysis is carried out on the
abovementioned survey results to find out the internal rules
of these data samples, and further understand the charac-
teristics of the audience groups of this survey through the
scientific description and to prepare for the next analysis.
0e research objects have the following characteristics:

(1) Gender characteristics: in the results of this research,
the sample size of males is 81, accounting for 53.6%
of the total sample; the sample size of females is 70,
accounting for 46.4% of the total sample, relatively
speaking, males account for a larger proportion.

(2) Age characteristics: users aged 19–30 account for the
highest proportion; such users are generally college
students or young people who have just started
working. 0ey have more free time and no life
pressure, so they may increase investment in en-
tertainment. 0is is followed by users over 40 years
old, whose personal ability tends to be saturated and
they can spend more time on the network. Users
aged 30–40 account for 12% of the total, such users
are generally already working. Because of various
factors such as personal thirst for knowledge and
social needs, they choose to use online knowledge
communities to enrich their personal experience

after their daily work. Users under the age of 18
accounts for the smallest proportion, because these
users are minors, and the use of the Internet will be
controlled by the family, society, software, and other
aspects. 0ese age characteristics reflect the diversity,
youth, and inclusiveness of the community.

Evasive
Hiding

Playing
Dumb

Rationalized
Hiding

Knowledge
Hiding

Community
Atmosphere

Outcome
Expectation

Fairness

Reciprocity

Trust
Request

Self-efficacy

Figure 1: research model of influencing factors of knowledge
hiding behavior.

Table 2: Descriptive statistics of knowledge hiding behavior survey.

Item Category Frequency
(N� 151)

Percentage
(%)

Gender Female 70 46.4
Male 81 53.6

Age

18 years and under 17 11.3
19–30 years 91 60.3
30–40 years 18 12.0

40 years and over 25 16.4

Educational
level

Middle school 3 2.0
High school 7 4.6

Technical secondary
school or junior

college
12 8.0

Undergraduate 123 81.4
Postgraduate 5 3.3

Ph.D. and above 1 0.7

Occupation

Student 108 71.5
Business or self-

employed 31 20.5

Administrative
agency or
institution

9 6.0

Other 3 2.0

Years of using
Zhihu

1 year and under 9 6.0
1-2 years 57 37.7
3-4 years 58 38.4
4-5 years 25 16.6

5 years and over 2 1.3

Average number
of posts posted
per week

0 93 61.6
1–5 28 18.5
6–10 18 11.9
11–20 12 8.0

More than 20 0 0
Total 151 100.0

Table 3: Overall reliability analysis data.

Cronbach’s
α coefficient

Standardized Cronbach’s
α coefficient

Number
of items

Number
of samples

0.805 0.805 33 151

Table 4: KMO test and Bartlett’s test.

KMO value 0.905

Bartlett’s spherical test
Approximate chi-square 4206.587

Freedom 595
Significance ≤0.001

8 Complexity



(3) Educational level: about 85% of the respondents have
a bachelor’s degree or above, indicating that the users
of online knowledge communities are generally well-
educated and have a good knowledge reserve.

(4) Occupational characteristics: students account for the
highest proportion, followed by people who are
engaged in business or are self-employed, among
which 71.5% are students and 20.5% are businessmen
or self-employed. According to the age structure, the
number of users under the age of 18 is small but the
overall proportion of users is relatively high among
students, indicating that the users who use online
knowledge communities are mostly college students,
masters, and Ph.D. business employees who have a
large base in the social structure, so their proportion
is also high.

(5) Years of using Zhihu: 6% of the respondents have
used Zhihu for 1 year or less, 37.7% for 1–2 years,
38.4% for 3-4 years, 16.6% for 4-5 years, and 1.3% for
more than 5 years, which ensures that the respon-
dents are all users who have used Zhihu. It also shows
that the user viscosity of Zhihu is very good, and the
average years can reach more than 3 years.

(6) 4e number of posts per week: most of the Zhihu
users in the sample are few replies and posts, and the
sample size of users who do not post at all is the
largest, accounting for 61.6%. 0e number of users
who post more than 20 posts a week is zero. 0ese
data show that the actual activity of users is not high.
0ere are many divers in Zhihu, and only a few users
are willing to post and interact in the community,
highlighting the potential phenomenon of knowl-
edge-hiding behavior.

4.2. Reliability and Validity Analysis of the Questionnaire.
In this study, the reliability analysis of the questionnaire was
conducted by SPSS 25.0 to check the stability of the ques-
tionnaire; the validity analysis of the questionnaire was
conducted by SPSS and AMOS software to verify the rea-
sonableness of the quantitative data; finally, the goodness of
fit of the model was verified by the structural equation
model.

4.2.1. Reliability Analysis. In general, indicators with good
reliability can be repeated under the same or similar

Table 5: Exploratory factor analysis matrix.

Measurement item
Composition

1 2 3 4 5 6 7 8 9 10
OE1 0.852
OE4 0.824
OE5 0.808
OE2 0.807
OE3 0.778
KH1 0.760
KH3 0.753
KH2 0.752
T3 0.725
SE3 0.840
SE2 0.802
SE4 0.746
SE1 0.738
T1 0.843
T2 0.827
T3 0.823
RE3 0.870
RE2 0.862
RE1 0.859
F2 0.872
F1 0.841
F3 0.820
R3 0.830
R2 0.824
R1 0.791
EH1 0.801
EH3 0.793
EH2 0.775
RH1 0.773
RH2 0.761
RH3 0.696
PD1 0.890
PD2 0.821
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conditions to obtain consistent results. When reliability
tests are conducted among different respondents and
scorers, the higher the consistency of the results obtained,
the higher the reliability of the questionnaire. 0is study
adopts Cronbach’s Alpha reliability measurement method
with high recognition, and according to Kaiser’s stipu-
lation of Cronbach’s α [64], α between 0.5 and 0.6 is not
credible. As can be seen in Table 3, the overall reliability of
the questionnaire variables is 0.805, which shows that the
questionnaire of this study has good reliability, and the
scale used has good internal consistency and is relatively
reasonable in design.

4.2.2. Validity Analysis. 0e validity analysis includes
content validity and construction validity: for content val-
idity, this study refers to published articles and their
designed questionnaire items [35, 45, 55–57, 59] and makes
some modifications; for construction validity, the degree of
interpretation of the actual test results on the measured
indicators this study conducts an exploratory factor analysis
to questionnaire scales for construction validity testing.
Cerny and Kaiser [65] showed that when the KMO value is
between 0.6 and 1, and the validity is appropriate and
suitable for factor analysis. In this study, the exploratory
factor analysis was adopted to test the validity of the

measurement model and the scale, and the KMO test and
Bartlett’s test table were obtained. According to Table 4,
the significance level of Bartlett’s spherical test chi-square
value is ≤0.001 and the KMO value is 0.905, which in-
dicates that the scale has good validity and is suitable for
factor analysis.

In this study, the factors were extracted based on
principal component analysis, and the rotation method
adopts the Kaiser normalization maximum variance
method and sets the absolute value to 0.5 to estimate the
factor load as shown in Table 5. Self-efficacy, outcome
expectation, community atmosphere, trust, reciprocity,
fairness, request, knowledge hiding, evasive hiding,
playing dumb, and rationalized hiding are expressed as
SE, OE, CA, T, R, F, RE, KH, EH, PD, and RH, respec-
tively. Generally, the absolute value of factor loadings
above 0.4 is considered a significant variable, and above
0.5 is considered a very important variable. As can be seen
from Table 5, the factor loadings are all greater than 0.5,
indicating that the ten factors extracted are well repre-
sented and the factors converge well.

In addition, to further confirm the convergent validity
of variables within the factors of this model and to identify
validity information, the Fornell-Larcker criteria are used
to confirm the results of the model AVE and CR indi-
cators. In general, AVE above 0.5 or CR above 0.7

Table 7: Pearson correlation and AVE root value.

SE OE CA RE KH EH PD RH

SE 0.834

OE 0.367 0.86

CA 0.568 0.452 0.666

RE 0.392 0.352 0.484 0.915

KH -0.415 -0.509 -0.541 -0.477 0.801

EH -0.505 -0.531 -0.544 -0.387 0.512 0.896

PD -0.374 -0.395 -0.429 -0.321 0.352 0.348 0.88

SE OE CA RE KH EH PD RH

RH -0.474 -0.546 -0.562 -0.383 0.434 0.463 0.349 0.804

0e diagonal numbers are the root values of this factor AVE.

Table 6: Evaluation of the model AVE and CR indicators.

Factor Mean-variance extraction AVE value Combined reliability CR value
Factor1 (SE) 0.696 0.899
Factor2 (OE) 0.739 0.933
Factor3 (CA) 0.443 0.888
Factor4 (RE) 0.837 0.938
Factor5 (KH) 0.642 0.877
Factor6 (EH) 0.802 0.923
Factor7 (PD) 0.774 0.871
Factor8 (RH) 0.646 0.845
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indicates high convergent validity and good construct
reliability. 0e Fornell-Larcker criteria require that the
square root of the average variance extracted for a variable
should be greater than its highest correlation with any
other variable. According to Tables 6 and 7, it can be seen
that the degree of extraction of the measures within the
factors is excellent and the first-order variables in the
model meet this requirement.

4.3. Model Fit Analysis and Hypothesized Results

4.3.1. Normality Test. Normal distributions are used in
many scenarios. In general, the study of normality test
methods can be based on the following directions: normality
tests based on statistical plots, normality tests based on
empirical distribution functions, and normality tests based
on skewness and kurtosis [66]. In this study, a normality test
based on skewness and kurtosis was chosen to verify the
normality of the multivariate data and to determine whether
AMOS analysis could be performed.

When the skewness coefficient is less than 3 and the
kurtosis coefficient is less than 8, the data follow a normal
distribution, otherwise, it does not obey the standard normal
distribution [67]. As can be seen from Table 8, the skewness
coefficients for all variables in this model are less than 3 and
the kurtosis coefficients are less than 8, so these data are
normally distributed and can be used for the AMOS analysis.

4.3.2. Multicollinearity Diagnosis. To test the multi-
collinearity problem of the current model, this study per-
forms an analysis of multiple linear regression on the
variables. In the regression model, the variance inflation
factor (VIF) provides a measure of collinearity. If VIF <5,
there is essentially no collinearity; if VIF exceeds 10, mul-
ticollinearity exists. According to Table 9, one of the VIF
values is greater than 5, which is because the survey object is
only for Zhihu users and there are certain restrictions on the
basis and scope of the sample, and the basis of data collection
is not wide enough. However, on the whole, the values of the
independent variable multicollinearity test index VIF of this
model are far below 10, which indicates that there is no
multicollinearity between the independent variables, and the

Table 9: Multicollinearity test results.

Elements Collinearity statistics
Tolerance VIF

SE

SE1 0.438 2.281
SE2 0.291 3.433
SE3 0.362 2.763
SE4 0.490 2.040

OE

OE1 0.279 3.585
OE2 0.308 3.244
OE3 0.422 2.369
OE4 0.283 3.532
OE5 0.343 2.916

CA

R1 0.445 2.247
R2 0.306 3.267
R3 0.401 2.496
T1 0.281 3.565
T2 0.211 4.740
T3 0.228 4.385
F1 0.230 4.357
F2 0.273 3.663
F3 0.340 2.940

RE
RE1 0.213 4.693
RE2 0.178 5.629
RE3 0.313 3.195

KH

KH1 0.445 2.249
KH2 0.428 2.338
KH3 0.532 1.881
KH4 0.440 2.271

EH
EH1 0.278 3.591
EH2 0.351 2.852
EH3 0.224 4.466

PD PD1 0.422 2.370
PD2 0.398 2.515

RH
RH1 0.475 2.105
RH2 0.456 2.191
RH3 0.457 2.188

Table 8: Normality test of observed variables.

Observed
variables

Skewness Kurtosis

Statistics Standard
error Statistics Standard

error
SE1 −0.230 0.197 −0.999 0.392
SE2 0.077 0.197 −1.656 0.392
SE3 −0.207 0.197 −1.139 0.392
SE4 0.076 0.197 −1.214 0.392
OE1 −0.050 0.197 −1.497 0.392
OE2 −0.082 0.197 −1.530 0.392
OE3 −0.219 0.197 −0.886 0.392
OE4 0.026 0.197 −1.496 0.392
OE5 −0.148 0.197 −1.354 0.392
R1 −0.367 0.197 −1.277 0.392
R2 −0.235 0.197 −1.488 0.392
R3 −0.366 0.197 −1.123 0.392
T1 0.017 0.197 −1.581 0.392
T2 0.032 0.197 −1.602 0.392
T3 0.043 0.197 −1.630 0.392
F1 −0.223 0.197 −1.656 0.392
F2 −0.323 0.197 −1.332 0.392
F3 −0.217 0.197 −1.400 0.392
RE1 −0.155 0.197 −1.679 0.392
RE2 −0.178 0.197 −1.656 0.392
RE3 −0.225 0.197 −1.304 0.392
KH1 0.085 0.197 −1.392 0.392
KH2 0.213 0.197 −1.353 0.392
KH3 0.263 0.197 −0.935 0.392
KH4 0.470 0.197 −1.112 0.392
EH1 0.197 0.197 −1.579 0.392
EH2 0.283 0.197 −1.208 0.392
EH3 0.178 0.197 −1.681 0.392
PD1 −0.340 0.197 −1.291 0.392
PD2 −0.432 0.197 −1.249 0.392
RH1 0.120 0.197 −1.221 0.392
RH2 −0.155 0.197 −1.396 0.392
RH3 −0.135 0.197 −1.498 0.392
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degree of interaction between them does not affect the ac-
curacy of the analysis of their respective effects, which meets
the requirements of the model test criteria.

4.3.3. Simulation Fit Analysis. In this study, 151 valid
questionnaires are collected and the Amos 24 is imported
for the structural equation model analysis. 0e measure-
ment model of the structural equation model in this study
includes 10 latent variables, 33 observation variables, and
43 residual terms. 0e final model diagram is shown in
Figure 2:

As shown in Table 10, this study analyzes the overall
fitting index of the model from two aspects: absolute ad-
aptation index and value-added adaptation index through

verification factor analysis. From the data in the table, it can
be seen that the index of most aspects of the model is suitable
for the evaluation criteria, and the overall goodness of fit is
good. A model is acceptable on the premise that multiple of
these criteria fit well and cannot be too far from the cut-off
values. 0erefore, this shows the research model in Figure 2
can evaluate the research question of influencing factors of
knowledge hiding behavior in socialized Q&A communities,
and it can be considered that the fit of this model is
acceptable.

4.3.4. Hypothesis Test Results. In this study, the path
analysis of the structural equation model is used to

Table 10: Model fitting indicators.

Statistical test
volume Name Adaptation

criteria
Test result

data
0e model fits or

not

Absolute fit index

χ2/df Chi-square degrees of freedom ratio <3 1.995 Fits
GFI 0e goodness of fit index >0.9 0.977 Fits

RMSEA Root mean square error of
approximation <0.1 0.081 Fits

RMR Root mean square error <0.1 0.066 Fits

Value-added adaptation
index

CFI Comparative fit index >0.9 0.868 Not fits
NFI Normed fit index >0.9 0.927 Fits
NNFI Non-normed fit index >0.9 0.853 Not fits
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Figure 2: 0e structural equation model.
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calculate the standardized path coefficients between po-
tential variables. As shown in Figure 3, by studying the
standardized path regression coefficients between model
variables, the causality hypothesis of each potential variable
of the knowledge hiding model is verified, and the results of
the hypothesis verification are more intuitively and clearly
explained.

As can be seen from Table 11, the hypothesis proposed in
this study is partially valid and the research model of
knowledge hiding behavior constructed indicates that out-
come expectation, community atmosphere, and request
negatively affect knowledge hiding behavior; self-efficacy,
outcome expectation, and community atmosphere and all of
these negatively influence the three different types of

Table 11: Hypothesis test results.

Hypothesis Path Path coefficient P value Test result
H1 Self-efficacy⟶ knowledge hiding −0.088 0.298 Not established
H1a Self-efficacy⟶ evasive hiding −0.316 ≤0.001 Established
H1b Self-efficacy⟶ playing dumb −0.193 0.042∗∗ Established
H1c Self-efficacy⟶ rationalized hiding −0.257 0.003∗∗∗ Established
H2 Outcome expectation—> knowledge hiding −0.322 ≤0.001 Established
H2a Outcome expectation⟶ evasive hiding −0.379 ≤0.001 Established
H2b Outcome expectation⟶ playing dumb −0.259 0.004∗∗∗ Established
H2c Outcome expectation⟶ rationalized hiding −0.423 ≤0.001 Established
H3 Community atmosphere⟶ knowledge hiding −0.307 0.002∗∗∗ Established
H3a Community atmosphere⟶ evasive hiding −0.202 0.026∗∗∗ Established
H3b Community atmosphere—> playing dumb −0.251 0.020∗∗ Established
H3c Community atmosphere⟶ rationalized hiding −0.261 0.008∗∗ Established
H4 Community atmosphere⟶ outcome expectation 0.423 ≤0.001 Established
H6 Request⟶ knowledge hiding −0.258 ≤0.001 Established
H5 Community atmosphere⟶ outcome expectation⟶ knowledge hiding ≤0.001 Established
∗∗∗, ∗∗, ∗ represent the significance levels of 1%, 5%, and 10%, respectively.
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knowledge hiding; there is a positive effect between com-
munity atmosphere and outcome expectation, with outcome
expectation mediating significantly between community
atmosphere and knowledge hiding behavior. 0e P values
indicate that the model is significant at all path levels and all
paths are valid (except H1).

5. Conclusion

Based on social cognitive theory, this study establishes a
research model of the influencing factors of users’ knowl-
edge hiding behavior in socialized Q&A communities. Six
hypotheses are proposed through the analysis of literature
on knowledge hiding. In this study, the influencing factors of
knowledge hiding behavior are divided into four aspects:
self-efficacy, outcome expectation, community atmosphere,
and request where the community atmosphere is split into
three dimensions of reciprocity, trust, and fairness. More-
over, it explores the influence of the three factors of SCTon
the three types of knowledge hiding behavior, namely,
evasive hiding, playing dumb, and rationalized hiding.
Knowledge hiding behavior of “Zhihu” users in epidemic
prevention and control under the background of post-epi-
demic era is studied through multiple factors, and the
structural equation model is used to verify the model. Five of
the six hypotheses in the model are significantly supported.

(1) 0e results show that outcome expectation, com-
munity atmosphere, and request negatively affect
users’ knowledge hiding behavior. As Constant et al.
[34] and Fu et al. [40] believe, users’ personal output
is related to their perceived environment and per-
ceived benefits. When users are in an environment
with a low sense of fairness, reciprocity, and trust,
and think that the benefits brought by their efforts
are not higher than expected; then, they often lose
their willingness to share, which is consistent with
the research conclusion of Gu [68] and Han [69]. In
addition, different from previous studies, this study
expands on the influencing factors of knowledge
hiding behavior and finds that request also negatively
affects knowledge hiding. Users’ knowledge re-
quirements for epidemic prevention and control
topics are often based on reliability and authenticity,
and they hope that the acquired knowledge can play
a defensive role. When these requirements cannot be
met, users will lose their desire to share and com-
municate, hide their knowledge, and form knowl-
edge-hiding behavior. According to Xie [70],
promoting situational regulation and controlling the
community atmosphere play a good role in regu-
lating knowledge hiding. 0erefore, to improve
users’ participation in the socialized Q&A commu-
nities, it is suggested that promoting and main-
taining a virtuous circle of positive reciprocity in the

community and actively paying attention to meeting
user requirements are vital, so that users can fully
trust and rely on the community. Knowledge-shar-
ing behavior should be promoted by improving the
organizational reward mechanism [71], thus it is
suggested that the community regularly reward users
who actively share knowledge publicly so that users
feel respected and recognized. Certain rewards will
also become themotivation for users to actively share
knowledge.

(2) 0e results show that self-efficacy, outcome ex-
pectation, and community atmosphere negatively
affect evasive hiding, playing dumb, and ratio-
nalized hiding. On one hand, according to the
definition of knowledge hiding’s three types from
Connelly et al. [11], the occurrence of different
types of knowledge hiding behavior may be af-
fected by external incentives and user’s benefits. If
users lack formal contractual relationships or
certain external incentives, they will not have a
high willingness to share. When other users in the
community ask questions, users will consciously
expect to be in a mutually beneficial state. Once
this does not happen, they may hide knowledge
and automatically make evasive behavior. On the
other hand, when answering other people’s
questions, some users with low self-efficacy will
reduce the expectation of successfully contributing
knowledge in the network knowledge space to
avoid disappointing results, which leads to the
occurrence of three types of knowledge hiding. 0e
insecurity of the environment affects knowledge
hiding through emotional exhaustion [72]. Hence,
a fair and open environment in the communities
should be ensured and monitoring channels for
community managers and service providers
should be established. At the same time, for some
divers, the community can set appropriate re-
strictions, such as reading permission restrictions,
to effectively reduce the users’ knowledge hiding
behaviors.

(3) 0e results show that community atmosphere
positively affects outcome expectation, and out-
come expectation plays a significant intermediary
effect between community atmosphere and
knowledge hiding behavior. According to Bandu-
ra’s social cognitive theory [29], environmental
factors have a certain impact on individual factors.
Outcome expectation is an individual behavior, and
users will make a subjective judgment on whether
their input is directly proportional to their income.
When users first enter the community, they are not
sure whether they can get the same return through
knowledge sharing because the new environment is
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unfamiliar, and they do not receive any benefit from
it. Based on the mentality of mutual benefit, the
user’s expected reward is 0, so the user will be more
inclined to knowledge hiding behavior at the be-
ginning. When users have a deeper understanding
of their community atmosphere, if the community
atmosphere itself is not ideal, that is., there is a
fraud, inadequate incentives, and uneven distri-
bution of material resources, people may hold a
negative attitude toward reciprocity. 0erefore,
they are not willing to trust others easily, and their
expectation of knowledge sharing also decreases.
On the contrary, when the user is in an atmosphere
with a strong sense of fairness, trust, and reci-
procity, they will have a good expectation of the
consequences of sharing knowledge. 0en, the user
will spend more time in Q&A communities and will
be more willing to share knowledge rather than
hiding knowledge. A good community atmosphere
will strengthen the communication and contact
between users, thus affecting users’ judgment of the
outcome expectation [39]. Moreover, with the
communication between users, the reciprocal ex-
change behavior between them becomes more and
more frequent, users believe that when they need
help, others will take the initiative to lend a helping
hand so as to achieve a satisfactory response. 0is
will encourage both sides to produce sustained and
stable knowledge sharing and contributary behav-
ior. 0ese findings explain the mediating effect of
outcome expectation between community atmo-
sphere and knowledge hiding behavior, and this
conclusion is consistent with the research conclu-
sions of Zhu et al. [73].

(4) 0e results of the model data rejected the original
hypothesis H1, that is, self-efficacy negatively affects
knowledge hiding behavior which is contrary to the
results. 0is is due to the anonymity and high
openness of the Q&A community. Users can hide
their true identity and speak freely during use.
0erefore, even if the user has a low sense of self-
efficacy and does not have enough confidence to
provide high-quality answers, anonymity will add a
protective film to the user’s psychology, thereby
reducing the impact of self-efficacy on knowledge
hiding. In addition, the result of this hypothesis is
also related to the fact that the users of the ques-
tionnaire may not be strict with the way they handle
the questionnaire, or because the questionnaire is
aimed at a small number of users and only represents
the views of some people.

0is study synthesizes the previous research studies on
knowledge hiding in a socialized Q&A community based on
the social cognitive theory, expands its influencing factors to
request, and expands the research boundary and theoretical

knowledge related to knowledge hiding behavior. It un-
derstands and enriches the research on the behavior of the
Q&A community from a dual perspective. From the user’s
point of view, it explores the reasons for knowledge hiding
based on the user’s thoughts, so as to reduce the chance of
knowledge hiding generation by making more users par-
ticipate in the interaction of the Q&A community, thus
promoting the occurrence of knowledge sharing behavior.
0e reduction of knowledge hiding behavior is also con-
ducive to further promoting the benign development of the
Q&A community, so as to create a fair, interactive, and open
community environment for users, thereby deepening the
connotation and extension of knowledge hiding and
strengthening the closeness between users and communities.
In terms of health information, this study will help the public
to timely master the real-time epidemic prevention and
control knowledge, reduce the obstacles that may be en-
countered in the dissemination of relevant knowledge, help
the public accurately grasp the characteristics of public
health information needs, and provide an effective reference
for the society to better serve the public. It is also of great
significance to boost users’ usage experience and to optimize
knowledge community ecology.

0e limitations of this study are mainly reflected in the
sample data of the empirical research stage. In the phase of
data collection, only 151 valid questionnaires were col-
lected due to the restrictions of time, manpower, and other
objective reasons. In the future, we will consider expanding
the number of sample size and combining different in-
terview methods, such as focus groups and one-on-one in-
depth interviews. In addition, the coverage of the ques-
tionnaire in this study is insufficient and the research data
are all from Zhihu, which cannot cover all types of com-
munities. 0e universality of the research results for other
Q&A communities needs to be studied. 0erefore, further
data from multiple platforms should be considered in
future research studies to explore the applicability of re-
search results and enhance the credibility of the research
study. In addition, knowledge hiding is also closely related
to team structure. 0e heterogeneity between users will
affect the size of the difference. When the difference is
small, knowledge hiding may also be affected. 0erefore, in
future research studies, we should pay more attention to
diversity. At the same time, this study has less discussion on
the three types of knowledge hiding. In the future, we
should increase the discussion on the connotation and
dimensions of knowledge hiding behavior and more
comprehensively discuss whether users’ knowledge hiding
behavior is active or passive in order to strengthen the
consideration of “tacit knowledge.” [74].
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Air temperature (AT) prediction can play a significant role in studies related to climate change, radiation and heat flux estimation,
and weather forecasting. *is study applied and compared the outcomes of three advanced fuzzy inference models, i.e., dynamic
evolving neural-fuzzy inference system (DENFIS), hybrid neural-fuzzy inference system (HyFIS), and adaptive neurofuzzy
inference system (ANFIS) for ATprediction. Modelling was done for three stations in North Dakota (ND), USA, i.e., Robinson,
Ada, and Hillsboro. *e results reveal that FIS type models are well suited when handling highly variable data, such as AT, which
shows a high positive correlation with average daily dew point (DP), total solar radiation (TSR), and negative correlation with
average wind speed (WS). At the Robinson station, DENFIS performed the best with a coefficient of determination (R2) of 0.96 and
a modified index of agreement (md) of 0.92, followed by ANFIS with R2 of 0.94 and md of 0.89, and HyFIS with R2 of 0.90 and md
of 0.84. A similar result was observed for the other two stations, i.e., Ada and Hillsboro stations where DENFIS performed the best
with R2: 0.953/0.960, md: 0.903/0.912, then ANFIS with R2: 0.943/0.942, md: 0.888/0.890, and HyFIS with R2: 0.908/0.905, md:
0.845/0.821, respectively. It can be concluded that all three models are capable of predicting ATwith high efficiency by only using
DP, TSR, and WS as input variables. *is makes the application of these models more reliable for a meteorological variable with
the need for the least number of input variables. *e study can be valuable for the areas where the climatological and seasonal
variations are studied and will allow providing excellent prediction results with the least error margin and without a
huge expenditure.
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1. Introduction

One of the commonly measured weather parameters is the
air temperature (AT), which measures the relative motion/
kinetic energy of the component gases that constitute air. It
increases when the molecules of a gas are moving more
quickly and vice versa. ATestimation is an important process
for several applications, such as in studying vector-borne
diseases [1, 2], weather forecasting, climate change [3–5],
epidemic forecasting [6], veterinary uses, radiation [7], and
heat flux estimation [8], estimation of water potential and
vapour pressure deficit [9, 10], ecology [11–13], wastewater
treatment [14–16], hydrology [17], urban land use, and
urban heat island [18]. *e estimation of AT is usually
conducted by weather metrological stations and is consid-
ered an essential weather parameter, which is usually
measured with high accuracy [19].

1.1. Application of Classic Machine Learning Models.
Improvement of the accuracies of various high-impact
weather prediction models using machine learning (ML)
models have been the focus of most research activities re-
cently [20–23]. *is is based on the nonreliance of ML
models on input variables’ multicollinearity; hence, they can
process numerous input variables [24]. *e development of
ML-based models for a multitude of stations is achievable
and as such, it is possible to monitor the spatial distribution
of the prediction such as AT, when the ML models are fed
with spatially continuous input parameters [25, 26]. *e
postprocessing of the hourly temperature outputs of the
Advanced Regional Prediction System (ARPS) using an
artificial neural network (ANN) has been investigated by
Marzban [27]. *e study achieved an average of 40% decline
in the mean squared error (MSE) for the validated weather
stations. Various ANN-based models for AT prediction
during winter periods have been developed by Jain et al. [28].
*e training of the developed models involved the use of
patterns that included 6-hours of previous weather infor-
mation, such as WS, relative humidity (RH), AT, time of the
day, and TSR. In another study by Jang et al. [29], the
authors predictedAT in Southern Quebec (Canada) based on
the use of the ANN model and AVHRR images. *e
employed ML model was trained using Lev-
enberg–Marquardt backpropagation (LM-BP) while the
LM-BP was improved using the early stopping method to
ensure the generalization of the learning process of the
networks. As per Smith et al. [30], the prediction perfor-
mance of ATmodels during winter periods can be improved
by incorporating seasonal information in the input pattern,
followed by an extension of the duration of previous data to
at least 24 hours. *e monthly mean AT prediction per-
formance of ANN and Support Vector Regression (SVR)
have been studied by Salcedo-Sanz et al. [31] based on the
previously measured values in New Zealand and Australia.
*e models were also used to predict the climate indices of
importance within the studied region. From the results, the
SVR model outperformed the ANN model in terms of
prediction performance. However, the authors reported that

last years of the test set do not allow the consistency of the
prediction performance of different algorithms due to the
high fluctuations. Various models, ranging from simple
correction (i.e., mean bias) to ML models (such as ANN and
random forest (RF)), have been investigated by Eccel et al.
[32] for improving the minimumATprediction performance
of two numerical models for weather prediction. *e out-
come of the comparative study showed that the RF model in
comparison to the other models achieved the best perfor-
mance in terms of being easier to automate. An establish-
ment of ANN-based models for AT prediction has been
developed by Smith et al. [33]. *e models were developed
for AT prediction throughout the year using the data col-
lected since 2005. *e ability of the polynomial neural
network to bias-correct the National Oceanic and Atmo-
spheric Administration (NOAA) mesoscale model for
hourlyATprediction has been reported by Vashani et al. [34]
while another study by Şahin [35] reported monthly mean
ATprediction using remote sensing dataset and ANN model
in 20 Turkish cities. *e performance of the developed ANN
model in monthly mean ATmodelling using remote sensing
data was reported as efficient and accurate. Moreover, de-
ciding those hyperparameters is challenging to the non-
stationary data.

1.2. Application of Hybrid Machine Learning Models. *e
trend of hybrid model application is growing year by year
as per its scientific advantages and higher robustness. *e
ANFIS and ANN models have been evaluated for effec-
tiveness in long-term monthly AT prediction at 30 Iraqi
weather stations Kisi and Shiri [36]. *e models were
trained using the monthly data of 20 weather stations while
the data for the remaining 10 stations were used for model
validation. *e models were also compared against each
other in terms of prediction performance and the outcome
showed that the ANN model performed better than the
ANFIS model in the test period. Moreover, the authors
suggested further investigations with other techniques and
data management scenarios for the generalization of the
application such as other important climatologic variables.
Besides, a couple of studies applied a hybridization of
adaptive neurofuzzy inference system with optimization
methods using mutation Salp Swarm Algorithm as well as
Grasshopper Optimization Algorithm (ANFIS-mSG) and
particle swarm optimization (ANFIS-PSO) to simulate the
soil temperature using univariate independent variables
and the high-strength concrete shear strength using
multiple independent variables [37, 38]. Both studies re-
ported marginal performance gains compared to the
performance of the ANFIS standalone model. Also, both
studies reported the hybrid model is limited to the uni-
variate, i.e., AT scenario, and needs to use more derivative
data from the primary character. *e study by Yi et al. [39]
focused on improving the AT prediction accuracy of the
Local Data Assimilation and Prediction System (LDAPS)
model used in Seoul, South Korea. *e study deployed SVR
and linear regression models for this purpose and found
that the prediction accuracy of the SVR model was higher
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than that of the linear regression model. A hybrid model
consisting of a regularized extreme learning machine
(RELM) and a global climate model has been presented by
Shin et al. [40] for seasonal prediction of field-scale daily
mean AT. *e hybrid model was found capable of per-
forming accurate long-term field-scale AT prediction. *e
authors advised examining the appropriateness of other
regression models to replace the base model. Besides, this
can be applied for long-range prediction of other meteo-
rological variables, such as solar radiation, humidity, and
rainfall, which are critical meteorological variables in ag-
ricultural management. *e use of various models (RF,
SVR, ANN, and a multimodel ensemble (MME)) to correct
the output of LDAPS models when predicting 2-day
maximum and minimum AT in South Korea has been
reported by Cho et al. [41]. From the results of the analysis,
the MMEmodel achieved the best generalization compared
to the other three single ML models. Also, the authors
suggested applying a more refined ensemble technique (i.e.,
weighted) for operational purposes. Moreover, [42] applied
DENIFS for modelling coagulant dosage rates using an
online and offline approach. *e authors selected 6 features
to perform that and found online approach stands alone as
per R (0.80).

1.3. Research Motivation. Following the reported literature
on the ATsimulation, the implementation of MLmodels has
progressed remarkably over the past decade. Yet, there is no
single generalized ML that can be applied for diverse re-
gional characteristics. Conceptually, AT phenomena high-
light stochastic and nonstationary process as it is highly
correlated with several synoptic climate features and hy-
drometeorological parameters. *e introduction of a new
ML model for AT is still an interesting topic for hydrology
and climate scientists. Investigation of new paradigms that
are reliable and robust in mimicking the AT trends is an
open research domain. *us, the current research has se-
lected three stations, i.e., Robinson, Ada, and Hillsboro
located in the USA where AT was predicted by imple-
menting three advanced fuzzy inference system models
which are ANFIS, DENFIS, and HyFIS. *e selection of
those three different meteorological stations is to test the
feasibility of the proposed more with the variant trend of AT
as those stations are located in different coordinates. Also
applying the long-range prediction of other meteorological
variables, such as solar radiation and others as a feature to
predict AT, is the necessity of the research. Worth to
mention, DENFIS and HyFIS models were modelled over
the literature for different hydrometrological parameters
and confirmed their feasibility such as pan evaporation [43],
rainfall [44, 45], evapotranspiration [46], land surface
temperature [47], crops suitability [48], and energy con-
sumption [49].

1.4. ResearchObjectives. *emain motivation of the current
research is to investigate advanced inference system models
for ATprediction. To the best of our knowledge, application
of that neurofuzzy algorithm especially DENFIS in the field

of AT of the specific location has never been used. *e
modelling procedure was adopted based on the construction
of different input combinations to predict AT.*e paper has
been divided into four sections: *e first section covers the
introduction which is followed by the methodology section
comprising data description, model concept, and statistical
analysis. *e third section covers the results and discussions
based on statistical analysis done among the models and for
three station datasets. Section four presents the conclusion
along with recommendations for future studies.

2. Materials and Methods

*is section has displayed the explanation of the simulated
dataset and the applied predictive models for the AT
prediction.

2.1. Dataset Overview. In the current research, North Da-
kota (ND) is selected as the case study site for the AT
prediction. *e climate of this region is featured by climatic
variation and land use-land cover changes due to biofuel
production. It is situated in the central northern great plain
of North America and can be distributed into our ecor-
egions, i.e., the lake of Agassiz plain, the northern glaciated
plains, the north-western glaciated plain, and the north-
western great plains [50]. As per the fourth national as-
sessment report published in 2018, the northern great plains
present a challenge for researchers because of their intense
changes in elevation throughout the area leading to geo-
logical, ecological, and climatological fluctuations. Besides,
due to the substantial increment in the temperature and
change in precipitation pattern over the last decades. *ese
climate changes may lead to an increase in temperature up to
2°F–4°F by 2050 [51]. *e study has selected daily data for
three stations at ND from 2015 to 2019. *e selected station
includes Robinson situated in the southern part of ND at
latitude 47° 8′ 35.1384″, longitude −99° 46′ 44.8644″, and an
elevation of 1829m a.s.l., the second is Ada located at lat-
itude 47° 19′ 15.96″, longitude −96° 30′ 50.04″, and an el-
evation of 910m a.s.l., and Hillsboro is at latitude 47° 21′
10.8″, longitude −96° 55′ 19.2″, and an elevation of 886m
a.s.l., as shown in Figure 1.

*e study has selected four metrological characteristics
of the selected areas for modelling which are average AT
expressed in degree Fahrenheit (°F), average dew point (DP)
expressed in °F, total solar radiation (TSR) expressed in
Langley (Ly), and average wind speed (WS) expressed in
meters per hour (mph). *e dataset used for stations has a
sample of size n� 1827 and the descriptive statistics are
presented in Table 1. Furthermore, Figure 2 presents the
correlation analysis between the variables for three stations.
As per Figure 2,ATshows a high positive correlation with DP
which is 0.98, 0.97, and 0.97 for Robinson (see Figure 2(a)),
Ada (see Figure 2(b)), and Hillsboro (see Figure 2(c)) sta-
tion, respectively. Similarly, the results show that WS is
negatively correlated, such as −0.13, −0.18, and −0.27 for
Robinson, Ada, and Hillsboro station, respectively.
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2.2.AppliedPredictiveModels. *eproposedmethodology is
displayed in the form of a flowchart and presented in
Figure 3. Figure 3 shows three interferences in fuzzy AI
predictive models. While several attempts attain to score, the
best hyperparameters for the rule-based nodes of the fuzzy
AI algorithms established the best target values. A detailed
explanation of each method is given in the following
subsections.

*e individual result analysis shows that DENFIS has the
highest R2 (0.968) values when plotted in the scattered di-
agram (see Figure 8(a)) in comparison to ANFIS (R2 0.949)
and HyFIS (R2 0.903) performance shown in Figures 8(b)
and 7 at Robinson station. In addition to that, it is worth
mentioning that Figure 8(c) shows scattered results and in

some cases far from the trend line. *e accuracy of the
models was also evaluated in terms of Nash and MD and
DENFIS performance was excellent during both the training
and validation phase (Nash: 0.968 and MD: 0.919). *is
study has used a modified version of theWillmott formula to
overcome the issues created by the presence of the outliers in
the dataset which helped the study to better evaluate the
model performance.

*us, DENFIS showed the highest fitness for the Rob-
inson station with the least prediction error (i.e., MAE) for
all the considered models. *e model error rates were near
zero with the least outliers which shows it can handle such
data with more ease than others. *e scatter plot also
supports the conclusion which shows the least variation

Robinson
Ada
Hillsboro

ATEMP of average each month of 2015-2019

Ja
nu

ar
y

Fe
br

ua
ry

M
ar

ch

A
pr

il

M
ay

Ju
ne

Ju
ly

A
ug

us
t

Se
pt

em
be

r

O
ct

ob
er

N
ov

em
be

r

D
ec

em
be

r
0

10

20

30

40

50

60

70

North Dakota, USA

Robinson,
North Dakota

Ada, North
Dakota

H
ill

sb
or

o,
N

or
th

 D
ak

ot
a

Figure 1: Study area: Ada, Hillsboro, and Robinson stations, North Dakota, North America.
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from the trend line whereas the ANFIS plot is broader and
HyFIS predicted values forATwere scattered and disordered.
Even though all the three models’ training and validation
result variation is about 10%, DENFIS was able to produce a
consistent result compared to ANFIS and HyFIS.

2.2.1. Dynamic Evolving Neural-Fuzzy Inference System
(DENFIS). One of the recently developed versions of
neurofuzzy models is the dynamic evolving neural-fuzzy
inference system (DENFIS) which, according to [52], is an
extended version of the original evolving fuzzy neural
networks (EFuNN). DENFIS is one of the emerging

connectionist systems and its structural arrangement
stemmed from the original NF models in terms of the
arrangement in various layers while a block of rules made
up the main core [53]. A major attribute of DENFIS is the
use of a clustering procedure for input space partitioning,
which is done in the original NF model using various
clustering techniques, such as fuzzy c-mean clustering and
grid partition (GP), subtractive clustering, etc. DENFIS
relies on the so-called evolving clustering method (ECM)
for input space partitioning into various regions [54, 55].
Furthermore, DENFIS uses only Takagi-Sugeno-Kang for
fuzzy rule base system and triangular fuzzy membership
functions (MFs) generation [56]. A recursive clustering

Table 1: Descriptive statistical parameters for the selected variables in the applied dataset for the analytical approach for the applied models
fit.

Parameters AT DP TSR WS
Mean 40.65 32.32 13.77 9.42
Standard error 0.55 0.50 0.19 0.10
Median 43.23 32.80 12.62 8.61
Mode 60.99 58.88 6.57 5.86
Standard deviation 23.56 21.43 8.07 4.47
Sample variance 555.51 459.50 65.26 20.06
Kurtosis −0.76 −0.46 −1.17 2.31
Skewness −0.41 −0.45 0.33 1.19
Range 110.65 106.52 30.15 34.99
Minimum −27.22 −33.26 0.98 0.95
Maximum 83.43 73.26 31.12 35.94
Sum 74241.17 59017.50 25159.40 17202.90
Count 1826.00 1826.00 1826.00 1826.00

0.98*** 0.66***

0.56***

TSR

DP

WS

–0.13***

–0.13***

–0.17***

ATEMP

(a)
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0.97*** 0.62***
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–0.30***
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Figure 2: Statistical analysis of the applied dataset in terms of pairs plot for (a) Robinson station; (b) Ada station; (c) Hillsboro station.
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algorithm is used to create the rule bases. *e DENFIS
model can be mathematically expressed as in (1) and (2)
[57]; thus:

Rule1: if X1isR11andX2isR12, . . . , XqisR1qthen y isf1 X1, X2, X2, . . . , Xq􏼐 􏼑, (1)

Rule2: if X1isR21andX2isR22, . . . , XqisR2qthen y isf2 X1, X2, X2, . . . , Xq􏼐 􏼑, (2)

where the predictor or input variable is represented by Xi

while y represents the model output or dependent variable;
Rij represents the fuzzy sets while the consequent aspect of
the fuzzy rules is represented [52, 54]. In the standard NF
models, there is a fixed number of fuzzy rules which does not
change during the training process, but in the DENFIS
model, the fuzzy rules are generated, meaning that only the
MFs parameters can change [52, 54]. As such, the calculation
of the output of the DENFIS model only considers an aspect
of the fuzzy rule base called activated rules [52, 54]. *e first
phase of the training process of DENFIS is the use of the
ECM to cluster the input space and build the fuzzy rules.
*is involves two major steps which are (i) the first is
formation of the antecedent part of the rules via finding the
best MFs combination that will activate the cluster centre
and improve the MFS efficiency; hence, the selection and
formation of the antecedent part are achieved; (ii) the second
part is to use the least mean estimation method to fix the
consequent part of the fuzzy rules in consideration of the
existing pattern within the cluster; hence, one cluster is used
for each rule [52, 54, 58]. *e DENFIS model involves the
following steps [59]: (i) presentation of the first N samples

and establishment of the cluster centre using the ECM, (ii)
searching and finding ni <N example for each cluster centre
Ci via closely linking to one of the cluster centers Ci, (iii)
association of the fuzzy rules to the Ci with equality
(rules� cluster), followed by creation of the antecedent
aspects of the rules, (iv) local learning approach-based
calculation of the antecedent linear parameters, (v) initiation
of the first online phase with a new pattern presentation, (vi)
updating the cluster partition using step (iii), (vii) creation of
a new rule upon the establishment of a new cluster, followed
by creation of the new consequent part, (viii) updating the
linear parameters upon creation of a new cluster, (ix) car-
rying out the required adaptation of the related parameters,
and (x) finally, reverting to step (v) for each new sample.*e
architecture of DENFIS is shown in Figure 4.

2.2.2. Adaptive Neurofuzzy Inference System (ANFIS).
Numerous computational techniques exist which combine
artificial neural networks with fuzzy systems to form new
systems that are generically referred to as neurofuzzy sys-
tems [60]. *e study by Jang [61] developed the ANFIS
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model as a popular variant of the neurofuzzy system which
mimics the human way of reasoning by combining the
Takagi-Sugeno fuzzy inference systems with the RBF neural
network [62]. Neurofuzzy systems rely on decision rules and
fuzzy sets to deal with the impreciseness of input data and
domain knowledge; it also allows quick approximation of the
expected solutions [63]. Hence, these intelligent systems
perform well in function approximation, real-time appli-
cations, pattern classification, etc. [60, 64]. *e architecture
of ANFIS is shown in Figure 5.

*e fuzzification of the mode input values (x and y) is the
objective in Layer 1; this implies the conversion of a set of
numerical values into the equivalent fuzzy sets [65]. In this
layer, the output is comprised of a set of membership values
that correspond to the activation level of eachMFs of the input
variables: μA1(X), . . . , μAm(X)􏼈 􏼉 and μB1(y), . . . , μB2(y)􏼈 􏼉.

Each node in Layer 2 corresponds to the previous part of the
inference rule and depicts the likely combinations between the
MFs of the first layer. In this layer, the objective is to establish
the logical relationships between the activated MFs for the
weight (ωi) of each rule to be determined. *e activation
degree of each inference rule is calculated by applying a t-norm
operator, such as minimum or algebraic product, as captured,
respectively, in equations (1) and (2) discussed earlier. *e
objective in Layer 3 is to normalize the weights of the activated
rules using equation (3) [61, 66].

min μA(X), μB(y)􏼈 􏼉, (3)

μA(X) . μB(y), (4)

ωi �
ωi

ω1 + · · · + ωi + · · ·ωn

. (5)

A set of adaptive nodes is made up of Layer 4; these
nodes represent the inference rule’s consequents and pro-
vide each rule’s outputs. A linear function or a constant
value is used to represent each consequent. In the first case,
the parameters of the function are the crisp values of the
input variables (x and y); the computation of the output of
each Layer 4 node 4 is achieved via multiplication of the
weight of the activated rule with the consequent. Lastly,
Layer 5 aggregates the outputs of each node of Layer 4 nodes

(using equations (4) and (5)) by computing the weighted
sum; this provides the final system output as in equation (6)
[61, 67].

f � 􏽘
n

i�1
ωi . fi. (6)

2.2.3. Hybrid Neural-Fuzzy Inference System (HyFIS).
*ere are two learning phases in the HyFIS [68]. Phase one is
structure learning which involves the use of the knowledge
acquisition module to establish the rules. Phase two is the
learning of the parameters for tuning the fuzzy MFs [69] to
ensure the expected level of performance will be achieved.
*is approach is most beneficial because the fuzzy rule base
can be updated with ease when new data sets are available
[70]. A new rule is created for any new set of available data
pairs, followed by updating of the fuzzy rule base by this new
rule (see Figure 6).

*e learning phase of the neurofuzzy model in the HyFIS
employs a gradient descent learning algorithm-based MLP
network for adapting the fuzzy model parameters [71]. *e
model structure simplifies knowledge acquisition, approx-
imate reasoning, and learning from data; it allows the use of
both fuzzy rules and numerical data which brings about the
benefits of the two data sources. In the HyFIS, the proposed
neurofuzzy model is a multilayered ANN that combined
numerous fuzzy systems. As captured in Figure 6, there are
five layers in the system. In this structure, the input node is
the input state signal while the output node is the output
control/decision signal. *e MFs and the rules are repre-
sented by the nodes in the hidden layers.

*e nodes in the first layer are the inputs; their major
role is input signals transmitted to the next layer. *e second
and fourth layers have the term nodes that serve as MFs for
the input-output fuzzy linguistic variables expression. *e
fuzzy sets defined in this layer for the input-output variables
are denoted as large (L), medium (M), and small (S). For the
third layer, each of the nodes is a rule node that represents
only one fuzzy rule. *e certainty factor of the associated
rules between Layers 4 and 5 is represented by the con-
nection weights between the layers, meaning that the weight
values control the level of activation of each rule. Finally, the
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Figure 4: A schematic diagram for working flow of the DENFIS algorithm for the specific dataset.
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nodes that represent the system’s output are the nodes of the
fifth layer.

2.3. Performance Metrics. Model competence and perfor-
mance can be measured based on numerous metrics. Var-
ious performance metrics have been employed for assessing
river WQ data modelling in the past two decades [72]. To
gain more insight into the model performance, it is im-
portant to include the goodness of fit and absolute error
measures [73]. *is study applied seven commonly used
metrics which are coefficient of determination (R2), root-
mean-squared error (RMSE), Nash-Sutcliffe efficiency
(NSE), modified index of agreement (md), mean absolute
error (MAE), and mean absolute percentage error (MAPE)
[74–76] as represented in equations (7)–(12):

R
2

� 1 −
􏽐 ai − pi( 􏼁

2

􏽐 ai − μa( 􏼁
2, (7)

RMSE �

������������

1
n

􏽘

n

i�1
ai − pi( 􏼁

2

􏽶
􏽴

, (8)
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􏽐

n 􏽢ai − pi( 􏼁
2

􏽐 pi − Y( 􏼁
2 , (9)

md � 1.0 −
􏽐

n
i�1 pi − ai

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽐
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􏼌􏼌􏼌􏼌
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, (10)
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1
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􏽘
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i�1
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􏼌􏼌􏼌􏼌, (11)
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n

i�1
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􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 × 100÷n, (12)

where n is the total number of data: a denotes the output
values, p denotes the real values, and μa is the mean value of
the values, and n is the number of observations. In the
current research, several statistical metrics were computed to
have a more informative visualization of the applied pre-
dictive models.*is is due to the limitation of some statistics
such as RMSE which does not provide a sufficient error
distribution. Hence, investigating more than one couple of
statistical metrics can provide a more comprehensive pre-
diction evaluation.

R software has been used for building the applied models
and the statistical measurement. *e applied libraries are
caret, plyr, recipes, dplyr, hydroGOF, and zoo. *e method
CV and LOOCV have been applied. *e best values of the
hyperparameters have been selected.

3. Application Results and Analysis

3.1. Robinson Station. Each model performed differently
based on the dataset gathered from each station. Model per-
formance can be evaluated at different levels such as accuracy

or error generated by the models. As shown in Figure 7(a), the
boxplot presents the relative error (RE) produced by the three
models and it can be observed that the DENFIS result shows
median RE value nearest to zero with the least number of
outliers. On the other hand, even though ANFIS generated an
RE value closest to zero, it produced a lot of outliers in the
lower quartile area. However, in the case of HyFIS, results show
a high amount of RE, a huge deviation from zero, and extended
whiskers due to a lot of outliers. In terms of correlation and
standard deviation results, DENFIS scored the best and is thus
the nearest to the actual value as presented in Figure 7(b),
followed by ANFIS and HyFIS models. Updating the cluster
partition using step in case of DENFIS makes it stands at the
top. Furthermore, it can be concluded that DENFIS is capable
of producing fewer errors in terms of RMSE: 4.031MAE: 3.077,
and MAPE: 0.159, whereas ANFIS and HyFIS generated more
errors of RMSE: 5.142 and 7.271, MAE: 3.870 and 5.954, and
MAPE: 0.354 and 0.277, respectively (see Table 2).

3.2. Ada Station. In the Ada station, it can be observed
that the model behaviour is slightly different than the
results observed in the Robinson station. *e error
produced by the model has a huge impact on the overall
performance and as per the RMSE values, DENFIS can
produce the least error and then ANFIS and HyFIS, i.e.,
4.979, 5.502, and 7.025, respectively. Similarly, when
testing the AT predicting error, the MA error values were
highest for HyFIS and then ANFIS and lowest for
DENFIS, i.e., 5.666, 4.129, and 3.729, respectively (see
Table 3). Similarly, RE values presented as a boxplot in
Figure 9(a) show the deviation of the RE produced by the
models from the desired value, zero. Unlike the previous
model RE performance (i.e., Robinson station), all three
models generated values near zero; however, all produced
outliers in the low quartile of the sample population.
When ranked, HyFIS show higher percentage samples in
the lower quartile and similarly more outliers leading to
be ranked as last whereas sample population distribution
was more equally distributed for DENFIS, including the
outliers. *e overall model performance correlation as-
sessment can be done using Taylor diagram in Figure 9(b)
where DENFIS and ANFIS show almost the same cor-
relation and slight diffidence compared to standard de-
viation results from the actual value.

To estimate the robustness and accuracy of the model in
prediction AT, Nash metrics were estimated. As presented in
Table 3, DENFIS outperformed ANFIS andHyFIS with Nash
values of 0.952, 0.941, and 0.904, respectively. However,
Nash is sensitive to outliers; thus, it is relevant tomeasure the
model performance with other metrics such as R2 and Md.
As visualized in Figures 10(a)–10(c), DENFIS showed best-
fit values when the scatter plot was done with an R2 value of
0.953; ANFIS showed little variation from the trend line with
an R2 value of 0.943; on the contrary, the HyFIS plot was
more dispersed with an R2 value of 0.908. In the case of
DENFIS, the creation of a new rule upon the establishment
of a new cluster, followed by the creation of the new con-
sequent part, made it outperform ANFIS and HyFIS.
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It can be observed from the training and validation result
evaluation that DENFIS outperformed others, and ANFIS
performance was a little behind DENFIS; nonetheless,
HyFIS performance improved from the training to valida-
tion phase in terms of error production with MAPE de-
creased from 0.961 to 0.375 and accuracy of MD was
improved from 0.797 to 0.845. For the Ada station dataset,
DENFIS is the highest performing model and ANFIS is a
good and robust model.

3.3.Hillsboro Station. �emodel error rate for the Hillsboro
dataset for AT prediction showed a similar pattern as dis-
cussed for other stations and DENFIS and ANFIS mean

values were near zero in comparison to HyFIS. Figure 11(a)
clearly shows that HyFIS sample population distribution is
skewed and more deviated towards the lower quadrant. It
can also be observed that when dealing with this dataset the
model produced lots of outliners in both extents of the
quadrants. Furthermore, when Figure 11(b) is perceived, it is
apparent that the Taylor diagram shows that DENFIS is
exceedingly correlated with actual value, even though ANFIS
is not far behind.

In terms of accuracy, Figure 12 was able to specify the
individual performance of the model when predicting AT.
Figures 12(a) and 12(b) evaluations show that the values are
near the trend line and among all DENFIS show the best �t
with R2 of 0.960. Contrarily, HyFIS shows a more random
and disorganized pattern and is away from the trend line (see
Figure 12(c)). �is result can be supported by the evaluation
results produced by Nash and Md as in Table 4. DENFIS
accuracy was highest with Nash: 0.960 and MD: 0.912,
followed by ANFIS and HyFIS with Nash: 0.941 and 0.873
and MD: 0.890 and 821, respectively. Regarding the other
error metrics such as RMSE, MAE, and MAPE, HyFIS
generated the maximum number of errors during the
prediction with RMSE: 8.162, MAE: 6.693, andMAPE: 1.716.
On the contrary, the error caused by the DENFIS and ANFIS
was almost 50% less than HyFIS concerning MAE and
RMSE.

In the overall assessment between testing and training
runs, DENFIS and ANFIS gave similar results except for the
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Figure 7: (a) Boxplot of residual error produced by all the models at Robinson station; (b) Taylor diagram with the comparative per-
formance of the models at Robinson station.

Table 2: Performance metrics at Robinson station for AT
modelling.

Training
Models R2 RMSE MAE MAPE Nash MD
DENFIS 0.971 4.082 3.076 0.134 0.971 0.923
ANFIS 0.949 5.485 4.225 0.370 0.947 0.894
HyFIS 0.919 7.157 5.769 0.312 0.909 0.856

Testing
Models R2 RMSE MAE MAPE Nash MD
DENFIS 0.968 4.031 3.077 0.159 0.968 0.919
ANFIS 0.949 5.142 3.870 0.354 0.949 0.899
HyFIS 0.904 7.271 5.954 0.277 0.897 0.845
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MAPE value of DENFIS. MAPE was much higher in a
testing run but other errors were slightly less. DENFIS
generated RMSE: 4.596, MAE: 3.417, and MAPE: 0.734
followed by ANFIS with RMSE: 5.578, MAE: 4.161 and little
more MAP (1.707) error in comparing the other two errors
for evaluation.�e error devised by MAPE can be due to the
high forecast in this study and since MAPE has no upper
limit it can sometimes lead to di�culty in the assessment.
�e marginal uplifted value by DENFIS might be due to
updating of the linear parameters upon the creation of a new
cluster, following carrying out the required adaptation of the
related parameters.

4. Discussion and Comparative Analysis

Among all stations, the DENFIS model worked well for
Robinson and possibly applied the Willmott formula to
overcome the issues created by the presence of the outliers in
the dataset and the lower correlation in case of WS and the
marginal di�erence in case of DP and TSR. Also, it has been
observed that ANFIS worked better than HyFis in the case of
Ada and Hillsboro due to a lower correlation with WS; so an
upper than 27 in negative relationmakes ANFIS work better.
Few previous studies have been done whereATwas predicted
using other models and has been discussed in this study to

assess the possible future aspect of utilizing FIS type of
models. A study conducted by Karthika and Deka [77]
predicted AT by applying wavelet-ANFIS and ANFIS at
Bhadra station, Karnataka, India. �e result showed the
highest R2: 0.95 for Db4 Gauss wavelet-ANFIS, and ANFIS
produced poor performance, i.e., R2: 0.39. On the contrary,
in this study, DENFIS performed the best with R2:
0.953–0.968 and for ANFIS R2 was 0.942–0.949.

Similarly, another study reported the prediction of
minimum, mean, and maximum ATover southwest Asia by
applying ANFIS with genetic algorithm (GA), particle
swarm optimization (PSO), and ant colony optimization for
continuous domains (ACOR), and di�erential evolution
(DE). �e performance of these models, i.e., ANFIS, ANFIS-
ACOR, ANFIS-GA, ANFIS-DE, and ANFIS-PSO in pre-
dicting max AT in terms of R2 was 0.88, 0.95, 0.93, 0.94, and
0.90, and for min AT the R2 were 0.72, 0.93, 0.93, 0.93, and
0.93, and for mean AT R2 were 0.55, 0.88, 0.92, 0.90, and 0.91
[78]. It is evident from this hybrid ANFIS model that
performance varied between 0.88 and 0.95 and the con-
ventional ANFIS performance £uctuated between 0.55 and
0.88; at the same time, the ANFIS model in this study
performed between 0.942 and 0.949 which shows the model
accuracy was considerably improved in the current research.
In addition to that, the new model DENFIS and HyFIS also
performed well when handling di�erent datasets, i.e., R2

0.953–0.968 and 0.904–0.908, respectively. Another study set
ANFIS (R2 0.945) better than the dynamic thermal exchange
model, i.e., energy balance equation (EBE) (R2 0.743), re-
spectively, with the small size data, though this research suits
the reliable proposing DENFIS along with ANFIS and HyFIS
[79]. Moreover, [80] reported that the SVR (R2 0.95) out-
performed the ANN model too with the limited scenarios of
the applied data, where the current research �lls the gap by
performing those adequately created scenarios to set the
reliable application of the DENFIS to the real world. �ose
overcome could be possible due to several possible advan-
tages of the DENFIS algorithm such as fuzzy rules that are
generated, meaning that only the MFs parameters are
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Figure 8: Scatter plot for (a) DENFIS; (b) ANFIS; (c) HyFIS models at Robinson station.

Table 3: Performance metrics at Ada station for AT modelling.

Training
Models R2 RMSE MAE MAPE Nash MD
DENFIS 0.963 4.671 3.454 0.229 0.963 0.916
ANFIS 0.949 5.852 4.392 0.333 0.942 0.889
HyFIS 0.821 10.320 7.914 0.961 0.821 0.797

Testing
Models R2 RMSE MAE MAPE Nash MD
DENFIS 0.953 4.979 3.729 0.319 0.952 0.903
ANFIS 0.943 5.502 4.129 0.270 0.941 0.889
HyFIS 0.908 7.025 5.666 0.375 0.904 0.845
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calculated adequately and the activated rules for the fuzzy
rules with the best performance have been investigated.
Recently, [81] reported the ANFIS and DENFIS with a
marginal di�erence using short-ranged data (of soil mois-
ture) compared with the current study using long-ranged
data. �e authors also mentioned that ANFIS (step size:
0.001, membership type: Gaussian) and DENFIS (Max

iteration: 3000, Step size: 0.01) were overcome with the
HyFIS architect. Also, the Gaussian membership function of
ANFIS remains the best performer. Another study reveals
that the hybridization of DENFIS with two advanced
metaheuristic optimization algorithms (i.e., Whale Opti-
mization Algorithm (WOA) and Bat Algorithm (BA))
showed the potential predictive capacity as per the R2
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Figure 9: (a) Boxplot of residual error produced by all the models at Ada station; (b) Taylor diagram with the comparative performance of
the models at Ada station.
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Figure 12: Scatter plot for (a) DENFIS; (b) ANFIS; (c) HyFIS models at Hillsboro station.

Table 4: Performance metrics at Hillsboro station for AT modelling.

Training
Models R2 RMSE MAE MAPE Nash MD
DENFIS 0.964 4.672 3.457 0.217 0.964 0.917
ANFIS 0.946 5.924 4.504 0.658 0.941 0.888
HyFIS 0.917 8.373 6.760 0.338 0.883 0.831

Testing
Models R2 RMSE MAE MAPE Nash MD
DENFIS 0.960 4.596 3.417 0.734 0.960 0.912
ANFIS 0.942 5.578 4.161 1.707 0.941 0.890
HyFIS 0.905 8.162 6.693 1.716 0.873 0.821
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(0.85–0.94) against the counterpart MARS to predict the
daily scale evapotranspiration for three different coastal
locations [46].

5. Conclusion

*e current research reviewed the prediction compe-
tencies of advanced FIS type models such as DENFIS,
ANFIS, and HyFIS. *e models were able to successfully
predict AT (target variable) with high accuracy and less
error while using only three input variables, i.e., DP, TSR,
and WS. *e models were applied for three datasets ac-
quired from three stations in North Dakota, USA, i.e.,
Robinson, Ada, and Hillsboro, from 2015 to 2019. Among
the three applied models, DENFIS outperformed the
others, followed by ANFIS and HyFIS for all three sta-
tions. *e performance efficiency of DENFIS in Robinson,
Ada, and Hillsboro stations was excellent with R2: 0.97/
0.95/0.96, RMSE: 4.0/4.9/4.6, and md: 0.91/0.90/0.92,
respectively. Following DENFIS results, ANFIS also
performed well with R2: 0.95/0.94/0.94, RMSE: 5.1/5.5/5.6,
and md: 0.90/0.89/0.89, respectively. Lastly, HyFIS sim-
ilarly performed well with R2: 0.90/0.90/0.87, RMSE: 7.3/
7.0/8.2, and md: 0.84/0.79/0.82, respectively. North Da-
kota has reported significantly several AT complementary
relations with other parameters of the sciences and en-
gineering; for example, the evapotranspiration has been
increasing over the period [82], in borehole paleoclima-
tology directly linked with AT [83], and snowpack control
alteration [84], which lead many challenging to resources
management. A report says that the lower-income area
has much potential for green emission of air pollution
[85]. *e study is helpful to design the accurate decision
priory and appropriately as per the local geographical
location. Even the study applied the black box type models
which have their limitations; however, they can simplify
the assessment and prediction method when dealing with
the meteorological data which plays an imperative role in
various environmental, climatological, and meteorologi-
cal studies. One of the current burning topics in these
fields is climate change and such studies which applied ML
methods for data modelling with similar statistical
characteristics should be studied more to make a more
precise projection of the future changes which will change
the Earth environment. It is worth mentioning that more
research should be done considering different geological
conditions, diverse model types, and various diverse input
variables. Also, another different meteorological param-
eter can be used to support the sustainable water resources
and agricultural systems.
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Critical phenomena in stock exchange are regularly occurring and difficult to predict events, often leading to disastrous con-
sequences. %e presented paper is devoted to the search and research of early warning signals of critical transitions in stock
exchange based on the results of a multifractal analysis of a series of transactions in shares of public companies. We have proposed
and justified the use of certain features of behavior of multifractal spectrum shape parameters such as signals. Asmodel time series,
on which methods of multifractal analysis were tested, we used a series of the number of unstable sites of the sandpile automaton
on the random Erdős–Rényi graph, self-organizing into critical and bistable states. It was found that the early warning signals for
both cellular automata and stock exchanges are an increase in the magnitude of the maximum position, a decrease in the width,
and a decrease, followed by a sharp increase, in the value of the spectrum asymmetry parameter.

1. Introduction

Most complex systems, regardless of their origin, are scale-
invariant, have heterogeneity and nonstationary behavior,
and contain internal mechanisms of self-organization.
%erefore, dynamic processes in such systems are usually
nonlinear. In such systems, abrupt changes in states can
occur; such changes are often called critical transitions. An
example is a phase transition accompanied by a radical
change in the properties of the system at the macro level. As
a result of a phase transition, the system acquires completely
new and unexpected properties that are not reducible to the
properties of individual parts.

Ordinary critical phenomena, such as phase transitions
of the second kind, are observed only when the control
parameter reaches a certain critical value. In other words, a
critical state is created artificially by tuning a control pa-
rameter to a critical value. For example, if a control pa-
rameter such as temperature is adjusted to a critical value,
then an order parameter such as magnetization will reach a

zero value, and the paramagnetic-ferromagnetic phase
transition will occur in the system. %e parameters of the
system at the critical point are characterized by power laws.

For most complex macroscopic systems and processes of
natural origin, it is impossible to adjust the value of a control
parameter to a critical value, but, despite this, such systems,
while in a critical state, are characterized by power laws.
Examples of such systems and processes are financial
markets with crashes and crises, seismic activity with cat-
astrophic earthquakes, social networks with information
cascading, and other systems (e.g., see papers [1–4]). %e
answer to the question of how critical transitions occur in
such systems was given by Per Bak, Chao Tang, and Kurt
Wiesenfeld only in the late 1980s. %ey discovered the
phenomenon of self-organized criticality (SOC) and pro-
posed a theory that explains how such systems reach a
critical state without tuning the control parameter (e.g., see
papers [5, 6]). It turned out that a critical state, in which even
a minor event can lead to a catastrophe, can not only be
created artificially (e.g., in laboratory conditions), but also
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arise as a result of the self-organization of the system. In such
a state, the system acquires properties that its elements did
not have, demonstrating complex holistic behavior.

%e basic model of the SOC theory is a sandpile into
which grains of sand fall from time to time (e.g., see papers
[2, 7]). At first, the pile simply grows, and in those places
where the local slope is greater than the stability threshold,
sand grains crumble down the slope to neighboring surface
areas. If the average surface slope (z) is small, the set of
chaotically directed microcurrents of sand grains is mutually
balanced and the macroscopic sand current J � 0. If z ex-
ceeds some critical value (zc), then there is a spontaneous
sand flow (J≠ 0) across the surface of the heap, which in-
creases as z increases.%e value of zc separates the subcritical
(z< zc) and supercritical (z> zc) phases, which are resistant
to small perturbations. If z � zc, then a single fallen grain of
sand can cause avalanches of any size. %us, the sandpile
self-organizes into a critical state at J � 0+, corresponding to
a phase transition of the second kind with a control pa-
rameter z and a parameter of order J. It should be noted that
the sandpile model also allows us to explain the self-orga-
nization in the bistable state, corresponding to a phase
transition of the first kind. For this purpose, a model of
facilitated sandpile was proposed (see the paper [8]), which
can demonstrate self-organized bistability (SOB) (e.g., see
papers [9, 10]).

%ere are many studies that substantiate the concept of
the similarity of the mechanisms of behavior of economic
systems, stock markets, and financial time series with the
behavior of the model variables (e.g., see papers [11–17]), as
well as studies on the search for early warning signals (EWS)
for critical transitions in financial and stock markets (e.g.,
see papers [18–24]). %e determination of the time interval
preceding the occurrence of a critical transition in the system
not only has important theoretical value, but also has im-
portant applied value. %e studies we know are mainly
focused on the detection of SOC mechanisms in financial
systems. Also, there are studies devoted to finding EWS for
financial crises using mainly measures of correlation theory
(autocorrelation function, skewness, kurtosis, variance, and
other measures) according to the results of the analysis of
financial series in the selected range. A significant limitation
in using such measures for the study of financial series
scaling is their applicability only to stationary and fractal
time series (e.g., see the paper [25]).

At themoment, we are not aware of any works that present
studies of the dynamics of stock exchange self-organization in
SOC and SOB states, based on the results of multifractal
analysis of the time series of the number of deals made on the
shares of companies (volume indicator), as well as multifractal
EWS for the corresponding critical transitions. To address this
gap, we investigated the possibilities and limitations of mul-
tifractal EWS for critical transitions using the results of mul-
tifractal stochastic dynamics analysis of volume indicators,
using the numbers of unstable cells of the sandpile cellular
automaton as the basic (in a sense reference) time series.
Research results are presented in this paper.

%e paper is structured as follows: Section 2 is devoted to
the description of mechanisms of functioning of sandpile

cellular automaton and substantiation of similarities in the
behavior of such automata and stock markets. Methods for
generating time series of the number of unstable automaton
nodes and methods for obtaining time series of the number
of deals made on shares of companies are also presented.%e
rationale for the necessity of application and methods of
calculation of parameters of a multifractal spectrum of time
series as measures of early detection of critical transitions is
presented; Section 3 presents and discusses the results of
calculations of parameters of multifractal spectra of time
series used as measures of early detection of critical tran-
sitions; and Section 4 presents the main conclusions, pos-
sible practical applications of the obtained results, and the
prospects for further research.

2. Data Set and Methods

2.1. Model and Real-Time Series. %e self-organized critical
sandpile behavior considered in Section 1 can be described
using sandpile cellular automata (e.g., see papers [7, 8, 26]).
Among the many sandpile cellular automata models, we
chose the Manna model (see the paper [27]) on the
Erdős–Rényi random graph (e.g., see papers [28, 29]) as the
most relevant model of avalanche-like changes in the
number of traded shares of companies.

We built three Erdős–Rényi random graphs with a
number of sites N equal to 500, 1500, and 2500 by con-
necting any two sites vi and vj with edge eij with probability
p independently of all other pairs of sites.

In this case, the Manna model is a random graph with
the number of sites N, the sites of which are assigned integer
non-negative numbers zi(vj). %ese numbers are tradi-
tionally interpreted as the number of sand grains. If zi(vj) is
not less than the set threshold zcvj

, then site vj is unstable and
“topples.”%is removes zc sand grains from it, each of which
is transferred to one of the randomly chosen neighboring
sites. If a site is on the edge of the graph, the sand grains
transferred for it are irreversibly lost. Each neighboring site
receives a random number of sand grains δk. If there are
several unstable sites, they “topple” simultaneously—during
one time step.

%e elementary event that causes the system to move
from one steady state to another is initiated by adding a grain
of sand to one of the sites. If the addition of a grain of sand
causes a site to lose stability, then the grains of sand
transferred to neighboring sites during its toppling may
violate their stability. %e chain reaction of toppling that
continues as long as unstable sites remain in the system will
be called an avalanche.

Regardless of the initial state of the system, after a certain
number of events, the system reaches a critical state (SOC
state), in which the processes occurring are scale-invariant,
and all characteristics of avalanches correspond to power
distributions.

%e rules of the standard Manna model on the
Erdős–Rényi random graph with the number of sites N,
which demonstrates the output of the system in the SOC
state, corresponding to the phase transition of the second
kind, have the following form:
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zi vj􏼐 􏼑≥ zcvj
> 1,

zi+1 vj􏼐 􏼑⟶ zi+1 vj􏼐 􏼑 − zcvj
,

zi+1(Ne)⟶ zi+1(Ne) + δk, 􏽘

zcvj

k�1
δk � zcvj

, δk ≥ 0,

(1)

where Ne denotes the nearest neighboring site to the site vj.
As noted in Section 1, sandpile cellular automata are also

capable of self-organization into a bistable state (SOB state)

corresponding to a first-order phase transition. %e rules of
the automaton allowing to bring it into SOB state are known
as “facilitated rules” (see papers [8, 26]). A site vj of the
facilitated automaton is unstable when zi(vj)≥ zcvj

and
when fi−1(vj)≥ 2 (fi−1 is the number of hits to site vj at the
previous iteration). %is is the main difference between the
facilitated and the standard automaton.%us, the rules of the
facilitated Manna model have the following form:

zi vj􏼐 􏼑≥ zcvj
> 1∨fi vj􏼐 􏼑≥ 2,

zi vj􏼐 􏼑≥ zcvj
:

zi+1 vj􏼐 􏼑⟶ zi+1 vj􏼐 􏼑 − zcvj
,

zi+1(Ne)⟶ zi+1(Ne) + δk, 􏽘

zcvj

k�1
δk � zc, δk ≥ 0,

fi+1(Ne)⟶ fi+1(Ne) + δk, δk > 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

zi vj􏼐 􏼑< zcvj
:

zi+1(x, y)⟶ zi+1(x, y) − zi(x, y),

zi+1(Ne)⟶ zi+1(Ne) + δk, 􏽘

zcvj

k�1
δk � zi vj􏼐 􏼑, δk ≥ 0,

fi+1(Ne)⟶ fi+1(Ne) + δk, δk > 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

%e avalanche-like propagation of sand grains between
sites of the considered sandpile cellular automata in the
critical state is a good qualitative econophysical model
demonstrating the general regularities of the origin of the
avalanche-like change in the number of deals made on the
stocks of companies. Indeed, the nodes of the graph can be
associated with the agents of the stock market; the edges of
the graph, along which the movement of sand grains from
unstable sites occurs, can be associated with the deals made
between agents; and the random addition of sand grains to
the sites can be associated with the market pumping (e.g.,
information pumping from media, quarterly reports, news
feeds, and others).%en, the change in time of the number of
unstable sites on the graph corresponds to the change in the
number of deals made on the shares of companies. %ere-
fore, we further use the time series of the number of unstable
sites with known critical transition times as test series to
determine the capabilities and limitations of a particular
method of multifractal analysis in the selection and evalu-
ation of EWS for the critical transitions.

We believe it is important to note that besides sandpile
cellular automata with Manna model rules, there are other
models of self-organized critical cellular automata that
cannot be adequate models of stock market transactions. For
example, the Bak–Tang–Wiesenfeld model and the Feder-
–Feder model assume that a nonrandom equal number of
sand grains are transferred from an unstable site; the
Dhar–Ramaswamy model (e.g., see the paper [30]) and the
Pastor-Satorras–Vespignani model (e.g., see the paper [31])
are directional models in which the unstable site has only
underlying neighboring sites. In addition, all models can also

be realized on square lattices, which implies that there are
only four nearest neighbors with an unstable site. Another
well-known model that demonstrates self-organized critical
behavior is the forest-fire model (e.g., see papers [32, 33]).
%is model is one of the most popular for simulating so-
ciopolitical and historical processes since it simulates the
spread of arousal in some environments.

Time series volume indicators were selected for com-
panies whose shares are listed on any of the stock exchanges.
In the stock trading volume data, information is available for
1-day intervals. %e exchanges where these companies are
traded represent four regions: Asia (Sony Group Corpora-
tion, Subaru Corporation); Russia (PJSC Aeroflot—Russian
Airlines, Sberbank of Russia); the USA (Apple Inc., Meta
Platforms, Inc., and Tesla, Inc.); and Europe (Airbus SE,
Allianz SE, Deutsche Lufthansa AG).

2.2. Multifractal Analysis of the Time Series. It is now gen-
erally accepted that many financial time series have a
complex fractal structure (e.g., see papers [34–37]). In
particular, fractal analysis is effectively used to predict
market crashes in financial series (e.g., see papers [38–40]).
In addition, the universality of multifractal analysis has
determined the success of its application to the analysis of
time series depicting the dynamics of critical transitions
(e.g., see papers [26, 41]).

%e features of time series scaling can be studied using
different approaches, starting with the classical correlation
(or spectral) analysis. Among the obvious drawbacks of such
approaches is their applicability only to stationary time
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series. Since most processes in nature are highly heteroge-
neous and nonstationary, the attractiveness of the choice of
one or another method of analysis is largely determined by
its universality and the possibility of its effective application
to real processes of any origin.

%e most popular methods for analyzing the multifractal
structure of nonstationary time series are multifractal
detrended fluctuation analysis (MF-DFA) (e.g., see papers
[42, 43]); wavelet transform modulus maxima (WTMM),
based on continuous wavelet transform (e.g., see papers
[44, 45]); and wavelet leaders (WL), based on discrete
wavelet transform (e.g., see the paper [46]).

%e MF-DFA is a variant of variance analysis of uni-
variate random walks. %e method algorithm analyzes the
root mean square error of linear approximation (F2(s)) of
the generalized random walk model from the size (s) of the
approximated area.%e analyzed time series is multifractal if
the scaling relation is observed for all s:

Fq(s) �
1

Ns

􏽘

Ns

i�1
F
2
i (s)􏽨 􏽩

q/2⎧⎨

⎩

⎫⎬

⎭

1/q

∼ s
Hq , (3)

where Ns is the number of approximated sections, and Hq

are generalized Hurst exponents if q ∈ (−∞, +∞).
%e multifractal spectrum (D(H)) has the following form

(see the paper [41]):

Dq �
qHq − 1

q − 1
, (4)

where Dq are the generalized multifractal dimensions.
%e WTMM method assumes the existence of the fol-

lowing scaling relation for multifractal time series:

Z(q, s) � 􏽘
l∈L(s)

sup
s′≤ s

|W s′, tl s′( 􏼁( 􏼁|⎛⎝ ⎞⎠

q

∼ s
τq . (5)

In equation (5), Z(q, s) is the structural function; L(s) is
the set of all lines l of maximum modules of wavelet co-
efficients existing at scale s; tl(s′) characterizes the location
of the maximum at scale s, relating to line l; W(·) are the
coefficients of the continuous wavelet transform; and τq are
the scaling exponents.

%emultifractal spectrum (D(h)) has the following form
(see the paper [44]):

Dq � qhq − τq, (6)

where Dq are the generalized multifractal dimensions, and
hq are the Hölder exponents.

%e WL method assumes the existence of the following
scaling relation for a multifractal time series:

Z(q, s) �
1
ns

􏽘

ns

k�1
L(s, k)

q ∼ s
τq . (7)

In equation (6), L(k, s) � supλ′⊂3λs,k
|d(k, s)| are the

leaders of the wavelet coefficients in which the 2s scales are
translated into the 2sk time positions; d(k, s) are the

coefficients of the discrete wavelet transform; k is the time
shift; and s is the scale.

%e multifractal spectrum (D(h)) is defined by the
following decomposition:

D(h) � d +
c2

2!

h − c1

c2
􏼠 􏼡

2

+
−c3

3!

h − c1

c2
􏼠 􏼡

3

+ · · · , (8)

where c1, c2, and c3 are the log-cumulants. c1 corresponds to
the position of the spectrum maximum, c2 characterizes the
width of the spectrum, and c3 characterizes the asymmetry of
the spectrum. %e triplet c1, c2, c3 contains the basic infor-
mation about the multifractal structure of the studied time
series.

As will be shown in Section 3, the studied time series are
multifractal series, which require an infinite spectrum of
fractal dimensions for a complete description. %erefore, as
an EWS for critical transitions in the sandpile cellular
automata and stock markets, we use the features of changes
in the multifractal spectra (D(H) and D(h)) of the studied
time series as the systems approach critical points.

We used three main spectrum shape parameters as early
warning measures for critical transitions (·): the position of
the spectrum maximum (H0, h0 and c1); spectrum width
(W � Hmax − Hmin, W � hmax − hmin and c2); and spectrum
asymmetry (S � Hmax − H0/H0 − Hmin, S � hmax − h0/h0 −

hmin and c3). %e spectrum was calculated at q � −5, 5 in
increments of 0.1.

We calculated the time series of early warning measures
(mt) with a fixed left window boundary corresponding to the
first value (x1) of the studied time series xt, t � 1, n, and a
sliding right window boundary (τ) corresponding to some
selected value (xτ) of the studied time series. As a result, we
obtained series of early warning measures mt, t � τ, n, with
τ � 1000 for the time series of the number of toppled cells of
the sandpile cellular automata and τ � 50 for the time series
of the volume indicators.

3. Results and Their Discussion

3.1. Time Series of Unstable Sites. %e time series of the
number of unstable sites of automata with standard rules,
which lead to the output of the automaton in SOC state, and
with clothed rules, which lead to the output of the au-
tomaton in SOB state, of the Manna model are shown in
Figure 1. %e figure shows time series of automata whose
random graphs contain N � 2500 sites. Time series for
N � 500j N � 1500 have similar appearance. %e series
differ only in the time it takes for the system to enter the
critical state (subcritical time) and in the maximum values of
the number of unstable sites of cellular automata in the
critical state. %ese values are presented in Table 1.

%e time series demonstrate the presence of subcritical
phase (SubC phase) and critical state (SOC state and SOB
state) of the sandpile cellular automata (see Figure 1). %e
SubC phase corresponds to the noncatastrophic behavior.
%e sandpile cellular automaton, being in this chaotic phase,
is stable to small perturbations. Only at the critical point
(SOC state), catastrophes are possible (see Figure 1(a)) since
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a single added grain of sand in any site of the automaton can
cause an avalanche of grains of any size.%e SOB state is also
characterized by an avalanche of sand grains of any size with
the appearance of periodic bursts of activity (see
Figure 1(b)). So, Buendia and coauthors state in their paper
[9] that “the probability distributions for both avalanche size
and duration are bimodal”: small avalanches coexist with
extremely large ones that span the whole system.%ese latter
“anomalous” outbursts of activity, which are also called
“king” avalanches, occur in an almost periodic way. %e size
of avalanches (the maximum number of unstable sites)
increases with the total number of sites of the sandpile
cellular automata (see Table 1).

An important characteristic of the process of the system
reaching a critical state is the subcritical time (tSubC). It is
known (e.g., see papers [2, 5]) that different types of SOC
systems have different tSubC. %e greatest tSubC is charac-
teristic of the evolution of the Earth’s crust and of biological
evolution. For many other types of SOC systems, the tSubC is
much smaller.

In our opinion, the reason for such large differences in
tSubC values is the different levels of complexity of individual
SOC systems. Differences in the value of tSubC allow to
distinguish different levels of complexity in SOC systems.
%is extends the applicability of SOC theory, as well as SOB,
far beyond the characteristic power laws for the distribution
of avalanche size and power spectral density as 1/f noise.
Given that tSubC increases with the size of the cellular
automata (see Table 1), we can use tSubC as a measure of the
complexity of the system capable of a critical transition. Note

that we previously found a similar change in tSubC with
changes in the size of the cellular automata (see the paper
[26]). Besides, other things being equal, the value of tSubC for
SOB systems is lower than the value of tSubC, characteristic of
SOC systems.

Perhaps the formation of a more complex SOC system
initially requires a larger value of tSubC, but when such a
system is already formed, the corresponding tSubC at the next
level is already much smaller.

3.2. Multifractal Measures for Early Detection of Critical
Transitions in Sandpile Cellular Automata. %e scaling re-
lation (3) of theMF-DFAmethod is not met for any values of
the right boundary xτ of the sliding window. %erefore, this
method cannot be used as a method for calculating measures
of early detection of critical transitions in sandpile cellular
automata based on the results of multifractal analysis of the
number of unstable sites series.%e reason why theMF-DFA
method does not allow revealing the multifractal structure of
model time series is the presence of a large number of re-
peating values in such series.

In contrast, the scaling relations (see equations (5) and
(7)) of wavelet transform-based methods are satisfied for all
τ ∈ [1000, 10000]. %is is connected with the fact that these
methods do not require the extraction of local trends in
repeating values of the time series. %e time series of
multifractal early warning measures of critical transitions in
sandpile cellular automata with a number of 2500 tiles
obtained by the WTMM method are presented in Figure 2,

0 2000 4000 6000 8000 10000
0

20

40

60

80

100
N

um
be

r o
f u

ns
at

bl
e s

ai
ts

Iteration

SubC SOC

(a)

N
um

be
r o

f u
ns

at
bl

e s
ai

ts

0 2000 4000 6000 8000 10000
0

50

100

150

200

250

300

Iteration

SubC SOB

(b)

Figure 1: Time series of the number of unstable sites of sand-cell automata. (a) Standard rules of theMannamodel and (b) facilitated rules of
the Manna model.

Table 1: Subcritical time (tSubC) and the maximum number of unstable sites (Amax) of cellular automata in the critical state.

Number of sites
Standard model Facilitated model

tSubC Amax tSubC Amax

500 2750 38 4320 196
1500 5050 62 4630 238
2500 5500 80 5100 280
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and those obtained by the WL method are presented in
Figure 3.%e conditional time corresponding to the iteration
step is used.

%e values h0 (see Figure 2) and c1 (see Figure 3), which
characterize the positions of the maximum of the multi-
fractal spectrum of unstable sandpile cellular automata,
increase as the automata approach the critical state. %is
increase is typical for both standard cellular automata and
facilitated cellular automata. Consequently, as the autom-
aton approaches the critical state, the time series of the
number of its unstable tiles becomes more “smooth” or less
“jagged.” Note that a sharp increase in the position of the
maximum of the singularity spectrum is also observed in the
vicinity of the critical point of the phase transition of the
second kind in the Ising model (e.g., see the paper [41]).

%e width of the multifractal spectrum (W) of the time
series of unstable sites computed by the WTMM method
decreases as the standard and facilitated automata approach
the critical state (see Figure 2). Also, the value of W cal-
culated by the WL method decreases or is equivalent to the
absolute value of the second log-cumulant |c2| (see Figure 3).
%e equivalence of W and |c2| follows from a simple analysis
of equation (8). %e increasing W value is observed in the
SOC state and SOB state. It follows from the decreasing
value of W that as automata approach the critical state, the
time series of unstable sites become more homogeneous
fractal series, with a more uniform distribution of series
values. A similar decrease in the width of the spectrum in the
vicinity of the critical point is characteristic of a second-
order phase transition in the Ising model (e.g., see papers
[41, 47]).

%e value of the spectrum asymmetry parameter S

calculated by the WTMM method first decreases, then
sharply increases as the automata approach the critical state
(see Figure 2). Consequently, large fluctuations (strong
singularities) in the number of unstable tiles of automata as
they approach the critical state prevail in the time series.
Similar behavior of the parameter S is also observed in the

Ising model (e.g., see the paper [41]). %e log-cumulant c3,
which characterizes the asymmetry of the spectrum, de-
creases not only in the vicinity of the time of the critical
transition, but also in some noncritical time interval (see
Figure 3). In our opinion, such behavior of parameter c3
contradicts the existence of one of the precursors of the
critical transition, known as the critical slowing down (e.g.,
see papers [19, 21, 24, 48]). Perhaps the incorrect estimation
of the asymmetry parameter is one of the drawbacks of the
expansion (8) or, moreover, a drawback of the WL method.

%e critical slowing down is the phenomenon that when
a system approaches a critical point, it relaxes more slowly
after small perturbations. It is known (e.g., see papers
[48, 49]) that time series showing a critical slowing down are
characterized by increases in autocorrelation (or increases in
h0 and decreases in W, as we found), dispersion (or increases
in S, as we found), kurtosis and skewness, and the β of the
power spectral density 1/fβ (or increases in h0, as we found).
Consequently, of the three multifractal analysis methods,
only the WTMM method allows us to obtain correct esti-
mates of the multifractal spectrum shape parameters, at least
for the time series of the number of unstable tiles of cellular
automata. Recall that the time-varying WL estimation (c3)
for the asymmetry parameter does not explain the critical
slowdown.

3.3. Multifractal Measures for Early Detection of Critical
Transitions in Stock Exchange. As shown in Subsection 3.2,
the multifractal early warning signals are an increase in the
magnitude of the maximum position (h0, c1) of the multi-
fractal spectrum D(h), a decrease in the spectrum width (W,
|c2|), and a decrease followed by a sharp increase in the
spectrum asymmetry parameter (S). We also remind that the
MF-DFA method did not reveal a multifractal structure in
the time series of the number of unstable tiles.

In this subsection, we demonstrate the results of cal-
culations of these three shape parameters of D(h) for the
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Figure 2: Time series of the maximum position (h0), width (W), and asymmetry (S) of the multifractal spectrum for the sandpile cellular
automata. (a) Standard rules of the Manna model and (b) lightweight rules of the Manna model.
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Figure 4: Financial time series and time series of multifractal spectrum shape parameters for Sony Group Corporation. %e symbol “C.S.”
denotes the critical state, and the symbol “Rel.” denotes the relaxation. (a) Volume indicator, (b) WTMMmethod, (c) WL method, and (d)
MF-DFA method.
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Figure 3: Time series of the log-cumulants (ci, i � 1, 2, 3) for the sandpile cellular automata. (a) Standard rules of the Manna model and (b)
facilitated rules of the Manna model.
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volume indicator series, using MF-DFA, WTMM, and WL
methods. As an illustrative example, Figure 4 shows the time
series of the spectrum shape parameters calculated for the
time series of the number of transactions on Sony Group
Corporation shares. %ese figures also show the subcritical
phase and the subcritical time (tc), and the possible critical
state and relaxation intervals of the segment of the stock
exchange whose agents are involved in Sony Group Cor-
poration stock transactions. Hereinafter, the term “stock
exchange segment” refers to a stock exchange with agents
involved in transactions in the stock of a particular public
company, such as Sony Group Corporation.

As shown by the results of the WTMM calculation of
changes in the shape parameters (see Figure 4(b)), the
corresponding market segment on May 25, 2012, self-or-
ganizes into a critical state. Accordingly, the time it takes for
a market segment to enter the critical state (subcritical time)
is 3035 days.

%e volume indicator series shown in this figure dem-
onstrates another interesting phenomenon, which in our
opinion cannot be determined by the multifractal early
warning signals. %is is a market segment relaxation that
begins around March 2, 2019 (see Figure 4(a)). In this time
interval, the number of transactions on shares decreases,
which is probably due to the loss of interest of market players
in the corresponding transactions.

%e results of the WL method are similar to those of the
WTMM method even for the spectrum asymmetry pa-
rameter, although the increase in c3 occurs at the moment of
critical transition (see Figure 4(c)). Recall that for time series
of the number of unstable tiles of automata, the behavior of
S(t) and c3(t) when approaching the critical point in time is
not consistent (see Figures 2 and 2b).

%e MF-DFA method made it possible to reveal the
multifractal structure in the volume indicator series and,
consequently, to give estimates of the spectrum shape pa-
rameters (see Figure 4(d)). %e behavior of the parameters
W and S when approaching the critical point is similarly
consistent with the behavior of the same parameters cal-
culated by the WTMM method, and this behavior is
characteristic of the critical deceleration. Yet, in spite of this,
the parameter H0 decreases when approaching the critical
point. %is contradicts with the results of calculations of
parameter H0 by methods based on wavelet transform.

Consequently, the critical transition of the exchange seg-
ment associated with the trades in Sony Group Corporation
shares cannot be detected in advance when calculating the
spectrum parameters using the MF-DFA method.

In order not to overload our paper with unnecessary
graphical information, for the remaining nine time series
studied, we presented the results of calculations of mul-
tifractal early warning signals and the most important
features of the time series in Table 2. %e symbol “+” means
that the change in time series values for the corresponding
measure when approaching the time of critical transition is
similar to the behavior of the time series for sandpile
cellular automata. %e symbol “–” means that there is no
such analogy.

%e results presented in Table 2 suggest that all of the
considered public companies self-organize into a critical
state. At the same time, the time for companies to reach a
critical state (tSubC) is different. Methods based on wavelet
transform give similar results and allow us to give estimates
of the values of the parameters of the shape spectra, ac-
ceptable for their application as early warning signals.

4. Conclusion

%e time series of the number of unstable tiles of sandpile
automata and the time series of the number of transactions
in shares of public companies with one-day increments are
multifractal. Such series admit decomposition into segments
with different local scaling properties, so their quantitative
description requires a whole spectrum of fractal dimensions,
such as a multifractal spectrum in the form of D(h),
sometimes called singularity spectrum.

For early detection of the time moment of the systems
reaching a critical state based on the results of analysis of
multifractal series generated by such systems, analysis of the
change in the shape of the multifractal spectrum as the
system approaches the point of critical transition is required.
A change in the shape of the spectrum with a good degree of
accuracy is determined by a change in its three parameters.
%ese parameters are the position of the spectrum maxi-
mum, spectrum width, and spectrum asymmetry.

As the sandpile cellular automata and stock exchange
volume approach the time point of critical transition, the
value of the maximum position increases, the width

Table 2: Multifractal early warning signals and the critical transition date (tC) of the stock exchange volumes.

Public company
WTMM method WL method MF-DFA method

tC
h0 W S c1 c2 c3 H0 W S

Sony Group Corporation + + + + + + – + + May 25, 2012
Subaru Corporation + + + + + + – + + February 20, 2016
Apple Inc. + + + + + + – + – September 20, 2014
PJSC Aeroflot—Russian Airlines + + + + + + – + + March 17, 2002
Airbus SE + + + + + + + – + July 25, 2007
Allianz SE April 19, 2004
Meta Platforms, Inc. + + + + + + – + + December 3, 2021
Deutsche Lufthansa AG + + + + + + – + + August 11, 2014
Sberbank of Russia + + + + + + – + + November 25, 2021
Tesla Inc. + + + + + + – + – January 8, 2020
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decreases, and the value of the spectrum asymmetry pa-
rameter decreases, followed by a sharp increase. Such be-
havior of the spectrum shape in the vicinity of the critical
transition point corresponds to the critical slowdown of the
system as it approaches the critical transition point. Indeed,
in the vicinity of a critical point, the time series becomes
more regular and homogeneous, with larger fluctuations
prevailing in the value of the number of unstable tiles and the
value of the number of stock transactions. %erefore, the
indicated behavior of the values of the spectrum shape
parameters calculated by the WTMM method is reliable
early warning signals for critical transitions.

%e sandpile cellular automaton is a very coarse model of
the stock exchange, but, despite this, its time series have
similar behavior, demonstrating subcritical phase and
critical state, and similar behavior of the values of spectrum
shape parameters when approaching the time moment of
critical transition. %erefore, the series of the number of
unstable tiles can be used as reference series for testing
various measures of early detection of critical transitions and
the method for their calculation. In our opinion, these
analogies of time series are caused by multifractality of
random graphs with colored (unstable) tiles and stock ex-
change transaction network-multifractal structures generate
multifractal series.

%ere are different types of self-organized criticality (in
particular, self-organized criticality and self-organized
bistability), which differ from each other in the level of
complexity depending on the characteristic value of sub-
critical time. %e more complex the system of self-organized
criticality, in particular, the more tiles the random graph
contains, the greater its subcritical time. Also, the subcritical
time is different for different public companies. Perhaps this
difference is not only due to the different number of market
players involved in transactions with the shares of a par-
ticular public company, but also due to the different
mechanisms of self-organized criticality. In any case, sub-
critical time can be viewed as one measure of system
complexity, along with power laws for the probability
density function and autocorrelation function of avalanche
size, as well as 1/f noise.

In conclusion, we note that not all segments of the stock
exchange are capable of self-organization into a critical state;
perhaps for some market segments, the time moment of
critical transition has not yet arrived. Yet despite this, the
possibility of early detection of critical transitions should not
be underestimated. In particular, this is due to the irre-
versibility of a segment of a stock exchange as it approaches a
critical point, which can have catastrophic consequences for
a company. Multifractal early warning signals will give
company managers information about the need to take
precritical measures if there is enough time to take such
measures.
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Smart lighting systems utilize advanced data, control, and communication technologies and allow users to control lights in new
ways. However, achieving user comfort, which should be the focus of smart lighting research, is challenging. One cause is the
passive infrared (PIR) sensor that inaccurately detects human presence to control artificial lighting. We propose a novel
classification-integrated moving average (CIMA) model method to solve the problem. (e moving average (MA) increases the
Pearson correlation (PC) coefficient of motion sensor features to human presence. (e classification model is for a smart lighting
intelligent control based on these features. Several classification models are proposed and compared, namely, k-nearest neighbor
(KNN), support vector machine (SVM), decision tree (DT), näive Bayes (NB), and ensemble voting (EV). We build an Internet of
things (IoT) system to collect movement data. It consists of a PIR sensor, a NodeMCU microcontroller, a Raspberry Pi-based
platform, a relay, and LED lighting. With a sampling rate of 10 seconds and a collection period of 7 days, the system achieved
56852 data records. In the PC test, movement data from the PIR sensor has a correlation coefficient of 0.36 to attendance, while the
MA correlation to attendance can reach 0.56. In an exhaustive search of an optimum classification model, KNN has the best and
the most robust performance, with an accuracy of 99.8%. It is more accurate than direct light control decisions based on motion
sensors, which are 67.6%. Our proposed method can increase the correlation value of movement features on attendance. At the
same time, an accurate and robust KNN classification model is applicable for human presence-based smart lighting control.

1. Introduction

Smart lighting systems utilize advanced data, control, and
communication technologies and allow users to control
lights in newways [1]. Smart lighting products are already on
the market, where their global revenue is up to US$600
million in 2020 [2].(emain issue of smart lighting research
is energy efficiency, in which until 2021, 232 out of 384
papers on smart lighting try to solve this problem [3]. (e
main targets for smart lighting installations are on roads,
offices, and housings [4]. Noting the needs of such targets,
user comfort and security also become important in smart
lighting. However, achieving user comfort is still challenging
because the passive infrared (PIR) sensor, a low-price

movement sensor, inaccurately detects human presence to
control artificial lighting [5].

A smart thing device such as smart lighting should be
able to co-operate with its users and environment intelli-
gently [6]. Gartner stated that intelligence is one of five key
factors in smart lighting. Activity recognition is an example
of intelligence implementation, where it detects human
activity based on machine learning applications on several
types of sensors [7]. Intelligence can also be applied to
improve uncertainty problems in conventional control
systems, hence creating an intelligent control system [8].

Several previous studies have tried to overcome the
problem of motion sensors to improve accuracy for smart
lighting intelligent control based on human presence. Jin
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et al. [9] used a time-series-artificial neural network (TS-
ANN) on historical PIR sensor data and got up to 97%
accuracy in human presence predictive control based on
human presence. Fakhruddin et al. [10] used activity rec-
ognition to detect five activities using four PIR sensors
installed in the house using the principal component
analysis-k-nearest neighbor (PCA-KNN) method and to get
an accuracy of 94%. Lupion et al. [11] made another study
that uses activity recognition and utilizes feature extraction
from sliding windows on various sensor data used to pro-
duce 99.26% accuracy in detecting 14 activities using the
random forest classification method. Park et al. [12] used
reinforcement learning (RL) on the PIR sensor and several
other sensors to get smart lighting that is adaptive to user
needs and also energy-efficiency.

Reconsidering [9, 11], we can think of human presence
as a type of activity. On the other hand, we can also consider
historical data as a sliding window feature extraction. A
moving average (MA) concept can substitute the sliding
window feature extraction method in this intuition. Usually,
MA is a method for smooth fluctuating data and, among
others, can be used as a noise filtering method for time-series
data [13]. In some research, MA is used to increase the
Pearson correlation (PC) coefficient of machine learning
features [14]. Furthermore, we can conduct a comprehensive
test to find the optimum classification model. Several studies
use some well-known classical machine learning methods
such as KNN, support vector machine (SVM), decision tree
(DT), and näive Bayes (NB) to train the classification model
[15]. Other research also uses ensemble learning methods
such as ensemble voting (EV) to improve the performance of
the existing classical machine learning method [16].

We propose a novel classification-integrated MA
(CIMA) model method to solve the problem. (e MA is to
increase the correlation of motion sensor features to human
presence, while the classification model is for a smart
lighting intelligent control based on these features. We train
the proposed classification model with KNN, SVM, DT, and
NB. We also use ensemble learning methods such as EV to
improve classical machine learning performance. An In-
ternet of things (IoT) system is built on a test-bed envi-
ronment to retrieve movement data from the PIR sensor. At
the end-device layer, the microcontroller used is NodeMCU.
We build a Node-Red server on the Raspberry Pi at the
Platform layer. It stores the movement data log in a comma-
separated value (CSV) file. We use test parameters such as
accuracy, precision, recall, and F1-score to discover the
optimal classification model. In addition, to check the ro-
bustness of the model, the cross-validation method is used.

(e main contributions of our work are listed below:
Increasing the correlation between movement data and

human presence through the MA method. A novel classi-
fication model with significant accuracy from state-of-the-
art research utilizing MA data from movement data as a
feature. An accurate yet low-price solution for human
presence-based smart lighting control because of the utili-
zation of motion sensors.

(e remainder of this document has the following
systematic: Section 2 presents works related to the research

undertaken, Section 3 describes methods used in this re-
search, Section 4 gives the results of the tests conducted,
Section 5 reports the results and compares them with state-
of-the-art studies while highlighting the contributions
provided from our work, and finally, Section 6 emphasizes
the important findings of this study.

2. Related Works

Several studies have discussed automatic smart lighting
control using the PIR sensor. Jin et al. [9] aimed to improve
the accuracy of PIR sensors using the time-series-artificial
neural network (TS-ANN) method and compared several
features such as time, occupied ratio, time steps, and his-
torical occupied state data. (e study showed that the
proposed method can provide up to 97% accuracy for the
intelligent control. Putrada et al. [17] used a hierarchical
hidden Markov model (HHMM) to classify five different
types of activities from four PIR sensors to control smart
lighting in offices. (e HHMM model tested is better than
the hidden Markov model (HMM), NB, and KNN method
and has an accuracy of 87.6%. Ramadhan et al. [5] also used
the HHMM method on 14 different activities from five PIR
sensors. (e accuracy of HHMM was 93%, and the method
was superior to HMM. Fakhruddin et al. [10] used activity
recognition to detect five activities using four PIR sensors
installed in the house using the principal component
analysis-k-nearest neighbor (PCA-KNN) method and to get
an accuracy of 94%. Each study investigates a different
amount of activity and obtains varying performance. (ere
is an opportunity to find a correlation between the number
of activities and performance in using PIR sensors for ac-
tivity recognition on smart lighting. Other factors are also
opportunities for investigation.

Furthermore, other studies also conducted smart
lighting control but with devices or sensors other than the
PIR sensor. Dai et al. [18] used five low-resolution cameras
to detect nine activities in a smart lighting environment. (e
study provided a solution that ensures privacy even when
using a camera, while the accuracy is up to 89.6%. Chun et al.
[19] used a depth camera to detect four human activities in a
room.(e proposed method results provided 100% accuracy
for the location where people are and 78.3% accuracy for the
type of performed activity. Lupion et al. [11] used PIR
sensors and also several different sensors including smart-
watches and real-time location systems. (e research pro-
duced 99.26% accuracy in detecting 14 activities using a
random forest classification method. Park et al. [12] used a
light sensor and actuators such as Switchmate. Switchmate
consists of a motor and a position sensor to control and
monitor a conventional light switch.(e average light utility
ratio (LUR) of the research is 67%. (e studies mentioned
have performance that vary from inadequate to highly ad-
equate results. However, the equipment used is expensive
when compared to the PIR sensor, which costs around US$
1. (ere is an opportunity to implement an accurate and
low-priced solution using CIMA and PIR sensors.

Several previous studies have applied MAs for
smoothing and increasing the PC between two variables.

2 Complexity



Husnayain et al. [20] used MA to increase the correlation
between the incidence of dengue fever with Google search
activities for dengue and found that the correlation was very
high between the two. Hu et al. [21] utilized MAs to reduce
noise in water pH and water temperature data to improve
the correlation of the two data with other water quality data
to provide better performance in mariculture water quality
forecasting. Peng et al. [22] used MA to increase the PC
between drought and flood to predict the occurrence of these
two disasters in China. Badr et al. [23] showed that the
correlation between the mobility ratio and growth rate ratio
increased as the MA window size increased but slowly
decreased when the window size was too large. Singh et al.
[24] used MAs to refine CO2 sensor readings and improved
the correlation of sensor data with respiratory rate and
Hjorth activity in a cardiorespiratory assessment.(e results
of thementioned studies show that there is an opportunity to
apply MA to movement data to increase the PC coefficient
for an accurate classification model.

3. Materials and Methods

3.1. Research Methodology. (is section discusses the re-
search methodology, from how the test data were collected,
to how we obtained the final model. (e methodology for
developing a classification model to predict human presence
is shown in Figure 1.

(e PIR sensor is one of the most utilized sensor in smart
lighting control [25]. We build an IoT system with PIR
sensors to collect humanmovement data. Labeling is done to
each movement as to whether there are people or not at each
given moment. (e system stores the data in a CSV file for
further analysis. (e next step is to apply the MA and
observe the PC coefficient. Further is to prepare data before
conducting classification training with methods KNN, SVM,
DT, and NB. (e possibility of applying EV to improve the
performance of the classificationmodel is analyzed later.(e
last step is to analyze the most optimum model and perform
cross-validation to check for possible overfitting.

3.2. Smart Lighting IoT System. (e IoT architecture of the
smart lighting system for automatic light control based on
human presence is as shown in Figure 2. We chose a living
room as a test-bed environment to implement the proposed
architecture.

In the proposed IoT architecture, there are three main
layers, namely, the end-device layer, platform layer, and
application layer [26]. (en, there are additional commu-
nication protocols and gateways that connect the three
layers. At the end-device layer, the layer directly related to
the IoT hardware, the three main devices are PIR sensors,
NodeMCU, and relays. (e PIR sensor functions to detect
human movement [27]. NodeMCU has a system on chip
(SoC), ESP8266, which includes a microcontroller and WiFi
communication [28]. WiFi is used for communication be-
tween the end-device layer and platform layer [29].(e relay
is an actuator connected to the LED light [30]. Its function is

to turn the LED on and off like a switch controlled via the
microcontroller.

We build the platform layer on a Raspberry Pi (Raspi), an
open-source mini-personal computer (mini-PC) running
with a Raspbian operating system (OS) [31]. We use Node-
Red for web service functions. Node-Red is also an open-
source web service based on Node.js, which has a special
add-on for IoT systems [32]. (e Node-Red performs
movement sensor data log dumps to a CSV file used for
training the classification model. Raspi can also be used to
run Python functions [33]. Hence, the classification model
running in Python can be executed on this server.

(e application layer is concerned with the interaction
between the system and the user. Users can use the Python-
based graphical user interface (GUI) to set the light status
manually or automatically. Especially for testing, the user
can also choose to control lights with the novel method or
the conventional method, which compares the comfort
between the new system and the legacy system.(e platform
layer links to the application and end-device layers via the
Internet and the hypertext transfer protocol (HTTP) ap-
plication programming interface (API) protocol.

(e device is a single set and detects the presence of one
person at one location in one room. A chart depicting the
placement of devices in a room is shown in Figure 3.(e PIR
sensor, NodeMCU, and relay are on the ceiling as part of the
end-device. (e PIR sensor is placed approximately above
where humans conduct activities, for example, working. (e
end devices, especially the relay, are connected to the LED
light. (e LED light is on the ceiling in the middle of the
room. (e NodeMCU receives motion sensor data, controls
the LED light via relays, and communicates with the IoT
Platform via WiFi. A wall-mounted WiFi-4G router con-
nects the WiFi network with the Internet.

(e motion detection distance from the sensor is
10meters forward. In addition, the PIR sensor has a capture
range as wide as 110°. Figure 4 shows the coverage area of the
PIR sensor when placed on the ceiling. If, for example, the
room’s height is 2.4m, with the range described previously,
then the coverage area will form a cone with a base diameter
of 5m and a base radius of 2.5m. Hence, the area of the cone
base is approximately 20m2. (e proposed smart lighting
system hypothetically considers a person present if the
person is in that mentioned space.

3.3.MovingAverage. As the name suggests, MA is a method
of averaging on time-series data in which a certain period of
data (called data points) is averaged continuously and moves
along the data series [34]. (e data points are notated as N.
Applying the MA results in a smoother data series [35]. Due
to this nature, scientists and analysts utilize MAs in cases
involving fluctuating data such as financial data, stock
predictions, and signal filters [36, 37].(eMA formula forN

values is as follows:

MA(n) �
1
N

􏽘

n

i�n−N+1
pi, (1)

Complexity 3



where pi is the ith data series in range n − N + 1 to n and
MA(n) is the MA on pn. (e MA for N values and the
following n data (n + 1) can use the following formula:

MA(n + 1) � MA(n) +
1
N

pn+1 − pn−N+1( 􏼁. (2)

We also introduce a novel theorem for MA(n − 1). (e
description is given in (eorem 1. (is theorem is a low-
level solution that simplifies the complexity of our real-time
system in calculating theMA. It considers the property of the
data structure in use.

Theorem 1. If MA(n + 1) is given by equation (2), then
MA(n − 1) is given by the following formula:

MA(n − 1) � MA(n) +
1
N

pn−N − pn( 􏼁. (3)

Proof. Consider a signal p, the MA(n + 1) is given by
equation (2). Suppose n � m − 1, substituting n with m − 1
in equation (2) yields the following formula:

MA(m) � MA(m − 1) +
1
N

pm − pm−N( 􏼁. (4)

(en, the formulas yield

MA(m) −
1
N

pm − pm−N( 􏼁 � MA(m − 1),

MA(m) +
1
N

pm−N − pm( 􏼁 � MA(m − 1).

(5)

Moving term MA(m − 1) to the left side of the equation
and substituting back m with n yield,

MA(n − 1) � MA(n) +
1
N

pn−N − pn( 􏼁. (6)
□

3.4. ClassificationModels. Assuming our hypothesis on MA
is correct, we carry out a comprehensive test to find the
optimum classification model in determining attendance
based on the novel movement data. (e classification
methods used are KNN, SVM, DT, and NB. (e ensemble
learning method can also improve the performance of
conventional classification methods. Here we propose EV to
combine several classical classification models.

KNN is a type of supervisedmachine learning that makes
decisions based on the closest k training example to a data
whose class is unknown [38]. One way to measure the closest
distance of data with a training dataset is the Euclidean
distance. (e formula for calculating the distance in KNN
with Euclidean distance is as follows:

Distance(x, y) �

������������

􏽘
n

k�1
xk − yk( 􏼁

2

􏽶
􏽴

, (7)

where x is the training dataset, y is the classified data, and n

is the number of features in the dataset.
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Figure 1: A chart explaining the proposed methodology for developing a classification model for predicting human presence.
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Figure 2: (e IoT architecture of a smart lighting system for
automatic light control based on human presence.
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A data structure contains the distance of y with all
training examples x. As much as k training example xs
closest to y are moved to a new data structure. From the k

training example xs, the algorithm chooses the class with the
most training example x (calculated with a mode function)
as the class of y. Varying the k value influences the KNN
model performance. Hence, a further test finds the optimum
k value.

SVM is an example of supervised machine learning that
uses margins to classify [39]. (e classification method is to
create a hyperplane to separate the different classes in the
dataset [40]. Several kernels determine which hyperplanes
can be created, including polynomial, radial basis function
(RBF), and sigmoid. Polynomial kernels can use up to some
different degrees. Linear kernel is considered a first-degree
polynomial kernel. Here is the formula for the SVM poly-
nomial kernel with d-degrees, including the linear kernel,

K x, x′( 􏼁 � x.x′ + r( 􏼁
d
, (8)

where x and x′ are vectors in the input space and r is a free
parameter.

(e RBF kernel is one of the most used kernel [41]. (e
kernel’s formula of the two vectors x and x′ is as follows:

K x, x′( 􏼁 � exp −
x − x′

����
����
2

2σ2
⎛⎝ ⎞⎠, (9)

where ‖x − x′‖2 calculates the squared Euclidean distance
between x and x′ and σ is a free parameter [42].

(e sigmoid kernel formula for the two vectors x and x′
is as follows:

K x, x′( 􏼁 � tanh cx
T
x′ + c􏼐 􏼑, (10)

where c is a free parameter with a value greater than 0 and c

is a free parameter with a value less than 0.
If the dataset is linearly separable, then the suitable

kernel is a linear kernel. However, if the dataset is non-
linearly separable, a kernel that fits between polynomials
(several d-degrees are useable), RBF, or sigmoid is the
solution.

(e SVM classification function is as follows:

f(x) � 􏽘
n

i�0
aiyiK x, x′( 􏼁 + b, (11)

where ai is the Lagrange multiplier, yi is the y value of xi,
and b is the intercept.
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Figure 3: A chart depicting the placement of devices in a room.
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Figure 4: (e coverage area of the PIR sensor if placed on the
ceiling of the room.
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(e DT is a classification model which is essentially a
binary tree, where each branch in the tree is an ordinary if-
else decision [43]. However, the if-else decision comes from
a training process through several stages [44]. (e two most
common types of DTs are iterative dichotomiser 3 (ID3), and
classification and regression tree (CART) [45]. (e main
difference between the two is that ID3 can only be used for
classification, while CART can be used for classification as
well as regression [46]. (e CART formation uses a calcu-
lation of the Gini index of each feature. (e Gini index
describes the inequality value of a feature [47]. (e lower the
Gini index value, the better the feature is used to make
decisions. (e Gini index formula is as follows:

Gini(p) � 1 − 􏽘
J

i�1
p
2
i , (12)

where p is the feature index, pi is the fraction of the feature p

with the label i, and J is the number of labels present.
If, after the decision, the resulting class is still not

uniform, then the process of calculating the Gini index for
that branch is repeated for other features. (e process is
iterative until all branches produce a uniform class or have
reached the max depth limit. Max depth is the farthest
distance from the root to the leaf. Limiting the max depth
value is usually to prevent overfitting.

NB classifies with the concept of the Bayes theorem,
which is looking for opportunities from a hypothesis on
events that have never happened [48]. NB is an efficient
algorithm because each variable can be independent. (e
following is the formula used for the classification of NB:

P(c|x) �
P(x|c)P(c)

P(x)
, (13)

where x is the data to be classified, c is the hypothetical data
of a class, and P(c|x) is the a posteriori probability of the
data c against x.

Ensemble learning is a method of combining several
learning models where the results are usually better than if
only one of its members is used [49]. (e downside of
ensemble learning is that the algorithm is usually more
computationally heavy [50]. EV is a type of ensemble
learning in which, by utilizing several models from several
different methods, EV selects the answer with the most
number of results from each model [51]. EV can exploit the
peculiarity of each member’s classification model so that the
advantages of each model can be seen in the results of the
ensemble [52]. In hard EV, the formula used is as follows:

􏽢z � mode X1(y), X2(y), . . . , Xa(y)􏼈 􏼉, (14)

where 􏽢z is the classification result of the EV, X is each
classification model, a is the number of classification models
used, and y is the data to be classified.

3.5. Evaluation Metrics. PC measures the linear correlation
between two datasets [53].(e usual denotation for PC is the
letter r, and the PC formula between data x and data y is as
follows:

r �
n 􏽐 xy − 􏽐 x( 􏼁 􏽐 y( 􏼁

�����������������������������

n 􏽐 x
2

− 􏽐 x( 􏼁
2

􏼐 􏼑 n 􏽐 y
2

− 􏽐 y( 􏼁
2

􏼐 􏼑

􏽱 , (15)

where n is the number of records in the dataset [54].
(e range of the calculated values for the PC formula is

-1 to 1. (ere are several interpretations of the results of the
PC. A negative result means that the x and y datasets have a
negative correlation, where if the results are positive, the x

and y data have a positive correlation. If 0.5< |r|< 1.0, then
there is moderate to strong correlation between x and y. If
0.0< |r|< 0.5, there is no correlation, there is a non-linear
correlation, or there is a low correlation between x and y

[55].
PC is useful for feature selection in machine learning.

Features with a moderate to strong correlation with the label
usually pass the selection and continue to the training stage
of machine learning. Features that have no correlation or
low correlation are eliminated and cannot continue to the
training stage [56].

(e confusion matrix forms a quadrant for models with
binary classification, which only involves two output values.
In that quadrant, each row has data with actual positive
output and data with actual negative output. Further on,
each column has data with predicted positive output and
data with predicted negative output. Each cell in the
quadrant is an intersection between the sets of each row and
each column, resulting in four possible outcomes: True
Positive (TP), False Negative (FN), True Negative (TN), or
False Positive (FP). (e confusion matrix results show a
model’s predictive ability and strengthen the explanation of
its accuracy, precision, recall, and F1-score result.

Accuracy is the ability of a model to predict data cor-
rectly. (e accuracy formula is as follows:

Accuracy �
TP + TN

TP + TN + FP + FN
. (16)

Accuracy can only measure the ability of a model to
predict the correct data but cannot describe the specific
capabilities of a model in making predictions. (erefore,
other metrics such as precision, recall, and F1-score are used.

Precision shows the ability of a model to sort the negative
class from the positive class. (e precision formula is as
follows:

Precision �
TP

TP + FP
. (17)

Recall shows the ability of a model to predict the positive
class. In some cases, accuracy is often mistaken for recall,
whereas in imbalanced data, recall gives a true picture of the
model’s ability to predict positive classes. (e recall formula
is as follows:

Recall �
TP

TP + FN
. (18)

F1-score is a value that describes a combination of
precision and recall capabilities. (e F1-score is different
from the average because the F1-score uses the concept of a
harmonic average. Even though it combines precision and

6 Complexity



recall, the F1-score value is usually different from accuracy.
(e F1 − score formula is as follows:

F1 − score � 2 ·
Precision × Recall
Precision + Recall

. (19)

Sometimes a model can experience overfitting, which is a
condition when the model produces good performance on
training but poor performance on validation [57]. (e
characteristic of an overfitting model is that it has high
variance and low bias [58]. High complexity is another
nature of an overfitting model. (e cross-validation method
can examine models with high complexity. In K-fold cross-
validation, the method divides training data into several
random subsamples of the same size. (e fold is the term for
each subsample, where K is the number of subsamples. After
division, the method performs K iterations. It uses one
different fold as validation data in each iteration and the rest
as train data. In each iteration, accuracy or one other per-
formance metric evaluates the model. At the end of exe-
cution, the average accuracy of each iteration becomes the
final result of the cross-validation evaluation [59]. (e
complete process of K-fold cross-validation is given in Al-
gorithm 1.

4. Results

4.1. IoT Implementation and Data Collection. With the IoT
architecture as described in Subsection 3.2, we implement
the proposed human presence-based smart lighting control.
Parts of the implementation are shown in Figure 5.(emain
parts of the implementation are PIR sensors, NodeMCU,
4G-WiFi router, Raspberry Pi, Google Sheets, LED lighting,
and relays. (e Google Sheets monitors the sensed move-
ment data. Moreover, the Raspberry Pi saves a CSV file
containing movement data.

Data collection begins after the smart lighting system
with the PIR sensor is successfully implemented. Movement
data is collected with a sampling rate of 10 seconds and
collected for seven days in one test area. During that period,
the system collected 56852 data records. (e data consists of
movement data with binary values. A value of 1 means the
PIR sensor detects movement. Otherwise, 0 means there is
no movement. Each data is labeled manually. (e label
describes the presence of people in the room. (e manual
filling is done based on the presence of a subject in the room.
(e specification of movement data collection is given in
Table 1.

A line plot can visualize how sensor data capture human
movement and how the data looks compared to the actual
human presence in the room. A partial snippet of the
movement dataset with attendance labels is shown in Fig-
ure 6. (e snippet shows data from two days out of seven
days of data collection. (e line plot explains that the PIR
sensor reports 0 even though a subject is present. It is not
that the PIR sensor is not accurate enough, but more be-
cause, while PIR sensors can only detect movement, one can
imagine that subjects are not always moving while they are
present. It is conceivable that if a smart lighting system
directly uses the PIR sensor results for light control, the

lights will turn on and off while people are still present. It
results in disturbance to people’s comfort.

4.2. Moving Average Application. (e intuition is that the
application of MA to the movement data results in a curve
with a PC coefficient closer to human presence than
movement data. Visualization in the form of a line plot can
help illustrate this intuition. (e line plot of MA results,
movement data, and human presence are shown in Figure 7.
Movement data of Day 1 goes through a MA with N � 200.
(e plot shows that the MA curve elevates when people are
present and approaches 0 when otherwise. However, it does
not fully resemble human presence.

(e PC evidences the closeness of the MA value to
human presence data according to equation (16). We create
five MA curves with different N values and observe which
curve has the strongest PC coefficient. A matrix showing the
PC of movement, five types of MAs, and human presence is
shown in Figure 8. Payload is the feature name for move-
ment data. (e last row of the matrix shows the PC coef-
ficient of presence with each feature. (e highest value is
0.56, which is the MA at N � 200. Based on the interpre-
tation, the curve has a moderate positive correlation with
human presence. In comparison, the payload correlation is
0.36, which classifies as a low positive correlation.

A line plot can illustrate the growing trend of the PC
coefficient based on the number of N values. (e line plot is
shown in Figure 9. (e green line is the growth of the PC
based on the increasing N values of the MA, where the red
line is the PC of raw movement data. (e MA method can
increase the PC coefficient of movement features. However,
using a data point too large will decrease the correlation.(e
optimum value is 200.

4.3. Training Classification Models. Because the MA of
movement data has a moderate positive correlation with
human presence, training a machine learning method with
the new feature can hypothetically result in a model with
good performance. In the model to be trained, the proposed
input features are motion sensor data and some MA curves
with different N values. (e output class is human presence,
with labels 1 for a human being present and 0 for no human
present. It means that the type of classification is binary
classification. We carry out an exhaustive test to find the
optimum classification model for human presence based on
movement data. (e classification methods used are KNN,
SVM, DT, and NB. EV is also applied to improve the
performance of some of the mentioned methods.

(e training process uses 50% of the dataset, while the
testing stage uses the rest. It means there are 23436 training
data and 23436 testing data. (e dataset is shuffled prior to
the data split to prevent uneven distribution.(e test metrics
are accuracy, precision, recall, and F1-score. Six initial
features are used including five MA curves with a variation
of N values: movement, MA (N � 200), MA (N � 400),
MA (N � 600), MA (N � 800), and MA (N � 1000). (e
label is human presence. Cross-validation is also applied to
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test the robustness of eachmodel. A summary of the training
specifications is given in Table 2.

In KNN, k describes the number of neighbors involved
in calculating the closest distance between test and training
data. A test of varying k finds the optimum KNN model.
Changes in the value of accuracy, precision, recall, and F1-
Score to the increase of k in KNN training is shown in
Figure 10. (e graph shows the comparison of the perfor-
mance of the KNN model with k � 1 to k � 5. (e values of
precision and recall fluctuate, while the F1-score and ac-
curacy values have a decreasing trend. Based on these tests,
we conclude that k � 1 is the exact value for the optimum
KNN model.

In SVM, the right type of kernel provides the optimum
model. (e kernel types compared are the linear kernel, 2nd-
degree polynomial, 3rd-degree polynomial, RBF, and sig-
moid. A comparison of the performance of the SVM clas-
sification model with five kernels is shown in Figure 11. (e
bar chart compares four performance values: accuracy,
precision, recall, and F1-score. In all four metrics, sigmoid
has the lowest performance. (e 2nd-degree polynomial has
the highest recall but not the highest F1-score. (e highest
F1-score and accuracy go to the 3rd-degree polynomial and
RBF. However, the precision value of the 3rd-degree poly-
nomial is lower than RBF. Hence, the RBF kernel provides
the optimum SVM model.

Using the right model depends on how to understand the
data [60]. In 3.4, it has been explained that the selection of
the SVM kernel depends on whether the data is linearly
separable or not. In addition, the amount of data and the
type of data also affect the selection of the model. A scatter
plot matrix helps to understand the data better. (e scatter
plot matrix is often a tool for understanding high-dimen-
sional data [61]. A visualization of the dataset in the form of a
scatter plot matrix is shown in Figure 12. (e scatter plot
matrix shows that the scatter plot between each feature is not
linearly separable. It explains why the linear kernel does not
produce an optimum SVM model. Moreover, if the data is
non-linearly separable and the RBF kernel is more optimum

(1) Divide data intoK equal folds
(2) for k in range(0, K) do
(3) R←Foldk in data
(4) T←data/R
(5) TrainT

(6) Acck←evaluateRwith trainedmodel
(7) end for
(8) Acc←1/K 􏽐

K
k�1 Acck

ALGORITHM 1:K-fold cross-validation.

LED Lights

Relay PIR Sensor NodeMCU 4G-WiFi Router

Raspberry Pi
Google

Spreadsheet

Figure 5: Parts of the results of implementing the IoT architecture for smart lighting control based on human presence.

Table 1: Movement data collection specification.

Attribute Value
Sampling rate 10 s
Collecting period 7 days
Collected data 56852 records
Feature Movement
Feature values 1 (movement detected) 0 (no movement)
Label Presence
Label values 1 (present) 0 (not present)
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than other kernels, then the data is radially separable. In two
dimensions, the binary class forms a doughnut shape, with
one of the classes in the doughnut hole [62].

A too high max depth value in training can result in an
overfitting DT model. (e symptom of overfitting is that
when comparing the performance of the tree with train data
and cross-validation, the performance of the train data will
continue to increase. In contrast, the cross-validation value
will decrease or stagnate. Pruning is a solution to prevent
overfitting the model. When using the early stop method in
pruning, adding depths to the tree is stopped when the cross-
validation value starts to drops [63]. (e effect of increasing
DT max depth on the accuracy of training data and vali-
dation data is shown in Figure 13. (e orange line in the
graph is the model’s accuracy based on the train data, while

the blue line is the average accuracy based on cross-vali-
dation. After the value of max depth � 12, the accuracy value
of the cross-validation value decreases, so max depth � 12 is
considered to provide the optimum DT model.

NB is a machine learning method that is more suitable
for text-based analysis than classification on sensor data
[64, 65]. It is also seen in this case when comparing the
confusion matrix of KNN, SVM, DT, and NB.(e confusion
matrix of the four classifiers is shown in Figure 14. In the
comparison, NB has the lowest performance. However, the
FN and FP values of SVM, DTs, and NB are worth observing.
(e FP value of SVM is higher than its FN. However, it is the
other way around in NB. (ey are peculiarities that EV can
exploit, so we build it based on the four previous models.(e
test results complete the confusion matrix comparison. (e
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Figure 6: Partial snippet of the movement dataset with attendance labels.
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Table 2: Training specifications.

Attribute Value
Machine learning methods KNN, SVM, DT, NB, and EV
Split ratio 50 : 50
Training data 23436 records
Testing data 23436 records
Features Movement, MA (N� 200), MA (N� 400), MA (N� 600), MA (N� 800), and MA (N� 1000)
Label Presence
Data shuffle On
Performance metrics Accuracy, precision, recall, F1-score, and cross-validation

10 Complexity



results show that EV has a better confusionmatrix than SVM
and NB. In addition, the EV model has the lowest FP
compared to SVM, DT, and NB. As a result, EV is a model
that optimizes the NB model.

4.4. Performance Evaluation and Cross-Validation. Four
optimum classification models can be compared: KNN with
k � 1, SVM with RBF kernel, DT with max depth � 12, and
EV from KNN, SVM, DT, and NB. (e performance
comparison of the four classifiers is shown in Figure 15. (e
comparison is in the form of a bar chart. In the bar chart,
KNN is the blue bar, SVM is the orange bar, DT is the green
bar, and EV is the red bar. Four metrics test the models:
accuracy, precision, recall, and F1-score. SVM has the lowest
performance in all four metrics of the four models. Between
the three remaining models, EV is the only model with a
recall value below 0.99. KNN excels in all four metrics, even

compared to the DT. (e optimum classification model for
human presence based on movement data is KNN with
k � 1.

(e robustness of each model is also measured. We set
SVM aside and only compare the models with the top three
best performances from the previous tests, namely, KNN,
DT, and EV. K-fold cross-validation measures the robust-
ness of each model. (e K values for testing are 2, 5, and 10
as they are commonly used [58]. Accuracy metric measures
each cross-validation iteration. (e cross-validation process
accuracy comparison of the three models is shown in Fig-
ure 16. A box plot visualizes the performance comparison. In
addition to the accuracy average, the box plot can also
compare the accuracy variance of each case. For each model,
the average accuracy trend increases as the number of folds
increases. However, for EV specifically, the variance also
increases. (e EV owns the lowest average accuracy for each
K value. At K � 2, the DT has the highest accuracy variance.
For all K values, KNN has the lowest variance and the
highest average. It concludes that KNN is also the most
robust model apart from having the best performance.

(e KNNmodel with k � 1 can still be optimized. Not all
features will be related to the output class in machine
learning. If an irrelevant feature enters the training process,
what happens is garbage in, garbage out, and the perfor-
mance of the model will drop [66]. Hence, at this stage,
feature selection is carried out based on the PC value,
previously calculated in 4.2. Assuming that increasing the
number of uncorrelated features will reduce the perfor-
mance of the classification model, the following scenarios
are made based on the PC value and compared:

(i) 1 feature: MA (N� 200).
(ii) 2 features: MA (N� 200) and MA (N� 400).
(iii) 3 features: MA (N� 200), MA (N� 400), and MA

(N� 600).
(iv) 4 features: MA (N� 200), MA (N� 400), MA

(N� 600), and MA (N� 800).
(v) 5 features: MA (N� 200), MA (N� 400), MA

(N� 600), MA (N� 800), and MA (N� 1000).
(vi) All features: all features included.

(e effect of the number of features on the prediction
performance of the KNN model is shown in Figure 17. (e
image is in the form of a line plot. (e four metrics com-
pared include accuracy, precision, recall, and F1-score.
Results show an increasing trend in the addition of the
number of features. It proves that although the MA with
N> 200 has a lower correlation than the MA with N � 200,
these features are still relevant in classifying human pres-
ence. Subsequently, the model with five features and six
features has the same performance. (e conclusion is that if
the raw movement data departs the dataset, the model
performance does not decrease, reducing complexity.
Hence, the feature selection process result concludes that the
KNN model with five features is the optimum KNN model.

For example, two features have a high correlation with
the output class. In the understanding of multicollinearity, if
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the two features have a high correlation and one of them is
not excluded, the performance of the model will become
poor, especially the linear regression model [67]. For ex-
ample, revisiting the PC matrix in Figure 8, MA (N� 600) is
highly correlated to MA (N� 800). We investigate this by
applying the moving PC to the time-series dataset. A vi-
sualization of the application of the moving PC with
N� 6000 to the dataset can be seen in Figure 18. We take a
snapshot of two different cases. (e upper part of the image
is a situation where there is not much fluctuation in at-
tendance. In this situation, MAs with high N have a high
correlation. (e bottom part of the image is a situation
where there is much fluctuation in human presence.(eMA

with lowN has a high correlation in this situation. It explains
why the 5-feature model has the best performance.

We use the test data to measure how directly using PIR
sensor movement data to lighting control would perform.
We call it the raw method. (e significance of the presence
classification model (proposed method) on the raw
method appears in a side-to-side comparison. (e com-
parison of the two methods is shown in Figure 19. (e
image is in the form of a bar plot. It shows accuracy,
precision, recall, and F1-score, where the proposed
method is the blue bar, and raw is the orange bar. (e two
biggest significances are accuracy and recall, 99.7% to
67.8% and 99.8% to 62.6%, respectively.
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Visualization can showcase the performance of the KNN
model in predicting human presence. (e visualization
compares the actual time-series attendance and the pre-
dicted time-series attendance. (e comparison of the two
and also movement data with sensors is shown in Figure 20.
(e top part of the image is the time-series presence of the
PIR sensor measurement results. (en, the middle part of
the image is the actual attendance time series.(e last part of
the image below is the time series of the prediction results of
the KNN model. When compared between the movement
data from the PIR sensor and the presence data from the

KNN model predictions, the latter is more in line with the
actual presence data.

5. Discussion

In the test results, the application of MAs to the movement
data of the motion sensor results can increase the PC of the
features on the actual presence of humans in the room. (is
is in accordance with existing studies, namely, [20–23] and
[24]. (e related studies use MA to increase the correlation
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of regression and classification features, among others, for
noise reduction and forecasting.

(e reason why KNN can be better than SVM, DT, NB,
and EV is the nature of KNN, which is robust against noisy
data [68]. SVM with RBF kernel is indeed good for radially
separable data. However, if the data has high variance, then it
possibly affects the performance of both SVM and DT in
performing data separation.

We make direct comparisons of our proposed method
with related studies to emphasize the contribution and
novelty of our proposed method. (e related studies are
human presence-based smart lighting control using other
equipment. (e comparison is given in Table 3. (e

superior values of each column are made bold. Compared
to the benchmarked studies, our proposed method has
the best performance, 99.8%. (e research [11] has an
approximate result, which is 99.3%. (e study uses a
concept similar to a MA, namely, a sliding window to
calculate several statistical features such as mean, stan-
dard deviation, and max. A random forest RF model is an
optimum model that applies the sliding window feature
in the study. However, it uses several different sensors,
some of which are expensive sensors, such as smart-
watches and real-time location systems. Studies that also
use expensive devices for activity recognition are [27],
which uses a depth camera; [18], which uses five
monochrome cameras; and [12], which uses Switchmate.
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(e latter research does not use accuracy in calculating
performance but uses LUR. LUR is their proposed metric
that describes the ratio between the time the lights are on
and the time someone is present in the room. We assume
that LUR is equivalent to accuracy. Our proposed method
is the method with the best performance and a low-cost
solution.

Moreover, we also investigate the factors that influence
performance in studies regarding PIR sensors in human
presence-based smart lighting control. (e comparison of
these related works is shown in Table 4. Based on our
proposed method and [9], it seems that there is a negative
relationship between the number of activities and perfor-
mance. However, [5] that has 14 activities has a better
performance than [10, 17] that only have five activities. In
addition, our proposed method and [9] are location-based

methods. A person’s presence is determined based on
whether the person is under sensor or not. Meanwhile,
[5, 10] and [17] that have significantly lower performance are
not location-based. (ese methods define an activity where
the activity is independent of its location. Further research
can investigate the performance of a PIR sensor-based ac-
tivity recognition on determining activities that are location-
based.

In future work, the direction of this research is to in-
crease user comfort from smart lighting. Hence, if the au-
tomatic light control is carried out based on the presence of
people, people will not feel discomfort. For the long term, the
research aims to measure user comfort when users use smart
lighting that has applied the novel method in this research.
(e user comfort method proposal is a novel one, which is a
quantitative method.
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Furthermore, the next future work is to use this novel
method to monitor the movement of people in the house.
(is achievement leads to a novel predictive control of lights
based on the user movement. (e benefit of this proposal is

that automatic light control can occur without the user being
aware of it. As an illustration of the case, before people enter
the room, the lights are already on. It will furtherly increase
user comfort while still maintaining energy efficiency.
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Table 3: A Comparison of related works on human presence-based smart lighting control.

Reference Equipment Cost Accuracy (%)
Proposed method PIR sensor US$13 99.8
Lupion et al. [11] PIR sensor, pressure sensor, switch sensor, smartwatches, RTLS US$65 99.3
Park et al. [12] Light sensor, switchmate US$68 67
Dai et al. [18] Five monochrome cameras US$3001 90.2
Chun et al. [19] Depth camera US$361 78.3
1Estimated.

Table 4: A comparison of related studies using the PIR sensor for smart lighting control.

Reference Method Number of activities Location-based Accuracy (%)
Proposed method CIMA 2 Yes 99.8
Ramadhan et al. [5] HHMM 14 No 93
Jin et al. [9] TS-ANN 2 Yes 97
Fakhruddin et al. [10] PCA-KNN 5 No 94
Putrada et al. [17] HHMM 5 No 87.6
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6. Conclusions

(is paper proposes CIMA, a novel classification-integrated
moving average model for smart lighting intelligent control
based on human presence. A smart lighting system based on
the Internet of things (IoT) applies the proposed method. It
uses passive infrared (PIR) sensors, light-emitting diode
(LED) lights, relays, NodeMCU, Raspberry Pi, and sup-
porting software. In the PC test, the movement data from the
PIR sensor has a correlation of 0.36 to attendance, while the
moving average (MA) correlation to human presence can
reach 0.56. In exhaustive testing of machine learning clas-
sification methods, k-nearest neighbor (KNN) is the model
with the best and most robust performance with an accuracy
value of 99.8%. It is more accurate than direct light control
decisions based on motion sensors with 67.6%. We conclude
that our proposed method can increase the correlation value
of movement features on attendance. At the same time, an
accurate and robust KNN classification model is applicable
for human presence-based smart lighting intelligent control.

Data Availability

Data supporting reported results can be found at https://doi.
org/10.34820/FK2/8BXAYW.

Conflicts of Interest

(e authors declare no conflicts of interest.

Authors’ Contributions

All authors contributed equally to this manuscript.

Acknowledgments

(e authors would like to thank Telkom University and the
Ministry of Education, Culture, Research, and Technology
for fully funding this research through the Doctoral Dis-
sertation Research scheme and other supporting funds.

References

[1] M. Soheilian, G. Fischl, and M. Aries, “Smart lighting ap-
plication for energy saving and user well-being in the resi-
dential environment,” Sustainability, vol. 13, no. 11, p. 6198,
2021.

[2] P. Smallwood, Lighting, leds and smart lighting market
overview, US Dept. Energy SSLWorkshop, Raleigh, NC, USA,
2016.
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[8] M. José, E. Irigoyen, and V. M. Becerra, “Intelligent control
approaches for modeling and control of complex systems,”
Complexity, vol. 2018, pp. 1-2, 2018.

[9] Y. Jin, D. Yan, X. Zhang, J. An, and M. Han, “A data-driven
model predictive control for lighting system based on his-
torical occupancy in an office building: methodology devel-
opment,” In Building Simulation, vol. 14, pp. 219–235, 2021.

[10] R. Irsyad Fakhruddin, “Maman Abdurohman, and Aji
Gautama Putrada. Improving pir sensor network-based ac-
tivity recognition with pca and knn,” in Proceedings of the
2021 International Conference On Intelligent Cybernetics
Technology & Applications (ICICyTA), Pages 138–143 IEEE,
Bandung, Indonesia, December 2021.

[11] M. Lupión, P. M. Ortigosa, Q. Javier Medina, J. Medina-
Quero, and J. F. Sanjuan, “Dolars, a distributed on-line ac-
tivity recognition system by means of heterogeneous sensors
in real-life deployments—a case study in the smart lab of the
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Alarm management is an important task to ensure the safety of industrial process technologies. A well-designed alarm system can
reduce the workload of operators parallel with the support of the production, which is in line with the approach of Industry 5.0.
Using Process Mining tools to explore the operator-related event scenarios requires a goal-oriented log file format that contains
the start and the end of the alarms along with the triggered operator actions. 'e key contribution of the work is that a method is
presented that transforms the historical event data of control systems into goal-oriented log files used as inputs of process mining
algorithms.'e applicability of the proposed process mining-based method is presented concerning the analysis of a hydrofluoric
acid alkylation plant. 'e detailed application examples illustrate how the extracted process models can be interpreted and
utilized. 'e results confirm that applying the tools of process mining in alarm management requires a goal-oriented log-
file design.

1. Introduction

'e motivation of the present work is to develop a meth-
odology for the process mining-based analysis of alarm and
event-log databases to increase process safety and reduce the
workload of the operators. As a result, we will be able to
understand the chain of events that trigger an operator
action, as well as explore the effects of different operator
action strategies; from another point of view, to gain the
models of processes, leading potentially to malfunctions or
safety incidents. With the help of this knowledge, a better
designed and more effective alarm management [1] and
operator training system can be developed.

'e Industry 5.0 approach considers the wellbeing of the
workers in productivity and efficiency improvement projects
more. State-of-the-art industrial production systems contain
complex process control solutions. 'e amount of recorded
signals and process variables makes it difficult to have a clear
view of the relationships between the different process el-
ements; the control of the processes can be a demanding task
for the workers. To lower the workload of the operators, a

good understanding of the process element relationships is
needed to predict the probable event scenarios that can be
the basis of a decision-supporting system. 'e work of the
operators can be reduced and supported in other ways as
well. Generally speaking, predictable alarms do not contain
useful information for the operators. 'erefore, automation
solutions should handle them before they occur, or com-
pletely useless alarms should be suppressed before an an-
nouncement is made [2]. Future alarm sequences can also be
predicted using historical knowledge of the process [3]. 'e
exploration of operational strategies holds promising op-
portunities for automation as well: the sequences of alarms
and the corresponding operator actions can be determined
besides the best operational practices [4]. 'e analysis of the
announced alarms can also facilitate root cause analysis [5].
A wide range of data-based solutions have been applied to
reduce the operator workload, e.g., the conventional tech-
niques of deadbands [6], delay timers [7], or filtering [8].
Advanced alarm management solutions aim to define more
informative features for the operators by identifying re-
dundant and co-occurring alarms. Twomain approaches are
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known. First, correlation analysis-based techniques are
widespread, where the aim is to find frequently co-occurring
alarms over a short period of time, which can be considered
redundant [9]. Second, the frequently occurring longer
operational patterns can be considered to be the symptoms
of the same malfunction and can be revealed by frequent
pattern mining algorithms [10], as well as applied in terms of
alarm prediction and suppression [2]. It is also advantageous
to apply highly efficient data-driven solutions, like deep
learning [11] or decision tree-based classifiers [12]. To gain
understandable models that can be directly used in alarm
management is challenging. To explore complex event
chains or comparable models of operator action strategies,
determining the correlation of event pairs, deep learning
methods with hard-to-understand results are not satisfying.
For compact and comprehensible models, we need to apply
process mining.

Process mining is a collection of techniques that support
the understanding of processes based on event logs [13].
Process mining algorithms are applied in various fields,
without the aim of completeness: in healthcare to improve
the operational efficiency of processes [14], in business
management to analyze the processes and reveal their
bottlenecks [15], for the automatized analysis of financial
statements during audit processes [16], or the support of
e-learning are among the applications as well [17]. More-
over, a recent and highly promising application field is the
identification of repetitive processes using process mining to
discover potential processes for robotic process automation
[18]. For a recent collection of research fields and application
areas in process mining, please refer to the work of Garcia
et al. [19]. 'ese process mining algorithms are tailored to
goals for the purpose of discovering process flows, where the
events of the different processes are organized into traces. A
trace is a collection of events that are considered to be related
in some way. 'e definition of the traces is essential for the
purpose of process discovery, especially in the case of alarm
management, where the connection between alarms and
operator actions requires accurate trace generation. 'ere-
fore, the structures of alarm and event logs are unsatisfactory
in terms of process mining as they lack this very important
component, that is, trace indicators. A process mining-based
approach was applied to evaluate the behavior of plants and
support the rationalization of alarms. Its basic concepts are
presented in Reference [20], while the applicability of
process mining algorithms for the determination of alarm
performance metrics and the exploration of process be-
havior are presented in Reference [21], which can be con-
sidered to be the motivation of the present study.

Although these studies usually focus on different aspects
of alarm management, e.g., operator actions [4] or alarm
rationalization [21], they lack the general formalization of
the problem and the goal-oriented definition of the input
database for different purposes of analysis. Given the lack of
a comprehensive study on the applicability of the techniques
of process mining with regard to large-scale industrial alarm
and event log databases, the contribution of the present work
is the following:

(i) We discuss the goal-oriented tasks and the related
definition of the events, as well as further charac-
teristics of the events and resources. Traces must be
defined to provide a suitable structure of alarms and
the related operator actions, resulting in the most
appropriate input dataset for the applied mining
algorithms.

(ii) 'e effectiveness and applicability of the proposed
methodology are presented with regard to the
analysis of the large-scale alarm and event-log da-
tabase of an industrial plant. We have gained un-
derstandable and comprehensive information that is
useful not only in alarm management and operator
training systems but also in the process mining of
other industrial sectors.

According to the contributions, the core applicability
of the proposed methodology is not narrowed down to
the industrial alarm systems but can be transferred to
other fields of applications as well, where temporal
events are present and their follow-up or cause and effect
type of relationship is to be analyzed (similarly to the
back and forth relationship of alarms and operator ac-
tions). In the case of alarm systems, the type of process
control system, let it be a distributed control system
(DCS), supervisory control and data acquisition system
(SCADA), or any other type of system, is irrelevant, as
long as the provided alarm (or event) data are timely and
accurate. Using the proposed methodology, the alarm
evolution paths can be identified, the triggering alarms of
operator actions can be revealed, and recommendations
for the reduction of the probability of hazardous situ-
ations can be provided.

'e structure of the work is the following. In Section
Materials and Methods, we provide a brief overview of
industrial log files (structure and content), introduce the
goal-oriented definition of the traces, identify the necessary
rules to generate traces, and discuss the process mining
tools necessary to achieve our goals. In Section Results and
Discussion, we examine the previously defined process
mining tasks, the preparation of the log file, the time
distribution analysis of the events (alarms and operator
actions), the alarm spillover analysis between the pro-
duction units, and the discovery of the connection between
alarms and operator actions. In Section Conclusion, some
concluding remarks are provided, experiences are dis-
cussed, and possible future research directions are
identified.

2. Materials and Methods

'is section introduces the basis of process discovery (log
files), the event-clustering method (trace generation rules),
and the goal-oriented selection of process exploration tools.
As in the case of any project-like activity, an execution plan
to achieve our predefined goals must be drawn up. In terms
of the present case study, a schematic summary is provided
in Figure 1.
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2.1. 0e Structure of the Alarm and Event Log Databases.
Discrete events, e.g., alarms and warnings, are recorded in
the process control unit of almost every production site
when a variable exceeds its associated threshold. An in-
dustrial alarm and event-log database is usually composed of
these alarms and warnings, operator actions, system mes-
sages, as well as any further timestamped information logged
by the control system. For the purpose of further mathe-
matical formulation, every event can be regarded as a state of
the technology (denoted by s) represented by < pv, a> data
pairs. pv indicates the name of the process variable, while a
represents the attribute that indicates the state occurring on
the given variable, e.g., high or low alarm in the case of an
alarm announcement or increase or decrease (open or close)
in the case of operator action. An event is the occurrence of a
given state, which can be an event of temporal duration such
as alarm messages or point-like in time such as operator
actions. For example, the description of an alarm and an
operator action can be mathematically represented as
< column inlet temperature, high alarm> and < cooling
water inlet valve, open> , respectively. 'e events are rep-
resented by < s, st, et> triplets, where s denotes the state that
occurs between st starting and et ending times. For an event
with a point-like temporal characteristic, even though the st
and et times are regarded as equal to maintain a uniform
mathematical formulation, it must be decided whether to
keep both or utilize only the st starting time for further
processing.'is question is addressed later when the XES file
is considered.

'e files of industrial alarm and event logs are usually
composed of timestamped events of alarms, operator ac-
tions, system messages, and any further temporal

information. Additional information can help us to deter-
mine which sensor generates the alarm in the process and
the priority of that alarm, e.g., the location of the event, that
is, in which part of the plant/organization it occurred. Each
event that occurs is labeled with a tag name. Every alarm and
operator action can be considered to be the state of the
process. 'e different alarms in the event log have starting
and end times. 'e starting time is when the alarm in the
process was raised, and the end time is when the process
returned to its proper operational zone.'e operator actions
are usually considered to be point-like events, i.e., their
starting and end times coincide. A series of events can be
defined as a trace. Let L denote a set of events; σ ∈ L stands
for an event trace, that is, a sequence of events; T⊆L rep-
resents an event log, i.e., a set of event traces. Besides in-
formation on the occurrence of an event, the log files usually
contain other information as previously discussed, e.g., the
location of the sensor that raised the alarm in the process,
which is possibly categorized into units or production units,
etc. 'is work demonstrates the importance of task-specific
trace definitions. 'e methodology of trace segmentation
will be discussed later.

Our goal is to identify basic patterns in the chain of
alarms to focus on frequent sequences that can help us
compile a prediction model of the alarms. In Table 1, an
example of an industrial alarm and event-log can be seen.
'e column labeled “Tag” has been added to support the
analysis and is a summarized representation of the sensor’s
name. 'e first part is the name of the tag, the second and
third are those of the unit and production unit, respectively,
while the last one is the type of event (A: alarm, O: operator
action, N: return to normal). Different “sub-logs” are

Basic log

O log

A log

Distribution
over timeFiltered log

Typical
sequences

DC

DFG

A + O log

A + O + N log

Trigger type
alarms

Effect of
operator actions

Alarm
propagation

Data preparation Process mining

DC: Dotted Chart
HM: Heuristic Miner
DFG: Directly follows Graph
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F: Filtering
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Figure 1:'e concept of process mining-based alarmmanagement. After preparing the data, we can perform our process discovery tasks on
our sub-logs that were generated by applying the suggested trace rules.
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necessary to examine various mining tasks. 'e required
types of events are summarized in Table 2. 'e object of the
analysis indicates what information is of interest with regard
to the analysis provided in the task column. 'e event types
indicate the types of events available for analysis. Finally, the
suggested tools to process are mentioned. 'e three types of
objects are the following:

(i) Basic log: all three types of events are needed, after a
filtering/cleaning step, the log file has to be put into
a standardized format. 'is format is XES (Section
2.2).

(ii) Alarms: dotted chart, directly-follows graph, and
heuristic miner are proper tools to analyze the
different aspects of alarm propagation. By adding
operator actions to the traces, their triggering
alarms can be identified.

(iii) Operator actions: the tools and tasks are more or
less the same as in the case of alarms. 'e most
complex task is to explore the effect of the operator
actions, this needs all three types of events, as alarms
are the trigger events and return to normal events
are the consequences of operator actions.

'ere are two kinds of tools to process the data, the
preparation type and the ones responsible for the Process
Mining part itself. 'e filtering/cleaning step is a standard
data processing task; it can be tailored and automatized by
using the Python programming language, as well as its
transformation to XES standard. 'e three Process Mining
tools are also available in Python. 'is way, it is quite easy to
develop an integrated solution tailored for the actual
purpose.

2.1.1. Dotted Chart Analysis. 'e most transparent method
by which to visualize the event log is the dotted chart
analysis. In these charts, a dot represents a single event in the
log with two orthogonal dimensions, namely, time and
component types. Component types like instance, origina-
tor, task, event type, or data elements are shown on the
vertical axis. Time is measured on the horizontal axis of the
chart. Many measures related to events can be determined,
such as the average number of events occurring over a
certain time period, the maximum number of events in that
time period, the maximum and minimum time interval
between events, etc. Time can be presented factually or
relatively. 'e relative time can be used to abstract the log
file. For every component type, the first event is positioned at
time 0 and subsequent events are placed relative to the time
of occurrence of the first event. Moreover, the shape and
color of the dots can be changed depending on the examined
event attributes, adding dimensions to our chart.

From a chart like this, a lot of useful information can
be obtained, e.g., where the alarms occur more frequently
or which production units are affected more by alarm
events.

2.1.2. Directly-Follows Graph. On a directly-follows graph,
an edge is represented between two nodes when at least one
trace where the target event follows the source event is
present. In a nutshell, this method by which a DFG is ob-
tained ([22]):

(i) defines 3 parameters, namely, τVar, τact, τdf

(ii) removes cases with a frequency lower than τVar from
the log

Table 1: An example of an industrial alarm and event log file.

ID Tag name Event Start time End time Unit Prod. unit Tag
1 321 A 2018.05.01 00:01:01 2018.05.01 00:03:08 3 1 321_3_1_A
2 632 A 2018.05.01 00:01:03 2018.05.01 00:10:06 4 5 632_4_5_A
3 421 A 2018.05.01 00:01:10 2018.05.01 00:05:10 2 5 421_2_5_A
4 312 A 2018.05.01 00:01:30 2018.05.01 00:03:08 3 1 312_3_1_A
5 321 O 2018.05.01 00:02:10 2018.05.01 00:02:10 3 1 321_3_1_O
7 321 N 2018.05.01 00:03:08 2018.05.01 00:03:08 3 1 321_3_1_N
8 421 O 2018.05.01 00:04:01 2018.05.01 00:04:01 2 5 421_2_5_O
10 632 N 2018.05.01 00:10:06 2018.05.01 00:10:06 4 5 632_4_5_N

Table 2: Task oriented event types in sub-logs and suggested tools to process (A: alarm, O: operator action, N: return to normal, PM: process
mining).

Object Task Event types Tool
Basic log Data preparation for PM A, N, O Filtering and XES generator
Alarms Distribution over time A Dotted chart
Alarms Typical processes A Directly-follows graph
Alarms Spillover among units A Directly-follows graph/Heuristic miner
Alarms Trigger type events A, O Heuristic miner
Operator actions Distribution over time O Dotted chart
Operator actions Typical processes O Directly-follows graph
Operator actions Effect of operator actions A, N, O Heuristic miner
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(iii) removes events with a frequency lower than τact
from the filtered log and adds a node for each of the
remaining activities

(iv) connects the nodes where 2 activities follow on from
each other at least τdf times

On these graphs, two metrics can be represented,
namely, frequency (the number of times the target event
follows on from the source event) and performance (the
average time elapsed between the source and target events),
the decision depends on the type of required information.

2.1.3. Heuristic Miner Algorithm. 'e heuristic miner al-
gorithm explores the control-flow perspective of the process
model. 'e log is analyzed for the presence of causal de-
pendencies. If an event is always followed by another event, a
dependency relationship probably exists between these
events. 'e log should be analyzed for these causal de-
pendencies. 'e advantage compared to α-miner is that the
heuristic miner algorithm considers frequencies and can
handle skipping activities [13]. Several parameters can be
adjusted, e.g., minimumactivity count. Events that occur
under this threshold are not shown on the nets, which can be
a Heuristic net or a Petri net. Another parameter is the
minimumDFGoccurrences, which is the minimum number
of occurrences of an edge to be considered. 'is attribute
shows that the heuristic miner is based on DFG. Heuristic
mining requires a clear starting and end event, assuming that
every activity is located on a path from the starting activity to
the end activity. As is the case in DFG, frequency and
performance parameters can be entered on the net.

2.2. Goal-Oriented Definition of the Traces. 'e input of
process mining tools is a log file in a standard format; in this
work, we have chosen the XES standard. XES is an XML-
based standard for event logs. Its purpose is to provide a
generally acknowledged format for exchanging event log
data between tools, applications, and domains. 'e main
reason for choosing the XES model is the support it provides
for traces. As mentioned above, it is very important that
traces are well defined. Usually, in industrial log files, the
events are sequenced independently of one another, unlike
in the XES standard. 'e majority of process mining al-
gorithms take into consideration traces in addition to events.

For the effective mining of the alarm and event-log files,
a definition of the time window applied for the segmentation
of the alarm and event log files into traces that is dependent
on the purpose is required.

As previously mentioned, since traces play a significant
role in process mining methods, the task-dependent de-
termination of trace-defining time windows is required. As
the main event of the alarm log file is the appearance of the
alarm event itself (that is, its starting time), the basis for the
trace generation is the following:

Let α and β denote two consecutive events in log L. Let
T(α) and T(β) stand for the times of occurrence of events α
and β, respectively, and σ represents the spillover constant. If
T(β) − T(α)< σ, then α and β are located on the same trace.

However, if T(β) − T(α)≥ σ, then β is placed in the fol-
lowing trace. 'e spillover constant can be tuned based on
the knowledge about the dynamics of the system. Obviously,
it can be calculated with the help of the experience of the
operators and identification of data driven dynamical
models (Figure 2).

'ere are three areas to discuss the rules concerning
trace generation, the analysis of alarms, operator actions,
and their relations.

2.2.1. Analysis of Alarms. 'e first concept to explore in an
alarm management system is the spillover effect of the
alarms. 'ese sequences of alarms are caused primarily by
the decline in product streams, as well as the spread of
pressure anomalies or attributes (temperature and con-
centration) connected to technology streams. According to
this, probable propagation times are related to the sojourn
times of equipment, the length of pipelines, and the logic of
the control system. Hazard and operability analysis
(HAZOP) provides options to explore this malfunction
propagation, in addition, more and more attention is being
paid to dynamic HAZOP. As its automated use is chal-
lenging [23] and these methods are very resource-de-
manding (require expert engineers), it would be beneficial to
explore these potential relationships automatically from the
log files. In this case, it is practical to use a rule of thumb to
define the possible propagation times. 'is rule can be
determined by analyzing the time of occurrence of con-
secutive events originating from different production units.

2.2.2. Analysis of Operator Actions. A similar analysis can
also be performed on operator actions. Despite being a
complex troubleshooting process that can last for hours, our
primary goal is to identify the sequences of correlated op-
erator actions (similar to parent-child type alarms). One way
of achieving this is to define a time window lasting between
10 and 60 seconds (based on the cognitive model of oper-
ators and the attributes of the existing system). A new series
of actions is identified if the time gap between two con-
secutive actions exceeds this time window. Another way is to
regard alarm acknowledgements as the end of intervention
activities (if this type of event is found in our log file). 'is
way, they generate the groups of action series.

2.2.3. Connection between Alarms and Operator Actions.
'e most complex task is to analyze operator actions with
regard to the alarms that trigger them and qualify the efficacy
of the interventions.

To determine which operator actions trigger alarm
events, operator actions should be placed into our existing
alarm traces (which commence after the starting time of the
trace and finish before the end time of the trace or the
starting time of the following trace).

If the aim is to explore the effect of the operator actions,
the end times of the alarms should be put into the afore-
mentioned traces, as the Return toNormal pair of alarm
events.
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(1) Rules of Generating Traces. In the previous list, trace
generating methods were identified; now, the formalization
of these is provided. At the start, we consider one trace,
which contains all events, and with the following methods
we will split it step by step.

Aj,n, Ok,n, and Np,n are the jth alarm, kth operator action,
and pth return to normal event of the nth trace (σn), re-
spectively, where n∈ 1, . . . , |σi|􏼈 􏼉, j∈ 1, . . . , |Ai|􏼈 􏼉, k and
p∈ 1, . . . , |Ni|􏼈 􏼉. tw1 is the time window constant for alarms,
tw2 is the time window constant for operator actions, and
t(Aj,n), t(Ok,n) and t(Tn,n) are the timestamps of the related
events. 'e explanation of the rules and their mathematical
description is as follows.

Trace rule 1: t(Aj+1,n) − t(Aj,n)> tw1, Aj+1,n⟶
A1,n+1, Aj,n⟶ A|Ai|,n

: if the difference between the
timestamps of two consecutive alarms is greater than
tw1, then the alarm with the higher index will be the
first event of the next trace and the one with the lower
index will be the last event of the actual trace. 'is rule
can be applied to operator actions as well. 'ese traces
provide the input to gain the distribution of events over
time, the identification of typical event sequences and
the spillover of the alarms among production units.
Trace rule 2: From traces made by Trace rule 1, we
generate the return to normal events from the end
timestamps of the alarms. 'is means that the number
of return to normal events will be equal to the number
of alarm events (|Ai| � |Ni|) and traces will lap over
each other, as an alarm of a trace can end later, than the

start time of the next trace’s first alarm. We put an
operator action into the trace, if its timestamp is later
than the first alarm of the trace and sooner than the last
return to normal event of the trace (t(O1,n)> t(A1,n),
t(O|Oi|,n

)< t(N|Ni|,n
)). A visualized example is shown in

Figure 3. From these traces, the effect of operator ac-
tions can be gained. To identify trigger type alarms,
return to normal events have to be removed from the
traces made by Trace rule 2. Obviously, they should not
be excluded, but process mining a log without un-
necessary events results in a more clear process model.

2.3. Process Mining-Based Alarm Management Solutions.
In this section, the theoretical background of the applied
analysis methods is presented.

Different algorithms of process mining can help us to
identify patterns within the swarm of data placed in the log
files. Given the need to find a solution to this common
problem, different process mining techniques and several
software products to evaluate the data mining tasks can be
used. In this work, instead of using the well-known and usual
Process Mining tools (like ProM [24] or EMiT [25]), we have
used an open-source Python programming language-based
solution, PM4Py. 'is library provides a wide range of
process mining tools and since it is based on Python, which
is a great tool for manipulating huge data sources (like
industrial log files), PM4Py is an excellent option to develop
semi- or fully automated process discovery methods from

Event trace 1 Event trace 2

Time

Alarm
occurred in
the process

Time difference between
alarms are higher than the

malfunction spillover
constant

Figure 2: 'e segmentation of an event log database into event traces of potential propagation of error.

A1

st1 st2 st3 st4 st5

dt12 dt23 dt34

st6

A2 O1 A3 A4O2 N2 O3

st7 st8

N1

st9

Figure 3: sti denotes the start time of the event, dtij indicates the time difference between alarm start times, and dtw indicates the time
window and Ti the trace. If dt12, dt34 < dtw and dt23 >dtw and ∀st: sti < sti+1, then A1, A2, O1, N1, O2, N2 ∈ T1 and A3, O2, A4, O3 ∈ T2. It is
worth to note that operator action O2 belongs to two traces.
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scratch on one platform. 'e tasks and tools to be used are
summarized in Table 3.

3. Results and Discussion

In order to show the industrial applicability of the formerly
introduced process mining method, the alarm management
system of an industrial hydrofluoric acid alkylation plant will
be analyzed. 'e process flow diagram of the plant can be
seen in Figure 4. 'e plant consists of four production units
and more than 400 tags, the distributed control system is a
Honeywell product. 'e logic of the tag names is
X,. . .,X_YY_Z, where X. . .X is the identifier of the tag, YY is
the identifier of the production unit (where the tag is lo-
cated), and Z is the type of the event. 'e identifiers of the
production units are the following: CH: isostripper, pro-
pane-depleting and propane handling unit; U1: utility
streams; AC: reactor and acid generating unit; FD: raw
material and drying unit; 02: “virtual” unit, collection of
sensors, that cannot be assigned to a specific unit. 'ere are
three types of events, namely, alarm (denoted with A),
operator action (denoted with O), and return to normal
(denoted with N).

Even though an alarm rationalization was performed on
the plant, so the events in the log files are all considered to be
relevant by the operating personnel, the log files need to be

processed carefully, as remaining problems can be present,
which can cause issues while undertaking the process dis-
covery tasks.

3.1. Preparation of the Log File of the Alarm System. 'e log
file of the aforementioned plant contains a lot of data, in
excess of 200,000 events over a time period of four months.
As previously discussed, the log file must be filtered to ensure
only relevant and valuable data for the purpose of process
mining is retained. 'e minimum number of attributes for
process mining is three: an identifier of the event, at least one
timestamp of the event (start or complete), and an identifier
of the trace. Although not mandatory, it is useful to have
additional attributes, for example, the name of the resource
that triggered the event, the name of the organizational
group in which the resource is located, and in the case of
temporal-type events, the counterpart of the timestamp
(start or complete) and the type of the event.

Another aspect that must be taken under consideration
is what type of events to keep. Ten event types are present in
the analyzed log file, namely, alarm, return to normal, ac-
knowledge, operator action, system, operator message,
suppress, shelved, unshelved, process event. According to
our goals, first, it was decided to retain three types of events,
that is, alarm, return to normal, and operator action. Alarm

Table 3: Tasks and process mining tools (A: alarm, O: operator action).

Task Tool
Distribution over time (A and O) Dotted chart
Typical sequences (A and O) Directly-follows graph
Spillover among units (A) Directly-follows graph/Heuristic miner
Trigger type alarms Heuristic miner
Effect of operator actions Heuristic miner
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Figure 4: Schematic diagram of the plant in the case study.
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and operator action will be used to explore their number of
occurrences and the sequences in which they occur;
moreover, all three will be used to determine the causal
relations between the alarms and operator actions. As a
result of filtering out types of events, approximately 80,000
events remained.

As soon as the sub-logs with the needed types of events
are obtained, traces must be generated. Trace window
constants have to be defined for every sub-log, the object and
the contained event types of these sub logs are collected in
Table 2. 'e value of these constants depends on the actual
system, literature data, and industrial experiences.

3.2. Distribution over Time and Typical Event Chains. To
visualize the distribution of the events over time, a dotted
chart is an excellent tool to use. Formerly, time distribution
analysis has been identified as a task for both alarms and
operator actions. As it can be interesting to compare the time
of occurrence of alarms with the time of occurrence of
operator actions, both have been visualized on one dotted
chart. Figure 5 shows a one-day-long time window of

production units CH and U1; the colors represent the types
of events. It can be seen that although tags are present where
both Alarm and OperatorAction events occur, many can be
identified where this is not the case. It is not inevitable that
interventions are made at the same place where the alarm
occurs. For example, only alarms are located in production
unit U1, in production unit CH, more operator actions are
present than alarms. It can be supposed that the alarms in U1
trigger alarms in CH which in turn trigger the operator
actions.

By briefly examining the time distribution statistics, it
can be seen that either extremely long-lasting and near-to-
zero second long alarms are present. 'ese extreme values
can have a biased effect on our process mining results. 'ese
events contain little or no timely information for the op-
erators were filtered out from the log file. Only alarms that
lasted between 5 and 28,800 seconds (8 hours) were retained.
Of course, the upper and lower limits should be considered
based on the given system and task.

Now that our log file has been “normalized,” the next
step is to generate the traces. If the needed trace windows are
to be determined, the statistics regarding the time difference

EFC1_U1
ELCHL1_U1

HT50_U1
HNA2_U1
HNA1_U1
HNA8_U1
ET5_U1

HTCH3_CH
HTH3_CH
HT38_CH
HPL2_CH

HLCHL5_CH
HT42_CH
HPL3_CH
THS1_U1
UO_U1

ETCHL1_U1
HTC2_CH

HLHL4_CH
HLCHL6_CH

HFC8_CH
HT13_CH
HT12_CH
HT15_CH
HT14_CH
HT41_CH
HT40_CH

HFC19_CH
HT44_CH
HF8_CH
HF9_CH
UO_CH

HLHL3_CH
HFC14_CH
HFC15_CH
HLHL1_CH
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00:00 06:00 12:00 18:00 00:00

Figure 5: Distribution of alarms and operator actions over time (red: alarm, blue: operator action). 'e x axis shows the time and the y axis
shows the name of the tags.
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between the starting times must be examined. According to
the statistics concerning the alarm starting times, for ex-
ploring the typical alarm chains, the trace window was
chosen to be 220 seconds (the median value). To ensure at
least two events are found in a trace (which is the minimum
to be considered in a chain), the traces consisting of one
event must be removed.

'e first tool that can be used to explore the typical alarm
chains is the directly-follows graph (DFG). 'e frequency of
both the events and nodes can be put on the graph. Figure 6
shows a portion of the DFG of the alarms, as the original
graph is too large to be presented in full here.

Suppose the typical alarm propagation time between the
units is sought, a DFG can be used once again, where the
average elapsed time between two alarms occurring in
different units is added, as is presented in Figure 7:

Although the average times are more or less identical, the
frequency at which the alarms occur in unit U1 is much
higher than in the other units. Zero seconds can be seen in
the boxes of the units because the events were regarded as
point-like, so they are dimensionless in terms of time.

Even though a DFG can provide a good overview of
typical sequences, a different tool must be used to explore
processes. One option is the heuristic miner algorithm to
obtain a so-called heuristic net, which is one form of vi-
sualizing the typical processes. As frequent event chains are
to be explored, the parameter minimum activity count was
used and set at 100 and 500, as presented in Figure 8. On a
heuristic net, the green ellipsis represents the start and the
orange one represents the end of the process.

Obviously, the biggest proportion of the alarm events
occurs in unit U1, which has a high rate of interaction with
units CH and AC. Although our assumption that alarms in
U1 trigger alarms in CH is proven, the opposite can also
occur. 'is shows the advantage of a heuristic net over a
dotted chart or a DFG.

To explore the typical series of operator actions, the
formerly presented DFG is used. Figure 9 shows the
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Figure 6: Alarm series (part of the DFG). CH: isostripper, propane-depleting, and propane handling unit; U1: utility streams.
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Figure 7: Alarm propagation times between units. CH: isostripper,
propane-depleting, and propane handling unit; U1: utility streams;
AC: reactor and acid generating unit; FD: raw material and drying
unit.
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frequency of two consecutive operator actions. It can be seen
that the most operator actions are located in unit CH, as was
presumed from Figure 5. Nodes denoted in a darker color
with thicker edges represent more frequent events and
transitions. From this graph, the group of tags where the
most of the operator actions occur can be identified, along
with information about the frequent series of operator
actions.

3.3. Correlation between Alarms and Operator Actions. To
understand the connection between operator actions and
alarms, two different questions may have to be answered:

(1) Which alarm triggers an operator action?
(2) What is the effect of the operator actions?

To answer these two questions, different log file and trace
generation rules are required. 'e first requires the event
types alarm and operator action, while the second requires
return to normal events, which can be a result of an operator
action. 'e trace generation rules were determined in
Section 2.2. First, our formerly generated alarm traces are
taken and return to normal events are generated from the
end timestamps of the alarms. Subsequently, operator ac-
tions are placed into our traces with timestamps between the
first and last events in the trace (practically speaking, the first
alarm and the last return to normal events). By considering
this method, trigger-type alarms and the effect of operator
actions can be handled in one task as the log for trigger-type
alarms would also be the one for exploring the effect of
operator actions in the absence of the return to normal
events.

Figure 10 shows the explored processes (minimum DFG
was set at 55). By closely examining the net, two main types
of processes (in addition to a third one) can be identified. For
the purpose of better readability, starting and end points of
the alarm sequences have been highlighted with colored
boxes (same color for each pair).'e boxes with dashed lines
denote those processes where no operator action occurred
between the starting and the end of an alarm sequence
(process type 1). 'e ones denoted with solid lines mark
processes containing operator action (process type 2). 'e
third type, denoted by dotted lines belongs to both, as this
alarm (HNA8_U1_A) can end either with or without an
operator action (process type 3). Furthermore, an area which
is worth examining closely is the green ellipse, as this part
definitely appears to be a typical process (this “group” can
also be seen in Figure 9). From this net, which tag is relevant
in which kind of process discovery task can be determined,
moreover, our log file can be filtered further and the mining
conducted again.

'e HLCHL9_CH_A alarm indicates problems with the
liquid level at the HF stripper bottom. It is well visible that
the operators frequently apply the HFC17_CH_O action in
this situation, which modifies the bottom inlet of the HF
stripper. Similarly, they apply the HFC18_CH_O action in
this situation, which controls the steam inlet of the re-boiler
of the stripper. In the case of the events marked by black
brackets, the HPCH2_CH_A alarm indicates problems with
the depropanizer pressure, while the action applied in this
situation, HFC15_CH_O, controls the blow off of the
technology. 'e HTSH5_U1_A and HZSHP1_U1_A alarms
(dark blue and brown dashed brackets) almost always co-
occur. As these alarms both related to the problem of the
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Figure 8: Heuristic nets of alarm propagation between production units. CH: isostripper, propane-depleting, and propane handling unit;
U1: utility streams; AC: reactor and acid generating unit; FD: rawmaterial and drying unit. (a) Minimum activity count� 100. (b)Minimum
activity count� 500.
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same pump, they tend to be redundant and their definition
should be revised by the process experts.

4. Conclusion

As industrial technologies are becoming more and more
complex, the work of operators required to ensure the safe
and optimal operation is getting increasingly challenging.
With the introduction of the Industry 5.0 approach in
progress, there is an emerging need for solutions to balance
the productivity and efficiency with the life quality (work
and home) of the workers, as well with the affection of the
industry on society. One way to achieve this is to design
alarm management systems based on tools that were de-
veloped to answer the challenges of the 4th Industrial
Revolution (Industry 4.0). A properly built alarm man-
agement system can lower the workload of the operators
significantly and reduce the probability of hazardous situ-
ations, affecting the environment (including civilians). 'e
primary goal of this paper was to explore useful information
from the historical data of industrial alarm management
systems that can support the reduction of the operator
workload and learn optimal operating strategies.

'e paper proposed a process mining-based method to
discover the fundamental relations between alarms and the
related operator actions. Standard process mining tech-
niques are not suitable for the analysis of historical process
data of similar type. 'e paper demonstrated the benefits of
the goal-oriented design of the log files that allows the ex-
traction of information available to more effective alarm
management and operator training.

'e method was applied in the alarm management
rationalization project of an industrial hydrofluoric acid
alkylation plant.'e project demonstrated that with the help
of process mining, alarm signals could be rationalized;
therefore, the work of the operators will become safer, as well
as more effective, and last but not least, the workload has
been decreased.

'e discovered process models are easy to understand
and provide some kind of improved digital visualization of
alarms and operator actions. Lee et.al. summarized the
applicability of digital twins in Industry 4.0-driven process
safety management [26]. Our process mining-based method
is also suitable to support some of the improvement actions
collected in that study as a complementary tool. 'ese
improvement actions, related to alarms are: generate alarm
signatures that can be useful in abnormal situation man-
agement, identify critical operator interventions, improve
procedural risk assessments, and reduce the time and risk of
errors during traditional risk assessment processes. 'ey can
support operator action-related tasks as well, namely, pro-
cessing of procedures and operator actions: enhancing work
design and operator performance, and representation and
assessment of people and procedure related performance
deviations and failures.

'e gained information can be used to improve control
systems, get a better insight into plant failure and behavior
(process hazard analysis), review process safety incidents
(incident investigation), and conduct what-if scenarios to

understand how the plant may continue to run during
unplanned maintenance or examining specific abnormal
operation scenarios in more depth. It also gives the ability to
assess initiating causes systematically and in an automated
way based on historical data, due to the many failure modes
of equipment that exist in a process plant. 'is is considered
a key attribute to reduce resource intensive analysis.

Traditional hazard analysis processes have some short-
comings. A data science-based approach can address some
of them, for example when there is a lack of

(i) depth of analysis
(ii) follow through to final consequences
(iii) completeness in identifying initiating causes and

scenarios

'e outcome of this study proved that the process
mining-based analysis of events, along with the goal-ori-
ented design of log files, should be added to the digital toolkit
of process safety management.
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It can be argued that the identification of soundmathematical models is the ultimate goal of any scientific endeavour. On the other
hand, particularly in the investigation of complex systems and nonlinear phenomena, discriminating between alternative models
can be a very challenging task. Quite sophisticated model selection criteria are available but their deployment in practice can be
problematic. In this work, the Akaike Information Criterion is reformulated with the help of purely information theoretic
quantities, namely, the Gibbs-Shannon entropy and the Mutual Information. Systematic numerical tests have proven the im-
proved performances of the proposed upgrades, including increased robustness against noise and the presence of outliers. $e
same modifications can be implemented to rewrite also Bayesian statistical criteria, such as the Schwartz indicator, in terms of
information-theoretic quantities, proving the generality of the approach and the validity of the underlying assumptions.

1. Introduction to Nonfrequentist Model
Selection Criteria

$e promised land of modern scientific enterprises is often
the formulation of robust and generally applicable mathe-
matical models [1, 2]. $e ultimate validation of any model
resides in the comparison with the results of experiments or
observations. In the last decades, enormous quantities of
data have become available in many fields of science and
engineering. $e statistical inference has therefore pro-
gressively moved to centre stage. $e older frequentist
techniques, based on traditional significance level criteria,
have been complemented by a series of Bayesian and in-
formation-theoretic criteria, in many respects more suited to
managing large amounts of information.

One of the most popular model selection criteria (MSC)
is the Akaike Information Criterion (AIC) [3]. $e AIC can

be derived from the Kullback–Leibler divergence and can be
interpreted as the loss of information associated with the
adoption of a model different from the exact one, generating
the data. $e basic idea underlying the AIC criterion resides
indeed in the consideration that the less information amodel
loses, the higher its quality. $e theoretical derivation of the
AIC gives the unbiased form of the criterion [4].

AIC � −2 ln(L) + 2k, (1)

where L is the likelihood of the data given the model and k is
the number of estimated parameters in the model. $e AIC
is a metric that is minimised by the best model as a com-
promise between the goodness of fit (the first term) and
complexity (the second term).

$e general formulation of the AIC is not always easy to
apply in practice as can be appreciated by a simple inspection
of (1). First, in many instances, it can be impossible to
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reliably calculate the likelihood. Moreover, it is well known
that the number of parameters is a poor quantifier of a model
complexity and it is not inherently an information-theoretic
indicator. $e more practical expression of the AIC, very
often the one used in practice, is even more distant from its
original information theoretic origin, as discussed in the
next section.

$e first quantity, proposed to improve the AIC, is the
Gibbs–Shannon entropy H

H � − 􏽘
i

pilog pi. (2)

$e higher the value of H, the higher the uniformity of
the corresponding probability distribution function (whose
values are indicated with pi). $e Gibbs- Shannon entropy
can improve significantly the quantification of the model
complexity, as discussed in detail in Section 2.2.

$e second quantity, used in the rest of the work, is the
mutual information, MI.

MI � − 􏽘
x

􏽘
y

pxy ln
Pxy

PxPy

􏼠 􏼡, (3)

where Px,y is the joint pdf of the random variables X and Y.
Mutual Information can play a fundamental role in deter-
mining the goodness of fit of the models, as discussed in
Section 2.1.

With regard to the organization of the paper, the next
section introduces the rationale and details of the proposed
information-theoretic upgrades of the Akaike Information
Criterion. Section 3 is devoted to a simple but challenging
didactic case, meant to illustrate the effects of the modifi-
cations with an easy-to-grasp example. $e family of
functions and the types of noise statistics, implemented to
perform a series of systematic tests, are summarised in
Section 4. $e results of the aforementioned tests are ex-
emplified in Section 5 with the help of some representative
cases. $e extension of the approach to the Bayesian Se-
lection criterion is covered in Section 6 before the conclu-
sions and lines of future developments are discussed in the
final section of the paper.

2. Model Selection Formulated in terms of
Information Theoretic Quantities

Among the many indicators, for identifying the “best
model” among a set of candidates, the Akaike Information
Criterion AIC can be conceived originally as a pure in-
formation theoretic criterion. Unfortunately, the original
formulation of the AIC criterion is typically problematic
to implement in practice, particularly in applications
involving complex systems and nonlinear phenomena.
Both terms in the AIC present significant issues [5–7]. To
bypass the practical difficulties of calculating the likeli-
hood, the strong assumption that the data are identically
distributed and independently sampled from a normal
distribution is the most commonly invoked. If this tra-
ditionally called iid hypothesis is valid, it can be dem-
onstrated that the AIC can be written (up to an additive

immaterial constant depending only on the number of
entries in the database) as follows:

AIC � n · ln(MSE) + 2k. (4)

In (4), formally derived in [4], the Mean Squared Error
(MSE) is calculated in terms of the residuals, the differences
between the data, and the estimates of the models; in its turn
n indicates the number of entries in the database.

(4) is certainly the most widely used form of AIC. On the
other hand, as can be easily appreciated by inspection, the
criterion is now expressed in terms of quantities, which are
not information theoretic anymore. Moreover, all the sta-
tistical information content, originally in the likelihood, is
reduced to the mere MSE of the residuals. $e first obvious
question, which comes to mind, is whether some additional
statistical information about the distribution of the residuals
could be taken into account, to improve the discriminatory
capability of the criterion. $e practical relevance of this
issue is quite significant also because, in many applications,
the assumptions behind (4) are clearly violated. In real life,
indeed, the statistics of the noise can have a non-Gaussian
distribution, memory effects can be important, and a sig-
nificant number of outliers can be unavoidable. How to
improve the model selection criteria in this respect is the
subject of Section 2.1.

$e second term in (4) is also problematic because it is
well known that the number of parameters is a quite poor
indicator of the complexity of a model. More sophisticated
quantifiers exist, such as the VC dimension [8] and the
Rademacher dimension [9], but they are often impossible to
calculate for most practical functions. An alternative in-
formation theoretic and computationally simple way to
calculate a model complexity is the subject of Section 2.2.

2.1. Expressing the Goodness of Fit in terms of Mutual
Information. $e main idea informing one of the AIC
upgrades, proposed in this work, is based on the observation
that the better a model, the more similar the residuals to the
noise affecting the measurements. In the case of a perfect
model, the residuals should present exactly the same dis-
tribution as the noise. Assuming that the noise is not cor-
related with the measurements, absolutely legitimate in most
practical applications, this consideration can be quantified
mathematically by calculating the mutual information be-
tween the model predictions and the residuals, MIMRes.

MIMRes � MI ymod, yres( 􏼁. (5)

$e AIC can therefore be rewritten as follows:

AICMI � 2k + n ln MSE 1 + MIMRes( 􏼁( 􏼁. (6)

Conceptually, (6) is to be preferred to (4) for various
reasons. First, it formulates the criterion in terms of an
information theoretic quantity, the mutual information.
Moreover, it retains much more statistical information
about the model and the residuals. At the same time,MIMRes
takes into account also nonlinear correlations and does not
make any “a priori” assumption about the statistics of the
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noise or the presence of outliers. Consequently, as shown by
numerical tests, AICMI is a much more general and sensitive
model selection criterion than the original AIC.

2.2. Expressing the Complexity in terms of the Shannon
Entropy. $e other weakness in the original definition of
AIC is certainly the quantification of complexity. Indeed, the
simple number of parameters in a model is a very poor
indicator of its flexibility and in particular of its potential to
overfit (see Section 3). A possible alternative relies on the
traditional idea that complexity is the middle ground be-
tween randomness and determinism. According to this view,
complete randomness and perfect determinism are con-
sidered less complex than a combination of the two. $is
approach to complexity has a long pedigree and can be
traced back to the interpretation of information as uncer-
tainty, the concept at the basis of information theory [10]. A
possible way of expressing this idea in mathematical terms is
the following complexity measure C[X]:

C[X] � H
α
[X]D

β
[X], (7)

where H is the usual Shannon entropy and D is the distance
from a uniform distribution.

D[X] � 􏽘

N

1
􏽘

N

1
pi −

1
n

􏼒 􏼓, (8)

where with the usual notation, n is the number of entries in
the database. $e distance D reduces the estimated com-
plexity of models, whose predictions are uniform. $e en-
tropy reduces the estimated complexity of models, whose
outputs are concentrated on a few well-defined values.
Conceptually, the implementation of this quantification of
complexity is quite simple. $e pdf of the model predictions
can be inserted in (7) to obtain a simple indicator, imple-
menting the aforementioned information theoretic inter-
pretation of complexity.

$e most delicate aspect of (7) is the choice of the ex-
ponents α and β because they contribute significantly to
determining the trade-off between entropy and distance. To
this end, the increments of the model predictions have been
calculated as follows:

Modeldiff � ymodel,i+1 − ymodel,i􏼐 􏼑. (9)

$e moving averages (Mov), of the mean and standard
deviation of the squared increments, are good indicators of
the flexibility of a model and therefore of its potential to
overfit. $e normalized versions of these quantities are
defined in

MF1 �
􏽐 MovST D Modeldi ff􏼐 􏼑

2

n

MF2 �
􏽐 MovMEAN Modeldi ff􏼐 􏼑

2

n
.

(10)

$e ratio of the two averages calculated in (10) is

MF �

����
MF1

MF2

􏽳

. (11)

$e parameter MF increases for functions, which have
stronger variations in the domain of interest and can
therefore be considered more complex. Indeed, these more
nervous functions would have a higher potential of over-
fitting the data, following the noise.$is is the interpretation
of the quantity MF, which is used to determine the expo-
nents α and β.

α � 1 + MF; β � 1 − MF. (12)

Finally, the proposed final versions of the AIC expressed
only in terms of the mentioned information theoretic
quantities read

AICMICx � n ln[MSE(1 + MI)] + n lnCx( 􏼁

� n ln CxMSE(1 + MI)􏼂 􏼃( 􏼁.
(13)

3. A Didactic Example to Illustrate the Main
Characteristics of AICMICX

To illustrate the potential and the meaning of the proposed
upgrades of the AIC, an academic but challenging example,
already discussed in detail in the literature [11], is described
in this section. To this end, it is assumed that the actual data
is generated with a polynomial function depending on 5
parameters.

yref � 10− 6
x
5

− 8, 10− 3
x
3

+ 3, 10− 2
x
2

+ x − 10. (14)

$e equations, considered as possible candidate models
for the data generated with (14), are reported in Table 1.

A comment about the sinusoidal functions is in place.
$ese functions can be tuned to fit perfectly the data gen-
erated with (14) by increasing their frequency. $is fact can
be appreciated by inspection of the first two plots of Figure 1.
If there is any noise added to the data, the sinusoidal
functions, given their higher flexibility, can fit the data even
better than the original equation generating it.

On the other hand, they depend only on two pa-
rameters, their amplitude and frequency. $erefore, the
traditional version of the AIC would tend to prefer a well-
adjusted sinusoidal model (because it would achieve lower
values of both terms of the indicator). $e proposed
version AICMICx, on the contrary, manages to properly
identify the right model, as shown in Figure 2. $e plots
report the differences between the AIC and AICMICx of the
candidate models and the reference, the equation used to
generate the data.

When these differences are positive, the reference model
is the preferred one; the negative cases indicate that the
criteria would have selected the wrongmodel. From the plots
of Figure 2, it appears quite clearly that the traditional AIC
would have preferred the sinusoids (particularly model 1)
for various numbers of entries, whereas the AICMICx always
identifies the reference model as the right one. $is is
achieved by taking into account the distributions of the
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Table 1: $e four candidate models to fit the data generated by (14).

# Models
1 17 sin(210x)

2 17 sin(209.5x)

3 −0.08x2 + 1.47x − 10.38
4 0.75x − 10
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Figure 1: Black: the original data generated with (14). Red: the models of Table 1. From top left to bottom right models from 1 to 4.
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residuals and by better estimating the complexity of the
models. $e details about the comparison, between the
traditional AIC and the new version proposed in this paper,
are fully documented in Appendix A for the specific example
reported in this section.

4. The Main Functional Classes and Noise
Statistics for Practical Applications

To assess the performance of the alternative AIC model
selection criterion proposed in Section 2, a series of sys-
tematic numerical tests have been performed. $e analysis is
focussed mainly on four classes of models that cover the
most widely used in practice. $ey are the classes of poly-
nomials, power laws, power laws multiplied by a squashing
term, and exponential functions. In the rest of the paper,
only the results for bidimensional functions (of the form
z� f(x, y)) are discussed, because they are susceptible of clear
visualization, which helps illustrating the properties of the
criterion. $e extension to a larger number of variables is
straightforward and does not pose any conceptual difficulty.
$erefore, the considerations and conclusions reported have
to be assumed valid also in higher dimensions. For the
reader’s convenience, the mathematical form of the afore-
mentioned models is reported in the left column of Table 2.

Significant attention has been devoted to noise statistics.
$ree of the most relevant distribution functions have been
tested: Gaussian, uniform, and multi-Gaussian [12]. Again
for the reader’s convenience, the mathematical formulation
of these types of noise is summarised in the right column of
Table 2, together with the parameter values valid for the runs
reported in the rest of the paper. Since in practice very often
the presence of outliers in the data cannot be excluded, the
robustness of the proposed upgrade of the AIC in this re-
spect has also been verified. $is has been achieved by
randomly adding to the synthetic data values sampled from a
Gaussian distribution of small variance but nonzero mean
(see the entry called Asymmetric noise in Table 2 for a
precise mathematical definition).

5. Representative Results of Numerical Tests

As mentioned, a systematic series of tests with synthetic data
has been performed to assess the competitive advantage of
the proposed version of the AIC. All the combinations of
cases summarised in Section 4 have been investigated. $e
new version AICMICx has always proved to have better
discriminatory capabilities than the traditional AIC. In
practice, this means that AICMICx at least provides better
separation between the right model (the one used to generate
the data) and its wrong competitors. $is has proved to
occur for any type of function, noise statistics, and levels of
outliers. In general, the more severe the conditions, the
higher the level of noise or outliers, and the better the
AICMICx performance compared to the traditional AIC. In
some cases, as the one already discussed in Section 3, only
the AICMICx can converge on the right model.

In the rest of this section, some relevant examples of the
performed tests are reported. $ey have to be considered

absolutely representative of the vast majority of systematic
investigations performed.

In the first case discussed in the following, the model
generating the data consists of a power law multiplied by
a squashing term. $e importance and popularity of
power laws are difficult to overstate. Self-similarity can
result in many quantities presenting a power law trend.
Power laws are also particularly important for the in-
vestigation of scalings. On the other hand, power law
monomials can be too rigid and the multiplication by a
squashing factor can provide some additional flexibility.
$e function implemented to generate the synthetic data
is reported in the last row of Table 3. $e other rows of the
same table report the alternative models. $e synthetic
data generated with the reference model of Table 3 is
shown in Figure 3, together with the functions consti-
tuting the alternative models. Two different levels of
Gaussian additive noise are shown; corresponding to a
standard deviation of 15% and 30% of the synthetic data
averaged amplitude. As can be derived by simple in-
spection of the plots, AICMICx not only increases the
separation between the models, compared to the tradi-
tional AIC, but it also allows identifying the equation
generating the data. Indeed whereas, for some numbers of
entries and 30% of added noise, the AIC of the candidate
models can be lower than the reference one, the AICMICx
always identifies the model generating the data as the
best; this can be seen by noticing that the values of the
AICMICx differences, with respect to the best model, are
always positive.

$e discriminatory power of AICMICx is even higher in
the case of high noise. $is fact is exemplified by the fol-
lowing example, in which the generating model belongs to
the class of exponential functions.$e alternative models are
reported in Table 4, whose last row reports the equation used
to generate the data. In addition to Gaussian noise, with a
standard deviation of 30% and 60% of the synthetic data
averaged amplitude, some concentrated high noise has also
been added, according to the relations specified in the last
row of Table 2. $e better performance of AICMICx com-
pared to the traditional AIC can be easily recognised by

Table 2: $e main families of functions tested and the statistics of
the additive noise.

Families of functions Additive noise applied
Polynomials
y � a0x

b0 + a1x
b1 + anxbn

Uniform Noise
μ � ± 10 until ± 50

Power Laws
y � a0x

b0 , xb1 , xbn

Traditional Gaussian Noise
μ � 0 range of

σ � ± 10 until ± 50

Power Laws with Squashing term
y � a0x

b0 , xb1 , xb2 1
1+exp(−anxbn )

Multi-Gaussian Noise
μi � 0 range of

σi � ± 10 until ± 50∀i � 1..n

Exponentials
y � a0x

b0 exp(anxbn )

Asymmetric Noise
N1: μ1 � 0 and σ1 � 10;

N2: μ2 ≠ 0 and σ2 � 30; with
μ2 � 2(σ1 + σ2)/100, f(x)

Ratio between
N1,N2⇒0.75 until 0.95
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inspection of the plots in Figure 4. Indeed, the separation
between the alternative models and the right one is much
larger for the AICMICx than for the traditional AIC (the

reader should please consider also the different scales of the
plots in Figure 4).

6. Extension to Bayesian Model Selection

It is worth noting that the same modifications proposed for
the AIC can be applied also to the Bayesian information
criterion (BIC) [13]. BIC is based on Bayesian theory and has
been designed to maximize the posterior probability of a
model given the data. BIC is again a cost function and
therefore it is also an indicator to be minimised. $e BIC’s
most general form is

Table 3: Power law plus a squashing term.

# Models k
1 1.68104 sin(x1/x4.18

2 ) 4
2 3x2 exp(−x9.48

3 ) 4
3 17.87(x1/x0.45

2 )0.47 4
4 3.5x0.4

1 x0.8
2 3

ref 2x0.6
1 x1.1

2 1/1 + exp(−2x1.5
3 ) 6

$e value is shown in bold because it is the reference model.
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Table 4: Power law plus a squashing term.

# Models k
1 0.4x0.2exp(x) 4
2 0.8 exp(x) − 0.4x2) 5
3 3x2/1 + exp(−0.1x) 5
4 0.5x3 + 2x 4
ref 0.6x exp(x0.6) 4
$e value is shown in bold because it is the reference model.
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BIC � −2 ln(L) + k ln(n), (15)

where again L is the likelihood of the data given the
model, k is the number of estimated parameters in the
model, and n is the number of entries in the database. BIC

has the same structural form as the AIC and is affected by
the same difficulties in practical applications, in partic-
ular the challenges posed by the calculation of the
likelihood and the quantification of the model
complexity.
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Figure 5: Plots of the entropy H and distance D for the models of Table 1 in Section 3.
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Assumptions, similar to the ones leading to (4), allow
expressing the BIC criterion as follows:

BIC � n · ln σ2(ϵ)􏼐 􏼑 + k · ln(n). (16)

Even if the conceptual origins of BIC are different,
the proposed changes have the same effects, namely,
they improve BIC’s discriminatory power by including more
statistical information about the residuals and by better
quantifying the models’ complexity. In full analogy to (13),
the final upgraded version of the BIC criterion is

BICMICx � n ln[MSE(1 + MI)] + Cx ln(n). (17)

$e tests of the AIC have been performed also for the
BIC and they produce basically the same results. $e dis-
criminatory capability of BICMICx is clearly superior to the
original version of the indicator, as can be seen in the plots of
Appendix B. Of course, given the fact that BIC is based on
Bayesian statistics, the argument that the implemented
upgrades improve the coherence, with information-theo-
retic definitions and assumptions, cannot be made. On the
other hand, the fact that the proposed modifications im-
prove the quality also of a Bayesian type of selection criterion
increases the confidence in the validity of the ideas, which
have led to them.
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7. Conclusions

$e Akaike Information Criterion was conceived to mini-
mise the out-of-sample error and it is based on information
theory. Statistical models are indeed developed to represent
the process that generated the data, and the AIC estimates
the relative amount of information lost by a given model. On
this basis, it is assumed that the better a model, the less
information it loses. Unfortunately, the deployment of AIC
is problematic because its practical versions are affected by
significant limitations. Indeed the most widely used version
of AIC is valid under the assumptions that the data are
affected by Gaussian, zero-sum additive noise. $ese hy-
potheses have to be accepted because, in most practical
applications, it is often very difficult, if not impossible, to
compute the likelihood of the data given the model. If the
processes generating the data do not verify these assump-
tions, the traditional versions of the AIC can become poorly
effective or even misleading.

On the other hand, other information theoretic quan-
tities can be implemented to improve the discrimination
potential of the criterion. In particular, the mutual

information between the model estimates and the residuals
can help reward the goodness of fit. $e entropy in its turn
can be used to quantify the model complexity. With these
upgrades, the proposed version of the AIC has always proved
to have much better convergence properties than the tra-
ditional version in all respects, including robustness against
noise and zero-sum outliers. $is has occurred in all the
numerical tests performed, some of which consist of very
challenging selection tasks, given the fact that some can-
didate models assume values very similar to the right one in
the range covered by the data. $e proposed improvements
have an equally positive impact on the other criteria of the
AIC family, such as TIC and AICc [4]. $e extension of the
same concepts to the Bayesian information criterion proves
the soundness of the basic rationale behind the proposed
modifications. $e good performance in presence of non-
normal noise distributions is particularly encouraging be-
cause model assessment in such situations has not yet re-
ceived a lot of attention in the literature. Indeed, only a few
publications have addressed the fact that many existing
model selection criteria such as the BIC and Cp may not be
suitable for generalized linear model regression, in which the

0 100 200 300 400 500 600 700 800 900 1000
Number points

0 100 200 300 400 500 600 700 800 900 1000

Number points

0 100 200 300 400 500 600 700 800 900 1000
Number points

0 100 200 300 400 500 600 700 800 900 1000

Number points

∆B
IC

∆BIC1
∆BIC2
∆BIC3
∆BIC4

∆BICMICx-1
∆BICMICx-2
∆BICMICx-3
∆BICMICx-4

∆BICMICx-1
∆BICMICx-2
∆BICMICx-3
∆BICMICx-4

∆BIC1
∆BIC2
∆BIC3
∆BIC4

∆B
IC

M
IC

x

∆B
IC

∆B
IC

M
IC

x

1000

800

600

400

200

0

800

600

400

200

0

400

200

0

-200

-200

2000

1900

1000

500

0

Figure 10: Top two plots: comparison of BIC and BICMICx for the case of a power law monomial multiplied by a squashing for 15% of
Gaussian noise. Bottom: comparison of BIC and BICMICx for the case of a power law monomial multiplied by a squashing for 30% of
Gaussian noise.

0 100 200 300 400 500 600 700 800 900 1000
Number points

0 100 200 300 400 500 600 700 800 900 1000
Number points

0 100 200 300 400 500 600 700 800 900 1000
Number points

0 100 200 300 400 500 600 700 800 900 1000
Number points

∆BICMICx-1
∆BICMICx-2
∆BICMICx-3
∆BICMICx-4

∆BICMICx-1
∆BICMICx-2
∆BICMICx-3
∆BICMICx-4

∆BIC1
∆BIC2
∆BIC3
∆BIC4

∆BIC1
∆BIC2
∆BIC3
∆BIC4∆B

IC
∆B

IC
M

IC
x

∆B
IC

∆B
IC

M
IC

x

800

600

400

200

0

-200

2000

1500

1000

500

0

1500

1000

500

0

1500

1000

500

0

Figure 11: Top two plots: comparison of BIC and BICMICx for the case of an exponential function for 30% of Gaussian noise plus outliers.
Bottom: comparison of BIC and BICMICx for the case of an exponential function for 60% of Gaussian noise plus outliers.

10 Complexity



conditional mean and variance of the response are depen-
dent [14]. Synergies with other formulations of the com-
plexity term would also be very interesting from the
methodological point of view [15].

Given the quite positive results obtained with synthetic
data, proving their better discriminatory capability, the
proposed new versions of the selection criteria are expected
to become useful in various fields. $ey are already being
deployed for the investigation of complex systems, ranging
from high-temperature plasmas [16–23] to remote sensing
of the atmosphere and radar [24–26]. Another promising
application seems to be in support of the regularization of
recent tomographic inversion methods [27–29]. In these
fields, Dimensional Analysis (DA) is a methodology widely
used to identify key variables based on physical dimensions.
Even if it has been granted some attention recently, in most
literature DA is treated as merely a preprocessing tool,
creating various statistical problems [30]. $e upgrades of
the criteria proposed in this work could hopefully help in
devising an appropriate statistical methodology that inte-
grates DA and model selection.

Appendix

A. Calculation of the AICMICx and BICMICx
Quantities of Section 3

$e Figures 5–Figure 9 in this Appendix document all the
quantities required to calculate AICMICx and BICMICx for the
didactic case of Section 3, involving polynomial and sinu-
soidal models.

B.PerformanceDetails of theBICandBICMICx
Quantities of Section 5

$is Appendix documents the performance of BICMICx for
the numerical cases described in Section 5: power laws
multiplied by a squashing term and exponentials. Figures 10
and 11 show the comparison of BIC and BICMICx.
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For the safe and economical construction of embankment dams, the mechanical behaviour of the rockfill materials used in the
dam’s shell must be analyzed. &e characterization of rockfill materials with specified shear strength is difficult and expensive due
to the presence of particles greater than 500mm in diameter. &is work investigates the feasibility of using an extreme gradient
boosting (XGBoost) computing paradigm to estimate the shear strength of rockfill materials. To train and validate the proposed
XGBoost model, a total of 165 databases obtained from the literature are chosen. &e XGBoost model was compared against
support vector machine (SVM), adaptive boosting (AdaBoost), random forest (RF), and K-nearest neighbor (KNN) models
described in the literature. XGBoost beats SVM, RF, AdaBoost, and KNNmodels in terms of performance evaluation metrics such
as coefficient of determination (R2), Nash–Sutcliffe coefficient (NSE), and error in the root mean square ratio (RMSE) to the
standard deviation of the measured data (RSR). &e results demonstrated that the XGBoost model has the highest prediction
performance with (R2 = 0.9707, NSE = 0.9701, and RSR= 0.1729), followed by the SVM model with (R2 = 0.9655, NSE = 0.9639,
and RSR= 0.1899), RF (R2 = 0.9545, NSE= 0.9542, and RSR= 0.2140), the AdaBoost model with (R2 = 0.9390, NSE= 0.9388, and
RSR= 0.2474) and the KNN model with (R2 = 0.6233, NSE = 0.6180, and RSR= 0.6181). A sensitivity analysis has been conducted
to ascertain the impact of each investigated input parameter. &is study demonstrates that the established XGBoost model for
estimating the shear strength of rockfill materials is reliable.

1. Introduction

Rockfill materials (RFM) are commonly used in the con-
struction of high embankment dams in order to harness
natural water resources. RFM is comprised of gravels,
cobbles, and boulders obtained by blasting rock quarries or

natural riverbeds. Material from riverbeds is rounded to
subrounded, and material from quarries is angular to
subangular. Mineral composition, particle size, shape, gra-
dation, individual particle strength, void content, relative
density (RD), and particle surface roughness all influence the
behaviour of these RFMs used in the construction of rockfill
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dams. &erefore, it is essential to comprehend and char-
acterise the behaviour of these materials for the study and
safe construction of rockfill dams.

In engineering practice, the particle size of rockfill
materials ranges from 400 to 600 millimetres and can exceed
1000millimetres. Due to the constraints of laboratory testing
equipment, rockfill materials that exceed the maximum
permissible particle size must be scaled. To determine the
mechanical properties of rockfill materials on-site, analog
simulation is used in laboratory testing to build test spec-
imens with the same internal structure as the prototype
rockfill materials, thus determining the engineering char-
acteristics of the prototype rockfill materials. Several re-
search studies have investigated the behaviour of the RFM
such as Abbas et al. [1], Gupta [2], Venkatachalam [3],
Marsal [4], Mirachi [5], and Honkanadavar and Sharma [6]
and carried out laboratory experiments on different RFMs,
and it was revealed that their stress-strain behaviour is
dependent on the stress level, but nonlinear and inelastic.
&ey also reported that the angle of internal friction in-
creases as the maximum particle size of riverbed RFM in-
creases, while the opposite trend is true for quarry RFM.
Frossard et al. [7] proposed a rational approach for esti-
mating RFM shear strength based on size effects; Honka-
nadavar and Gupta [8] developed a power law for the
relationship between the shear strength parameter and
various riverbed RFM index features due to the difficulty of
conducting large-scale strength testing and defining the
mechanical behaviour of RFMs. Numerous methodologies
have been developed to anticipate the behaviour of such
soils. Large particle size RFM cannot be tested under lab-
oratory circumstances as maximum large-scale shear tests
are time-consuming and complicated, and it is hard to
predict the nonlinear shear strength function without an
analytical method (particle size 1200mm) [8].

Over the last ten years, a newly developed approach
based on machine learning (ML) algorithms has been widely
applied to solve real-world problems, particularly civil en-
gineering. Numerous practical problems have been effec-
tively addressed using ML techniques, paving the way for
many promising opportunities in civil engineering and other
fields such as environmental [9] and geotechnical [10–15]
including prediction of RFM shear strength [16–18]. In this
context, the artificial neural network (ANN) approach is
utilized by Kaunda [16] for estimating RFM shear strength.
Cubist and random forest regression techniques are used by
Zhou et al. [17], and they found that both models are ac-
curate for RFM shear strength estimations than ANN and
traditional regression models. Ahmad et al. [18] used sup-
port vector machine (SVM), random forest (RF), AdaBoost,
and K-nearest neighbor (KNN) algorithms to estimate the
shear strength of RFM and concluded that the SVM model
achieved a better prediction performance compared to the
RF, AdaBoost, and KNN models. &is field, however, is
currently being investigated. &e article aims to provide the
following contributions in the research field:

(i) To evaluate the predictive capacity of the XGBoost
algorithm for the shear strength of RFM

(ii) To compare the proposed model to the reference
models used in the published literature

(iii) Conduct sensitivity analysis to assess the influence
of each input parameter on the RFM’s shear
strength

&e structure of the paper is as follows: &e theory of
extreme gradient boosting is explained in Section 2. Data
collection and correlation analysis are presented in Section 3.
Section 4 explains the performance measurement employed.
Section 5 presents the obtained results and a discussion of
them. Finally, conclusions based on the achieved results are
provided.

2. Extreme Gradient Boosting (XGBoost)

Chen and Guestrin [19] proposed the sophisticated super-
vised technique extreme gradient boosting (XGBoost) under
the gradient boosting framework which has received
widespread recognition in Kaggle machine learning contests
due to its advantages of high efficiency and considerable
flexibility. XGBoost’s loss function adds a regularization
term to the objective function, which helps to smoothen the
final learning weights and avoid over-fitting [19]. It also
optimizes the loss function using first and second-order
gradient statistics. XGBoost also supports row and column
sampling to address this issue in addition to providing
regular terms to prevent over-fitting. As a result of the
parallel and distributed computation, faster model explo-
ration is possible.

&e following is a description of the XGBoost algorithm
[20]: given a dataset with n examples and m features
D � (xi, yi)􏼈 􏼉(|D| � n, xi ∈ Rm, yi ∈ R),K additive functions
will be used to predict the output values of a tree ensemble
model as follows:

􏽢yi � 􏽘
K

k�1
fk xi( 􏼁, fk ∈ F, (1)

where F is the regression trees space. It is calculated as

F � f(x) � ωq(x)􏽮 􏽯 q : R
m⟶ T,ωq ∈ R

T
􏼐 􏼑, (2)

where q represents for the structure of each tree, Trepresents
for the number of leaves in the tree, and fk is a function that
corresponds to an independent tree structure q and leaf
weights ω. To reduce errors of ensemble trees, the objective
function is found in the XGBoost model:

L
(t)

� 􏽘
n

i�1
l yi, 􏽢y

(t−1)
j􏼐 􏼑 + ft xi( 􏼁􏼐 􏼑 +Ω fk( 􏼁, (3)

where l is a differentiable convex objective function to
calculate the error between predicted and measured values;
yi and 􏽢yi are regulated and predicted values, respectively; t
shows the repetitions in order to minimize the errors; andΩ
is the complexity penalized with the regression tree
functions:
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Ω fk( 􏼁 � cT +
1
2
λ‖ω‖

2
, (4)

ω is the vector of the score for the blades, and c the
minimal loss required for the further isolation of a blade
node. λ is the regularization function. In addition, c and λ
are parameters which are able to control the complexity of
the tree, and the regularization term helps to avoid over-
fitting by smoothening the final learnt weights. Taylor ex-
pansion is applied to the objective function in order to
further simplify it as

F � 􏽘
m

i�1
ft xi( 􏼁gi +

1
2

ft xi( ( 􏼁􏼁
2
hi􏼔 􏼕 + cT +

1
2
λ􏽘

T

j�1
ω2

j , (5)

where gi and hi are the first and second derivatives obtained
on the loss function, respectively. More detailed explana-
tions of the XGBoost algorithm can be found in Chen and
Guestrin’s [19] research paper.

3. Dataset Collection and Correlation Analysis

In this study, a database of 165 samples of RFM shear
strength reports was collected from Kaunda [16] and is
presented in Appendix A and Table A1 in supplementary
file. All input parameters that might influence the shear
strength results of RFM were considered. &e included
parameters are D10, D30, D60, and D90, corresponding to the
10%, 30%, 60%, and 90% sieve sizes passing, respectively. Cc
and Cu refer to the curvature uniformity coefficients (Cc),
respectively; FM and GM describe fineness modulus and
gradation modulus, respectively; R represents International
Society of Rock Mechanics (ISRM) hardness rating; UCSmin,
and UCSmax (MPa) signify the uniaxial compression
strengths boundaries (MPa); and c represents the dry unit
weight (kN/m3), while σn is the normal stress (MPa). &e
considered output is the shear strength of RFM (MPa)
(denoted as τ (MPa)).&e summary of the database statistics
is presented in Table 1, which includes the boundary and
standard deviation values of all parameters used in this
study.

Correlation (ρ) was used to verify the intensity of cor-
relation between different parameters (see Figure 1). For a
given pair of random variables (m, n), the following equation
for ρ is used:

ρ(m, n) �
cov(m, n)

σmσn

, (6)

where cov denotes covariance, σm denotes the standard
deviation of m, and σn denotes the standard deviation of n.
|ρ|> 0.8 represents a strong correlation between m and n,
values between 0.3 and 0.8 represents a moderate rela-
tionship, and |ρ|> 0.30 represents a weak relationship [21].
As per Song et al. [22], correlation is considered as “strong”
if |ρ|> 0.8. In the order of strong to weak, the relationships
between input and output parameters are represented in
Figure 1. Consequently, no factors from the estimation
model’s τ were deleted. &e correlation coefficient has a
maximum absolute value of 0.97, as shown in Figure 1.

4. Evaluation and Prediction

To evaluate the predictive capacity of the XGBoost algo-
rithm, we compared it with some other machine learning
methods developed in literature using performance
measures.

4.1. Compared Machine Learning (ML) Methods. &e
XGBoost model was compared with other prediction
methods such as support vector machine, adaptive boosting,
random forest, and K-nearest neighbor proposed in litera-
ture. A brief description of each technique is presented. For a
more in-depth discussion, the reader is referred to the
relevant references.

4.1.1. Support Vector Machine (SVM). &e Support Vector
Machine (SVM) regression technique relies on feature
classification and generates an interclass hyperplane and
minimizes the vector lengths and variance between the
features and the plane. &e SVM is compatible with the
majority of kernel types, including Euclidean, Gaussian,
Exponential, and Dirichlet kernels [23]. &e objective
function for SVM regression contains a coefficient generated
from the cost analysis that aids in determining the flatness of
the created hyperplane [24]. &is allows the user to change
the SVM technique to fit unique datasets.

4.1.2. Adaptive Boosting (AdaBoost). Adaptive Boosting is a
boosting machine learning technique in which strong
learning algorithms augment weak learning algorithms.
AdaBoost must define the number of beginning students (n)
as a parameter [25]. During the training phase, AdaBoost
develops learners with low accuracy who improve based on
their predecessors [26]. Using this method, the AdaBoost
dynamically modifies the training weight based on the
performance of the fundamental learning algorithms [27].

4.1.3. Random Forest (RF). Random Forests are ensemble
models that use many decision trees as base-learners to
obtain more precise outcomes. Individual trees are gener-
ated from training data using random parameters as their
roots and nodes using the bootstrap sampling method [28].
Multiple decision trees are more stable than a single tree
because they reduce overfitting and average the outcomes
[26]. &e number of trees in the forest at each binary node,
the number of randomly selected predictors, and the lowest
number of observations at the nodes of the trees are the three
primary parameters for random forests [29].

4.1.4. K-nearest Neighbor (KNN). &e supervised KNN is a
machine learning algorithm that can be used to tackle both
classification and regression problems. In regression prob-
lems, the input data set is comprised of k that is most similar
to the training data sets utilized in the highlighted set. &e
outcome of KNN regression is the object’s characteristic
value, which is the mean value of k’s nearest neighbors. As
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the distance metric, a parameter such as Euclidean or
Mahalanobis distance can be utilized to locate the k of a data
point [30].

4.2. Evaluation Measures. &ree quantitative statistical in-
dices, i.e., coefficient of determination (R2), error in the root
mean square ratio to the measured data standard deviation
(RSR), and Nash–Sutcliffe coefficient (NSE) were employed
to validate and compare the XGBoost model. &e following
equations characterise the supplied indices:

R
2

� 1 −
􏽐

n
i�1 yi − 􏽢yi( 􏼁

2

􏽐
n
i�1 yi − 􏽢y( 􏼁

2 , (7)

RSR �

������������

􏽐
n
i�1 yi − 􏽢yi( 􏼁

2
􏽱

������������

􏽐
n
i�1 yi − y( 􏼁

2
􏽱 , (8)

NSE � 1 −
􏽐

n
i�1 yi − 􏽢yi( 􏼁

2

􏽐
n
i�1 yi − y( 􏼁

2 , (9)

where n is the total number of data; yi and 􏽢yi are the actual
shear strength and the predicted shear strength, respectively;
and y is the mean of the actual shear strength.

Values of the coefficient of determination (R2) that are
closer to 1 imply that this model better fits the data. When R2

is greater than 0.8 and close to 1, the model is deemed robust
[31].&e NSE is a normalized statistic that regulates the level
of residual variance compared to the variance of the data
being measured [32]. &e NSE scale ranges from −∞ to 1,
with 1 denoting an ideal match. If the NSE value is greater

than 0.65, a strong correlation exists [32, 33]. &e root mean
square error (RMSE)-standard deviation ratio (RSR) is
computed by dividing the RMSE by the standard deviation
of the observed data.&e RSR varies from 0, representing the
optimal value, to a significant positive value. &e RSR ranges
from the optimal value of 0 to a substantial positive number.
Classification ranges are expressed as very good, good, ac-
ceptable, and unacceptable. &e RSR ranges are
0.000≤RSR≤ 0.500, 0.500≤RSR≤ 0.600, 0.600≤RSR≤
0.700, and RSR> 0.700, respectively [34].

5. Methodology

&e present study is carried out based on the proposed
framework that involves four main steps as follows: (1) data
preparation and correlation analysis, (2) development of the
model, (3) validation of the proposed model, and (4) sen-
sitivity analysis (Figure 2):

(1) Data preparation and correlation analysis: In this
first step, the data of samples from the laboratory
were utilized to build the training and testing
datasets. &e training dataset was constructed using
80% of the total data, while the testing dataset was
built from the remaining 20%.

(2) Development of the model: In this second step, the
training dataset was applied for training the model
based on the XGBoost algorithm. &e optimization
of user defined parameters is undertaken by carrying
out multiple runs with these parameters on the
training data and analyzing the performance of the
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Figure 1: Correlation coefficient between parameters.
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resulting models on testing data. All training and
testing operations were conducted out in Orange
software.

(3) Validation of the proposed models: In this third step,
the testing dataset was adopted for validating the
proposed models. Statistical indices including R2,
NSE, and RSR were applied to validate the models.
&e proposed model is compared to the reference
models used in the published literature. Furthermore,
Taylor diagram is utilized to illustrate how similar the
models (including the proposed XGBoost) are to the
reference/observed point position.

(4) Sensitivity analysis: In the last step, sensitivity
analysis is used for evaluating the influence of input
factors on the shear strength of rockfill material.

6. Results and Discussion

&e proposed model that estimates the RFM shear strength
is developed using orange software. &e predictor variables
were provided via an input set (x) defined by x� [D10, D30,
D60, D90, Cc, Cu, GM, FM, R, UCSmin, UCSmax, c, and σn],
while the target variable (y) is shear strength (τ) of the
rockfill material. Every modelling stage requires the selection
of the suitable size of training and testing datasets. Con-
sequently, 80% (132 cases) of the total data were employed to
generate models while the remaining 20% (33 cases) of the
data were used to test the developed models in this study.
&eXGBoostmodel was tuned through trial and error to get an

optimal hyperparameters values owing to accurate estimate of
the shear strength of rockfill materials. &is study optimizes
some essential XGBoost parameters and clarifies the definitions
of these hyperparameters.&e tuning parameters for themodel
were selected and then changed during the trials until the best
metrics from Table 2 were obtained.

&e predictive performance of the training and testing
datasets is shown in regression form in Figure 3. In terms of
training, the XGBoost model produced the best prediction
results (i.e., R2 = 0.9707, NSE= 0.9701 and RSR= 0.1729)
compared to SVM (i.e., R2 = 0.9655, NSE= 0.9639 and
RSR= 0.1899), RF (i.e., R2 = 0.9545, NSE= 0.9542, and
RSR= 0.2140), AdaBoost (i.e., R2 = 0.9390, NSE= 0.9388,
and RSR= 0.2474), and KNN (i.e., R2 = 0.6233, NSE= 0.6180,
and RSR= 0.6181). It is also verified by the findings of R2,
NSE, and RSR in Figure 4 as XGBoost produced lesser RSR,
higher R2, and NSE values compared to SVM, RF, AdaBoost,
and KNNmodels developed in the literature by Ahmad et al.
[18] and the parameter optimization is presented in Table 2.

As depicted in Figure 4, the XGBoost model per-
formed the best in terms of R2, NSE, and RSR (i.e.,
R2 � 0.9676, NSE � 0.9672, and RSR � 0.1812) compared
to SVM (i.e., R2 � 0.9656, NSE � 0.9654, and
RSR � 0.1861), RF (i.e., R2 � 0.9656, NSE � 0.9164, and
RSR � 0.2891), AdaBoost (i.e., R2 � 0.9181, NSE � 0.8835,
and RSR � 0.3414), and KNN (i.e., R2 � 0.6304,
NSE � 0.6076, and RSR � 0.6264) in the testing phase. &e
outcomes of this and a prior study by Ahmad et al. [18]
(see Figure 4) demonstrate that the ML method may
accurately predict the shear strength of RFMs. &e

Data collection

Initialization and
optimization parameters

Sensitivity analysis

XGBoost algorithm

Evaluating the developed
model based on R2, NSE,
RSR, and Taylor diagram

Data splitting into training
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correlation between
different parameters

1

2

4

D
ata preparation

 and correlation
A

nalysis

D
evelopm

ent
of m

odel

Validation
of the

proposed
model

3

Figure 2: Flowchart illustrates the proposed methodology for present study.
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comparison of study outcomes makes sense because the
data sets and inputs are the same. In contrast, the
XGBoost model beats the other models in terms of
predictive performance and offered a balanced prediction
throughout the training and testing data sets. In addition,
due to the study’s small data set, additional research on
other data sets is necessary to establish the most generic
model for predicting the shear strength of RFM.

&e difference between the actual and predicted shear
strength of RFM is represented in Figure 5 by comparing the
results of the training and testing sets. &e proposed

XGBoost model is satisfactory for predicting the RFM shear
strength, barring a few noise points.

Taylor diagram (see Figure 6) is utilized to illustrate how
similar the models (including the proposed XGBoost) are to the
reference/observed point position based on their correlation,
root-mean-square error difference, and amplitude of their
variations (represented by their standard deviations). &e better
the performance, the closer eachmodel point is to the position of
the reference/observed point. In terms of predictive ability, the
proposed XGBoost model beats the SVM, RF, AdaBoost, and
KNN models developed in the literature by Ahmad et al. [18].

Table 2: Parameter configuration.

Algorithm Parameter optimization
XGBoost n estimators� 40, learning rate� 0.250, maximum depth� 4
SVM Cost� 8, regression loss epsilon� 0.1, kernel type� radial basis function
RF Number of trees� 15, limit depth of individual trees� 3
KNN Number of neighbors� 5, metric� euclidean, weight� uniform
AdaBoost Number of estimators� 2, learning rate� 0.1, boosting algorithm� SAMME, regression loss function� linear
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Figure 3: Regression graph of the XGBoost model for (a) training and (b) testing datasets.
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Figure 4: Comparison of R2, NSE, and RSR values from the XGBoost, SVM, RF, AdaBoost, and KNNmodels in (a) training; and (b) testing
phases.
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&e sensitivity results of the XGBoost model were
evaluated utilising Yang and Zang’s [35] approach for
evaluating the influence of input factors on the shear
strength of rockfill material. &is approach, which
has been the topic of numerous studies [36–41], is as
follows:

rij �
􏽐

n
m�1 yim × yom( 􏼁

����������������

􏽐
n
m�1 y

2
im 􏽐

n
m�1 y

2
om

􏽱 , (10)

where n represents the number of values (i.e., 132); yim

and yom denotes input and output variables, respectively.
For each input parameter, the rij value ranges from zero
to one, with the greatest rij values indicating the efficient
output variable (i.e., τ). Figure 7 shows the rij scores for
all input variables and demonstrates that σn (rij � 0.99)
has the greatest effect on the shear strength of rockfill
material. Furthermore, Figure 1 shows that the normal
stress σn has the highest ρ of 0.97 in all other parameters
validating the sensitivity analysis results.
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7. Conclusions

Using an XGBoost algorithm, a new prediction model for
RFM shear strength is proposed in the current study.
Comparisons reveal that the proposed XGBoost model
provides the most accurate prediction of the RFM’s shear
strength when compared to the algorithms developed using
the SVM, RF, AdBoost, and KNNmodel. Important findings
found from this study include as follows:

(1) In the test phase, results showed that the XGBoost
had the highest power performance (R2 � 0.9676,
NSE� 0.9672, and RSR� 0.1812) compared to other
machine learning models. Furthermore, based on the
scatter plots of actual and predicted values, the
XGBoost model exhibited a better fit to the observed
data, indicating that it has potential for broader
applications in RFM material properties prediction.

(2) Compared to SVM, RF, AdaBoost, and KNNmodels
in the literature, the proposed XGBoost model has a
superior predictive capability. In addition, the pro-
posed model is amenable to further modification so
that the accumulation of further data will consid-
erably enhance its predictive potential.

(3) &e findings of the sensitivity analysis indicate that
five parameters, namely, the normal stress, the 90%
passing sieve diameters (D90), the dry unit weight,
and the ISRM hardness rating, are the most sensitive
and important factors for estimating the shear
strength of rockfill materials.

(4) &e developed XGBoost model gives predictions
with the same level of accuracy as existing soft
computing methods.

Since the proposed XGBoost model produces predic-
tions based on the input values, interpolation between the
input variables is more accurate and reliable than ex-
trapolation. &erefore, the model should not be used for
input parameter values beyond the defined range of the
study.
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Assessment of climate change impacts on wind characteristics is crucial for the design, operation, and maintenance of coastal and
offshore infrastructures. In the present study, theModel Output Statistics (MOS) method was used to downscale a CoupledModel
Intercomparison Project Phase 5 (CMIP5) with General Circulation Model (GCM) results for a case study in the North Atlantic
Ocean, and a supervised machine learning method (M5’ Decision Tree model) was developed for the first time to establish a
statistical relationship between predicator and predicant. To do so, the GCM simulation results and altimeter remote sensing data
were employed to examine the capabilities of the M5’DTmodel in predicting future wind speed and identifying spatiotemporal
trends in wind characteristics. For this purpose, three classes of M5′ models were developed to study the annual, seasonal, and
monthly variations of wind characteristics. 'e developed decision tree (DT) models were employed to statistically downscale the
Beijing Normal University Earth System Model (BNU-ESM) global climate model output. 'e M5′ models are calibrated and
successfully validated against the GCM simulation results and altimeter remote sensing data. All the proposedmodels showed firm
outputs in the training section. Predictions from the monthly model with a 70/30 training to test ratio demonstrated the best
model performance. 'e monthly prediction model highlighted the decreasing trend in wind speed relative to the control period
in 2030 to 2040 for the case study location and across all three future climate change scenarios tested within this study. 'is
reduction in wind speed reduces wind energy by 13% to 19%.

1. Introduction

Over the past decades, excessive greenhouse gas emissions
have resulted in an accelerated rate of global warming and
intensified the effects of climate change. 'e increase in
intensity and frequency of extreme climatic events is ex-
acerbated by climate change, leading to natural hazards such
as severe floods and erosion in coastal regions [1–11]. 'e
large-scale effects of climate change are beginning to in-
fluence several parts of the world by increasing extreme

climatic events. A study by Wei et al. [12] showed that the
negative impacts of climate change occur at both global and
local scales with detrimental consequences on coastal
communities, which are at the forefront of battling against
the climate change impacts. Given that climate change will
also impact major socioeconomic activities and biodiversity
in the coastal region, it is vital to have robust predicting
frameworks capable of approximating the key climatic pa-
rameters in the future considering different climate pro-
jection models. Within the context of climate change, wind
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climate in offshore and coastal regions is one of the key
parameters that influence wave behaviour and hydroclimate
[13]. Turki et al. [7] examined the multiscale components of
the monthly extreme surges by considering the climatic
parameters, e.g., zonal wind, sea surface temperature, and
sea-level pressure along the English Channel coasts. Despite
the current availability of vast amount of sensing data, high-
resolution downscaled models are still needed to investigate
the effects of climate variables based on the future climate
change projections [14].

Global climate models (GCMs, aka General Circulation
Models) have been developed to generate future projections
through large-scale spatiotemporal data of climate variables
[15]. At present, GCMs are widely used to predict and
simulate the large-scale global climate response to increasing
temperature at the surface of oceans. Many studies have been
carried out using different GCMs to predict the impact of
climate change on the variations of wind characteristics in
various regions [16–20]. For instance, Segal et al. [21]
employed HadCM2 (Hadley Centre coupled model) with
coupling local wind data and showed that the availability of
daily average wind power reduces within the range of 0–30%
by 2050 over most areas of the United States. Later, Breslow
and Sailor [22] also used outputs of global coupled global
climate models (CGCMs) with a resolution of 3.75° (both
latitude and longitude) and HadCM3 with a resolution of
3.75° at 2.5° (longitude and latitude, respectively).'e results
of the case study in the United States show that climate
change reduces the average wind speed by 10% to 15%. 'is
reduction in wind speed resulted in a 30% to 40% reduction
in wind power.

Lionello et al. [23] studied the Adriatic Sea region using
ECHAM-4 model data, which were downscaled using sta-
tistical methods. A comparison between the present and
future climate simulations from Lionello et al. [23] study
showed that extreme wave height will decrease in the future.
In the UK, the 40 yearly records of data show an increase in
winter wind speed by 15% to 20%, which can be linked to
climate change consequences [24]. For two scenarios of A2
(1961–1990) and B2 (2071–2100), Lionello et al. [17] studied
the seasonal mean of significant wave height (SWH) for the
Mediterranean and predicted a reduction in SWH for the B2
period. For a case study of the Bay of Biscay, France, the
results of the ARPEGE-Climate model show a reduction in
the wind speed and, consequently, the wave height for the
summers during the period of 2061 to 2100 [25]. Kamranzad
[19] and Kamranzad et al. [26] investigated the capabilities
of CGCM3.1 (Canadian Global Coupled Model Version 3.1)
in the prediction of wind characteristics in Persian Gulf,
which, considering its semienclosed shape, is vastly different
from oceans. Kamranzad et al. [26] predicated that by the
year 2100, wind speeds and wind energy will decrease across
Persian Gulf according to three different emission scenarios
(A2, B1, andA1B). Recently, Goharnejad et al. [27] evaluated
both the wave characteristics and wave energy extraction
potential in Persian Gulf for greenhouse gas concentration
trajectory (representative concentration pathway: RCP)-
based GCM simulation outputs of RCP4.5 and RCP8.5
future climate change scenarios and showed that the

potential wave energy level will be higher in the southern
regions.

Given the importance of the North Atlantic in ocean
renewable energy and the heavy investment plans for
extending the onshore and offshore renewable energy farms,
understanding and quantifying the impacts of climate
change on wind and wave characteristics across the North
Atlantic are of exceptional importance. However, a limited
number of studies have focused on the impacts of climate
change on wind characteristics across the North Atlantic
Ocean. Wang et al. [16] investigated mean and maximum
seasonal variations of SWH based on three emission sce-
narios and showed that for fall and winter seasons during the
twenty-first century, at the middle latitudes of the North
Atlantic Ocean, the SWH will decrease, while at the
southwest regions of the Atlantic the SWH will increase.
Using the ECHAM5model, Hemer et al. [28] predicted up to
a 15% decline in SWH across the midlatitudes of the Atlantic
and a 10% SWH reduction in the Southern regions of the
Atlantic Ocean. 'e existing studies and modelling data
indicate a decreasing trend in the future wind speed across
vast regions of the North Atlantic.

Although GCMs are powerful in predicting the main
features of the global atmospheric currents, they are often
not capable of vigorously approximating local climate details
[29]. Hence, there is a need to develop appropriate tools to
downscale GCM climate change forecasts to local and re-
gional scales [30]. Previous studies have adopted three
downscaling approaches: empirical, semiempirical, and
nesting methods (i.e., dynamical downscaling). In the em-
pirical approach, historical climatic conditions are used to
present local analogue scenarios. Such studies are attrib-
utable to a qualitative conceptual survey, and results from
empirical approaches do not generate a climate forecasting
model. Semiempirical (statistical) and nested (dynamical)
downscaling approaches use large-scale GCM predictions to
develop local climate change scenarios [31]. In the dy-
namical downscaling approach, a regional climate model
(RCM) with the target mesh resolution uses large-scale
GCM outputs as the boundary condition for the RCM to
produce higher resolution outputs [32]. 'e major draw-
backs of dynamical downscaling methods, which limit their
applications in climate change impact assessments, are
method complexity, high computational cost, and case-
sensitive performance [33].

Statistical downscaling methods are divided into three
categories [34, 35]: In the Perfect Prognosis (PP) method-
ology, a relationship is established between large-scale ob-
servational data and locally recorded data [36, 37]. 'e
Model Output Statistics (MOS) method is similar to the PP,
except that in this approach, a relationship is created be-
tween GCM outputs (predictor) and local climate variables
(predictands) [38], and in the Stochastic Weather Generator
(SWG) category, this relationship is developed by perturbing
probably distribution parameters [39]. Considering the
many parameters that are involved in the simulations of
GCMs and the scenarios that are intended for the future and
simulate trends, the use of the MOS method can be proper
for downscaling where only limited observational data are
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available in the application of the PP approach. For more
information on statistical downscalingmethods: [35, 40–44].

'e statistical downscaling methods are designed based
on two assumptions: (i) the empirical relationships between
historical large-scale atmospheric predictors modelled by
GCMs, and local climate characteristics can be established,
and (ii) the obtained empirical relationships are valid under
climate change scenarios [18, 45]. 'e most popular sta-
tistical downscaling approach is transfer functions based on
fitting a quantitative relationship between large-scale climate
variables and local-scale climate variables. In recent years,
machine learning techniques have been adopted to deter-
mine the required transfer function in statistical down-
scaling [46, 47].

Due to the nonlinear time-series nature of climatic
processes involved in the predication process, the artificial
neural network (ANN), as a self-organizing estimator
function, is widely adopted in modelling and forecasting
wind characteristics (among others, [31, 48–51]). For ex-
ample, Sailor et al. [31] adopted ANN technique to down-
scale and forecast surface wind speeds at three locations
across the United States with a high potential for future wind
power generation over the next 100 years. Under the future
climate change scenarios, they estimated that wind power
will decrease between 0.9% and 8%. Nourani et al. [49]
employed ANN method to downscale climate variables,
including temperature and precipitation, at two study lo-
cations (Ardabil and Tabriz, Iran) for single and multi-GCM
outputs. Nourani et al. [49] showed that the downscaling
method using ANN-based multi-GCM outputs leads to
more accurate results.

Despite the advantages of ANN in downscaling and
predictions of climatic processes, there are several defi-
ciencies, including the probability of error and mismatch,
due to not removing irrelevant data and noneffective pa-
rameters and the challenges associated with the training
process by increasing the size of input time series. Given the
generally nonstationary and large temporal scale (from a few
minutes to several decades) of climatic data, the increased
computational time required to train ANN models limits
their applications [50]. 'erefore, in recent years clustering
methods were proposed as an alternative to robustly predict
climatic variables and overcome the difficulties associated
with the ANN downscaling approach. 'e decision tree
(DT) is one of the most popular and efficient data mining
techniques for clustering and generating regression models
[52]. Decision tree (DT) models are clustering-type models
with the advantages of setting out the variable choices
logically, simultaneously considering potential options and
choices, with tangible and easy-to-understand results [53].

Robustness of the DTmodels in identifying the effective
parameters and understanding interdependencies of com-
plex nonlinear climate variables [29, 50, 53–55] makes them
a powerful tool for downscaling of GCM outputs and wind
speed prediction. In this study, an M5’ DT model too was
developed to predict the spatiotemporal variations and
trends in wind speed across a case study located in North
Atlantic Ocean. 'e capability of M5’ DT was examined for
the first time for the prediction of wind speed variations in

the coming decades, considering a range of climate change
scenarios. 'e variations in the projected wind speed sim-
ulated by GCM (i.e., BNU-ESM model by Ji et al. [56]) were
investigated as the case study region of the midlatitudes of
the North Atlantic Ocean. 'e study region was chosen
based on its importance and potential for current and future
offshore wave and wind renewable energy farms. 'is study
investigates the changes in wind speed over North Atlantic
for the years 2030, 2035, and 2040, considering three future
climate change scenarios outlined by the Intergovernmental
Panel on Climate Change (IPCC: www.ipcc-data.org).

2. Materials and Methods

In this study, two sets of GCM and altimeter data were used
to develop and verify a DT model to downscale the GCM
outputs and predict the wind speed during 2030–2040. 'e
case study location and details of the methodological ap-
proach adopted are described in the following section.

2.1. Study Area. Figure 1 shows the geographical extent and
location of the case study area. 'e case study is an area with
high wind speed, and the potential for efficient operations of
offshore renewable energy projects was selected as the case
study location. 'e boundaries of the study area were se-
lected based on the GCM grids, covering 340.31°E to
357.19°E in longitude and 57.21°N to 62.79°N in latitude. 'e
downscaling and machine learning model developed was
applied to the data for the case study area to predict the wind
speed variations under future climate scenarios and evaluate
the performance of the proposed method in comparison to
the measured data.

2.2. General Circulation Models (GCMs) Dataset. 'e Earth
System Model (Beijing Normal University (BNU)-ESM)
developed by Ji et al. [56] is based on climate projection
models and is widely used to study climate change impacts,
ocean-atmosphere interaction mechanisms, and climate-
carbon interactions on temporal scales spanning from a
month up to a century. 'e ESM benefits from several
submodels, including atmospheric, ocean, sea ice, and land
models.'e ESM coupling framework is developed based on
the Community Climate System Model version 4 (CCSM4)
together with the Community Climate System Model and
Community Earth System Model (CCSM/CESM) [56]. In
the present study, the GCM historical data of 15 years
(between 1991 and 2005) were employed as the control
period, and the forecast data under three future climate
scenarios, including RCP2.6, RCP4.5, and RCP8.5, were
used to predict the climate variables for 2030, 2035, and
2040.

2.3. Altimeter Dataset. Historically, wind characteristics
have been studied by analysing time-series records of
weather stations that provide reliable measurements of
temporal variations of wind characteristics in a fixed posi-
tion. In recent years, remote sensing techniques such as
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radar measurements and satellite imagery have been widely
used as tools to analyse key atmospheric parameters and sea
conditions. 'e spatial distribution of wind characteristics
has been analysed and evaluated from remote sensing im-
ageries [57, 58].

Altimeter data are one of the most valuable data sources
available that have been employed in previous investigations
to verify the performance of a range of climate prediction
models (see among others, [59–63]). 'e altimeter data are
recorded along the paths of satellites using remote sensing
equipment and provide a firm remote sensing dataset to
validate and evaluate the performance of the climate pro-
jection models. Altimeter data records are entered in ir-
regular tracks and at different time intervals, which
demonstrates the importance of applying appropriate filters
to these data to ensure the consistency of the data records.
For this purpose, we adopted a 20-minute filter in the time
domain and a 1.5-degree filter in the spatial domain to tackle
the spatiotemporal nonlinearity of data. 'e wind speed
obtained from altimeter data was used for the downscaling
process and validation of the developed DT models. Con-
sidering the available period of GCM simulation outputs, the
altimeter dataset belonging to the period of 1991–2005 was
selected as the control period.

2.4. M5′Model Tree. Recently, the use of decision tree (DT)
algorithms as a robust machine learning technique for
prediction of hydroclimatic parameters in coastal and off-
shore engineering problems has found a growing interest
(among others, [51, 54, 55]). In general, the structure of a
decision tree is composed of four parts including root,
branch, node, and leaves.'e root (or first node) is at the top

of the tree; also, at the end of the chain of branches and
nodes are the leaves (or the last node). Figure 2 shows a
schematic of the DT logical structure used as a predictive
model. Given that DTs can be classed as a graphical method,
interpretations of DT’s model outputs are easier compared
to other machine learning methods [50].

Nourani et al. [64] investigations on the application of
machine learning techniques for predicting climate variables
show that as the prediction horizon increases, the accuracy
of predictive models is reduced. 'e reason is due to the
nonlinear growth of error propagations in those nonlinear
predictive models. However, the issues associated with the
error growth are not the case for linear models such as M5′
DTs, as the error in such models will remain constant by
increasing the prediction horizon. 'us, the multilinear
regression models such as M5′ model can provide more
reliable results in predicting climate variables, compared to
nonlinear models. Furthermore, the M5′DT models have
superior performance in identifying and selecting the most
effective parameters for persistent prediction [50].

2.5. Model Development. Prior to M5′ model development,
the control period dataset (historical data) was divided into
train and test partitions. 'e train data were employed for
development of the M5′DT models, whereas the test data
were utilized for verification and evaluations of the gener-
ated M5′ models. Following the data partitioning, the train
data were employed to develop three predictive models with
M5′ technique. 'ese models were designed with different
ratios of test/train data length and three different train/test
size ratios of 35/65, 30/70, and 25/75 to evaluate the best
predictive model.

Figure 1: Geographical extent and location of the case study area.
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In the �rst step, theM5′models were trained; the process
of data selection for training the M5′ models involved
specifying the coordinates of each data instance and de-
termining its corresponding cell from the GCMmesh grid to
obtain the wind speed and direction for the speci�c cell.
Based on the instance’s time, a time interpolation is per-
formed on the GCM data output. �en, the interpolated
wind speeds and direction for a given location and time
instance were determined from the GCM cell’s corners and
introduced to theM5′models as an input. In the second step,
the trainedM5′models were veri�ed using the test data from
the historical dataset. �en the performance of each model
was evaluated using statistical error measures to identify and
select the best model for spatial and temporal prediction of
wind characteristics across the case study. �e �nal step of
the modelling involves prediction of wind speed for the time
intervals of 2030 to 2040 based on the three emission sce-
narios employing the GCM simulation data.

2.6. Performance Evaluation of Predictive Models. Given the
nonlinear nature of climatic events and in­uence of complex
marine processes varying at both temporal and spatial scales,
predicting the wind characteristics in marine environment is
a very di�cult and challenging task [65]. Having a strong
approach to evaluate and overcome the systematic and
random errors of the developed DTmodels is also crucial. To
do so, several statistical assessment criteria, namely corre-
lation coe�cient (CC), root mean square error (RMSE), and
mean absolute error (MAE), were investigated to evaluate
and compare the predictive robustness of the proposed
models under future climatic conditions. �e correlation
coe�cient (CC) (1) is adopted to determine the relationship
between the predicted wind speed and measured values as:

CC � ∑Ni�1 Oi − P( ) Oi − O( )( )����������������������������
∑Ni�1 Pi − P( )2( ) ∑Ni�1 Oi − O( )2( )

√ , (1)

where Pi and Oi, respectively, denote the predicted and
measured data (observations), P is the average of the pre-
dicted data, O is the average of the measured data, and N is

the number of data points. CC only determines the corre-
lation between measured and predicted values and therefore
it is not a su�cient measure to provide a comprehensive
understanding of themodel’s performance.�us, it is critical
issue to employ benchmarks that rigorously determine the
model’s prediction errors. To this end, the present study
employed MAE and RMSE statistical measures in equations
(2) and (3).

MAE �
1
N
∑
N

i�1
Pi − Oi
∣∣∣∣

∣∣∣∣, (2)

RMSE �

�������������
1
N
∑
N

i�1
Pi − Oi( )2

√√

. (3)

3. Results and Discussion

To obtain each downscaled wind speed, eight parameters
from GCM data were inputted to theM5′models, including
four wind speeds and four wind directions. �e purpose of
wind directions participating in the wind speed downscaling
was to help the projection model to predict wind speeds
more accurately at locations such as the shoreline, where
wind directions change rapidly. In the following, the results
are presented in two parts: results of the control case and
results of the prediction case.

3.1. Control Period. In the control case, three types of
prediction models were developed and named as: Annual
(A), Seasonal (S), and Monthly (M) models. In the A-type
model, all control period data were used to develop every
single M5′ model. Where the results showed that in the A-
type model, although the correlation coe�cient between the
observational data and the outputs of the DT model in the
training period was high, in the test period, the correlation
coe�cient between the measured and predicted data was
low, and the prediction error raised considerably. Since the
results of the A-type model were not accurate enough, and

Training
Data set

No

No

No

NoNo

YesYes
Yes

Yes

Yes

Model 1 Model 2
Model 3

Model 4

Model 5 Model 6

Output

New instance

y2 < z3 y1 > z1

y2 > z2 y1 < z2

y2 < z4

Figure 2: Flow chart of M5′ model prediction procedures [55].
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Table 1: Developed models in the present study and their description.

Model type Description

A (Annual) One DT model was developed using the Train data, validated by the Test data, and adopted for
prediction in the forecast section.

S (Seasonal)

�e entire data were categorized into seasons, and four decision tree (DT) models were generated alongside together. Each
model is developed and validated with the data of the relevant season and used for forecasting in the season for the

projection period. �e names of these models based on the seasons are as follows:
Swinter: winter’s model, Sspring: spring’s model, Ssummer: summer’s model, and Sfall: fall’s model.

M (Monthly)
�e entire data were divided into months, and 12 DTmodels were extended beside together. Each model is developed and
veri�ed with the data of the relevant month and used for forecasting in the relevant month for the projection period. �e

names of these models based on the months are MJan to MDec models for January to December, respectively.

Historical 
GCM 

outputs

Swinter,
… , Sfall

A

MJan, … , 
MDec

Models generation

Separate 75% 
of input data

Separate 70% 
of input data

Separate 65% 
of input data

Data separation Models assessment

CC

RMSE

Best model
and condition

selection

Figure 3: Schematic of the downscaling methodology and predictive modelling processes.

Table 2: Comparison of statistical predictive measures across all the tested scenarios.

Model
Training (70/30) Veri�cation

CC RMSE
Correlation coe�cient Root mean square error

65/35 70/30 75/25 65/35 70/30 75/25
A 0.9028 2.0117 0.3642 0.1237 0.2136 5.7777 17.4996 4.1732
Swinter 0.8944 2.0585 0.0514 0.2003 0.1699 32.723 10.9887 12.8441
Sspring 0.0896 1.8625 0.1296 0.1679 0.6327 15.2014 10.8614 3.0635
Ssummer 0.8934 1.8063 0.0744 0.2707 0.1093 30.627 6.2338 15.2301
Sfall 0.888 2.0465 0.075 0.5276 0.5049 3.9912 3.6316 3.8453
Mean 0.6914 1.9434 0.0826 0.2916 0.3542 20.6356 7.9289 8.7458
MJan 0.8983 2.0922 0.56 0.8054 0.7704 3.7827 2.6749 2.8072
MFeb 0.9046 1.9672 0.5936 0.7791 0.0881 3.6361 2.6831 41.9419
MMar 0.9026 1.9325 0.7804 0.7974 0.6843 2.6535 2.5707 3.0753
MApr 0.8988 1.8653 0.1763 0.7333 0.4716 12.1353 2.6809 4.2891
MMay 0.897 1.7869 0.2977 0.6998 0.0389 5.8888 2.6363 47.1423
MJun 0.8892 1.7279 0.558 0.6979 0.3844 3.0569 2.4745 4.5731
MJul 0.8822 1.6457 0.5116 0.6576 0.6059 2.9252 2.6373 2.6362
MAug 0.8903 1.6815 0.7566 0.7566 0.7392 2.2544 2.2544 2.2925
MSep 0.902 1.9198 0.3506 0.7627 0.0679 5.77 2.6672 40.5325
MOct 0.8815 1.9988 0.0362 0.7565 0.4504 3.86 2.5783 4.0723
MNov 0.889 1.9712 0.0423 0.7174 0.0614 73.324 2.7225 22.6081
MDec 0.8984 2.0211 0.3008 0.7511 0.0912 7.0636 2.7503 24.5093
Mean 0.8945 1.8842 0.4137 0.7429 0.3711 10.5292 2.6109 16.7067
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theM5′model acts based on data categories theory, S andM
types of the models were developed. �us, all the data are
divided into seasons and months, and the progress of the
M5′ model development is conducted for each of the cat-
egories separately (a summarized description of each model

presented in Table 1). Figure 3 presents schematically the
downscaling procedure and models’ deployment.

Table 1 presents the di¤erences between the models, and
as can be seen, the main di¤erence is in the number of
models created to downscale GCM’s outcomes and predict

Figure 4: Comparison between the observed data and decision tree (DT) model prediction.
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the trend of wind changes. �e principal idea of the model’s
development is how the DT model works, which was
attempted to prepare more homogeneous input data for each
model by dividing the data so that the results reach ac-
ceptable accuracy.

Table 2 summarizes the results of the models generated
during the training and validation steps. �e correlation
coe�cient (CC) and the root mean square error (RMSE),
and the mean of the seasonal and monthly models are re-
ported in this table to compare the generated models’
performance. As seen in the training section, the CC for all
models is close to 0.9, except for model Sspring, in which CC
is less than 0.1. All the models’ RMSEs are in the range of 1.6
to 2.0. On the basis of the results, the best model in terms of
CC is theA-type model with CC� 0.9. Considering themean

of CC, the A-type model has also shown to be more e�cient.
However, considering the RMSE, the annual model per-
forms weakly, and the monthly models often have better
performance. In terms of mean values, the M-type model
with an RMSE of 1.88 has the lowest error, whereas the
RMSE of the seasonal and annual models are 1.94 and 2.01,
respectively. �e annual models have the weakest output
among the models. �is may be attributed to the high
volume of input data leading to the A- and S-type models,
which causes misunderstanding in both classifying the data
and establishing a reliable correlation between the input data
(wind speed and direction data) and the output data (wind
speed data). In contrast, the monthly models were able to
detect the trend and establish a proper relationship between
the input and output data.
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Figure 5: Comparison of the overall, and day and night time prediction errors of M5′ models.
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In addition, with a close look at Table 2, it can be un-
derstood that adopting di¤erent historical data for the train
and test periods a¤ects the developed model performance
and the results. �ree modes of data division—65/30, 70/30,
and 75/25—and the outcomes of these models’ imple-
mentation are presented in this paper. As it comes from
Table 2, the A-type model failed to make accurate predic-
tions in the test section as the best model of A-type in 75/25
mode had a CC of 0.21 and RMSE of 4.17. Despite the
relative increase of themean correlation coe�cient in the 30/
70 and 25/75 modes, S-type models have not yet reached an
acceptable level, and the errors are still high. �e best results
belong to the 70/30 mode ofM-type models with a mean CC
of 0.74 and mean RMSE of 2.61 in the test section.

�e lack of a persuasive link between the input and
output values in the other modes of M-type models can be
mainly due to the high sensitivity ofM5′models to the input
data and shows the importance of examining various modes
of models before adopting them as a prediction model. A
detailed appraisal of the selected model (70/30 mode of M-
type models) is presented in the following. �e scatter plots
of the measured data versus the models’ results are shown to
check the projection models’ output quality and the cor-
relation between the predicted and observed data (Figure 4).
As shown in Figure 4, the M-type model outputs had a
perfect correlation with the recorded data. It proves the high
e�ciency of trend recognition and prediction by M-type
models.
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Figure 7: Monthly averaged wind speed predicted based on future climate scenarios (RCP2.6, RCP4.5, RCP8.5) for the year. (a) 2030. (b)
2035. (c) 2040.
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For a better understanding of the monthly model per-
formance, the average error of wind speed across the entire
study area for the predicted values is depicted in Figure 5. As
seen from Figures 4 and 5, although the most part of wind
speed data vary from around 3 to 15m/s, the monthly av-
erage of predicted values entirely meets the measured values
in the test section. In addition to the total relative error
(overall error), to get a better picture of the model per-
formance, two relative error curves for day and night periods
are also portrayed in Figure 5. As seen, from the Figure,
during the daytime, the model prediction is slightly better
than during the night time; while, the overall monthly
predication of the wind speed was hindcasted precisely.
'erefore, it is evident that the monthly model not only
shows the proper distribution of wind speed, but it also
accurately predicts the wind speed values in the time
domain.

In addition to the time domain investigation, it is
necessary to evaluate the spatial distribution of prediction
errors over the study area. Figure 6 depicts the mean ab-
solute error (MAE) over the entire region as averaged over
the validation period. Notably, a filter was applied in por-
traying the map to be more reliable, and just cells with more
than two data were shown in colour. As seen, Figure 6
contains four zones: zone I remained white because there are
no observational data in this zone, and therefore no error
was calculated. For zones II and III, MAE was also not
figured since the relevant cells fully contain land and no
observational data are available in these zones. 'e fourth
zone is the coloured area and represents the MAE in the cells
with dimensions of 0.4 by 0.4°.

As seen in Figure 6, the MAE in most parts of the study
area is less than 2.0m/s and remains in the acceptable range.
It is only near zones II and III that the MAE reaches about
3.0m/s; the reason for this phenomenon is also the prox-
imity of this part of the region to the land, where the di-
rection and speed of the wind change rapidly. 'ese rapid
changes in wind direction disrupt the performance of
projection equation and most probably caused significant
errors near the coasts.

3.2. FutureProjection. In the prediction case, the wind speed
is predicted for years of 2030, 2035, and 2040 by imple-
menting the validated monthly model (M-type model in the
70/30 mode) and the GCM prediction data under three
future climate change scenarios RCP2.6, RCP4.5, and
RCP8.5. Similar to the control stage, the prediction model
input was four wind speeds and in four wind directions. In
order to simulate as closely as possible to the control period,
the time and location of the selected points to anticipate
wind speeds in the prediction case are the same as the time
and position of the 2004 records, having the highest number
of records per year. 'us, the measurement specifications of
the 2004 records were used to predict with changing only the
components of the “Year” and fixing the other terms (e.g.,
month, day, hours, minutes, and seconds) and maintaining
the longitudes and latitudes.

Figure 7 shows the monthly average wind speed pre-
dictions for different future climate change scenarios across
the study area. As seen, during 2030 to 2040, the monthly
variations of mean wind speed were at a constant range of 6
to 13m/s, then after reaching its peak in the second month,
the decreasing trend began to reach 11m/s in August. 'e
wind speed trends under the three future climatic scenarios
are rather close to each other for those three years. However,
the monthly mean wind speed fluctuations increased from
2030 to 2040, and most fluctuations were related to the
RCP8.5 scenario.

For further investigation, the predicted monthly mean
(PMM) wind speed values are compared with the corre-
sponding wind speed in 2005 (the last year of the GCM
historical simulation outputs). Table 3 lists the changes in
PMM values. As shown in Table 3, it is only in February and
March that the PMM wind speed is higher; in December, on
the other hand, there are no significant changes compared to
2005. For the rest of the years, the projected PMM wind
speed was declining. Also, the annual mean values of wind
speed (the bottom row of Table 3) were reduced comparing
to 2005. 'e reduction ratio of the annual mean wind speed
is approximately 7% to 8%, which is in line with the reported
results of previous studies (e.g., [16, 28]). Reduction in wind

Table 3: Predicted monthly mean (PMM) of wind speed changes compared to the year 2005.

Monthly prediction based on Scenarios and Years

Historical RCP2.6 RCP4.5 RCP8.5
Month 2005 2030 2035 2040 2030 2035 2040 2030 2035 2040
Jan 13.2741 11.93 11.61 11.16 11.84 11.77 11.57 11.76 11.61 11.80
Feb 11.8188 12.63 12.45 12.89 12.75 12.72 12.35 12.32 12.46 13.14
Mar 10.1221 11.22 11.47 11.59 11.10 10.77 10.83 11.04 11.03 11.62
Apr 10.0947 9.590 9.483 9.593 9.763 9.500 9.598 9.416 9.816 9.419
May 9.0151 7.441 7.463 7.694 7.726 7.840 7.480 7.539 7.411 7.422
Jun 7.7712 6.922 7.636 7.530 7.156 7.178 7.268 6.899 7.385 7.797
Jul 7.0615 6.315 6.836 6.414 6.682 6.572 6.464 6.401 6.309 6.447
Aug 8.5289 6.329 7.085 6.555 6.648 6.873 6.550 6.721 6.218 7.160
Sep 9.6920 8.455 8.222 8.503 8.498 8.390 8.884 8.220 8.208 9.083
Oct 11.5291 10.10 10.35 9.839 10.02 10.00 9.741 9.650 10.15 9.788
Nov 11.8781 10.83 10.85 10.51 11.11 11.18 11.50 10.93 11.16 10.81
Dec 11.1440 11.14 11.57 11.15 11.06 10.99 11.24 11.49 11.26 11.05
Mean 10.1608 9.409 9.586 9.452 9.529 9.481 9.457 9.365 9.418 9.628
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speed substantially impacts the wind energy due to climate
change. Considering the Segal et al. [21] equation for wind
power related to the third order of wind speed, the 7% to 8%
reduction in annual mean wind speed indicates a 13% to 19%
decrease in wind energy.

4. Conclusion

'e intensity and frequency of extreme climatic events are
exacerbated due to the impacts of climate change in different
parts of the world. Predicting the wind characteristics under
future climate change scenarios is very vital for evaluating
the performance of existing and future marine engineering
projects. 'is study adopts M5′ DT technique for the first
time as a MOS multilinear downscaling method for pre-
dicting wind speed trends across a case study region in
North Atlantic Ocean. 'e GCM simulation outputs and
altimeter remote sensing data were used to train and validate
the developed M5′ models. 'ree climate change scenarios
of RCP2.6, RCP4.5, and RCP8.5 were adopted for deriving
the predictions from M5′ models. 'ree downscaling
models, including annual model (A), seasonal models (S),
and monthly models (M), were tested for predicting wind
speed from DT models. 'e performance of three M5′
models with train-test data ratios of 75/25, 70/30, and 65/35
was investigated to determine the best performing M5′
model. Data from the control case were used to choose the
best model for predicting wind speed under future climate
scenarios. 'e following conclusion can be drawn:

(i) 'e detailed analysis of the prediction results from
the M5′ technique indicates the robustness and
appropriateness of the proposed models for
assessing wind characteristics under future climatic
scenarios. 'e proposed approach for downscaling
has successfully predicted the trend of monthly
averaged wind changes in the study area.

(ii) Model performance evaluations were conducted
employing appropriate statistical measures. As a
result, a detailed analysis of M5′ models shows
appropriate performance in the training section;
whereas, the monthly models provided more reli-
able predictions in the test section. Moreover, the
developed models performed in several modes, and
the monthly model in the mode of 70/30 presented
the best performance. 'is diversity in the models’
performances in different modes indicated the
sensitivity of the M5′ DT model to the input data.

(iii) Based on the monthly model predictions, in 2030,
2035, and 2040, the average monthly wind speed
values for all the three future climate change sce-
narios were close. However, from 2030 to 2040, the
range of monthly mean wind speed oscillations
increased, which in the RCP8.5 scenario was more
evident than in the other two scenarios.

(iv) A comparison between the PMM wind speeds and
the year 2005 shows that the PMM wind speeds
decreased remarkably. Hence, wind energy has also

been experimented with a reduction that could be of
interest in renewable energy studies and projects in
the study area and would challenge the economic
exploitation of these resources.

Data Availability

All observed data used during this research are openly
available at (ftp://ftp.ifremer.fr/ifremer/cersat/products/
swath/altimeters/waves/data/). Also, the data that support
the findings of this study are available upon reasonable
request.

Conflicts of Interest

'e authors declare that they have no conflicts of interest.

Acknowledgments

'e authors would like to thank Dr. Seyed Mostafa Sia-
datmousavi, Mr. Mostafa Beyramzadeh, and Mr. Amir
Molajou for their helpful technical feedback.

References

[1] S. Dong, M. Salauddin, S. Abolfathi, Z. H. Tan, and
J. M. Pearson, “'e influence of geometrical shape changes on
wave overtopping: a laboratory and SPH numerical study,” in
Coasts, Marine Structures and Breakwaters, pp. 1217–1226,
ICE Publishing, London, 2017.

[2] M. Armanfar, H. Goharnejad, M. Z. Niri, and W. Perrie,
“Assessment of coastal vulnerability in Chabahar Bay due to
climate change scenarios,” Oceanologia, vol. 61, no. 4,
pp. 412–426, 2019.

[3] A. Fitri, R. Hashim, S. Abolfathi, and K. N. Abdul Maulud,
“Dynamics of sediment transport and erosion-deposition
patterns in the locality of a detached low-crested breakwater
on a cohesive coast,” Water, vol. 11, no. 8, p. 1721, 2019.

[4] S. Dong, S. Abolfathi, M. Salauddin, Z. Tan, and J. Pearson,
“Enhancing climate resilience of vertical seawall with retro-
fitting - a physical modelling study,” Applied Ocean Research,
vol. 103, Article ID 102331, 2020.

[5] M. Salauddin, J. O’Sullivan, S. Abolfathi, S. Dong, and
J. Pearson, “Distribution of individual wave overtopping
volumes on a sloping structure with a permeable foreshore,”
Coastal Engineering Proceedings, vol. 36v, p. 54, 2020.

[6] S. Dong, S. Abolfathi, M. Salauddin, and J. Pearson, “Spatial
distribution of wave-by-wave overtopping at vertical sea-
walls,” Coastal Engineering Proceedings, vol. 36v, p. 17, 2020.

[7] I. Turki, N.Massei, B. Laignel, andH. Shafiei, “Effects of global
climate oscillations on intermonthly to interannual variability
of sea levels along the English channel coasts (NW France),”
Oceanologia, vol. 62, no. 2, pp. 226–242, 2020.

[8] A. Yeganeh-Bakhtiary, H. Houshangi, and S. Abolfathi,
“Lagrangian two-phase flow modeling of scour in front of
vertical breakwater,” Coastal Engineering Journal, vol. 62,
no. 2, pp. 252–266, 2020.

[9] H. Gao, B. Liang, and Z. Shao, “A global climate analysis of
wave parameters with a focus on wave period from 1979 to
2018,” Applied Ocean Research, vol. 111, Article ID 102652,
2021.

[10] M. Salauddin, J. J. O’Sullivan, S. Abolfathi, and J. M. Pearson,
“Eco-engineering of seawalls—an opportunity for enhanced

Complexity 11



climate resilience from increased topographic complexity,”
Frontiers inMarine Science, vol. 2021, Article ID 674630, 2021.

[11] M. Salauddin, J. O’Sullivan, S. Abolfathi, and J. M. Pearson,
“Extreme wave overtopping at ecologically modified sea de-
fences,” EGU General Assembly, vol. 2020, 2020.

[12] J. Wei, A. Hansen, Y. Zhang et al., “Perception, attitude and
behavior in relation to climate change: a survey among CDC
health professionals in Shanxi province, China,” Environ-
mental Research, vol. 134, pp. 301–308, 2014.

[13] D. E. Reeve, Y. Chen, S. Pan, V. Magar, D. Simmonds, and
A. Zacharioudaki, “An investigation of the impacts of climate
change on wave energy generation: the Wave Hub, Cornwall,
UK,” Renewable Energy, vol. 36, no. 9, pp. 2404–2413, 2011.

[14] R. Kabir, H. T. A. Khan, E. Ball, and K. Caldwell, “Climate
change impact: the experience of the coastal areas of Ban-
gladesh affected by cyclones sidr and aila,” Journal of Envi-
ronmental and Public Health, vol. 2016, Article ID 9654753,
2016.

[15] P. Camus, F. J. Mendez, and R. Medina, “A hybrid efficient
method to downscale wave climate to coastal areas,” Coastal
Engineering, vol. 58, no. 9, pp. 851–862, 2011.

[16] X. L. Wang, F. W. Zwiers, and V. R. Swail, “North Atlantic
Ocean wave climate change scenarios for the twenty-first
century,” Journal of Climate, vol. 17, no. 12, pp. 2368–2383,
2004.

[17] P. Lionello, S. Cogo, M. B. Galati, and A. Sanna, “'e
Mediterranean surface wave climate inferred from future
scenario simulations,” Global and Planetary Change, vol. 63,
no. 2-3, pp. 152–162, 2008.

[18] B. Kamranzad, A. Etemad-Shahidi, V. Chegini, and
S. Hadadpour, “Assessment of CGCM 3.1 wind field in the
Persian Gulf,” Journal of Coastal Research, vol. 65, pp. 249–
253, 2013.

[19] B. Kamranzad, “Assessment of the changes in average wind
speed in Chabahar, Gulf of Oman, due to climate change,”
Journal OfMarine Engineering, vol. 10, no. 19, pp. 13–20, 2014.

[20] C. W. Zheng, C. Y. Li, and X. Li, “Recent decadal trend in the
North Atlantic wind energy resources,” Advances in Meteo-
rology, vol. 2017, Article ID 7257492, 8 pages, 2017.

[21] M. Segal, Z. Pan, R. W. Arritt, and E. S. Takle, “On the po-
tential change in wind power over the US due to increases of
atmospheric greenhouse gases,” Renewable Energy, vol. 24,
no. 2, pp. 235–243, 2001.

[22] P. B. Breslow and D. J. Sailor, “Vulnerability of wind power
resources to climate change in the continental United States,”
Renewable Energy, vol. 27, no. 4, pp. 585–598, 2002.

[23] P. Lionello, A. Nizzero, and E. Elvini, “A procedure for es-
timating wind waves and storm-surge climate scenarios in a
regional basin: the Adriatic Sea case,” Climate Research,
vol. 23, no. 3, pp. 217–231, 2003.

[24] G. P. Harrison and A. R. Wallace, “Sensitivity of wave energy
to climate change,” IEEE Transactions on Energy Conversion,
vol. 20, no. 4, pp. 870–877, 2005.

[25] E. Charles, D. Idier, P. Delecluse, M. Deque, and G. Le
Cozannet, “Climate change impact on waves in the Bay of
Biscay, France,” Ocean Dynamics, vol. 62, no. 6, pp. 831–848,
2012.

[26] B. Kamranzad, A. Etemad-Shahidi, V. Chegini, and
A. Yeganeh-Bakhtiary, “Climate change impact on wave
energy in the Persian Gulf,” Ocean Dynamics, vol. 65, no. 6,
pp. 777–794, 2015.

[27] H. Goharnejad, E. Nikaein, and W. Perrie, “Assessment of
wave energy in the Persian Gulf: an evaluation of the impacts

of climate change,” Oceanologia, vol. 63, no. 1, pp. 27–39,
2021.

[28] M. A. Hemer, J. Katzfey, and C. E. Trenham, “Global dy-
namical projections of surface ocean wave climate for a future
high greenhouse gas emission scenario,” Ocean Modelling,
vol. 70, pp. 221–245, 2013.

[29] R. Schnur and D. P. Lettenmaier, “A case study of statistical
downscaling in Australia using weather classification by re-
cursive partitioning,” Journal of Hydrology, vol. 212-213,
pp. 362–379, 1998.

[30] F. Giorgi and L. O. Mearns, “Approaches to the simulation of
regional climate change: a review,” Reviews of Geophysics,
vol. 29, no. 2, pp. 191–216, 1991.

[31] D. J. Sailor, T. Hu, X. Li, and J. Rosen, “A neural network
approach to local downscaling of GCM output for assessing
wind power implications of climate change,” Renewable
Energy, vol. 19, no. 3, pp. 359–378, 2000.

[32] H. J. Fowler, S. Blenkinsop, and C. Tebaldi, “Linking climate
change modelling to impacts studies: recent advances in
downscaling techniques for hydrological modelling,” Inter-
national Journal of Climatology, vol. 27, no. 12, pp. 1547–1578,
2007.

[33] S. Ghosh and C. Misra, “Assessing hydrological impacts of
climate change: modeling techniques and challenges,” ?e
Open Hydrology Journal, vol. 4, no. 1, pp. 115–121, 2010.

[34] D. Maraun, F. Wetterhall, A. M. Ireson et al., “Precipitation
downscaling under climate change: recent developments to
bridge the gap between dynamical models and the end user,”
Reviews of Geophysics, vol. 48, no. 3, Article ID RG3003, 2010.

[35] K. Srinivasa Raju and D. Nagesh Kumar, Impact of Climate
Change on Water Resources, Springer, Singapore, 2018.

[36] R. L. Wilby and T. M. L. Wigley, “Precipitation predictors for
downscaling: observed and general circulation model rela-
tionships,” International Journal of Climatology, vol. 20, no. 6,
pp. 641–661, 2000.

[37] R. M. Trigo and J. P. Palutikof, “Precipitation scenarios over
Iberia: a comparison between direct GCM output and dif-
ferent downscaling techniques,” Journal of Climate, vol. 14,
no. 23, pp. 4422–4446, 2001.

[38] X. C. Zhang, “Spatial downscaling of global climate model
output for site-specific assessment of crop production and soil
erosion,” Agricultural and Forest Meteorology, vol. 135, no. 1-
4, pp. 215–229, 2005.

[39] J. Chen, F. P. Brissette, D. Chaumont, and M. Braun, “Per-
formance and uncertainty evaluation of empirical down-
scaling methods in quantifying the climate change impacts on
hydrology over two North American river basins,” Journal of
Hydrology, vol. 479, pp. 200–214, 2013.

[40] M. S. Khan, P. Coulibaly, and Y. Dibike, “Uncertainty analysis
of statistical downscaling methods,” Journal of Hydrology,
vol. 319, no. 1-4, pp. 357–382, 2006.

[41] J. Chen, F. P. Brissette, D. Chaumont, and M. Braun, “Finding
appropriate bias correction methods in downscaling precip-
itation for hydrologic impact studies over North America,”
Water Resources Research, vol. 49, no. 7, pp. 4187–4205, 2013.

[42] D. Mullan, J. Chen, and X. J. Zhang, “Validation of non-
stationary precipitation series for site-specific impact as-
sessment: comparison of two statistical downscaling tech-
niques,” Climate Dynamics, vol. 46, no. 3-4, pp. 967–986,
2016.

[43] J. M. Gutiérrez, D. Maraun, M. Widmann et al., “An inter-
comparison of a large ensemble of statistical downscaling
methods over Europe: results from the VALUE perfect

12 Complexity



predictor cross-validation experiment,” International Journal
of Climatology, vol. 39, no. 9, pp. 3750–3785, 2019.

[44] X. Zhang, M. Shen, J. Chen, J. W. Homan, and P. R. Busteed,
“Evaluation of statistical downscaling methods for simulating
daily precipitation distribution, frequency, and temporal se-
quence,” Transactions of the ASABE, vol. 64, no. 3,
pp. 771–784, 2021.

[45] M. A. Sunyer, H. Madsen, and P. H. Ang, “A comparison of
different regional climate models and statistical downscaling
methods for extreme rainfall estimation under climate
change,” Atmospheric Research, vol. 103, pp. 119–128, 2012.

[46] D. A. Sachindra, K. Ahmed, M. M. Rashid, S. Shahid, and
B. Perera, “Statistical downscaling of precipitation using
machine learning techniques,”Atmospheric Research, vol. 212,
pp. 240–258, 2018.

[47] A. Davanlou Tajbakhsh, V. Nourani, and A. Molajou, “Hybrid
wavelet-M5modeling in rainfall-runoff process forecast,” Iran
Water Resources Research, vol. 15, no. 2, pp. 1–10, 2019.

[48] V. Nourani, M. T. Alami, and M. H. Aminfar, “A combined
neural-wavelet model for prediction of Ligvanchai watershed
precipitation,” Engineering Applications of Artificial Intelli-
gence, vol. 22, no. 3, pp. 466–472, 2009.

[49] V. Nourani, A. Molajou, S. Uzelaltinbulat, and F. Sadikoglu,
“Emotional artificial neural networks (EANNs) for multi-step
ahead prediction of monthly precipitation; case study:
northern Cyprus,” ?eoretical and Applied Climatology,
vol. 138, no. 3-4, pp. 1419–1434, 2019.

[50] V. Nourani, Z. Razzaghzadeh, A. H. Baghanam, and
A. Molajou, “ANN-based statistical downscaling of climatic
parameters using decision tree predictor screening method,”
?eoretical and Applied Climatology, vol. 137, no. 3-4,
pp. 1729–1746, 2019.

[51] D. Avila, G. N. Marichal, I. Padrón, R. Quiza, and
A. Hernandez, “Forecasting of wave energy in canary islands
based on artificial intelligence,” Applied Ocean Research,
vol. 101, Article ID 102189, 2020.

[52] S. H. Vakili, “Forecasting of monthly precipitation using M5
model tree and classic statistical methods (Case study:
oroumieh synoptic station) (Technical note),” IRAN-WATER
RESOURCES RESEARCH, vol. 13, no. 4, pp. 179–183, 2018.

[53] V. Nourani and A. Molajou, “Application of a hybrid asso-
ciation rules/decision tree model for drought monitoring,”
Global and Planetary Change, vol. 159, pp. 37–45, 2017.

[54] J. Mahjoobi and A. Etemad-Shahidi, “An alternative approach
for the prediction of significant wave heights based on clas-
sification and regression trees,” Applied Ocean Research,
vol. 30, no. 3, pp. 172–177, 2008.

[55] S. Abolfathi, A. Yeganeh-Bakhtiary, S. M. Hamze-Ziabari, and
S. Borzooei, “Wave runup prediction using M5′ model tree
algorithm,” Ocean Engineering, vol. 112, pp. 76–81, 2016.

[56] D. Ji, L. Wang, J. Feng et al., “Description and basic evaluation
of beijing normal university Earth system model (BNU-ESM)
version 1,” Geoscientific Model Development, vol. 7, no. 5,
pp. 2039–2064, 2014.

[57] S. Lehner and H. Günther, “Extreme wave statistics from
radar data sets,” in Proceedings of the 2004 IEEE International
Geoscience and Remote Sensing Symposium, pp. 1880–1883,
Anchorage, AK, USA, September 2004.

[58] S. Wei, S. Yang, and D. Xu, “On accuracy of SAR wind speed
retrieval in coastal area,” Applied Ocean Research, vol. 95,
Article ID 102012, 2020.

[59] P. A. E. M. Janssen, B. Hansen, and J.-R. Bidlot, “Verification
of the ECMWF wave forecasting system against buoy and

altimeter data,” Weather and Forecasting, vol. 12, no. 4,
pp. 763–784, 1997.

[60] R. P. da Rocha, S. Sugahara, and R. B. da Silveira, “Sea waves
generated by extratropical cyclones in the South Atlantic
Ocean: hindcast and validation against altimeter data,”
Weather and Forecasting, vol. 19, no. 2, pp. 398–410, 2004.

[61] S. Guinehut, C. Coatanoan, A.-L. Dhomps, P. Y. Le Traon, and
G. Larnicol, “On the use of satellite altimeter data in argo
quality control,” Journal of Atmospheric and Oceanic Tech-
nology, vol. 26, no. 2, pp. 395–402, 2009.

[62] V. G. Polnikov, F. A. Pogarskii, N. S. Zilitinkevich, and
A. A. Kubryakov, “Use of along-track altimeter data to verify
numerical wave models,” Izvestiya - Atmospheric and Oceanic
Physics, vol. 55, no. 9, pp. 1089–1097, 2019.

[63] B. Oztunali Ozbahceci, A. R. Turgut, A. Bozoklu, and
S. Abdalla, “Calibration and verification of century based
wave climate data record along the Turkish coasts using
satellite altimeter data,” Advances in Space Research, vol. 66,
no. 10, pp. 2319–2337, 2020.

[64] V. Nourani, A. Davanlou Tajbakhsh, A. Molajou, and
H. Gokcekus, “Hybrid wavelet-M5 model tree for rainfall-
runoff modeling,” Journal of Hydrologic Engineering, vol. 24,
no. 5, Article ID 04019012, 2019.

[65] S. Emmanouil, S. G. Aguilar, G. F. Nane, and J. J. Schouten,
“Statistical models for improving significant wave height
predictions in offshore operations,” Ocean Engineering,
vol. 206, Article ID 107249, 2020.

Complexity 13



Research Article
A Comprehensive Method for Improving the Quality of Open
Government Data and Increasing Citizens’ Willingness to Use
Data by Analyzing the Complex System of Citizens and
Organizations

Mohammad Moradi,1 Mojtaba Mazoochi,1 and Mohammad Ahmadi 2

1ICT Research Institute, Tehran, Iran
2Faculty of Engineering and Computer Science, Department of Software engineering, Khatam Al-Nabieen University,
Kabul, Afghanistan

Correspondence should be addressed to Mohammad Ahmadi; mohammad.moradi@ut.ac.ir

Received 5 May 2022; Revised 3 June 2022; Accepted 3 August 2022; Published 21 August 2022

Academic Editor: Andrea Murari

Copyright © 2022 Mohammad Moradi et al. #is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

In recent years, the amount of data in the world is growing rapidly. Data growth also occurs in the government sector. All
ministries and institutions at every level are data producers. #ese government-owned data have a high potential if they can be
used properly. Open government data can stimulate innovation and economic growth and enhance business models. In order to
increase the willingness of citizens to use open government data and enjoy the benefits mentioned, the quality of open government
data needs to be improved. #e quality of open government data encompasses a variety of dimensions and criteria. Also, the
importance of each dimension and criterion in increasing the quality of open government data is different.#erefore, we are faced
with a complex system that requires proper decision-making andmanagement. In fact, we are dealing with decision-making in the
complex management system. Given the importance of this issue, the purpose of this study is to provide a new and comprehensive
method to improve the quality of open government data and increase the willingness of citizens to use the data by considering the
complex network of citizens and organizations. For this purpose, library studies have been used to extract comprehensive and
effective dimensions and criteria. #e statistical population includes all articles related to the criteria of improving the quality of
open government data and increasing the willingness of citizens to use the data. #e probabilistic sampling method of simple
random samples has been used, and 10 articles in this field have been reviewed. After extracting the criteria as well as the data of
112 governmental organizations and institutions related to each criterion from the open data portal, the complex network of
citizens and governmental organizations and institutions has been analyzed in order to identify high-degree centrality orga-
nizations. #en, the data characteristics of the organizations that were most desired by the citizens were extracted using data
mining techniques including the regression model. Also, field method and multicriteria decision-making technique including the
DEMATEL technique have been used to express the solutions and identify the cause-and-effect relationships between the
solutions.#e criteria extracted in improving the quality of open government data and increasing the willingness of citizens to use
the data are included: “data originality,” “license openness,” “up-to-datedness,” “data access,” “metadata completeness,” “number
of data sets,” “format openness,” “nondiscrimination,” “understandable,” “number of categories of data sets,” “free,” “lack of
missing data,” “data request ability,” “visualization,” “feedback,” and “data subject matter.” Based on the results obtained from the
analysis of the complex network and the regression model, the criterion of “society subject” with a coefficient of 72.564 and a
positive sign has the greatest impact on increasing the number of citizens’ visits to open government data. After that, the criterion
of “format openness” with a coefficient of 52.682 and a positive sign has the second rank in increasing the number of visits.
Extracting comprehensive and effective criteria in improving the quality of open government data and increasing citizens’
willingness to use data, calculating the weight and importance of each criterion by analyzing the complex network of citizens and
organizations, as well as providing solutions, can help managers in decision-making and proper management in the complex
system of citizens and government organizations.
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1. Introduction

Open data refer to nonconfidential data that are made
available without any restrictions on use or distribution [1].
Open government data are tools for empowering citizens
and giving them access and permission to use data generated
by the government sector, so that they can use, store, re-
distribute, and integrate data with other data sources [2]. In
addition, open government data can be defined as data
belonging to a government entity that is published for free
use, reuse, and redistribute [3].

Providing information in the form of open data will
reduce corruption, gain public trust, and build a democratic
society. Open data provide more opportunities to monitor
governance activities. For example, it makes the way the
budget is spent transparently and the effects clear. It also
encourages citizens to be more involved in overseeing
governance. In the corporate sphere, open data primarily
help the entity itself to be aware of the existence of data in the
organization and to avoid parallel and costly activities to
collect data that have already been done by the organization.
Open government data enable citizens to participate in
decision-making processes with informed and structured
procedures [4]. Open government data can stimulate in-
novation and economic growth and enhance business
models [5].

In order to increase citizens’ desire for open government
data and enjoy the benefits mentioned, the quality of open
government data needs to be improved. #e quality of
government data encompasses a variety of dimensions and
criteria. Also, the importance of each dimension and cri-
terion in increasing the quality of open government data is
different.#erefore, we are faced with a complex system that
requires proper decision-making and management. In fact,
we are dealing with decision-making in complex manage-
ment systems. In this study, first, comprehensive and ef-
fective dimensions and criteria in increasing the quality of
open government data and increasing the willingness of
citizens to use the data have been extracted using library
studies. In the next phase, an attempt has been made to
determine the extent of citizens’ willingness to use the data
of each organization by presenting a new and creative
method and considering the complex network of citizens
and government organizations and institutions providing
open data. #en, the characteristics of the data that the
citizens wanted were examined, and based on the obtained
results, the importance and weight of the dimensions and
effective criteria in increasing the quality of open govern-
ment data were calculated. For this purpose, data mining
techniques and regression model have been used. Also, after
analyzing the results, multicriteria decision-making tech-
nique has been used to provide solutions and their im-
portance. #e method presented in this study and the results
obtained can help managers in the decision-making and
proper management of organizations providing open gov-
ernment data to increase data quality and thus increase the
desire of citizens to use and enjoy the benefits of open data

(as a kind of decision-making in the complex system of
citizens and organizations providing open government
data).

In the following, in Section 2, the related works and the
disadvantages and limitations of previous researches and the
reason for dealing with the current research are stated.
Section 3 describes the research method, which consists of
different phases and includes the analysis of a complex
network of citizens and organizations to calculate the weight
and importance of criteria for improving the quality of open
government data and increasing citizens’ willingness to use
the data. In Section 4, the results are presented based on the
different phases expressed in the research methodology
section and the findings are discussed. Findings include the
extraction of comprehensive dimensions and criteria in
improving data quality and increasing citizens’ willingness
to use data, extraction of data of government organizations
and institutions based on each criterion, results of complex
network analysis of citizens and organizations and identi-
fication of organizations with high centrality, use of data
mining techniques involves a regression model to analyze
the characteristics of the data set related to organizations
with high degree centrality and calculate the weight and
importance of each characteristic and criterion, and to
provide solutions and identify the cause-and-effect rela-
tionships between the solutions using decision-making trial
and evaluation laboratory (DEMATEL) technique. Finally,
in Section 5, the conclusion is given.

2. Related Works

In this section, research conducted to improve the quality of
open government data and increase the willingness of cit-
izens to use the data is reviewed. Nikiforova and McBride
conducted a study entitled “Open government data portal
usability: A user-centered usability analysis of 41 open
government data portals.” Confirming the importance of
portal usability for the data reuse process, this study helps to
explain some of the initial insights by asking two questions:
“How can the usability of open government data portals be
evaluated and compared in different contexts?” and “What
are usually the practical aspects of open government data
portals?”. To answer these research questions, a set of 41
open government data portals have been selected for us-
ability analysis based on the feedback of 40 users. According
to the results of this study, the lack of interaction between
users with open government data portals in cases such as
providing feedback or requesting data sets is one of the main
problems of open government data portals. #erefore,
governments should focus on developing open government
data ecosystems and increasing the interoperability of these
portals [6].

Zhang and Xiao have examined the framework for
evaluating the quality of open government data.#e purpose
of this study is to create a common framework as a reference
for evaluating the quality of open government data. In this
research, 10 qualitative studies have been combined in a
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common reference framework to evaluate the quality of
open government data. Based on a seven-step analysis, a
common reference framework for evaluating the quality of
open government data is presented, which includes six
criteria: accuracy, accessibility, completeness, up-to-dated-
ness, stability, and comprehensibility [7].

De Juana-Espinosa and Luján-Mora evaluated open
government data portals in the EU from 2015 to 2017. #is
study presents data collected from open government data
portals in 28 EU countries. Several parameters and criteria
observed over a period of 3 years in open national data
portals have been identified and recorded to create this data
set. #e data are obtained manually from existing public
information sources and official open government data
portals that are freely available on theWeb. In this study, the
criteria “Existence of a link from an open government data
portal to the source site of the data set provider,” “Existence
of social network plugins” to discuss users’ experiences in
using an open government data portal, “Support for various
data set formats” and “Data search and filtering capability”
have been proposed as criteria for evaluating open gov-
ernment data portals [8].

Zheng et al. in a study entitled “Evaluating global open
government data: Methods and status” first examines seven
methods of evaluating open government data by regularly
comparing and analyzing their frameworks, criteria, and
methods. Based on this analysis, a framework for evaluating
the performance of open government data has been de-
veloped for all UN member states. According to the results,
most of the current evaluation programs focus on data and
foundation and pay less attention to software platforms, use
and impact. #is study shows that in 2018, 34 countries
(18%) score “very high,” 40 countries (21%) score “high,” 43
countries (22%) score “medium,” while 76 countries (39%)
have received a “low” score [9].

Dahbi et al. have conducted a study entitled “Toward an
evaluation model for open government data portals.” In this
study, the authors define an evaluation model for open
government data portals based on several main dimensions
that have a great impact on their application. Specified
dimensions are information richness that deals with
adapting the portal to the needs of the user in terms of
content; detection capability associated with tools and
mechanisms that increase data access to the portal; reus-
ability, which deals with the openness of the data published
on the portal and the possibility of reusing them; and in-
teraction, which is related to the openness of the portal for
user feedback, cooperation, and interaction with published
data. #e proposed evaluation model has been used to
evaluate four national open government data portals [10].

Vetrò et al. offer an approach to measuring the quality of
open government data sets. #ey asked open government
data users about the challenges to open government data
quality. In general, they suggest that the data set be evaluated
for completeness, accuracy, traceability, comprehensibility,
compliance, and expiration. In other words, the ideal data set
should include complete and accurate data, be machine-
readable, have metadata, be updated, be accurate, and be
traceable in terms of source. #is is a very complete and

useful framework for policymakers who want to control the
quality of data sets in open government projects or
programs [11].

Dawes et al. introduced a framework for evaluating the
quality of open data portals at the national level and pro-
vided a set of criteria for evaluating data quality problems in
open government data portals. #ese criteria were applied to
12 portals, and several dimensions of data quality were
introduced. #ese dimensions included the existence of
standards in data formats, the existence of metadata, ma-
chine readability, and the up-to-datedness of data [12].

Misuraca and Viscusi discuss the framework for eval-
uating the compliance of open government data based on
quality. #ese criteria include three dimensions of quality:
completeness, accuracy, and up-to-datedness [13]. Harrison
et al. focus on evaluating metadata quality [14].

As seen in previous research, each of the studies focused
on a specific dimension of improving the quality of open
government data and increasing citizens’ willingness to use
the data. Also, in the researches done so far, the weight and
importance of each of the dimensions and criteria have not
been specified. Considering the weight and importance of
each dimension and criterion based on the degree of will-
ingness of citizens to use the data so far has not been
considered in previous research. In this study, different and
comprehensive dimensions and criteria in improving the
quality of open government data and increasing the will-
ingness of citizens to use data as well as calculating the
importance of each criterion based on the analysis of a
complex network of citizens and open data providers are
presented. Also, after reviewing the obtained results, the
solutions and the causal relationships between them are
discussed.

3. Materials and Methods

In this research, the type of research based on the purpose is
applied research. In the first phase, library studies are
conducted to extract comprehensive dimensions and criteria
for improving the quality of open government data and
increasing citizens’ willingness to use the data. #e statistical
population includes all articles related to the dimensions and
criteria for improving the quality of open government data
and increasing the willingness of citizens to use the data.#e
probabilistic sampling method of simple random samples
has been used, and 10 articles in this field have been
reviewed.

In the second phase, the organizations, including all
government organizations and institutions present in the
open data portal (https://data.gov.ir/), are examined and the
data related to each criterion extracted in the first phase are
calculated for each organization.#e number of government
organizations and institutions surveyed was 112.

In the third phase, the complex network of citizens and
government organizations and institutions providing open
data is analyzed. #is network is a directional network. #e
nodes in this network are citizens and government orga-
nizations and institutions, and the links represent data visits.
For example, in Figure 1, the citizen nodes are shown in
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silver and the organizations nodes are shown in red.#e link
from citizen i to organization j indicates that citizen i has
visited the published open data of organization j. In this
network, there can be directional links from citizen to an
organization or organization to another organization. But
there is no possibility of directional link between citizens or
organization to citizen in this network. It is also possible to
create a link from one citizen to several organizations,
meaning that one citizen can view data from multiple
organizations.

Degree centralization has been used to identify orga-
nizations whose data are more desirable.#e absolute degree
centrality of node vi is calculated as follows [15]:

cD(i) � degree of vertex i. (1)

#e relative degree centrality of node vi can be calculated
as follows [15]:

CD(i) �
cD(i)

(n − 1)
. (2)

In formula (2), n− 1 is the largest possible degree of a
network with n nodes. #is information can be extracted
through the open data portal based on the number of visits
to the data set that each organization has provided openly.

In the fourth phase, data mining techniques were used to
extract the data characteristics of the organizations that were
more interested (had a higher degree centrality). For this
purpose, regression model has been used. #e criteria
extracted in the first phase were used as attributes, and the
data extracted in the second phase, which are the data of
organizations based on each criterion, were used as a record.
#e “visit rate” attribute has been used as a label. #e output
of this model is the coefficients related to each quality
criterion that determine the weight and importance of that
criterion.

In the fifth phase, the results are reviewed and solutions
are presented. For this purpose, field methods and

multicriteria decision-making techniques have been used.
#e DEMATEL technique was used to identify the cause-
and-effect relationships between the solutions. #e research
process diagram is shown in Figure 2.

Also, the reasons for using each method stated in the
research process are summarized in Table 1.

4. Results and Discussion

#is section deals with the results of the five phases described
in the previous section and discusses them.

4.1. Extracting Comprehensive and Effective Criteria in the
Quality of Open Government Data and Increasing the Will-
ingness of Citizens to Use the Data. In this section, com-
prehensive and effective criteria for the quality of open
government data and increasing the willingness of citizens to
use data in three dimensions of open data, data transpar-
ency, and interaction are stated. References related to each
dimension and criterion are also specified.

4.1.1. Open Data
(1) Data Accuracy [10, 16]. #is dimension deals with the
originality of the data, the absence of lost data, and the up-
to-datedness. Missing data prevent the use and reuse of data
and have a major impact on the quality of programs that
reuse data. #e following criteria relate to the data accuracy
dimension:

(a) Data originality [11, 16].
(b) Lack of missing data [10].
(c) Up-to-datedness [10, 16, 17]: this criterion evaluates

the up-to-datedness of the data in the published data
set. For each Oi organization, this score is calculated
based on data published in the last five years using
formula (3). Tj represents the number of data
published in j years ago.

Oi � 􏽘
4

j�0
1 −

j

10
􏼒 􏼓 × Tj. (3)

(2) Discoverability [10]. Discoverability dimension deals
with tools and mechanisms that increase data access and
search. In other words, users should be able to search and
access the relevant data set in a simple and efficient way.#is
will not happen if the metadata is not provided. Metadata
provides a better understanding of the importance of data
and data structure and helps users access the data they need
[18]. Assessing the discoverability dimension requires a
thorough evaluation of the descriptive metadata and the
availability of data access features. #e following criteria
relate to the discoverability dimension.

(a) Metadata completeness [9, 10, 17, 19]: this criterion
evaluates the completeness of descriptive metadata.
For each data set, the completeness of the descriptive
metadata fields is evaluated.#ese fields include title,
description, tags, publisher, and more.
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Figure 1: A complex network of citizens and government orga-
nizations and institutions.
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(b) Data access [9–11, 17]: this criterion evaluates the
existence of attributes that increase data discovery, in
particular, the existence of three attributes: search,
sort, and �lter, which receive their value in the range
[0, 1] according to the existence of these attributes.

(3) Richness of Information [10]. Richness of
information measures the extent to which a user needs
are met in terms of the amount of data.  e following
criteria are related to the richness of information
dimension.

Field method to provide solutions

DEMATEL

Using data mining techniques

Using regression model to calculate the weight and importance of each criterion based on the
characteristics of the data set that citizens were interested in 

Analysis of the complex network of citizens and government organizations and institutions

Using degree centrality to identify organizations whose data is more desirable

Extracting organizations' data based on the criteria obtained from the first phase

Open data portal

Library Studies

Extracting comprehensive and effective dimensions and criteria in the quality of open government data
and increasing the willingness of citizens to use data 

Figure 2: Diagram of the research process.

Table 1: Reasons for using each method in the research process.

Phase Method Reason for using the method

1 Library studies  e reason for using library studies has been to extract comprehensive and
e�ective dimensions and criteria in the quality of open government data.

2 Extracting organizations’ data based on the
criteria obtained from phase 1

 e reason for extracting the data of the organizations in the open data portal was
to identify the characteristics of each organization. In fact, the data of this phase

constitute attributes in phase 4.

3 Analysis of the complex network of citizens and
organizations

In addition to the data extracted in phase 2, which identi�es the characteristics of
each organization, it is necessary to identify the organizations whose data have
been most desired and used by citizens. For this purpose, the indegree of each

organization in the complex network of citizens and organizations, which
indicates the number of visits to the data of the organization, has been used. In

fact, the data of this phase form the labels in phase 4.

4 Using data mining techniques

After extracting the data from phase 2 as attributes and the data from phase 3 as
labels, it is necessary to analyze the data in order to identify the positive or
negative impact of each attribute on the label (number of visits) and also to

calculate the weight and importance of each attribute.

5 Field method to provide solutions

 e reason for using this phase is to extract solutions and identify cause-and-
e�ect relationships between the solutions in order to improve citizens’ interaction

with open government data. Identifying the cause-and-e�ect relationships
between solutions will help managers spend more time and cost on the solutions

that have the greatest impact on other solutions.
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(a) Number of data sets [10, 11, 17, 19]: this criterion
evaluates the number of data sets that an organi-
zation has openly provided.

(b) Number of categories of data sets [19].
(c) Data subject matter [19]: citizens may be more in-

terested in some issues. Based on the open data
portal survey, the subjects of the entire data set were
extracted as follows:

(i) Heights
(ii) Planning
(iii) Water effects
(iv) Animal and plant ecology
(v) Borders
(vi) Images/maps/land cover
(vii) Location
(viii) .Weather
(ix) Society
(x) Health
(xi) Management
(xii) Environment
(xiii) Farming
(xiv) Science and research education
(xv) Energy
(xvi) Structure
(xvii) Economy
(xviii) Transportation
(xix) Earth sciences

(d) Data request ability [7, 10]: this criterion measures
the degree of openness to user requests. In other
words, it examines the possibility of allowing users to
request new data sets. Depending on the availability
of the data request, two values of 1 or 0 are assigned.

4.1.2. Data Transparency
(1) Reusability [10, 16].#e value of open government data is
realized only after its reuse [3]. Open government data are
considered reusable when the data are released under an
open license and there is unrestricted access, reuse, and
redistribution of data. It must also be published electroni-
cally and machine-readable. Reusability also deals with
features that provide an easy way to reuse data, such as
applications and the API (Application Programming In-
terface). #e following criteria relate to the reusability
dimension:

(a) License openness [10, 16]: this criterion evaluates the
openness of the data set license for reuse.

(b) Format openness [10, 16, 19]: this criterion evaluates
the openness of the data format. For eachDn data set,
the FOIn score based on the data format is assigned
as follows:

- If the format is machine-unreadable: FOIn � 0 (e.g.,
PDF).

- If the format is machine-readable: FOIn � 1 (e.g.,
JSON, CSV).

(c) Free [16].

(d) Nondiscriminatory [11, 16]: access to and reuse of
data are the same for all individuals and legal entities.

(2) Understandable [16]

4.1.3. Interactivity
(1) Feedback [10, 16, 17]. #is criterion examines the exis-
tence of features related to collaboration, feedback, and
evaluation and assesses the existence of three possibilities:
commenting on the data set, ranking the data set, and
feedback on the portal.
(2) Visualization [10, 17, 19]. #is criterion evaluates the
existence of visualization tools and features such as maps,
diagrams, or programs for visualizing and interacting with
data.

4.1.4. Chart of Comprehensive and Effective Criteria in the
Quality of Open Government Data and Increase the Will-
ingness of Citizens to Use the Data. Figure 3 shows a chart of
comprehensive and effective criteria expressed in the quality
of open government data and the increasing willingness of
citizens to use the data based on the dimension, criteria,
reference, and year of publication of the reference.

4.2. Extracting Organizations’ Data Based on the Extracted
Criteria. In this phase, the data of government organiza-
tions and institutions present in the open government data
portal are extracted based on the criteria extracted in the
previous phase. #e number of organizations in this portal
that provide open data was 112. Figure 4 shows a data
extraction of government organizations and institutions
present in the open government data portal based on the
stated criteria.

4.3. Analysis of the Complex Network of Citizens and Gov-
ernment Organizations. In this phase, the complex network
of citizens and government organizations and institutions
present in the open government data portal were examined.
In order to identify organizations and government insti-
tutions with a high degree centrality, input links from cit-
izens to organizations that represent the indegree of each
organization were calculated. #is information was available
based on the number of visits to each organization’s data set
in the open government data portal. Figure 5 shows a view of
the extracted data, the number of visits to each organization,
and its data set.

4.4. Using Data Mining Techniques to Calculate the Weight
and Importance of Each Criterion. After extracting com-
prehensive and effective criteria in the quality of open
government data and increasing the willingness of citizens to
use the data, as well as extracting data from government
organizations based on these criteria and calculating the
number of visits to each organization’s data set based on the
complex network analysis of citizens and organizations, the
weight and importance of each criterion need to be deter-
mined. As mentioned earlier in this study, we intend to
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calculate the weight and importance of each criterion based
on the degree of willingness that citizens have so far from the
data set of each organization. In this way, first the data sets of
the organizations that have been desired by the citizens are

identified. #en, the characteristics of this data set are
extracted, and based on this, the weight and importance of
each criterion are determined. #erefore, the criteria
extracted in the first phase are considered as attributes. #e

O
pe

n 
da

ta

D
at

a a
cc

ur
ac

y 

Data originality (Veljković et al., 2014; Vetrò et al., 2016) 

Lack of missing data (Dahbi et al., 2018) 

Up-to-datedness (Veljković et al., 2014; Dahbi et al., 2018; 
Huang et al., 2019)

D
isc

ov
er

ab
ili

ty
 

Metadata completeness (Dahbi et al., 2018; Huang et al., 2019; 
Zhang et al., 2020; Saxena, 2018) 

Data access (Dahbi et al., 2018; Huang et al., 2019; 
Zhang et al., 2020; Vetrò et al., 2016) 

Ri
ch

ne
ss

 o
f i

nf
or

m
at

io
n 

Number of data sets (Dahbi et al., 2018; Huang et al., 2019; 
Vetrò et al., 2016; Saxena, 2018)

Number of categories of
data sets (Saxena, 2018)

Data subject matter (Saxena, 2018) 

Up-to-datedness (Veljković et al., 2014; Dahbi et al., 2018; 
Huang et al., 2019)

Data request ability (Dahbi et al., 2018; Zhang et al., 2020) 

D
at

a t
ra

ns
pa

re
nc

y Re
us

ab
ili

ty
 

License openness (Veljković et al., 2014; Dahbi et al., 2018) 

Format openness (Veljković et al., 2014; Dahbi et al., 2018; 
Saxena, 2018) 

Free (Huang et al., 2019; Zhang et al., 2020) 

Non-discriminatory (Veljković et al., 2014; Vetrò et al., 2016) 

U
nd

er
sta

nd
ab

le
 

(Veljković et al., 2014) 

In
te

ra
ct

iv
ity Fe

ed
ba

ck
 

(Veljković et al., 2014; Dahbi et al., 2018; 
Huang et al., 2019) 

V
isu

al
iz

at
io

n 

(Dahbi et al., 2018; Huang et al., 2019; 
Saxena, 2018) 

Co
m

pr
eh

en
siv

e a
nd

 eff
ec

tiv
e c

rit
er

ia
 ex

pr
es

se
d 

in
 th

e q
ua

lit
y 

of
 o

pe
n

go
ve

rn
m

en
t d

at
a a

nd
 th

e i
nc

re
as

in
g 

w
ill

in
gn

es
s o

f c
iti

ze
ns

 to
 u

se
 th

e d
at

a

Figure 3: Chart of effective criteria in the quality of open government data and increasing the willingness of citizens to use data based on
dimension, criteria, reference, and year of reference.

Complexity 7



records include the data extracted from each organization
based on these criteria, which were extracted in the second
phase. #e “number of visits” attribute has been used as a
label. Also, the names of government organizations and
institutions are considered as ID. In this phase, the re-
gression model is used to analyze the data and calculate the
weight and importance of each criterion. #e output of this
model is the coefficients that determine the weight and
importance of each criterion. RapidMiner software has been
used for this purpose. Figure 6 shows the operators used in
this software.

#e Split Data operator is used to divide the data into two
sets of training and testing data. 70% of the data were
considered as training data, and the remaining 30% as test
data. Figure 7 shows the training data, including attributes,
records, IDs, and labels. #e number of training data was 78,
which were randomly selected from a total of 112 available
cases.

#e linear regression operator is used to analyze the data
and calculate the regression coefficients. Figure 8 shows the
coefficients. #e positive sign of the coefficient indicates the
positive effect of the specified criterion on the label, which is
the number of visits to the data set. #e more positive and
larger the coefficient of a criterion, the greater its impact on
increasing the number of citizens visiting open government
data. A negative sign indicates the negative impact of a

specified criterion on the number of visits. #e negative and
larger the coefficient of a criterion, the greater its impact on
reducing the number of visits to open government data.

As can be seen in Figure 8, the “society subject” criterion,
with a coefficient of 72,564 and a positive sign, had the
greatest impact on the label, which is an increase in the
number of visits to open government data. #is means that
citizens were more interested in data sets that were relevant
to the society. After that, the criterion of “format openness”
with a coefficient of 52.682 and a positive sign has the second
rank in increasing the number of visits. #erefore, citizens
were more interested in data sets that can be read by a
machine. Criteria for “metadata completeness,” “number of
data sets,” “understandable,” “data originality,” “free,” “lack
of missing data,” “nondiscriminatory,” and “open license”
being a positive sign, they gained the next ranks in increasing
the number of visits to open government data. #e im-
portant point is that the criterion of “number of categories of
data sets” has a negative sign, which means that citizens are
more inclined to data set that is more focused on a particular
subject. Also, the “farming subject” with a negative sign and
a coefficient of 160.413 had the most negative impact on the
number of open government data views. #is means that
citizens were reluctant to visit the farm data set.

In order to evaluate the regression model and to
evaluate the accuracy of the obtained coefficients, test data

Figure 4: View of the extracted data of organizations based on each criterion.

Figure 5: View of the extracted data, the number of visits to each organization, and its data set.
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were used. 30% of the total data were used as test data. #e
number of test data was 78, which were randomly selected
from a total of 112 items. Figure 9 shows the test data with
the predicted rate for the label, which is the number of
visits of open government data using the regression
model generated. #e actual number of visits is also
shown.

Root-mean-square error (RMSE) was also used to
evaluate the generated regression model, which was equal to
1998.435. According to the obtained RMSE, the value of

normal root-mean-square error (NRMSE) was 0.014 (1.4%),
which, according to [20] because it is less than 10%, indicates
the desired state of the regression model.

4.5. Solutions. In this section, solutions to increase citizens’
visits to organizations’ data sets are stated. #is section
includes extracting solutions through library studies, as well
as identifying the cause-and-effect relationships between the
solutions based on the DEMATEL technique.

Figure 7: Training data.

Figure 6: Operators used in Rapid Miner software to calculate regression coefficients.
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4.5.1. Extraction of Solutions. Most of the challenges, such
as the lack of up-to-date data, the small number of data sets
presented, the lack of items such as data visualization, etc.,

are that government organizations are reluctant to share
their data. #e following are solutions and incentives to
encourage government organizations to share data.

Figure 9: Test data with the predicted value of the label and the actual value of the label.

Figure 8: Regression coefficients based on each criterion.
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(1) Need for Human Resources [21–23]. External human
resources, such as expertise and ideas, are vital to gov-
ernment organizations pursuing service innovation. Hu-
man resources include the manpower, ideas, knowledge,
and skills needed to achieve the goals of the organization.
Government organizations are looking for human re-
sources and individuals to come up with ideas to help
innovate public services.  erefore, it is necessary for
government organizations to increasingly trust the ex-
pertise of foreign innovators to innovate services.
 erefore,

(i)  e relative need for human resources has a positive
relationship with the dependence of the government
organizations on foreign innovators.  e greater this
dependence, the more organizations will have to
provide government data more openings to attract
foreign innovators.

(2) Need for Financial Resources [21, 24, 25]. Financial re-
sources here refer to the monetary capital needed by gov-
ernment organizations to achieve their goals of service
innovation.  erefore, government organizations may rely
on external sources for �nancial assistance.  erefore,

(i)  e need for �nancial resources is positively related
to the dependence of government organizations on
external resources.  e greater this dependence, the
more organizations will have to provide more open
government data to attract external �nancial
resources.

(3) Need for IT Resources [21].  e use of IT resources for
innovative activities in the services of government organi-
zations is very important. For example, IT resources such as
sensors and servers are essential for organizations seeking to
innovate in smart city services. Government organizations
may need external resources to provide IT resources for
service innovation.  erefore,

(i)  e relative need for IT resources has a positive re-
lationship with the dependence of the government
organizations on external resources.  e dependence
of government organizations on external sources is
also positively related to the dissemination of open
data.

(4) Need to Obey Higher Authorities [21, 26]. One of the main
factors in the involvement of government organizations in
providing open data is higher authorities (for example, local
and national governments) who implement formal and
informal policies to in�uence organizations in data sharing.
Such regulations or even the informal policies of higher
authorities create institutional pressures on government
organizations that shape their behavior.  erefore,

(i)  e need for government organizations to follow
higher authorities is positively related to its open data
publishing behavior.

(5) Need to Create Transparency [21, 27]. It is expected that
government organizations’ need for transparency will a�ect
their open data behaviors. is is the freedom of information
(FOI), which is recognized by the United Nations as a
fundamental human right. When government organizations
share their data with the public through open government
data initiatives, citizens can control their activities and thus
meet their need for transparency.  erefore,

(i)  e need for transparency in government organi-
zations is positively related to its open data pub-
lishing behavior.

(6) Reducing the Sensitivity of the Organization’s Work
Operations [21, 28–30].  e speci�c work operations of a
government organization a�ect its data-opening behavior.
Some government organizations hold and process sensitive
information because of their operations in government,
which can restrict the provision of open government data.
For example, government organizations related to health
care need to process private information such as patients’
medical records and background information. Similarly,
government organizations working in national security,
such as defense agencies, deal with limited information.
Accordingly, the more sensitive the operations of organi-
zations, the less data sharing will result.  erefore,

(i)  e sensitivity of a government organization’s op-
eration is negatively related to its open data sharing
behavior.

4.5.2. Analysis of Cause-and-E�ect Relationships between
Solutions Based on DEMATEL Technique. In this section,
the solutions are examined based on the cause-and-e�ect
relationships they have with each other. Identifying the
cause-and-e�ect relationships between solutions will help
managers invest more in solutions that have a greater impact
on other solutions.  e DEMATEL technique has been used
for this purpose. Figure 10 shows the direct-relation graph of
solutions based on the DEMATEL technique.

Need for IT
resources

Need for 
financial
resources

3 3

3 1 1

1
1

3

Need for human
resources

Reducing the
sensitivity of the
organization’s

work 
operations

Need to create
transparency

Need to 
obey higher
authorities

Figure 10:  e direct-relation graph of solutions.
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 e degree of causality and e�ectiveness between the
solutions are shown in Table 2.

 e ranking of solutions according to the degree of
causality, the degree of e�ectiveness, and the degree of in-
teraction with other factors is shown in Table 3.

According to Table 3, the “need to create transparency”
solution has the greatest impact on other solutions.  e
“need for �nancial resources” solution is most a�ected by
other factors. Also, the “need for �nancial resources” so-
lution has the most interaction with other solutions.  e
R− J is positive for “need for IT resources,” “need to obey
higher authorities,” and “need to create transparency.”
 erefore, these solutions are causes in system. R− J is also

negative for “need for �nancial resources” and “need for
human resources” solutions.  erefore, these solutions are
the e�ects in the system. In Figure 11, by considering (R+ J)
on the horizontal axis and (R− J) on the vertical axis, the
�nal position of the solutions in the system is speci�ed.
Factors above the axis (R+ J) are the causes and factors
below the axis (R+ J) are the e�ects.

5. Conclusion

Despite the fact that some governmental organizations and
institutions provided their data openly, the interaction of
citizens with open government data was not favorable.  is

Table 2:  e degree of causality and e�ectiveness between the solutions.

Solutions

R J (R+ J) (R− J)

Degree of
causality

Degree of
e�ectiveness

Sum of causality and
e�ectiveness

R− J> 0⟶ de�nite
cause

R− J< 0⟶ de�nite
e�ect

Need for human resources 0.5 1 1.5 −0.5
Need for �nancial resources 0 2.167 2.167 −2.167
Need for IT resources 1.25 0.667 1.917 0.583
Need to obey higher authorities 0.701667 0 0.701667 0.701667
Need to create transparency 1.291667 0 1.291667 1.291667
Reducing the sensitivity of the organization’s
work operations 0 0 0 0

Table 3: Ranking of solutions based on the degree of causality, the degree of e�ectiveness, and the degree of interaction with other factors.

Rank Ranking based on the degree of causality Ranking based on the degree of
e�ectiveness

Ranking based on the degree of interaction
with other factors

1 Need to create transparency Need for �nancial resources Need for �nancial resources
2 Need for IT resources Need for human resources Need for IT resources
3 Need to obey higher authorities Need for IT resources Need for human resources
4 Need for human resources Need to obey higher authorities Need to create transparency
5 Need for �nancial resources Need to create transparency Need to obey higher authorities

6 Reducing the sensitivity of the
organization’s work operations

Reducing the sensitivity of the
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Figure 11: Impact chart between solutions.
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issue can be caused by various factors such as the subject of
the data set, the lack of format openness, the lack of up-to-
datedness, and the lack of use of visual tools. #erefore, it is
necessary to determine the effective criteria for the quality of
open government data and increase the willingness of cit-
izens to use the data. Unfortunately, each research has fo-
cused only on a specific dimension of open government data,
and there is no comprehensive set of criteria. Also, the
importance of each dimension and criterion is not con-
sidered. More importantly, the weight and importance of
each criterion have not been calculated based on citizens’
preferences to use different open government data. Also, the
solutions and the importance of each of them have not been
studied.

In this research, in the first phase, by studying and
reviewing the articles, comprehensive and effective criteria
were extracted in the quality of open government data and
increasing the citizens’ willingness from the data. #e cri-
teria extracted were included: “data originality,” “license
openness,” “up-to-datedness,” “data access,” “metadata
completeness,” “number of data sets,” “format openness,”
“nondiscriminatory,” “understandable,” “number of cate-
gories of data sets,” “free,” “lack of missing data,” “data
request ability,” “visualization,” “feedback,” and “data
subject matter.” In the second phase, the data of 112 gov-
ernmental organizations and institutions present in the open
government data portal were extracted based on each of the
stated criteria. In the third phase, in order to identify the
organizations and their data sets that were most desired by
citizens, the complex network of citizens and government
organizations and institutions was analyzed. In order to
identify organizations and government institutions with a
high degree centrality, input links from citizens to organi-
zations that represent the indegree of each organization were
calculated. #is information was available based on the
number of visits to each organization’s data set. In the fourth
phase, data mining techniques including regression model
were used to identify the data characteristics that were most
desired by citizens.#e output of the model was a coefficient
that determined the positive or negative impact of each
criterion as well as the weight and importance of that cri-
terion. According to the results, the criterion of “society
subject” with a coefficient of 72.564 and a positive sign had
the greatest impact on increasing the number of citizens’
visits to open government data. After that, the criterion of
“format openness” with a coefficient of 52.682 and a positive
sign has the second rank in increasing the number of visits.
Criteria for “metadata completeness,” “number of data sets,”
“understandable,” “data originality,” “free,” “lack of missing
data,” “nondiscriminatory,” and “license openness” being a
positive sign gained the next ranks in increasing the number
of citizens visiting open government data. #e “number of
categories of data sets” coefficient had a negative sign,
meaning that citizens were more inclined to have a data set
that focused more on a particular subject. Also, the “farming
subject” with a negative sign and a coefficient of 160.413 had
the most negative impact on the number of citizens’ visits to
open government data. Most of the challenges faced by
higher ranking criteria such as format openness, small data

sets, lack of data updates, etc., were that organizations were
reluctant to present their data openly. #erefore, in the fifth
phase, it was stated to provide solutions and incentives to
increase the willingness of organizations to present their
data openly. Based on the study and review of articles, six
solutions include “need to create transparency,” “need for IT
resources,” “need to obey higher authorities,” “need for
human resources,” “need for financial resources,” and “re-
ducing the sensitivity of the organization’s work operations”
were extracted. Also, the cause-and-effect relationships
between solutions were identified using the DEMATEL
technique. Based on the results, the “need to create trans-
parency” solution has the greatest impact on other solutions.
#e “need for financial resources” solution is most affected
by other factors. Also, the “need for financial resources”
solution has the most interaction with other solutions.

Extracting comprehensive and effective criteria in im-
proving the quality of open government data and increasing
citizens’ willingness to use data, calculating the weight and
importance of each criterion by analyzing the complex
network of citizens and organizations, as well as providing
solutions, can help managers make proper decisions and
manage complex systems of citizens, government organi-
zations, and institutions providing open government data in
order to increase citizens’ willingness to use the data and
reap the benefits of open government data.
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An ontological approach as a tool formanaging the processes of constructingmathematical models based on interval data and further use
of these models for solving applied problems is proposed in this article. Mathematical models built using interval data analysis are quite
effective inmany applications, as they have “guaranteed” predictive properties, which are determined by the accuracy of experimental data.
However, the application of mathematical modeling methods is complicated by the lack of software tools for the implementation of
procedures for constructing this type of mathematical models, creating an ontological model that operates by the categories of the subject
area of mathematical modeling, regardless of the modeling object proposed in this article.(is approach has made it possible to generate
tools formathematical modeling of various objects based on the interval data analysis for any software development environment selected
by the user. (e technology of creating the software on the basis of the developed ontological superstructure for mathematical modeling
using the interval data for different objects, as well as various forms of user interface implementation, is presented in this article. A number
of schemes, which illustrate the technology of using the ontological approach of mathematical modeling based on interval data, are
presented, and the features of its interpretation when solving environmental monitoring problems are described.

1. Introduction

Mathematical modeling is one of the main tools that allows
describing the object in a simple form, exploring it, and
predicting behavior. Mathematical modeling is understood
as the process of building a model and its application to
certain applied problems [1–4].

Mathematical modeling processes consist of a large number
of procedures, which are mainly implemented in the relevant
tools, that is, in the form of certain software systems [3, 4].

Examples of these software environments are Matlab,
GNU Octave, Scilab, and SageMath. (ese tools are mul-
tipurpose and well developed. However, practitioners often
need to use more specialized tools for building mathematical
models, as well as to adapt existing tools to nonstandard
conditions that are absent in the noted environments. In this
case, there are difficulties in using and interpreting such
tools because the simulation procedures are hidden from the
researcher, and this makes it difficult to use them by making
appropriate software changes [4–8].

In this case, the most appropriate solution is to create an
ontological description of certain methods of mathematical
modeling. It describes in detail the components of a model
building process and its application. (en this ontological
description is used to generate appropriate software. (is
approach, on the one hand, will allow the integration of the
created software in various applied systems and, on the other
hand, will make changes to existing software [4, 9–12].

(e availability of ontological descriptions of modeling
processes based on certain methods makes it possible to
unify the software used for a wide range of tasks. It enables,
based on experience, a repository of mathematical model
creation that can be used to model a wide range of math-
ematically similar properties [13–23].

(e positive effect of this approach will be a significant
simplification of the process of creating tools for both the
modeling processes organization and their application to
applied problems.

One of the directions of mathematical modeling is the
inductive approach, which is based on a self-organized process
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of the evolutionary transition from primary data to explicit
mathematical models that reflect the patterns of functioning of
simulated objects and systems, which are implicit in existing
experimental research and statistical data [24–27].

An important feature of the inductive approach
implementation is the nature of the uncertainty in infor-
mation data sets (probabilistic, interval, fuzzy), as this ap-
proach is based on methods of data analysis. In a number of
works [28–30], the ontological approach for the construc-
tion of themathematical models within the framework of the
inductive approach is based on a group of methods of data
handling (GMDH). Within the framework of the proposed
approach, the key parameters for the main components of
the modeling process are identified, which determine the
possibility of generalization and expediency of constructing
multifunctional software modules in the development of
computer inductive modeling tools based on GMDH
[26, 31, 32]. Since the mentioned approach has a complex
structure, which is interpreted using Protege [33–36] and
does not contain applied software-interpreted solutions, its
practical use in other approaches to mathematical modeling
is not advisable. (e use of such an approach is time-
consuming to formalize the subject area and, due to the
complexity of its presentation within the Protege system, will
not contribute to support among the developers of the
appropriate applied software solutions [19, 37, 38].

Another direction in mathematical modeling according
to the inductive approach is presented by the methods of
mathematical modeling based on interval data [39–43]. (e
multiple estimates of the parameters of the “input-output”
model, built on the results of an experiment in which the
output variables are obtained in interval form, are the pe-
culiarities of these methods [44, 45].

As a result of the application of the methods of interval
analysis, instead of one “input-output”model, there is a corridor
(set) of equivalent interval models of the system.(e properties
of the obtained models depend on the chosen method of sets of
parameter estimation. Preferably, sets of parameter estimates
can be presented in the forms of a polyhedron, a multidi-
mensional ellipsoid, or a rectangular parallelepiped that specifies
the intervals of parameter values [46, 47].

Given that the methods of systems modeling, based on
the analysis of interval data, require minimal information
about the research system, their applications significantly
expand the class of research systems [48].

However, these methods are limited for use by both re-
searchers and users-practitioners due to the lack of developed
ontological description for this area of mathematical mod-
eling, which would make it possible to expand the scope of
application of the existing interval models for a particular
subject area and to develop new models. An example, in this
case, is the field of buildingmathematical models formedicine
[41] or environmental monitoring, in particular, the de-
scription of mathematical models based on interval data for
the processes of air pollution by harmful emissions from
vehicles [46–48]. (e long-term experience of the authors of
this work in creating and applying this type of model has
shown that in the case of changes in the state of the envi-
ronment, or conditions for obtaining interval data, most built

interval models lose accuracy or become inadequate. (e
application of the ontological superstructure to the process of
development and use of models significantly expands the
possibilities of modeling the characteristics of these systems
and increases the accuracy of the model in specific cases.
Simply put, an ontological model as an “add-on” can use the
“switch” functions to select the best model from the repos-
itory, depending on changes in the simulation environment.

(e need for automated, systematic, and reusable
mathematical models as an environment for knowledge
obtaining, accumulating, and reusing is fully justified in the
context of a large amount of information about knowledge,
which is generated and stored.

(erefore, the aim of this article is to create an ontology of
mathematical modeling based on interval data, which would
expand the possibilities for researchers dealing with the objects
of different nature, data on which were obtained in interval
form, as well as for practitioners who can use it for modeling
processes in medicine, environmental monitoring, etc.

2. Statement of the Problem of Mathematical
Modeling Based on Interval Data

(e problem of object modeling based on interval data is
considered in [42, 47]. (e authors of the interval approach
declare that it has a number of advantages over the stochastic
(probabilistic) approach. Among them is the absence of a
requirement to research the statistical characteristics of the
simulated object. As it is known, this reduces the number of
experiments (data sampling). (erefore, the interval ap-
proach is more useful for researching the object properties in
conditions of limited data sampling. A declarative approach
to presenting knowledge about object modeling methods
based on interval data analysis makes it possible to develop
tools for using this approach by both researchers and
practitioners. To develop a declarative ontology, the basic
concepts of this approach should be considered.

First, the basic concept refers to a method of presenting
data in the form of intervals of possible values of the sim-
ulated characteristic:

z
−
i,j,h,k; z

+
i,j,h,k􏽨 􏽩, i � 0, . . . , I, j � 0, . . . , J, h � 0, . . . , H,

k � 0, . . . , K,
(1)

where z−
i,j,h,k, z+

i,j,h,k are, accordingly, the lower and upper
bounds of intervals of possible values of the output char-
acteristic at a point with discretely given spatial coordinates
i � 0, . . . , I, j � 0, . . . , J, h � 0, . . . , H (for objects with
distributed parameters) and time discrete k � 0, . . . , K (for
dynamic objects, for example, a dynamic of air pollution
from vehicles in discrete time).

Note that in the measuring experiment, the lower and
upper bounds can be set by the relative error of the mea-
suring device: z−

i,j,h,k � zi,j,h,k − zi,j,h,k · ε and z+
i,j,h,k � zi,j,h,k+

zi,j,h,k · ε, where zi,j,h,k is the measured value of characteristic;
ε is a relative error of measuring.

Representation of experimental data in interval form (1) is
reasonable in cases: when the measurement error significantly
exceeds themethodological errors andmodeling errors, intervals
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(1) set the tolerance bounds of deviations of the simulated
characteristic of the object from the nominal, under conditions
of known maximum values of errors in the experiment.

Next, it is necessary to determine the mathematical
object to represent the object model. In this case, it is limited
to a discrete linear model in general

vi,j,h,k � f
→T

vi− d,j− d,h− d,k− d, vi− d+1,j− d,h− d,k− d, . . . , vi− 1,j− 1,h− 1,k− 1, u
→

i,j,h,0, . . . , u
→

i,j,h,k􏼐 􏼑 · g
→

,

i � d, . . . , I, j � d, . . . , J, h � d, . . . , H, k � d, . . . , K,

(2)

where f
→T

(•) is a vector of basic functions, in general
nonlinear, with the help of which the values of the simulated
characteristic of the object are transformed, as well as the
input variables at discrete space points and for a certain time
are discrete.

As a result of performing the procedure of structural
identification, a discrete model is determined, in particular:

the vector of basic functions f
→T

(•); sets and dimension of
vectors of input variables (controls) u

→
i,j,h,0, . . . , u

→
i,j,h,k; d is

an order of a discrete model, which as is known is equivalent
to the order of a differential equation analogous to a discrete
model. To implement a discrete model, it is also necessary to
specify the initial conditions, i.e., the value of each element
in the set v0,0,0,0, . . . , vd− 1,d− 1,d− 1,d− 1, u

→
i,j,h,0, . . . , u

→
i,j,h,k for

certain discrete, as a rule, initial one, and set the value of the
components in the parameters vector g

→.

If the general form of the discrete model is known, for
example, due to physical considerations, it remains to
identify the parameters g

→ in a way to ensure maximum
agreement of the simulated characteristic of the object with
the experimentally obtained values of this characteristic.
(is task is called the parametric identification task [42].

Let’s assume that the vector of estimates g
→
⌢

of pa-
rameters g

→ in the difference operator (2) is obtained on the
basis of interval data analysis. Substituting a vector of pa-
rameter estimates g

→
⌢

from difference operator instead of the
vector of their true values g

→ in expression (2) together with
the specified initial interval values of each element of the set
[v
⌢
0,0,0,0], . . . , [v

⌢
d− 1,d− 1,d− 1,d− 1] and given vectors of input

variables u
→

i,j,h,0, . . . , u
→

i,j,h,k an interval estimate of the
simulated characteristic [v

⌢
i,j,h,k] at points with discrete

spatial coordinates i � d, . . . , I, j � d, . . . , J, h � d, . . . , H

and on time discrete k � d, . . . , K can be obtained:

v
⌢

i,j,h,k􏽨 􏽩 � v
⌢−

i,j,h,k; v
⌢+

i,j,h,k􏽨 􏽩 � f
→T

v
⌢

i− d,j− d,h− d,k− d􏽨 􏽩, . . . , v
⌢

i− 1,j− 1,h− 1,k− 1􏽨 􏽩, u
→

i,j,h,0, . . . , u
→

i,j,h,k􏼐 􏼑 · g
→
⌢

,

i � d, . . . , I, j � d, . . . , J, h � d, . . . , H, k � d, . . . , K.

(3)

Now, the problem of parametric identification of the
interval discrete model (IDM) based on the interval data
analysis can be mathematically formulated.

(e conditions of matching the experimental data
presented in the interval form (1) with the data obtained on
the basis of the macromodel in the form of IDM (3) are
formulated as follows:

v
⌢−

i,j,h,kv
⌢+

i,j,h,k􏼔 􏼕 ⊂ z
−
i,j,h,k; z

+
i,j,h,k􏽨 􏽩,∀i � 0, . . . , I,

∀j � 0, . . . , J,∀h � 0, . . . , H,∀k � 0, . . . , K.

(4)

Conditions (4) provide obtaining the interval estimates
of the simulated characteristic of the object within the

intervals of possible values of the characteristic obtained
experimentally.

Substitute in equation (4) instead of interval estimates
[v
⌢−

i,j,h,k; v
⌢+

i,j,h,k] of the simulated characteristic; its interval
values are calculated on the basis of IDM (3) together with
taking into account the given initial interval values of each
element from a set:

v
⌢
0,0,0,0􏽨 􏽩⊆ z0,0,0,0􏽨 􏽩, . . . , v

⌢
i− 1,j− 1,h− 1,k− 1􏽨 􏽩⊆ zi− 1,j− 1,h− 1,k− 1􏽨 􏽩,

(5)

and given vectors of input variables u
→

i,j,h,0, . . . , u
→

i,j,h,k, and
receive the following:

v
⌢−

0,0,0,0; v
⌢+

0,0,0,0􏽨 􏽩⊆ z
−
0,0,0,0; z

+
0,0,0,0􏽨 􏽩;

. . .

v
⌢−

d− 1,d− 1,d− 1,d− 1; v
⌢+

d− 1,d− 1,d− 1,d− 1􏽨 􏽩⊆ z
−
d− 1,d− 1,d− 1,d− 1; z

+
d− 1,d− 1,d− 1,d− 1􏽨 􏽩;

z
−
i,j,h,k ≤ f

→T

v
⌢

i− d,j− d,h− d,k− d􏽨 􏽩, . . . , v
⌢

i− 1,j− 1,h− 1,k− 1􏽨 􏽩, u
→

0, . . . , u
→

k􏼐 􏼑 · g
→
⌢

≤ z
+
i,j,h,k;

i � d, . . . , I; j � d, . . . , J; h � d, . . . , H; k � d, . . . , K.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)
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(erefore, an equation (6) is obtained by substituting
interval estimates of initial characteristics [v

⌢−

i,j,h,k; v
⌢+

i,j,h,k]

(given as initial conditions and predicted on the basis of
expression (3) in the remaining nodes of the grid) in con-
ditions (4).

As it is known, the obtained system is an interval system
of nonlinear algebraic equations (ISNAE). (erefore, the
task of identifying the parameters of IDM (3) under con-
ditions (4) is the task of solving ISNAE in the form (6).

It should be noted that ISNAE (6) is formed recurrently.
(e total number of interval equations is a product of
I × J × H × K.

Obviously, the greater the number of equations in the
interval system, the more difficult it is to find the ISNAE
solution.

Given that this problem cannot be solved for a pre-
determined number of iterations, this type of problem be-
longs to NP-complete. (e only way to solve it is to do a full
search or random search. Given the complexity of the task of
IDM parametric identification, to find at least one ISNAE
solution, random search methods can be used [42].

(ese computational schemes for the implementation of
the method of IDM parametric identification are based on
four-step procedures [44].

Step 1. Set the initial conditions in the form (5).

Step 2. Set the initial g
→
⌢

or randomly generate the

current g
→
⌢

estimate of the vector of the IDMparameters.
Step 3. Calculate the interval estimates of the simulated
characteristic [v

⌢
i,j,h,k] at points with discrete-given

spatial coordinates i � d, . . . , I, j � d, . . . , J, h �

d, . . . , H and on time discrete k � d, . . . , K using a
recurrent scheme (4).
Step 4. Check the “quality” δ( g

→
⌢

l) of the current ap-
proximation of the estimate g

→
⌢

of the vector of IDM
parameters [39, 40].

In this step, assume that the “quality” of the approxi-
mation will be higher if the predicted corridor is closer, built
on the basis of this parameter vector approximation, to the
experimental one.

If the calculated value of “quality” δ( g
→
⌢

l) of the current
approximation of the estimate g

→
⌢

of the vector of IDM
parameters at the current iteration is zero (δ( g

→
⌢

l) � 0), then
the procedure is over; otherwise, go to Step 2.

(e quality of the approximation will be quantified as the
difference between the centers of the most distant predictive
and experimental intervals in the case when they do not
intersect, and the width of the intersection of the predictive
and experimental intervals is the smallest, for the case of
their intersection [40].

Formally, these conditions are written as follows:

δ g
→
⌢

l􏼠 􏼡 � max
i�d,...,I,j�d,...,J,h�d,...,H,k�d,...,K

|mid v
⌢

i,j,h,k􏽨 􏽩􏼐 􏼑􏽮 − mid zi,j,h,k􏽨 􏽩􏼐 􏼑|􏽯,

if v
⌢

i,j,h,k􏽨 􏽩∩ zi,j,h,k􏽨 􏽩 � ∅∃i � d, . . . , I∃j � d, . . . , J∃h � d, . . . , H,

∃k � d, . . . , K.

(7)

δ g
→
⌢

l􏼠 􏼡 � max
i�d,...,I,j�d,...,J,h�d,...,H,k�d,...,K

wid v
⌢

i,j,h,k􏽨 􏽩􏼐 􏼑−􏽮 wid v
⌢

i,j,h,k􏽨 􏽩, ∩ zi,j,h,k􏽨 􏽩􏼐 􏼑􏽯

if v
⌢

i,j,h,k􏽨 􏽩∩ zi,j,h,k􏽨 􏽩≠∅∀i � d, . . . , I, ∀j � d, . . . , J, ∀h � d, . . . , H, ∀k � d, . . . , K,

(8)

where mid(•) and wid(•) are operations for determining the
center and width of the interval correspondingly.

(erefore, the problem of parametric identification of
interval models of the object is formulated in the form of an
optimization task:

δ g
→
⌢

l􏼠 􏼡⟶ g
⟶
⌢

l

min , g
⌢

jl ∈ g
low
jl ; g

up
jl􏼔 􏼕, j � 1, . . . , m, l � 1, . . . , S, (9)

where the value of the objective function δ( g
→
⌢

l) is calculated
by formula (7) or (8).

Let’s consider the problem of IDM structural identifi-
cation in general (3). (e complexity of the task of con-
figuring IDM (3) is that not only the parameters are
unknown, but the same is with the structure. In this case, to
find the IDM parameters, it is necessary to solve the problem

of parametric identification and identify the structur-
e–structural identification. Note that both these tasks are
very closely related because parametric identification is a
structural stage, and to find one solution to the latter, it is
necessary to make many attempts to find the vector of IDM
parameters. Note that the “success” of the task of finding the
vector of IDM parameters directly depends on the success of
the process of selecting its structure. After all, if the defined
IDM structure is “unsuccessful,” then it is impossible to find
a solution of the parametric identification task.

(erefore, parametric identification is a stage of struc-
tural identification. When the data is given in interval form,
this step is to find estimates of the IDM parameters by
solving the ISNAE (6) for some known vector of basic
functions (structural elements of the IDM).

To solve ISNAE (6), the method of parametric identifi-
cation based on random search procedures is used. (e ap-
plication of this method involves, instead of ISNAE (6) solving,
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the search for some approximation to its solution, which
determines the quality of the current IDM structure [47].

Let’s use some notations that are necessary to reveal the
essence of the task formulation. Denote by λs the current
IDM structure

λs � f
s
1(•) · g

s
1; f

s
2(•) · g

s
2; . . . ; f

s
ms

(•) · g
s
ms

􏽮 􏽯, (10)

where f
→s

� f1
s(•); f2

s(•); . . . ; fs
ms

(•)􏽮 􏽯 ⊂ F is a set of
structural elements that specify the current s IDM structure.

Next, denote the following symbols: ms ∈ [Imin; Imax] is a
number of elements in the current structure λs; F is the set of
all structural elements, F � f1(•); . . . ; fl(•); . . . ; fL(•)􏼈 􏼉,

where |F| � L (power of the set F); g
→s

� gs
1; gs

2; . . . , gs
ms

􏽮 􏽯 is
a vector of unknown parameter values. Structural identifi-
cation aims at finding the IDM structure λ0 in the form of (10)
so that the interval discrete model is formed on its basis [48].

vi,j,h,k λ0( 􏼁􏽨 􏽩 � f1
0
(•)􏽨 􏽩 · g

⌢0
1 + f2

0
(•)􏽨 􏽩 · g

⌢0
2

+ . . . + f
0
m0

(•)􏽨 􏽩 · g
⌢0

m0
,

(11)

(e conditions (4) are true, i.e., the interval estimates of
the predicted value of the simulated characteristic are in-
cluded in the intervals of tolerance values of the simulated
characteristic on the set of all discrete.

(e quality of the current IDM structure is estimated on
the basis of the value of the indicator δ(λs), which quantifies
the proximity of the current structure to a satisfactory level
in terms of providing conditions (4). Afterward, δ(λs) will be
called the objective function of the optimization task of the
structural identification of a mathematical model with
guaranteed prognostic properties.

(e value of the quality indicator δ(λs) for the current
IDM structure λs is calculated using modified expressions
(7) and (8):

δ λs( 􏼁 � max
i�d,...,I,j�d,...,J,h�d,...,H,k�d,...,K

| mid f
→T

s

v
⌢

i− d,j− d,h− d,k− d􏽨 􏽩,

. . . , v
⌢

i− 1,j− 1,h− 1,k− 1􏽨 􏽩, u
→

i,j,h,0, . . . , u
→

i,j,h,k

⎛⎜⎝ ⎞⎟⎠ · g
→
⌢ s

⎛⎜⎝ ⎞⎟⎠ − mid zi,j,h,k􏽨 􏽩􏼐 􏼑|
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (12)

if v
⌢

i,j,h,k􏽨 􏽩∩ zi,j,h,k􏽨 􏽩 �∅, ∃i � d . . . ,I, j � d, . . . ,J, ∃h � d, . . . ,H, ∃k � d, . . . ,K

δ λs( 􏼁 � max
i�d,...,I,j�d,...,J,h�d,...,H,k�d,...,K

wid f
→T

s v
⌢

i− d,j− d,h− d,k− d􏽨 􏽩, . . . , v
⌢

i− 1,j− 1,h− 1,k− 1􏽨 􏽩, u
→

i,j,h,0, . . . , u
→

i,j,h,k􏼐 􏼑 · g
→
⌢

􏼠 􏼡−

− wid f
→T

s v
⌢

i− d,j− d,h− d,k− d􏽨 􏽩, . . . , v
⌢

i− 1,j− 1,h− 1,k− 1􏽨 􏽩, u
→

i,j,h,0, . . . , u
→

i,j,h,k􏼐 􏼑 · g
→
⌢

􏼠 􏼡∩ zi,j,h,k􏽨 􏽩􏼠 􏼡

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

,

if v
⌢

i,j,h,k􏽨 􏽩∩ zi,j,h,k􏽨 􏽩≠∅, ∀i � d, . . . , I, ∀j � d, . . . ,J, ∀h � d, . . . ,H, ∀k � d, . . . ,K,

(13)

where mid(•),wid(•) are operations from interval analysis
determining the center and width of the intervals,
accordingly.

Expression (12) describes the “proximity” of the current
structure to a satisfactory level in the initial iterations, and

expression (13) in the case of δ(λs) � 0 ensures the fulfill-
ment of conditions (4).

(e task of IDM structural identification is written
formally in the form of the task of finding the minimum of
the objective function δ(λs):

δ λs( 􏼁⟶
λs

� (f
s
1 V
⟶

) · g
s
l1, f

s
2( V
⟶

) · g
s
l2, . . . , f

s
ms

( V
⟶

) · g
s
lms

min,
(14)

ms ∈ Imin; Imax􏼂 􏼃, f
s
1(V

→
), f

s
2(V

→
), . . . , f

s
ms

(V
→

) ∈ F

g
→
⌢ s

jl ∈ g
low
jl ; g

up
jl􏼔 􏼕, j � 1, . . . , m, l � 1, . . . , S,

(15)

where ms ∈ [Imin; Imax] is a number of elements in s interval
model structure; F � f1(V

→
), f2(V

→
), . . . , fm(V

→
)􏼚 􏼛 is a set

of potential structure elements in a model.

From expressions (12) and (13), it is seen that for the
calculated value of the objective function δ(λs) for the IDM
structure λs, the inequality δ(λs)≥ 0 will be satisfied under
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any conditions. (erefore, the objective function δ(λs) has a
global minimum only at those points for which the equality
δ(λs) � 0 holds. Based on the theory of multiplicity of
models [40], it can be stated that in the search space for
solutions to the IDM structural identification task, the
function δ(λs) has many global minima.

(e smaller the value of δ(λs), the “better” the current
IDM structure. If δ(λs) � 0, then the current IDM structure
makes it possible to build an adequate model for which the
interval estimates of the predicted characteristic belong to
the intervals of possible values of the modeled characteristic.

As it can be seen, the IDM structural identification is
reduced to the multiple repeating of the parametric iden-
tification problem-solving. (erefore, it is important to
develop methods of structural identification, which would
reduce the number of iterations of the method for finding an
adequate structure of the mathematical model and, ac-
cordingly, would reduce the required number of repeating
the parametric identification problem-solving.

3. Methods ofMathematicalModeling Based on
Interval Data

(e previous section presents a four-step procedure for
solving the problem of parametric identification. However,
to date, the most effective methods for solving this opti-
mization problem are methods based on behavioral models
of artificial bee colonies (ABC) [49]. (e substantiation of
this fact is given in [40, 44].

To build a method of parametric identification, the
principles of behavioral models of the bee colony are used.

Initialization phase. Vectors that determine the possible
minimum points of the objective function (9) are the vectors

of parameter estimates and are denoted by g
→
⌢

l. In the
context of the behavioral model of the bee colony, this means
that each vector of the nectar source coordinates corre-
sponds to one l bee that investigates it. Let’s set the number
of the entire population to be equal to the value S and set the
bounds of the parameter estimates

g
⌢

jl ∈ g
low
jl ; g

up
jl􏼔 􏼕, j � 1, . . . , m, l � 1, . . . , S. (16)

In this phase the following formula is used:

g
⌢

jl � g
low
jl + rand(0, 1)∗ g

up
jl − g

low
jl􏼒 􏼓,

j � 1, . . . , m, l � 1, . . . , S,

(17)

where glow
jl , g

up
jl are lower and upper bounds of parameter

values at the initialization phase.
Notice that in this phase, all the parameters of the al-

gorithm are also configured [42].
(e phase of worker bees. In the context of the opti-

mization task, the phase of worker bees means the search for
new estimates of solutions (16) with smaller values of the
objective function. To calculate the possible points of the
local minimum of the objective function, the following
formulas are used:

g
⌢msn

jl � g
⌢

jl + Vjl∗ g
⌢

jl − g
⌢

jp􏼐 􏼑, j � 1, . . . ,m,p≠ l � 1, . . . ,S.

(18)

After calculating the coordinates of the possible points of
the minimum g

→msn

l a pairwise comparison of the existing
and current values of the parameter estimates (16) is per-
formed using the objective function:

g
→
⌢

l � g
→
⌢

l, if δ g
→
⌢

l􏼠 􏼡≤ δ g
→
⌢ mcn

l􏼠 􏼡􏼨 􏼩 or g
→
⌢

l � g
→
⌢ mcn

l , if δ g
→
⌢

l􏼠 􏼡> δ g
→
⌢ mcn

l􏼠 􏼡􏼨 􏼩. (19)

(e phase of researchers bees. In the context of the
optimization task, at this stage, the most probable points
(vectors of parameter values) were determined, around
which it is necessary to conduct a detailed study of the
objective function. It is these points that claim to provide
local minima of the objective function. For these purposes,
the probabilistic approach is used, namely, the probabilities
of the expediency of research are calculated, and each
specific point is given by the vector of parameter values from
the previously found ones.(e expression for calculating the
specified probability is as follows:

Pl �

1 − δ g
→
⌢

l􏼠 􏼡

􏽐
S
l�1 1 − δ g

→
⌢

l􏼠 􏼡􏼠 􏼡

. (20)

It should be noted that in the case of a significant de-
viation between the values of the objective function δ( g

→
⌢

l),

calculated for different points (vectors of parameter values),
it is necessary to rewrite formula (20), taking into account
the normalization of the values of this function. In this case,
the formula takes the following form:

Pl �
1

δ g
→
⌢

l􏼠 􏼡 􏽐
S
l�1 1/δ g

→
⌢

l􏼠 􏼡

.
(21)

Based on the calculated probabilities, the number of
points for researching the possible local minima of the
objective function from task (9) is determined. However,
given that the value of ml in this formula must be an
integer because it determines the number of points in the
neighborhood of the studied point to find the minimum of
the objective function, the formula will be rewritten as
follows:

ml � ToInt Pl · S( 􏼁, l � 1, . . . , S, ml�1 � 0, (22)
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where ToInt(·) is the operator of selection of the integer part
from number.

(en the procedure is repeated to determine the points
where the lowest value of the objective function is achieved.

To avoid focusing on the local minima of the objective
function, the phase of scout bees is used.

(e phase of scout bees. (is is the phase where new
solutions to the optimization problem are randomly cal-
culated again. To do this, formula (18) is used. As mentioned
above, in the context of the behavioral model of the bee
colony, this means the exhausting of current nectar sources.

Each iteration of calculations involves obtaining a new
number of points in addition to the current ones. At the end
of each iteration, it has 2S points - applicants for research.
(erefore, at the end of the iteration, a group selection of
points is performed with the smallest value of the objective
function δ( g

→
⌢

l), so that their number is equal to the value of
S. (is procedure is called group selection. (e procedure
ends under the condition δ( g

→
⌢

l) � 0.
Given the analogy between the mathematical formu-

lation of problems of parametric and structural identifi-
cation of object models, the main phases of the method for
structural identification of models of dynamic objects
based on the behavioral models of the bee colony are
considered.

Initialization phase. In this phase, the main parameters
of the method are set: LIMIT; S; [Imin; Imax]; mcn � 0 is a
current iteration number; MCN is the total number of it-
erations and the set of structural elements is F, and also the
initial set Λ0 (with power S) of the structures λs from the set
of structural elements F is randomly formed.

In this case, the structural elements will look different
than in Table 1. (e results of coding the structural elements
for the case of developing a model of the characteristics of a
dynamic object are shown in Table 1.

Next, to form structures, consider a set of operators.
Note that their names and purposes are stored by analogy
with the existing method of structural identification built on
the ABC.

(e phase of worker bees. In the phase of worker bees,
the operator P(Λmcn, F), which transforms the structure of
the interval model in the form (10), is used. On the current
iteration of implementation of the method of structural
identification, this operator P(Λmcn, F) forms, on the basis
of each of the current structures λs of the mathematical
model, one “new” structure λs

′, which is close to the current
one. (erefore, the operator P(Λmcn, F) converts the set
Λmcn of the current structures λs generated on the mcn

iteration into the set Λmcn
′ structures λs

′ by randomly
selecting and replacing part of the elements of the current
structure λs and also replaces on selected elements from the
set F � f1(V

→
), f2(V

→
), . . . , fm(V

→
)􏼚 􏼛. In this case, the set

of ns elements of the current structure that need to be
replaced is inversely proportional to the value of the

objective function δ(λs), which is calculated by formulas
(12) or (13).

Next, in this phase, using the operator D1(λs, λs
′),

pairwise selection is performed to choose the best structure
from the two ones: the current and the generated one. To do
this, the following formula is used:

D1 λs, tλs
′( 􏼁: λ1s �

λs, if δ λs( 􏼁≤ δ λs
′( 􏼁;

λ′, if δ λs( 􏼁> δ λs
′( 􏼁.

⎧⎨

⎩ (23)

(e operator D1(λs, λs
′) implements the process of

synthesis of the set of “best” structuresΛ1mcn from the current
sets Λmcn, Λ1mcn. (us, a set of structures of the first series of
formation λ1s ∈ Λ

1
mcn, s � 1 · · · S is obtained.

(e phase of researchers bees. As already mentioned, in
this phase, the number of Rs structures is determined. It will
be generated on the basis of each λ1s structure from the set
Λ1mcn. (is indicator Rs is calculated by formulas:

Ps λ1s􏼐 􏼑 �
1 − δ λ1s􏼐 􏼑

􏽐
S
s�1 1 − δ λ1s􏼐 􏼑􏼐 􏼑

, s � 1 . . . S,

Rs � ToInt Ps λ1s􏼐 􏼑 · S􏼐 􏼑, s � 1 . . . S.

(24)

Next, in this phase also, the operator Pδ(Λmcn, F) is used,
which converts the current structure into a certain number
of Rs structures. In this case, the total number of structures
distributed between the current structures is equal to S.
(us, Pδ(Λmcn, F) means the transformation of each
structure λ1s from the set of structures λ1s ∈ Λ

1
mcn of the first

series of formations, generated by iterating the algorithm
mcn � 0, to the set of structures λs

′, s � 1 · · · S. Replacement
of elements in each current structure (or some structures) is
carried out randomly on the basis of the calculated value of
the number ns elements in the current structure and is
inversely proportional to the value of the objective function
δ(λs). (is substitution is also performed on randomly
selected elements from the set F � f1(V

→
), f2(V

→
), . . . ,􏼚

fm(V
→

)}.
Also, in this phase, group selection D2(λ

1
s , λs
′) of the

“best” structure from the current λ1s is performed and the set
λs
′ � λ1 . . . λr . . . λRs􏼈 􏼉 is formed in its neighborhood by the

values of the objective function. (is selection operator, as
distinct from the pair selection operator D1(λs, λs

′), has the
following form:

Table 1: Coding of structural elements for the model of dynamic
objects.

No Structural elements
1 f1(V

→
)

2 f2(V
→

)

. . . . . .

m fm(V
→

)
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D1 λ1s ,Λs
′􏼐 􏼑: λ2s �

λ1s , if Rs � 0( 􏼁;

λ1s , if δ λ1s􏼐 􏼑≤ δ λr( 􏼁􏼐 􏼑∧ Rs ≠ 0( 􏼁􏼐 􏼑,∀λr ∈ Λs
′, r � 1 . . . Rs;

λs
r, if δ λ1s􏼐 􏼑> δ λr( 􏼁􏼐 􏼑∧ Rs ≠ 0( 􏼁􏼐 􏼑,∃λr ∈ Λs

′, r � 1 . . . Rs.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

. (25)

Operator (25) implements the process of synthesis of the
set of “best” IDM structures Λ2mcn from the current sets Λ1mcn

and Λ’’mcn � Λ1′ ∪Λ2′ . . .Λs
′ . . . ∪ΛS

′􏼈 􏼉, s � 1 . . . S in the
method of ranking all structures by the values of the ob-
jective function (12) or (13) with subsequent selection of s �

1 . . . S structures λ2s by the highest value of the objective
function of the optimization task (12), (13). (us, the set of
structures of interval models of the second series of for-
mation Λ2mcn is obtained.

Exit from the local minima of the objective function in
task (12), (13) is carried out in the phase of scout bees.

(e phase of scout bees. To do this, for each current
structure λs

′ enter the LimitS counter, which is incremented
by “1” each time. If during pairwise or group selection, the
current structure is not “updated,” and reset, otherwise.
Comparing the value of this counter with some LIMIT
constant given in the initialization phase makes it possible to
decide whether the current structure has exhausted itself. If
the counter LimitS reaches the value LIMIT, it is no longer
appropriate to modify this current structure.(is means that
the function (14) is in the local minimum. (en, use the
operator PN(F, Imin, Imax), which randomly generates a
“new” structure λ2s from the set F of all structural elements
randomly, as in the initialization phase, only for one
structure. (erefore, such structures will be only a few
percent of the S value (of all worker bees).

(e procedure is completed under the condition that for
some structure in the task of parametric identification, the
condition is true: δ( g

→
⌢

l) � 0.
(e main problem with using these methods is the lack

of declarative ontological description, which does not allow
developing software environments as a tool. On the other
hand, as it is seen from the description of the structural
identification task, the main problem for its solving is the
formation of a set of potential structural elements of the

model F � f1(V
→

), f2(V
→

), . . . , fm(V
→

)􏼚 of difference (dis-

crete) equation, which represents a mathematical model of
the object. (is problem can be solved by the ontological
description of the subject area of modeling, i.e., operational
ontology.(erefore, solutions to these problemswill reduce the
complexity of the modeling procedure and adequate models
with guaranteed prognostic properties will be obtained.

4. Features of the Ontological
Approach Implementation

(e need for automated, systematic, reusable mathematical
models as an environment for obtaining, accumulating, and
reusing knowledge is fully justified in the context of a large
amount of information about the process and production of
previously generated and stored knowledge. To achieve these
goals, as well as in order to expand the possibilities of the

researchers of objects of different nature in cases when the
data is presented in interval form, it is necessary to build an
ontology of mathematical modeling based on interval data.

In the proposed ontological approach to represent the
concepts, methods, and tools of mathematical modeling
based on interval data, namely the declarative and proce-
dural parts, mathematical knowledge is separated. (e de-
clarative part consists of the information needed to build the
model, the information obtained from the model, and the
corresponding mathematical expressions that represent the
model. (e procedural part consists of detailed parts of the
model, appropriate methods and algorithms for their
implementation, and procedures for initializing variables
and their interpretations. Among the tools used to build and
apply the ontology, Protege and OntoStudio are the most
commonly used [33, 34, 50]. Due to their reliability,
widespread use, scalability, and extensibility, these tools can
also be used in the process of building appropriate onto-
logical models to represent and manage the knowledge they
accumulate in the process of mathematical modeling
[35, 51, 52]. However, these tools are difficult to integrate
into software and hardware systems, which, in particular, are
often used in medicine, where the speed and quality of
managing decisions are a priority. (erefore, for building an
ontology in this paper, the following tools are used:

(i) tools of modern relational databases for information
storage [53–55];

(ii) algebra of tuples for the formalized presentation of
knowledge and its subsequent program interpre-
tation regardless of the selected software platforms
for its implementation, as well as for implementa-
tion of effective methods of managing accumulated
knowledge [56–59];

(iii) Python and Java as programming languages for the
appropriate interpretation of the proposed methods
and tools [60–63].

In Figure 1 a general scheme of the relationship between
the declarative and procedural parts of the knowledge that is
accumulated in the process of mathematical modeling based
on interval data within the proposed ontological approach is
shown.

(e declarative part of the ontological approach consists
of an ontology of formalized mathematical models (de-
clarative ontology), which contains model definitions and an
information repository. (e ontology of using mathematical
models (operational ontology) contains design data, oper-
ating conditions, and equipment parameters for the use of
models. Model ontology consists of a model class that has
both attributes and instances.

A class of equations denotes model equations (integral
equations, algebraic equations or functions), model
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parameters, dependent and independent variables, and
universal classes of constants. All of the above attributes of
the class describe some knowledge about the mathematical
model in a very explicit way, which makes representation
more computer-interpreted, systematic, and more gener-
alized in nature.

�e feature of the proposed approach is that the com-
ponents of the model created in this way can be reused. �at
is, equations, variables, and assumptions from one model
can be reused when creating another model or the formed
repository of mathematical models can be reused in the
process of interpretation in other information systems.�us,
the process of creating mathematical models and their
practical use becomes more intuitive and user-oriented,
which is not very oriented in the modeling process. Each
model in this approach is a speci�c instance of the ontology
model class.

�e ontology of formalized mathematical models also
contains a functional representation of the model in the
form of a graphical interpretation for the diagnosis of
inaccuracies based on the improved model.

A subset of concepts and relationships that are �xed in
the general ontological model is shown in Figure 2.

�e procedural part of the ontological approach consists
of a mechanism for construction based on methods of data
relationship analysis, which analyzes equations in the on-
tological interpretation of mathematical models and
translates them into expressions that can be interpreted in
other external software environments. �e general scheme
of this approach is shown in Figure 3.

�e ontology of a mathematical model consists of an
operating class, the subclasses of which are various

operations that occur during the implementation of the
model and also contain the conditions for the imple-
mentation of each operation. �is ontology also consists of a
class of results, which stores the results of the model solving,
as well as the results of experiments.

�e model selection process control subsystem creates
operators to initialize model parameters with corresponding
values, creates associations between index variables and
values for which it is denoted, initializes universal constants,
collects actual model solution commands, and �nds the
appropriate solution to a set of equations.

�is software-interpreted ontological approach provides
the user with a number of additional features in the form of
implemented functions. Among these features is symbolic
processing, which directly analyzes the equations in di�erent
formats and provides their interpretation in di�erent pro-
gramming languages.

�e graphical user interface is designed to display the
results of solving (graphs or expressions) along with saving
returns to the ontology of mathematical models and is also
used to select the best instance of the model that is best
suited for use in a particular application area.

Based on the analysis of the structure of interval models,
the modeling process, and the features of experiments, the
mathematical model from the point of view of the onto-
logical approach is formalized by the following structures:

Mm � Ma,Mi,Mo, Par,Mr,Mc, SuMth,Mmt{ }, (26)

whereMa is the subject area within which the mathematical
model is constructed or used;Mi are the descriptions of the
mathematical model;Mo is a set of objects where the model

Text description
Visualization

Formulation of the
problem

Model selection
Initialization of parameters
The solution

Process management

Project data
Terms of use
Equipment settings
for using models

Ontology of using
mathematical models

Model parameters
Variables
Constants
Equation

Mathematical description

Experimental
research
Database

Experiments

Definition of models
Information repository

Ontology of formalized
mathematical models

Integration of results
Analysis of decisions
Specification

External information systems

Optimization
Accumulation

External simulation
environments

Formalization

Option

Description

Realization Applying

Engineering

Modeling

Figure 1: General scheme of implementing an ontological approach to mathematical modeling.
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can be used; Par is a set of parameters; Mr is a set that
describes the result of building object models;Mc is a set of
characteristics of the experiments; SuMth is a set of methods
for structural identi�cation of models; Mmt is a set of
methods for identifying model parameters.

In turn, the subject area is described by a tuple

Ma �〈IdMa,NmMa〉, (27)

where IdMa is the subject area identi�er;NmMa is a subject
area.

Descriptions of the mathematical model have the fol-
lowing structure:

Mi �〈IdMi,NmMi, IdMa〉, (28)

where IdMi is the identi�er of equation; NmMi is a for-
malized description of the equations of a mathematical
model.

�e structure of the description of the set of objects where
the model can be used has the following representation:

Mo �〈IdMo,NmMo, IdMa, IdMi〉, (29)

where IdMo is an object identi�er; NmMo is the infor-
mation that describes the structure of the object of the model
usage.

Tuple description of the set of parameters:

Par �〈IdPar, PT, PV, IdMa, IdMi, IdMo〉, (30)

where IdPar is a parameter identi�er; PT is a parameter
type; PV are the values of model parameters.

�e presentation of the results of building object models
is as follows:

Mr �〈IdMr, RNm, IdMa, IdMi, IdMo〉, (31)

where IdMr is a result identi�er; RNm are the statements
that describe the result.

�e characteristics of the experiments are presented as
follows:

Mc �〈IdMc,MA,Dsc, IdMa,NA, IdMo, IdMi,
IdPar〉,

(32)

where IdMc is the identi�er of the features that a�ect the
experimental conditions; MA are the main characteristics;
NA are the alternative characteristics;Dss is a statement that
describes the conditions of mathematical model usage.

Tuple for many methods of model structural
identi�cation:

SuMth �〈IdMmt,NmMth, Ac, IdMth〉, (33)

where IdMmt is a method identi�er;NmMth is a method of
model structure identi�cation; Ac is the set of statements

Ontology of
mathematical

modeling based on
interval data

model
description

model
description

Assumptions

Dependent
variable

Input

Variable

Mathematical
model

Mathematical
model

Input

Input

Formalization of options for building
mathematical models

Universal
Constants

LinkIndependent
variable

Variable

Model
Parameters

Variable

Simple Varible

Array Variable

Size of list

Input

Equation
partial differential

Integral

Algebraic

Differential-algebraic
equations
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HasModelIndex

hasModel
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Figure 2: Scheme of description of the ontology of mathematical models on the basis of interval data.

An ontological approach to managing the choice of mathematical models based on
interval data
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Adjust settings

Download
experiments

Practical use

Figure 3: Scheme of implementation of the ontological approach
for mathematical modeling based on interval data for practical use.
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that describes the method; IdMth is the identi�er of the
parametric identi�cation method.

�e set of methods for identifying the parameters of the
models will be presented as follows:

Mth �〈IdMth,NmMth, Ac〉, (34)

where IdMth is an identi�er of the model parameter
identi�cation method; NmMth is a method of model
structure identi�cation; Ac is the set of statements that
describes the method.

An example of implementation of the ontological ap-
proach for constructing models of �elds of harmful emission
concentrations in the squat layer of the atmosphere in the
conditions of large errors of observations is shown in
Figure 4.

�e scheme of formalization of the mathematical model
using the developed tool SmartOntologyModeller re�ects
the main structural components within the proposed on-
tological approach. As seen, the information repository with
a formalized model description and external modeling

environment, which describes the use of software-imple-
mented models (in this case, an interval model with guar-
anteed interval parameter estimates), is translated to the
index representation and stored in the HasEquation attri-
bute. �e diagram shows the dependent and independent
variables and parameters combined to represent the struc-
ture of the interval model with guaranteed interval estimates
of the parameters. On the right side of the diagram, the
process of using assumptions for the implementation of
methods, the conditions of experiments, recommendations
for the use of methods, and visualization of simulation
results are formalized.

As an option for using the above ontological description,
consider the method of constructing a mathematical model
for modeling based on interval data.

Let’s present this method as a sequence of steps.

(1) �e user selects the subject area: IdMa C. �e
notation “_” means the pre�x of choice, C is the
selection procedure.

SmartOntologyModeller

Main system

Information
repository

External
modeling system

Interval model with
guaranteed interval

estimates of parameters

Assumptions

To check the "quality" of the current estimation of the
parameter vector of the difference operator, it is assumed

that the quality of the approximation will be higher the closer
the predicted corridor, built on the basis of this approximation

of the parameter vector, to the experimental one.

The quality of the approximation is determined by the
difference between the centers of the most distant predictive

and experimental intervals - in the case when they do not
intersect and the smallest width of the intersection among

the predicted and experimental intervals - for the case
of their intersection.

Dependent variable

Independent variable

Network2

Model Parameters

Network3

Software interpreter

Visualization of results

Ontology Server

hasExper

hasModelParam

hasResulthasIndepVar

hasDepVar

hasAssumptions

hasEquation

Figure 4: An example of implementing the ontology of the interval model for simulating the �elds of harmful emission concentrations in
the squat layer of the atmosphere in the conditions of large errors of observations in the SmartOntologyModeller environment.
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(e result is a proposed set of mathematical models
for a set of Mi C objects.

(2) Selection of the object of modeling.
(e formal description of this procedure is as
follows:

Mo C � πIdMo,NmMo

· σMo(IdMa)�IdMa C∧MoIdMi�IdMi C(τ(Mo))􏼐 􏼑,

(35)

where π is the projection operation of the tuple
algebra, σ is the sampling operation from the set by
the given attributes, τ is the ordering operation by
the values of the corresponding attributes.
(e result of the operation is a selected object with a
set of possible models if any of them are in the
repository.

(3) Choosing the conditions of application of the model:

Mc C � πIdMc,Dsc,IdPar σ Mc(IdMa) � IdMa C∧Mc(IdMi) �

� IdMi C∧Mc(IdMo) � IdMo C

(Mc)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (36)

(4) Model selection.
For this case use the following procedure:

Mi C � πIdMi,IdMc,NmMi

· σMi(IdMa)�IdMa C∧McIdMc(τ(Mi))􏼐 􏼑.
(37)

(5) To select Mi C and Mo C, a set is formed that
represents the results of building object models using
the following description:

Mr C � πIdMr,RNm σ Mr(IdMa) � IdMa C∧Mr(IdMi) �

� IdMi C∧Mr(IdMo) � IdMo C

(τ(Mr))
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (38)

If the repository does not have adequate models to
describe the object, continue to build models.

(6) Choosing the conditions of model application
(characteristics of the experiment):

Mc C � πIdMc,Dsc,IdPar σ Mc(IdMa) � IdMa C∧Mc(IdMi) �

� IdMi C∧Mc(IdMo) � IdMo C

(Mc)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (39)

(7) (e user chooses the method of identifying the
model structure

Mmt C � πIdMmt,IdMth σ Mmt(IdMa) � IdMa C∧Mmt(IdMi) �

� IdPi C∧Mmt(IdMo) �

� IdMo C∧Mmt(IdPar) � Par C

(Mmt)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (40)
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(8) Determining the structure of the model and its
parameters

SuMth C � πIdMmt,Ac,IdPar σ SuMth(IdMa) � IdMa C∧SuMth(IdMi) �

� IdMi C∧SuMth(IdMo) � IdMo C∧
∧SuMth(IdMth) � IdPar C

(τ(SuMth))

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Par C � πIdPar,Ac, σ Par(IdMa) � IdMa C∧Par(IdMi) �

� IdMi C∧Par(IdMo) � IdMo C

(τ(Par))
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(41)

(e result of this operation is a set of object models. (9) For certain Mi and Mo, a set is formed that describes
the results of model construction:

Mr C � πIdMr,RNm σ Mr(IdMa) � IdMa C∧Mr(IdMi) �

� IdMi C∧Mr(IdMo) � IdMo C

(τ(Mr))
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (42)

Performing steps 1-5 makes it possible to choose an
adequate model for describing the object in the repository.
Steps 1, 2, 6–9 are used in case of the absence of models in
the repository.

(e proposed ontological description makes it possible
to develop the environment for modeling on the basis of
interval data.

5. Results and Discussion

(e practical implementation of the ontology of mathe-
matical modeling based on interval data leads to the for-
mation of common structural elements based on the
specifics of their use for a particular subject area. (e
practical implementation of software as one of the options
for using the developed repository of model experiments in
various subject areas within the proposed ontological ap-
proach is described in this paper.

As an example of the application of the ontological
approach, the problem of building models of fields of
harmful emissions concentrations in a squat layer of at-
mosphere on the basis of macromodels in the form of
difference operators is considered, which structure needs to
be selected under conditions of coordination with experi-
mental data and when big errors in observations occur.
Differential equations in partial derivatives, or their differ-
ence analogs, serve as a theoretical basis for modeling the
processes of pollutants spreading in the atmosphere. In
addition, due to big observation errors, the boundaries of
which are usually known, the difference operators are built
on the basis of methods of interval data analysis.

Consider the case of describing the field of concentra-
tions of harmful emissions of a substance in the squat layer
of the atmosphere by a macromodel in the form of a dif-
ference operator (2):

vi,j � f
T

v0,0, . . . , v0,j, v1,0, . . . , v1,j, . . . , vi− 1,j− 1􏼐 􏼑 · g
→

,

i � 1, . . . , N, j � 1, . . . , L,
(43)

where in our case vi,j is the predicted (true) value of the
concentration of harmful substances in the squat layer of the
atmosphere at a point in the city with discrete coordinates
i, j; g

→ is unknown vector (dimension m × 1) of parameters
of the difference operator.

To estimate the vector of parameters g
→ of the difference

operator, use the results of observations of the concentration
of harmful substances for given discrete coordinates i, j:

􏽥vi,j � vi,j + ei,j, i � 1, . . . , N, j � 1, . . . , L, (44)

where 􏽥vi,j is measured value of the concentration of harmful
substances in the squat layer of the atmosphere at a point in
the city with discrete coordinates i, j; ei,j are the random
limited by the amplitude errors

e1,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � e2,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � · · · � ei,j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤Δi,j,Δi,j > 0∀i . . . . . . , N,

j � 1, . . . , L,
(45)

which in the general case depend on the discrete values of the
space coordinates.

Using the model of observations (44) and taking into
account the limitation on the amplitude of the error (45),
estimates of the concentration of harmful substances
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Table 2: Example of formalized representation of mathematical models based on interval data for air pollution processes by harmful
emissions from vehicles.

Attribute Description Value

Ma Subject area
Harmful emissions

Atmospheric pollution
Emissions from vehicles

Mi Descriptions of the
mathematical model

[v
⌢−

j ; v
⌢+

j ] � v
⌢

1 · [v
⌢−

k− 1; v
⌢+

k− 1] + g
⌢

2 · ([v
⌢−

k− 2; v
⌢+

k− 2] − [v
⌢−

k− 1; v
⌢+

k− 1])

[v
⌢−

0 ; v
⌢+

0 ] ⊂ [52,25; 57,75], [v
⌢−

1 ; v
⌢+

1 ] ⊂ [44,65; 49,35], g
⌢

1 � 0, 8897; g
⌢

2 � − 0, 0261.

Mo Set of object characteristics

Distribution of carbon monoxide concentrations
Straight section of the street

Uniform traffic flow
Constant emission capacity

Attr Set of parameters

v
⌢−

k is a concentration SP at the k moment of time
xk is a distance

uk is an intensity of traffic flows
zk is a measured concentration

[vk] � [v−
k ; v+

k ] are the interval values of carbon monoxide concentration

Mr Many possible results
Predicted dynamics of daily cycle of changes in carbon monoxide concentrations

(e concentration of carbon monoxide within the observation errors
A set of interval models of atmospheric pollution processes by harmful emissions from vehicles

Mc Many characteristics of the
experiments

Carbon monoxide concentration measurement error 25%
Daily cycle of concentration of harmful emissions of motor transport

Change in the intensity of traffic flows

Mmt Many identification
methods

Identification with a random search procedure with linear tactics
Identification with the procedure of random search on the best attempt
Identification with a random search procedure using a directed cone

Identification with a random search procedure with adaptation of the random step distribution
Identification based on the behavioral model of the bee colony

Mi Descriptions of the
mathematical model

v
⌢

k � 0, 0149 − 0, 5788v
⌢

k− 2 + 0, 7425v
⌢

k− 3 + 0, 046v
⌢

k− 1/v
⌢

k− 4, k � 4, . . . , 18
v
⌢

k � 0, 124 − 0, 5764v
⌢

k− 2 + 0, 7078v
⌢

k− 3 + 0, 0473v
⌢

k− 1/v
⌢

k− 4 + 0, 0159v
⌢

k− 1v
⌢

k− 2/v
⌢

k− 1, k � 4, . . . , 18
v
⌢

k � 0, 0226 − 0, 6114v
⌢

k− 2 + 0, 7781v
⌢

k− 3 + 0, 037v
⌢

k− 1/v
⌢

k− 4 + 0, 0282v
⌢

k− 1v
⌢

k− 4/v
⌢

k− 2, k � 4, .., 18

Mo Set of object characteristics
Dynamics of nitrogen dioxide concentrations

Uniform intensity of traffic flows
Straight section of the street

Attr Set of parameters
v
⌢−

k is a concentration NO2 at the k moment of time
uk is an intensity of traffic flows

xk is a distance

Mr Many possible results
Intervals of predicted values of nitrogen dioxide concentrations

Intervals of measured values of concentrations of nitrogen dioxide
Interval model with a simpler structure

Mc Many characteristics of the
experiments

Error of measurement of concentrations of nitrogen dioxide 15%
Control intensity of traffic flows
Uniform period of measurements

Mi Descriptions of the
mathematical model

vi,j � 0.512 + 1.047 · vi,j− 1 − 0.201 · vi,j− 2 + 0.338 · vi− 1,j + 0.238 · vi− 1,j− 1 − 0.515 · vi− 1,j− 2+

+0.385 · vi− 2,j − 0.851 · vi− 2,j− 1 + 0.447 · vi− 2,j− 2

Mo Set of object characteristics
Distribution of nitrogen dioxide concentrations

Uniform intensity of traffic flows
Center part of the city

Attr Set of parameters vi,j is a concentration NO2 in the point with discrete coordinates i, j

Mr Many possible results
Intervals of predicted values of nitrogen dioxide concentrations

Intervals of measured values of concentrations of nitrogen dioxide
Interval model with a simpler structure

Mc Many characteristics of the
experiments

Error of measurement of concentrations of nitrogen dioxide 15%
Uniform period of measurements
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obtained on the basis of experimental data acquire interval
representation

z
−
i,j; z

+
i,j􏽨 􏽩 � 􏽥vi,j − Δi,j􏼐 􏼑; 􏽥vi,j + Δi,j􏼐 􏼑􏽨 􏽩,

i � 1, . . . , N, j � 1, . . . , L,
(46)

where [z−
i,j; z+

i,j] is a guaranteed interval which includes the
true unknown concentration of the substance, i.e.,

vi,j ∈ z
−
i,j; z

+
i,j􏽨 􏽩∀i � 1, . . . , N, j � 1, . . . , L. (47)

(en, substituting in expression (5) the value of vi,j,
which is given by the difference operator (43), the conditions
for matching the experimental values of concentrations with
the simulated ones are obtained.

z
−
i,j ≤f

T
v0,0, . . . , v0,k, v1,0, . . . , v1,j, . . . , vi,j􏼐 􏼑 · g

→≤ z
+
i,j

i � 1, . . . , N, j � 1, . . . , L.
(48)

Further, according to the description in paragraph 2, it is
necessary to solve the problem of structural and parametric
identification of the model using ABC algorithms.

One of the initial structures generated on the basis of the
ontological description has the following form:

vi,j � g1 + g2 · vi− 1,j + g3 · vi,j− 1 + g4 · vi− 1,j− 1. (49)

As a result of solving the problem of structural and
parametric identification, a difference operator that ade-
quately describes the spatial distribution of concentrations
of nitrogen dioxide is obtained:

vi,j � 0.512 + 1.047 · vi,j− 1 − 0.201 · vi,j− 2 + 0.338 · vi− 1,j

+ 0.238 · vi− 1,j− 1−

− 0.515 · vi− 1,j− 2 + 0.385 · vi− 2,j − 0.851 · vi− 2,j− 1

+ 0.447 · vi− 2,j− 2.

(50)

(emathematical models obtained in this way are stored
in the repository.

If the object is changed, then in general the identification
scheme remains unchanged.

(e authors of this article have developed a number of
models not only for predicting the spatial distribution of
nitrogen dioxide concentrations for different conditions but
also for predicting the dynamics of this harmful substance or
the dynamics of carbon monoxide for different conditions.
However, for their effective use, it is necessary to obtain a
correct ontological description.

Based on the developed method of ontological de-
scription of the mathematical modeling of objects on the
basis of interval data, some results of such description are
shown in Table 2.

Based on the method of choosing a mathematical
model within the ontological approach for modeling
based on interval data, it is possible to switch models from
the information repository depending on the conditions
and specifics of the relevant experimental studies. (e

ability to control the switching process was practically
implemented in the web-based information system
SmartOntologyModeller.

Table 2 contains three columns that correspond to the
description of the ontological model, namely: Attribute
Description Value. (ese structural elements represent the
subject area, object, modeling conditions (two groups of
conditions), variables, etc. Also, for the specified conditions
of application, there is a repository of models (4 such models
are given in the table).

(us, having a repository for the specified object
(concentrations of harmful emissions in the squat layer of
the atmosphere), the first five steps of the above method of
choosing a mathematical model for modeling based on
interval data can be applied:

Step 1. Selection of the subject area: IdMa C is
“pollution of the squat layer of the atmosphere by
harmful emissions from vehicles.”
Step 2. Selection of the Mo C modeling object is “con-
centration of nitrogen dioxide emissions from vehicles.”
Step 3. Selection of the conditions for the application of
the model Mc C is “error in measuring the concen-
tration of nitrogen dioxide at the level of 15%; control
of traffic intensity; uniform period of measurements.”
Step 4. Selection of a model from the repository for
approximation of the fields of concentrations of ni-
trogen dioxide emissions from vehicles in Ternopil city,
taking into account the results obtained in the previous
steps:

vi,j � 0.512 + 1.047 · vi,j− 1 − 0.201 · vi,j− 2 + 0.338 · vi− 1,j

+ 0.238 · vi− 1,j− 1 − 0.515 · vi− 1,j− 2 + 0.385 · vi− 2,j

− 0.851 · vi− 2,j− 1 + 0.447 · vi− 2,j− 2.

(51)

Step 5. For the obtained model, tabular and visual
results of its use from the repository can also be

Table 3: (e results of predicting the nitrogen dioxide concen-
trations at control points.

Point No i xi (m) j yj (m) v−
i,j (mg/dm3) v+

i,j (mg/dm3)

1 0 0 0 0 0.011 0.019
2 0 0 6 1650 0.015 0.025
3 0 0 8 2200 0.015 0.025
4 1 275 8 2200 0.030 0.050
5 2 550 0 0 0.015 0.025
6 2 550 6 1650 0.015 0.025
7 2 550 7 1925 0.057 0.095
8 3 825 4 1100 0.065 0.109
9 4 1100 6 1650 0.045 0.075
10 6 1650 4 1100 0.069 0.115
11 7 1925 1 275 0.065 0.109
12 7 1925 3 825 0.068 0.113
13 7 1925 4 1100 0.036 0.060
14 8 2200 0 0 0.056 0.094
15 8 2200 5 1375 0.015 0.025
16 8 2200 8 2200 0.023 0.038
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received. For example, Table 3 compares the results of
predicting nitrogen dioxide concentrations and those
measured at control points.

Figure 5 shows an example of switching by choosing a
mathematical model based on interval data depending on
changes in the subject characteristics of themodel. Switching

Figure 6: Example of switching the mathematical model due to the changes in the conditions of the simulation environment or the
conditions of the corresponding experiment.

Figure 5: Example of switching the mathematical model depending on the change in control characteristics and conditions of experiments
in SmartOntologyModeller environment.
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occurs by changing the conditions of the simulation
environment.

It should be noted that in the case of another task, such as
modeling the dynamics of concentrations of harmful carbon
monoxide emissions during the day in a certain area of the
city and the existing repository of these models, the scheme
of applying the method of choosing a mathematical model
for modeling based on interval data will be the same.
However, in the fifth step, the results will be presented
adequately to the selected object. For this case, the results are
presented in Figure 6.

(e accuracy of the model of the dynamics of atmo-
spheric pollution by vehicles is characterized by the
equivalent accuracy of the measurement experiment. If the
conditions of the experiment are changed, the accuracy of
the model may also change. (e advantage of the proposed
approach is the saving of resources, which is achieved
through the reuse of the developed model repository for the
relevant objects from the repository.

Figure 6 shows the results of the corresponding
switching, related to changes in the conditions of tracking
traffic flows and according to the characteristics of the
section of the street under research.

(e connected Python toolkit allows the user to select a
sample of the model and the corresponding operational
example, after which the operators can build using the
appropriate libraries that interpret equations from format-
ted, indexed parts, initialize model parameters based on the
corresponding sample of operation, and finally allow the
model to build the necessary solution. When calculating, the
results are interpreted in the appropriate graphical interface
using graphs, and tables, resulting in files, as well as other
results that are stored in the operational part of the
mathematical model with the appropriate refinements. (is
refinement will allow in the future choosing the right models
depending on the specifics of the conditions of the exper-
iments and the relevant subject area.

6. Conclusions

(e inductive approach to mathematical modeling of
complex systems based on interval data is limited to strictly
formalized and algorithmic procedures. (e proposed on-
tological superstructure for mathematical modeling of ob-
jects based on interval data makes it possible to generate
tools in the form of software for building interval models.
On the other hand, in the presence of previously constructed
interval discrete models, the ontological superstructure
makes it possible to create a repository of these models, as
well as to manage this repository. In this case, it serves as a
“switch” that choose the most accurate and adequate model
from the repository of previously created models. (e ad-
vantage of the proposed approach is illustrated by the ex-
ample of modeling the processes of air pollution by harmful
emissions from vehicles. In particular, the example illus-
trates the “switching” of the choice of a mathematical model
based on interval data depending on changes in the subject
characteristics of the model. Switching occurs by changing
the conditions of the simulation environment.

In further research, the implementation of tools for
integration of the offered ontology in external information
systems for the purpose of their expansion and qualitative
improvement is planned.
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)e potential of the soil to hold plant nutrients is governed by the cation-exchange capacity (CEC) of any soil. Estimating soil CEC
aids in conventional soil management practices to replenish the soil solution that supports plant growth. In this study, a multiple
model integration scheme supervised with a hybrid genetic algorithm-neural network (MM-GANN) was developed and employed
to predict the accuracy of soil CEC in Tabriz plain, an arid region of Iran. )e standalone models (i.e., artificial neural network
(ANN) and extreme learning machine (ELM)) were implemented for incorporation into the MM-GANN. In addition, it was
tested to enhance the prediction accuracy of the standalone models. )e soil parameters such as clay, silt, pH, carbonate calcium
equivalent (CCE), and soil organic matter (OM) were used as model inputs to predict soil CEC. With the use of several evaluation
criteria, the results showed that the MM-GANN model involving the predictions of ELM and ANN models calibrated by
considering all the soil parameters (e.g., Clay, OM, pH, silt, and CCE) as inputs provided superior soil CEC estimates with a Nash
Sutcliffe Efficiency (NSE)� 0.87, Root Mean Square Error (RMSE)� 2.885, Mean Absolute Error (MAE)� 2.249, Mean Absolute
Percentage Error (MAPE)� 12.072, and coefficient of determination (R2)� 0.884. )e proposed MM-GANN model is a reliable
intelligence-based approach for the assessment of soil quality parameters intended for sustainability and management prospects.
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1. Introduction

Cation-exchange capacity (CEC) refers to the extent of soil’s
capacity to preserve exchangeable cations, the like of which
have a direct bearing on the soil fertility triangle [1]. Soil
CEC is a sensitive indicator of natural and human-induced
perturbations over soil profile and groundwater [2]. Mon-
itoring changes in soil CEC can assist in predicting whether
soil quality has degraded, improved, or sustained under
diverse agricultural or forestry schemes. In the course of
conventional soil management practices to replenish the soil
solution that supports plant growth, the negatively charged
clay particles and organic substances adsorb and hold on
positively charged soil nutrients (e.g., NH+

4 , K
+, Mg2+, Ca2+,

etc.) via electrostatic forces [3, 4]. )e preferential ad-
sorption of cations is as per the sequence:
Al3+>Ca2+>Mg2+>K+ �NH+

4 >Na
+ [5]. Depending on the

soil structure, CEC clearly demonstrates the shrink-swell
potential of any soil; a high CEC value (>40meq/100 g)
denotes that a soil structure will recuperate gradually and
sometimes can show expansive behavior. In contrast, a soil
with low CEC value (<10meq/100 g) will have a reduced
capacity to hold water and end up being acidic rapidly [6].
Soil CEC can fluctuate according to clay percentage, soil pH,
ionic strength, soil-to-solution ratio, clay type, and changing
organic matter composition. It is sometimes affected by the
redistribution of cations (exchange kinetics) in the soil at-
tributed to soil solution buffering and solute transport. CEC
also enables the categorization of certain soils including
oxisols, vertisols, alfisols, mollisols, and ultisols [7]. In
general, the organic matter enriches soils and, usually, clays
(except kaolinite) have a high CEC, while sands have no
CEC. For agriculture, the preferred value of CEC is >10meq/
100 g for exchange between plant root hairs and soils [8].)e
leaching of contaminants into the underlying aquifer system
is usually affected by CEC and percent base saturation which
are eloquent indices of soil fertility and nutrient retention
capacity. In areas of intensive irrigation, the continuous use
of inorganic fertilizers (in excess) inundates the soil profile
with more nutrients and thereby flushes a plume of con-
taminants into the groundwater [9]. Hence, in the early
stages of agriculture, it is necessary to estimate CEC for
determining the supplemental nutrient needs or to remove
excess salts which influence soil structure and agricultural
productivity. Soil CEC is a sensitive indicator of natural and
human-induced perturbations over soil profile and
groundwater. Monitoring changes in soil CEC can assist in
predicting whether soil quality has degraded, improved, or
sustained under diverse agricultural or forestry schemes
[10].

Various methods for direct measurement of soil CEC
have been reported and extensively discussed in the liter-
ature [11–13]. Multiple comparison of CEC estimation
techniques is presented by Conradie and Kotze [14]. In
addition, there exist several ancillary approaches such as
pedotransfer functions (PTF) for estimating CEC based on
easily measured soil’s physical and chemical properties
[15–18]. Several other researchers conducted studies on the
functional relationships between CEC, water retention, and

particle-size distribution. Lambooy investigated the influ-
ence of CEC on the water retention characteristics of soils
[19]. Implementing multiple regressions, Parfitt et al. esti-
mated CEC by taking into account soil organic carbon and
clay content [20]. Krogh et al. modeled CEC rates of Danish
soils by using clay and organic matter content as input
variables through multiple linear regression analysis [21].
)e actual CEC of agricultural soils was found to be directly
related to the estimated charge of clay and organic carbon in
the soil mass at the actual pH [22]. Using soil organic matter
and noncarbonate clay contents as predictors, Seybold et al.
explained the variation in CEC for several soil horizons
based on soil pH, mineralogy class, taxonomic family, and
CEC-activity class [23]. Fooladmand derived PTFs using
multiple linear regression between CEC and soil textural
data including sand content, clay content, geometric mean
particle size diameter, the soil particle-size distribution, and
soil organic matter content [24]. Several PTFs relating soil
CEC with soil’s sand, silt or clay fractions, and soil organic
carbon content were evaluated by Khodaverdiloo et al.
taking into account calibration dataset size on the prediction
accuracy of soil CEC [25]. )ese classical pedotransfer
function-based approaches often suffer from a high degree of
inaccuracy due to spatial scale dependence, nonlinear re-
lationships among variables, and incompetence to handle
mixed data [26]. Hence, the motivation of the current state
of the art is directed toward a new research era where more
intelligent models should be explored in this field.

Recent research studies have focused on improving the
estimation accuracy of soil CEC by means of artificial in-
telligence (AI) techniques. Artificial neural network (ANN)
based PTFs have become popular to predict/estimate soil
CEC of different soil types under diverse climatic zones
[27–31]. Kalkhajeh et al. conducted the accurate prediction
of soil CEC using different data-driven models [32]. )ey
compared the performance of multiple linear regressions
(MLR), adaptive neurofuzzy inference system (ANFIS),
multilayer perceptron (MLP), and radial basis function
(RBF) based ANN models for predicting the soil CEC using
the bulk density, calcium carbonate, organic carbon, clay,
and silt content (%) of the soil as input variables. )e MLP
model gave the most reliable prediction of soil CEC. A set of
AI models along with empirical PTFs were developed and
evaluated by Ghorbani et al. [33]; the authors found the most
influential soil properties that influence soil CEC through
sensitivity analysis. )e ANFIS model provided the superior
performance to RBF, MLP, MLR, and empirical PTFs while
estimating soil CEC. Arthur [2] presented an ANN based
methodology for estimating CEC from soil water content at
different relative humidity ranges. Relatively few studies
utilize a support vector machine (SVM), random forests
(RF), genetic expression programming (GEP), multivariate
adaptive regression splines (MARS), and a subtractive
clustering algorithm based ANFIS for estimating soil CEC
using readily measured soil properties as inputs [34–38]. A
hybrid model integrating ant colony optimization (ACO)
algorithm with ANFIS improved the prediction accuracy of
soil CEC accompanied by an optimal choice of input subset
which comprised soil properties (e.g., soil organic matter,
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clay, silt, pH, and bulk density) [39]. Although there has
been noticeable progress in AI implementation in the field of
geoscience, the enthusiasm for developing and exploring
more reliable intelligent predictive models is still an ongoing
research era. In addition, the applications of hybrid AI
models have been observed remarkably reported in the
literature and for diverse engineering and sciences domains
[40–43]. As a result, the inspiration for developing multiple
learning intelligent models is investigated here for modeling
soil CEC.

Soil CEC is a sensitive indicator of natural and human-
induced perturbations over soil profile and groundwater.
Monitoring changes in soil CEC can assist in predicting
whether soil quality has degraded, improved, or sustained
under diverse agricultural or forestry schemes. Hybrid soft
computing approaches involving evolutionary algorithms
coupled with AI techniques facilitate the development of
more sophisticated models with higher prediction accuracy.
Hence, in the present study, a hybrid approach involving the
multilayer perceptron neural network optimized with a
genetic algorithm (GANN) was developed and employed to
enhance the prediction efficiency of soil CEC in Tabriz plain,
an arid region of Iran. In addition, a multiple model inte-
gration scheme supervised with hybrid GANN (MM-
GANN) was also simulated and verified to improve the soil
CEC prediction efficiency. )is multiple model integration
scheme supervised with the GANN approach is a unique
form of a hybrid model for soil CEC prediction. Standalone
MLP artificial neural network (ANN) and extreme learning
machine (ELM) models were also implemented for incor-
poration into the multiple model integration scheme and for
reasonable evaluation with MM-GANN model predictions.

2. Theoretical Overview

2.1. Artificial Neural Network (ANN). )e multilayer per-
ceptron (MLP), a class of feedforward ANN, is one of the
most versatile algorithms that has proven able to simulate
highly complex and nonlinear relationships between a set of
input variables (predictors) and the output data (predictand)
[44]. A multilayer perceptron (MLP) neural network with 1
hidden layer is shown in Figure 1. )e network is trained to
learn a function, f(·): Pd⟶ Po on a set of training data,
where “d” denotes the number of input dimensions and “o”
denotes the number of output dimensions of the model [45].
)e Levenberg-Marquardt backpropagation (BP) algorithm
fine-tunes the weights and parameters of the MLP network.
)e network architecture involving the input layer consists
of a set of processing units (neurons) pi|p1, p2, . . . , pn􏼈 􏼉

signifying the model input features and every hidden layer
neuron performs a nonlinear transformation of the inputs
from the previous layer via weighted linear summation of
inputs (w1p1 + w2p2 + · · · + wnpn). A nonlinear activation
function (σ) is then applied to each hidden unit to make a
specific topology of weighted links more flexible following
the affine transformation [46]. )e neurons of the final layer
receive connections from hidden layers of the network and
are referred to as the output layer that produces a refined
output. Some of the commonly used activation functions

include hyperbolic tangent (tanh) and sigmoid (logsig)
functions. )ere are no general rules for choosing training
algorithms and adjusting associated parameters of the MLP
architecture to maximize the efficiency of the network. A
good introduction and mathematical concepts of ANN and
its applications are provided in the following literature
[47–51].

2.2. ExtremeLearningMachine (ELM). )e extreme learning
machine (ELM) model proposed by Huang et al. [52] for a
single layer feedforward network (SLFN) has been widely
used for the prediction, forecasting, and estimation in many
engineering fields [53–55]. Previous research studies have
proved the outstanding advantages of the ELM model over
the traditional AI techniques [56–58]. In addition, the ELM
model can be implemented easily and has improved features
such as fast learning speed [59], superior generalization
performance [60], and utilization of activation functions (of
nondifferentiable form) for training SLFN [52, 61]. Figure 2
portrays the general network structure of an ELM model.
For N arbitrary distinct input samples (Xi, Yi) ∈ Rn ×Rn, the
standard SLFN with “L” hidden layer nodes can be described
as follows:

􏽘

N

i�1
βig Xi( 􏼁 � 􏽘

N

i�1
βig Wi · Xi + ci( 􏼁 � Yk k � 1, 2, 3, . . . N,

(1)

where ci ∈ R is the assigned bias of the ith hidden node,
wi ∈ R is the assigned input weight connecting the ith hidden
and input layer nodes, βi isthe weight connecting the ith
hidden and output layer nodes, and g(Xi) is the output of
the ith hidden layer node with respect to the input Xi. Each
input is assigned to the hidden nodes in the ELMmodel.)e
output weights can be derived by finding the least square
solutions to the linear system. )e main difference between
the ELM model and traditional AI techniques is that the
parameters of the feedforward network including its input
weights and the hidden layer biases are randomly selected
without any adjustment in the ELM model. For good in-
troduction and mathematical concepts of ELM and its ar-
chitectures, refer to Huang et al. [62], Mart́ınez-Mart́ınez
et al. [63], Wang et al. [64], and Ding et al. [53].

2.3. Hybrid Genetic Algorithm-Neural Network (GANN).
Genetic algorithm (GA) belongs to a class of search iter-
ative approaches based on the “Darwinian” theory of
natural selection and genetics that provide optimum so-
lutions for combinatorial optimization, heuristic search, or
process planning problems [65, 66]. GA implements ge-
netic operators like reproduction, crossover, and mutation
for upgradation and search for the best population by
imitating the natural evolution process artificially. )e
genetic algorithm is initiated with individuals, an initial
population of possible solutions, with a specified objective
(fitness function) wherein every single individual is sym-
bolized using a chromosome, a distinct form of encoding
[67]. )e chromosomes of a population are nominated for
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reproduction based on the fitness value and the fittest
individuals so selected are manipulated using crossover and
mutation. )e rudimentary idea here is the hope that
superior parents can probabilistically produce superior
offspring. )e offspring of the next generation are gener-
ated by applying the GA operators crossover and mutation,
upon the selected parents. )e iteration process continues
until the search converges to the termination criterion
[65, 68]. )e schematic illustration of the GA cycle is
represented in Figure 3. )e advantages of GA include (1)
rapid convergence to the global optima, (2) superior
multidirectional global search even in complex search
surfaces, (3) use of probabilistic transition rules, and (4) the
not deterministic ones in the search spaces where the
gradient information is missing. )e training of an MLP
network, which is a type of neural network (NN), is
somewhat a cyclic process. However, in the present case of
the hybrid genetic algorithm-neural network (GANN), the
intelligent search technique (GA) allows the user to con-
figure the weight initialization range and the number of
hidden layer neurons and update the weights and bias
terms of an MLP network. Eventually, GA is used to learn
the best hyperparameters for an MLP network. Even
though the weights of the MLP network are initialized
randomly, GA does not adhere to a simple random walk.
Based on the parameter settings, it effectively exploits the
information to gamble on fresh search points for antici-
pated improved performance [69]. GA selects the primary
superlative solution with the best fitness values iteratively
and recombines it with mutation and crossover operators
to introduce offspring into the population. )is process
continues until the optimal solution with the highest fitness
value is found based on any stopping criterion. )us, the
population’s most fit MLP network is determined.

2.4. Multiple Model Integration Scheme Supervised with Hy-
brid GANN Model. )e proposed multiple-model integra-
tion scheme involves the development of ANN and ELM

models individually using input combinations as defined in
their model structures. )e discrete outputs (predicted se-
ries) of individual ANN and ELMmodels are then unified as
inputs for the GANN model to obtain superior soil CEC
predictions. )e implementation of this multiple-model
scheme involves two phases. In the first phase, the best-
performing ANN and ELM models are identified by
simulating all possible combinations of inputs. Later, in the
second phase, the discrete outputs (predicted series) of the
best ANN and ELM models are unified as inputs to sim-
ulate the GANN model. )e GA optimizes the number of
hidden layer neurons and updates the weights and bias
terms of an ANN. )e final output derived from this
proposed scheme is referred to as integrated multiple
models supervised with a hybrid GANN (MM-GANN)
strategy (Figure 4).

3. Case Study and Data Description

)e study area (Tabriz plain) considered encompasses
an area of 150000 hectares (between 45°25′–46°12′ E,
37°50′–38°20′ N) and is located in the East Azerbaijan
province of Iran. )e surface topography of the area
comprises rugged, mountainous rims, and the study area
is sited toward the north-eastern part of Urmia Lake
(Figure 5). Tabriz plain is a high-altitude location (1360m
above mean sea level) characterized by cooler, wetter winters
and hot summers with a tropical and subtropical steppe
climate. )e study area never receives greater than 40mm of
rainfall in any of the months, and the annual mean precip-
itation is around 360.7mm. )e geology of the area includes
recent alluvium, fine elastic sediments, and red conglomerate
with an alternation of sandstone and red marl. )emethod of
ammonium saturation as mentioned in Chapman [70] was
used for the cation-exchange capacity determination. )e
descriptive statistics of soil CEC and other soil parameters of
the study area under consideration are tabulated in Table 1.
)e spatial distribution of observed soil CEC is presented in
Figure 6. )e clay and soil organic matter were positively
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Figure 5: Location of the study area along with sampling points.

Table 1: Descriptive statistics of CEC and the soil parameters at the sampling points (training (n� 195) and testing (n� 85)).

Data set Units
min max Mean Standard

deviation Correlation with CEC
Train Test Train Test Train Test Train Test

Clay % 3.80 4.80 70.5 69.3 37.77 36.42 16.38 16.31 0.630
Silt % 6.00 2.00 68.0 66.6 39.06 40.98 12.07 13.21 0.117
Sand % 1.30 3.00 81.8 88.2 23.08 22.58 19.80 18.04 −0.605
OM % 0.03 0.06 1.64 1.40 0.47 0.48 0.30 0.32 0.534
pH — 7.00 6.90 8.70 8.20 7.65 7.60 0.35 0.30 0.284
CCE % 0.55 1.60 26.55 45.0 13.02 13.82 5.00 6.38 0.220
CEC cmol(+) kg −1 6.20 5.90 45.00 42.0 21.89 21.38 9.23 8.05 —
CCE: carbonate calcium equivalent; OM: organic matter, CEC: cation-exchange capacity.
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Figure 6: )e spatial distribution map of observed soil CEC.
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correlated, while the sand was found negatively correlated
with soil CEC. )e silt, pH, and carbonate calcium equiv-
alent (CCE) parameters were not so significantly correlated
with the soil CEC.

4. Modeling Development

Based on different combinations of soil parameters, the
framework of model input-output scenarios was set for
the development of ANN and ELM models with soil CEC as
the output parameter. )e input-output scenarios put on
trial are listed in Table 2. )e performance of the developed
models was assessed based on the multiple statistical indices,
namely, Root Mean Square Error (RMSE), Mean Absolute

Error (MAE), Nash Sutcliffe Efficiency (NSE) [71], Mean
Absolute Percentage Error (MAPE), and coefficient of de-
termination (R2).

RootMean Square Error (RMSE) �

������������

􏽐
n
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where xi is the actual value, yi is the model estimated value, x

is the mean of true values, y is the mean of the model es-
timated values, and n is the number of data points.

5. Results and Discussion

5.1. Performance of ANN and ELM Models. )e ANN and
ELM models were simulated for predicting the soil CEC
based on the input-output combinations as mentioned in
Table 2. )e model structure (input nodes-hidden layer
nodes-output nodes) and performance metrics of the ANN
model for each input combination are presented in Table 3.
In this study, the proposed ANN, ELM, and MM-GANN
models were developed using MATLAB interface coding.
)e input-output scenario involving all the soil parameters
(i.e., Clay +OM+pH+ silt + CCE) provided the virtuous
estimates of soil CEC with an NSE� 0.842. )e input-output
scenario involving four soil parameters (i.e., clay, OM, Ph,
and silt) also offered relatively good soil CEC estimates with
an NSE� 0.826. Despite having a significant correlation
between clay and soil CEC, the single input-output ANN
model (i.e., clay-CEC) failed to provide good soil CEC
predictions. )e spatial distribution map of ANN predicted

soil CEC is presented in Figure 7. )e ability of the MLP
network to formulate a priori explicit hypotheses about a
possible nonlinear relationship among several input vari-
ables makes it illustrious from other AI methods.

)e performance metrics of ELM models for each
input-output scenario are tabulated in Table 4. )e scenario
involving all the soil parameters (i.e.,
clay +OM+pH+ silt +CCE) provided the virtuous predic-
tions of soil CEC with an NSE� 0.835. )e ELM model
efficiency was slightly lesser than that of ANN. )e ELM
model simulated with four inputs (i.e., clay, OM, pH, and
silt) had reasonably substandard performance when com-
pared to that of the ANN model with a similar input
structure.)e spatial distribution map of ELM predicted soil
CEC is shown in Figure 8. )e scatter plots presented in
Figure 9 of the three efficient models display the accounted
linear relationship between the observed and estimated soil
CEC by ANN and ELM models. According to Figure 9, the
ELM outperformed ANN although they have very close
performance in terms of the statistical indices (Tables 3 and
4). )e ELM is known for its superior learning speed and
virtuous generalization performance than the ANN
architecture.

Table 2: Input-Output structures for model development.

Models Input combination Output
Model 1 Clay CEC
Model 2 Clay + pH CEC
Model 3 Clay +OM CEC
Model 4 Clay +OM+pH CEC
Model 5 Clay +OM+pH+ silt CEC
Model 6 Clay +OM+pH+ silt +CCE CEC

Complexity 7



5.2. Performance of MM-GANN Models. )e soil CEC esti-
mates of ANN and ELMmodels were employed as new inputs
to the GANNmodel to predict soil CEC. To select the optimal
input combinations in further modeling steps, examples from
previous literature were referred to for enhancing the accuracy
of models based on the different fields [72–75]. Within this
category, it is worth mentioning that only the three highest
performed combinations were considered in this hybridmodel.
)e parameters of the genetic algorithm for adjusting the
weights and bias terms of the ANN are presented in Table 5.
Also, the performance statistics of MM-GANN models are
shown in Table 6. )e MM-GANN models involving the

predictions of ELM andANNmodels calibrated by considering
all the soil parameters (i.e., clay, OM, pH, silt, and CCE) as
inputs provided superior performance with an NSE� 0.87 in
the test phase. )e ANN parameters of the best MM-GANN
model are charted in Table 7. )e multiple model integration
scheme imparts potential to the hybrid GANNmodel through
the usage of standalone model outputs as inputs to the model.
)us, the hybrid GANNmodel exploits the previously learned
information to improvise the predictive power of the model.
)e multiple model integration scheme is apparently en-
hancing the learning process of the hybrid model, where the
output of the standalone models is used as relative informative
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Figure 7: )e spatial distribution map of ANN predicted soil CEC (ANN model with 5 inputs).

Table 4: )e performance criteria of the ELM model for six input combinations.

Input combination Output
Train Test

MAE RMSE MAPE NSE R2 MAE RMSE MAPE NSE R2

Model 1 CEC 5.626 6.966 28.784 0.428 0.428 4.609 6.202 23.698 0.399 0.408
Model 2 CEC 3.965 5.310 20.108 0.667 0.668 4.744 6.384 23.307 0.364 0.432
Model 3 CEC 4.659 5.740 24.181 0.611 0.612 4.261 5.425 22.261 0.540 0.560
Model 4 CEC∗ 2.541 3.210 13.711 0.878 0.878 2.977 3.840 16.554 0.769 0.804
Model 5 CEC∗∗ 2.942 3.656 15.801 0.842 0.842 3.064 3.674 16.043 0.789 0.808
Model 6 CEC∗∗∗ 2.019 2.597 10.844 0.920 0.920 2.463 3.248 13.640 0.835 0.858
Note. )e unit of MAE and RMSE is cmol (+) kg−1.

Table 3: )e performance criteria of the ANN model for six input combinations.

Input combination Output Structure
Train Test

MAE RMSE MAPE NSE R2 MAE RMSE MAPE NSE R2

Model 1 CEC 1-4-1 5.593 6.904 27.784 0.438 0.438 4.599 6.162 23.598 0.407 0.409
Model 2 CEC 2-6-1 3.913 5.186 20.008 0.683 0.683 4.425 6.016 23.007 0.435 0.442
Model 3 CEC 2-5-1 4.571 5.619 24.081 0.627 0.628 4.101 5.326 22.161 0.557 0.577
Model 4 CEC∗ 3-7-1 2.664 3.361 13.911 0.866 0.866 3.105 3.818 16.504 0.787 0.787
Model 5 CEC∗∗ 4-5-1 2.807 3.496 15.701 0.855 0.855 2.736 3.338 15.043 0.826 0.827
Model 6 CEC∗∗∗ 5-6-1 2.352 2.927 12.492 0.899 0.899 2.585 3.177 13.695 0.842 0.843
Note: the unit of MAE and RMSE is cmol (+) kg−1.
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Figure 9: )e observed and estimated soil CEC in the test stage: ELM, ANN, and MM-GANN models.
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Figure 8: )e spatial distribution map of ELM predicted soil CEC (ELM model with 5 inputs).
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predictors. )e spatial distribution map of MM-GANN pre-
dicted soil CEC is presented in Figure 10 which is very much
similar to that of the observed soil CEC map.)eMM-GANN
models developed with the predictions of ELM and ANN
models calibrated by considering three and four soil param-
eters as inputs also offered convincingly good soil CEC pre-
dictions with NSE� 0.80 and 0.854, respectively. )e scatter
plots of MM-GANN models shown in Figure 9 depict the
goodness of fit of the model predictions against the actual soil
CEC values. In Figure 9, it is evident that the third combination
of the MM-GANN model indicated a very close linearly fitted
line to the 1 :1 line, especially for the combination that had all
the parameters.

Table 8 compares the performances of the best model of
ANN, ELM, and MM-GANN models based on the statistical
measures during the training and testing phases. )is table
shows that the performance accuracy of the hybrid model is
higher than the ELM and ANN models, respectively, based on
all the criteria values. )e Taylor diagrams plotted for the best
ANN, ELM, and MM-GANN models are shown in Figure 11.
According to the Taylor diagram, it is very much evident that
the multiple-model scheme (MM-GANN) offered relatively
accurate estimates of soil CEC compared to the ELM and ANN
models based on three statistical metrics (RMSD, standard
deviation, and correlation coefficient). )e MM-GANN model
was the closest to the observed/actual data. )e point density
plots presented in Figure 12 also supported the above statement
by exposing the tradeoff between observed soil CEC against the
modeled.

5.3. Validation with Published Research Studies.
Validating the results of current research with reliable
published literature within the context of a similar kind of
study area (i.e., semiarid region) is worthwhile. )e corre-
lation coefficient (R2) indices were selected as an indicator of

the prediction capability. )e best R2 obtained for MM-
GANN, ELM, and ANNmodels is R2≈0.88, 0.85, and 0.84. In
one of the earliest research performed on the soil CEC
simulation along the Zayandehroud River in Isfahan, Iran,
Amini et al. [27] established two classical ANN algorithms
(i.e., feed-forward neural network and generalized regres-
sion neural network). )e applied models were performed
with poor prediction results with R2≈0.69 and 0.66. Another
study was conducted by Emamgolizadeh et al. to predict soil
CEC on collected soil information from Semnan, Mashahad,
and Taybad cities of Iran [35]. )e authors developed two
new data intelligence models, namely, genetic expression
programming (GEP) and multivariate adaptive regression
spline (MARS). GEP and MARS models attained an R2≈0.80
and 0.86. Overall, the current study showed a convincing
correlation performance over the state-of-the-art research
studies.

Although the current research was the solitary approach
to develop and assess the multiple model integration scheme
supervised with hybrid GANN (MM-GANN), the certified
limitations should be addressed in future research. It is
evident from tables and figures that the MM-GANN model
can improve the prediction accuracy of soil CEC when the
inputs involving the predictions of ELM and ANN models
calibrated by considering all the soil parameters (e.g., clay,
OM, pH, silt, and CCE) are provided. However, one of the
disadvantages of the MM-GANN model lies in the selection
of the best standalone model for enhancing the prediction
accuracy of soil CEC. )erefore, it is recommended to in-
corporate the prediction results of other data-driven models
as the inputs of the MM-GANN model which can enhance
the model’s performance. In addition, this concept can be
expanded and applied to other engineering fields such as
structural, hydrologic, water resources, climatic, and dif-
ferent time series prediction/forecasting.

Table 5: Parameters of GA-Toolbox model.

Inputs Outputs Population Generation Crossover fraction Mutation operator
ANN weights + bias Best weights + bias 1000 500 0.7 Gaussian

Table 6: )e performance of MM-GANN models for the three best input combinations.

Input combination Output ANN-structure
Train Test

MAE RMSE MAPE NSE R2 MAE RMSE MAPE NSE R2

CEC∗(ELM), CEC∗(ANN) CEC 2-5-1 2.465 3.107 13.620 0.886 0.878 2.816 3.583 14.802 0.800 0.828
CEC∗∗(ELM), CEC∗∗(ANN) CEC 2-6-1 2.640 3.320 13.893 0.870 0.866 2.491 3.054 13.020 0.854 0.857
CEC∗∗∗(ELM), CEC∗∗∗(ANN) CEC 2-5-1 1.942 2.486 10.236 0.927 0.929 2.249 2.885 12.072 0.870 0.884
Note: )e unit of MAE and RMSE is cmol (+) kg−1.

Table 7: ANN Parameters of the best MM-GANN model.

Inputs Output Structure Hidden layer
function

Output layer
function

Hidden layer
neurons Training algorithm

CEC∗∗∗(ELM),
CEC∗∗∗(ANN) CEC 2-5-1 Tansig Linear 5 Trainlm
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Table 8: Comparing performances of the best models of ANN, ELM, and MM-GANN.

Input combination Output Model structure
Train Test

MAE RMSE MAPE NSE R2 MAE RMSE MAPE NSE R2

ANN model 6 CEC∗∗∗ 5-6-1 2.352 2.927 12.492 0.899 0.899 2.585 3.177 13.695 0.842 0.843
ELM model 6 CEC∗∗∗ 2.019 2.597 10.844 0.920 0.920 2.463 3.248 13.640 0.835 0.858
CEC∗∗∗(ELM), CEC∗∗∗(ANN) CEC 2-5-1 1.942 2.486 10.236 0.927 0.929 2.249 2.885 12.072 0.870 0.884
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Figure 10: )e spatial distribution map of MM-GANN predicted soil CEC (MM-GANN model calibrated with CEC∗∗∗(ELM) and
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Figure 11: Taylor diagrams of the models at the training (a) and testing (b) phases.
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6. Conclusion

Over the past two decades, there is a noticeable demand for soil
data assessment with regard to pollution and land degradation.
)e new era of soil process modeling using data intelligence
models has been rapidly boosted. )e current study was to
develop a hybrid machine intelligence model based on the
multimodel genetic algorithm-neural network for soil cation-
exchange capacity. Two classical artificial intelligence models,
namely, the ANN and ELM, were developed to evaluate their
performance in estimating soil CEC along with the proposed
hybrid MM-GANN model. Several correlated soil parameters
including clay, silt, pH, carbonate calcium equivalent (CCE),
and soil organic matter (OM) were used in the form of input
attributes to the proposed and the comparable machine in-
telligence models. In particular, the hybrid MM-GANN model
which received the predicted values of ANN and ELM as input
attributes performed well in the estimation of soil CEC. Overall,
the proposed multiple model integration scheme supervised
with hybridGANNmodel functions as an efficient pedotransfer
function to predict or estimate soil CEC using readily available

soil parameters (i.e., clay, OM, pH, silt, and CCE) as input
variables. In particular, the conclusions of the current investi-
gation are as follows:

(i) Based on the applied evaluation metrics, the ELM
model provided superior CEC estimates than ANN.

(ii) )e proposed hybrid MM-GANN model outper-
forms both standalone ANN and ELM models in
terms of all the statistical metrics.

(iii) )e proposed integrated hybrid machine intelli-
gence scheme (MM-GANN) proved to be a reliable
modeling strategy for modeling the soil cation-ex-
change capacity of the study area.

Before this end, it is worth stating the possibility for future
research. As a fact, soil CEC is influenced by several mor-
phological parameters [76, 77]; thus, integrating a feature se-
lection as a prior modeling phase for the prediction process is
highly recommended to be established. In addition, owing to
the associated variability with each soil CEC type, it is an ideal
proposition to estimate each type individually.

OBS

10

20

30

CE
C 

(c
m

ol
 (+

)1
/k

g) 40

50

ELM ANN
Obseved (Modelled)

MM-GANN

(a)

OBS

10

20

30

CE
C 

(c
m

ol
 (+

)1
/k

g)

40

ELM ANN
Obseved (Modelled)

MM-GANN

(b)

Figure 12: Point density plots of the models at the training (a) and testing (b) phases.
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Facing an increasingly competitive market, enterprises need correct decisions to solve operational problems in a timely manner to
maintain their competitive advantages. In this context, insufficient information may lead to an overfitting phenomenon in general
mathematical modeling methods, making it difficult to ensure good analytical performance. ,erefore, it is important for
enterprises to be able to effectively analyze and make predictions using small data sets. Although various approaches have been
developed to solve the problem of prediction, their application is often limited by insufficient observations. To further enforce the
effectiveness of data uncertainty processing, this study proposed an aggregating prediction model for management decision
analysis using small data sets. Compared with six popular approaches, the results from the experiments show that the proposed
method can effectively deal with the small data set prediction problem and is thus an appropriate decision analysis tool
for managers.

1. Introduction

Decision analysis is one of the most important tasks for
managers [1]. Effective decision-making helps managers
solve operational problems in a timely manner, which is vital
to remain viable in an increasingly competitive market.
Uncontrollable factors and uncertain events may lead to
invalid decision-making and affect business performance.
Predictive analysis can help managers grasp possible future
trends and reduce the impact of uncertainty on personal
judgments [2], thereby assisting enterprises to make better
decisions for their business.

Decisions that require immediate responses can be
difficult for managers. In order to process information
and effectively run an operation, managers must grasp the
situation in real time through a limited number of ob-
servations [3]. An example of this is analyzing the oc-
currence of a new disease. If the government can make the
right decisions as soon as possible, the potential harm and

impact of new diseases on people’s health will be reduced.
Decisions should be made in a timely manner to prevent
infected people from spreading the disease. A prompt
response thereby adds the management value. Building
prediction models using small data sets, therefore, has a
significant practical value.

Popular prediction approaches are roughly divided into
three categories: time series analysis, relational models, and
data mining techniques [4]. Time series analysis considers
the continuous trend of data, which only needs historical
data to predict the future demand [5]. It has been widely
adopted to solve various prediction problems; however, it
typically requires a large number of observations to obtain
better forecasting performance. ,e relational models are
used to explore the causal connection between the in-
dependent variables and the dependent variables to
predict the possible outputs of the dependent variables
[6]. ,e accuracy of the prediction depends on whether
the selected independent variables can properly explain
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the dependent variables. Data mining techniques use
algorithms to polish useful hidden information from the
collected data [7]. ,ese techniques can obtain favorable
predictions through an effective learning process; how-
ever, the prediction results depend on the amount of
training data and the representativeness of the training set
in the population [8].

,e approaches discussed above vary in their practical
applications. ,erefore, before building a model, data
analysis must be performed to determine which approach is
suitable for the collected data [9]. ,e modeling pretest
requires a sufficient number of samples; otherwise, the
evaluation may fail. ,is limitation makes these approaches
unsuitable for prediction using small data sets [10]. One
positive example is the prediction problem on the elec-
tronic commerce (e-commerce) transaction volumes in
China. To plan an appropriate development strategy, it
must be drafted based on new information [11]. Using
observations with updated information to build a model
could reflect the true situation [12]; therefore, it is valuable
to use a limited number of updated observations to make
predictions [13].

,is research proposed a modeling procedure based on a
grey system theory for developing an aggregating prediction
model that combines various approaches instead of deter-
mining the most suitable prediction model. ,e perspective
of model integration is used to solve the small data set
prediction problem, with the aim to improve the stability of
the prediction results by combining the advantages of
various approaches. Specifically, the proposed method is
designed as a two-stage modeling procedure. First, four
methods are assessed through grey incidence analysis to
determine whether the trend of the real series can be re-
flected. Second, a robust compound prediction model for
small samples is built by the weighted average method. In
addition, a pretest is performed to evaluate the feasibility of
the proposed method before trend forecasting. Results from
these experiments show that the proposed method produces
favorable predictions under small data sets to solve the
encountered problem. Because the proposed method re-
duces the decision risk, it is considered a practical tool for
small data set prediction.

,e remainder of this article is organized as follows:
Section 2 describes the proposed method. Section 3 presents
the data analysis and comparison among the various ap-
proaches. Finally, the conclusion is discussed in Section 4.

2. Methodology

,is study aims at solving the prediction problems when the
available samples are limited. Although popular prediction
approaches (such as statistical methods, data mining, and
artificial neural networks) have acceptable performance in
normal applications [14–16], they are not directly applicable
to small data set analyses due to limited information.
,erefore, this study proposed a modeling procedure to
integrate the advantages of various popular approaches for
this specific problem. ,is section details the concepts and
steps of the proposed method.

2.1. Conceptual Design. Popular forecasting approaches
usually have their own limitations and scope of applications
[7, 17].,erefore, it is necessary to conduct a pretest through
data analysis to determine which approach is more ap-
propriate before formal trend forecasting. A robust fore-
casting technique is very important for effectively grasping
future trends [18]. For this reason, this research proposed a
relatively robust compound prediction model based on grey
system theory, which is called the grey-based aggregating
model (GAM).

,e proposed method accumulates the advantages of
various approaches by applying the viewpoint of com-
pounding models, thereby improving the prediction per-
formance. ,e proposed method is a two-stage modeling
procedure, i.e., four popular methods are used to obtain the
basic predicted values, and then, the proposed method is
used to obtained grey-based weights to identify the final
predicted values.

2.2. Basis of Aggregating Model. Four fundamental predic-
tion techniques are selected as the basis of the proposed
model here, namely, grey model (GM), linear regression
(LR), backpropagation neural network (BPNN), and support
vector regression (SVR). GM is an important technique for
managing insufficient information, which is easy to im-
plement and can bring accurate predictions under small data
sets [9]. LR is a commonly used numerical prediction
method due to its implementation being not complicated,
and it can produce good results when data follow a linear
trend [17]. BPNN is widely used in nonlinear data analysis,
which is a modeling method with excellent learning ability
[7]. SVR is a statistical learning method that can overcome
the difficulty of nonparametric prediction with limited
samples [7].

Because the above methods have their own specific
conditions and the components of demand are inher-
ently complex, it is difficult to determine which method
is most suitable for demand forecasting. ,erefore, this
research does not recommend using a single model for
analysis. Instead, the study tries to retain the advantages
of the above four models to form a new compound
model.

,e aggregating model aims at achieving relatively ro-
bust trend prediction. ,erefore, the risk of choosing the
wrongmodel will be controlled, thereby helpingmanagers to
better cope with uncertainty. In summary, this paper pro-
poses GAM to solve the problems encountered in demand
forecasting.

2.3. Grey Incidence Analysis. ,e degree of grey incidence
(DGI) is a pretesting measurement index commonly used in
grey system theory. DGI is a technique for evaluating the
fitness of a prediction model regardless of whether the
sample size is large or small [19]. ,e basic idea of DGI is to
use the geometrical similarity of the series curves to de-
termine the relationship between two series. ,e more
similar the curves , the greater incidence exists between the
series and vice versa [20].
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,eoretically, residual analysis must be applied after
building a model to investigate whether the model per-
forms acceptably [21, 22]. However, an error-based ob-
jective function is usually selected to optimize the fitting
status of a developed model in the learning phase of the
modeling process. If similar error indicators are repeat-
edly used to analyze the data, it would lead to specific
deviations and nonobjective results in the pretesting stage.
To avoid this phenomenon, it is a feasible option to adopt
the DGI to evaluate the fitting status during the modeling
process instead of using any error-based index for
pretesting.

,ere are many kinds of general DGI. Although their
development principles are different, they can effectively
measure the geometric similarity between the two series.
To facilitate the calculation and application, this paper
adopted the similitude degree of grey incidence (SDGI)
[9] as the measurement index for evaluating different
prediction methods. ,e SDGI is suitable for evaluating
the fitting status of a given model to real data, which cal-
culates the relational similarity between two series based on
their geometrical similarity. A higher SDGI value indicates
that the two series are geometrically similar, and the variance
of the prediction error is stable. ,is implies that such a
method is more robust and should be given a higher weight.
,erefore, the order of SDGI values is used to determine the
weights of different prediction methods. ,e detailed steps
of SDGI are described as follows:

Step 0: give two paired series with n periods
X0 � x0(1), x0(2), . . . , x0(n)􏼈 􏼉 and Xi � xi(1), xi(2),􏼈

. . . , xi(n)}.
Step 1: use equation (1) to perform the zero-starting
point operator to form two new series, X0

0 � x0
0(1),􏼈

x0
0(2), . . . , x0

0(n)} and X0
i � x0

i (1), x0
i (2), . . . , x0

i (n)􏼈 􏼉.

x
0
l (k) � xl(k) − xl(1)k � 1, 2, ..., n. (1)

Step 2: use equation (2) to subtract X0
0 from X0

i to
obtain a difference series X0

0i � x0
0i(1), x0

0i(2), . . . , x0
0i􏼈

(n)}.

x
0
0i(k) � x

0
0(k) − x

0
i (k)k � 1, 2, ..., n. (2)

Step 3: use equation (3) to sum the area of the difference
series.

s0i �
1
2

􏽘

n

k�2
x
0
0i(k − 1) + x

0
0i(k)􏽨 􏽩. (3)

Step 4: use equation (4) to calculate the SDGI ε0i.

ε0i �
1

1 + s0i

. (4)

2.4. Rank-Sum Weighting Method. To obtain the final ag-
gregating model, different forecasting models need to be
combined and the most common way is to achieve it by
the weighted average method. How to determine a

reasonable weight for each method is something that
must be overcome at this stage. To facilitate the appli-
cation of the proposed method, this paper used a heuristic
weighting method to set the importance of each method.
,e adopted method is the rank-sum weighting method
(RSWM), and its calculation formula is equation (5),
wherem is the total number of prediction methods and Rj
is the rank of the methods. ,e method ranked first has
the highest reference value, and its numerator is exactly
equal to the total number of methods m; conversely, the
method ranked last has the lowest reference value, and its
numerator is exactly equal to 1.

wj �
m + 1 − Rj

􏽐
m
j�1 Rj

. (5)

2.5. Modeling Procedure of the Proposed GAM. ,e GAM is
applied to combine the final prediction outputs for grasping
the development trend of China’s e-commerce. ,e detailed
processes of GAM are as follows:

Step 0: give an initial series with n period
X0 � x0(1), x0(2), . . . , x0(n)􏼈 􏼉.
Step 1: apply X0 as the training samples to establish
forecasting models based on BPNN, GM, LR, and SVR
and then obtain the fitted series of each established
model; they are XGM � xGM(1), xGM(2), . . . , xGM􏼈

(n)}, XLR � xLR(1), xLR(2), . . . , xLR(n)􏼈 􏼉, XBPNN �

xBPNN(1), xBPNN(2), . . . , xBPNN(n)􏼈 􏼉, and XSVR �

xSVR(1), xSVR(2), . . . , xSVR(n)􏼈 􏼉

Step 2: calculate the SDGI (Section 2.2) for each paired
series between the fitted values and initial values to
obtain εGM, εLR, εBPNN, and εSVR

Step 3: sort the SDGI of each method from largest to
smallest and get the ranking value of each method; they
are RGM, RLR, RBPNN, and RSVR

Step 4: use RSWM to determine the weights of each
method and obtain wGM, wLR, wBPNN, and wSVR as the
final model weights
Step 5: apply the weighted average method to aggregate
the final forecast value

􏽢x � wGM􏽢xGM + wLR􏽢xLR + wBPNN􏽢xBPNN + wSVR􏽢xSVR. (6)

2.6. Feasibility Measurement. An effective prediction model
must bring accurate forecasting results. It is therefore
necessary to evaluate prediction methods using an error-
based index, and only methods that pass inspection can be
used for future trend forecasting. In this study, the mean
absolute percentage error (MAPE) is selected to determine
the modeling performance in the pretesting phase. ,e
MAPE can assist managers in assessing the possible risks of
using different forecasting tools. Equation. (7) is the cal-
culation formula of the MAPE, where yi and 􏽢yi are the
predicted and actual values, respectively.
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MAPE �
1
n

􏽘

n

i�1

􏽢yi − yi

yi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100. (7)

In the pretesting stage, the prediction results of the
proposed GAM are compared with those of six popular
prediction techniques to confirm whether the proposed
method can provide more robust prediction results. ,e
machine learning software used here is Weka 3.6.11, and the
models are built with default parameter settings. ,e GM
chooses the typical first-order one-variable grey model.

2.7. Rolling Framework. Time series forecasting emphasizes
the immediateness of information, and the rolling frame-
work is a process that allows data to be metabolized for
achieving this purpose. For example, four given pieces of
data x0(1), x0(2), x0(3), x0(4)􏼈 􏼉 are used to predict the next
value 􏽢x0(5) with the prediction techniques. After the pre-
diction is acquired, the newly predicted output is added to
the data set to replace the oldest datum x0(1). Subsequently,
the updated data set x0(2), x0(3), x0(4), 􏽢x0(5)􏼈 􏼉 is used to
obtain the next predicted value 􏽢x(0)(6). ,e process is re-
peated until all desired predicted values are found.

3. Experimental Results

,e effectiveness and applicability of the proposed GAM are
validated using a real case in the following sections.

3.1. Data Description and Experimental Design. ,is exper-
iment verifies the effectiveness of the proposed GAM in
processing China’s e-commerce transaction volume forecast.
,e study included data collected from the National Bureau
of Statistics of China on the total amount of e-commerce
transactions. ,e data set contains ten-period annual ob-
servations ranging from 2011 to 2020 (Table 1). ,e unit of
measurement in this table is trillion Chinese Yuan.

E-commerce is one of the current main business modes
based on network communication technology, which is an
important driving force for the integration and development
of the physical transactions and the digital economy [23].
Under the impact of coronavirus disease 2019 (COVID-19),
e-commerce has quickly become an indispensable part of
people’s lives [24]. E-commerce allows for economic and
commercial activities with reduced interpersonal contact
leading to the decrease in transmission of viruses [25]. In the
postpandemic era, the causal relationship between the de-
velopment of e-commerce and economic growth is obvious.

To maintain the momentum of economic development,
the support of the e-commerce operating environment is
necessary [26]. ,e formulation of development policy is
therefore critical. It not only guides the operation of industries
but also affects the consumption habits of people [27]. ,e
work of creating an e-commerce operating environment (for
example, formulating laws and regulations, determining in-
dustry standards, cultivating talents, and building logistics
facilities) usually requires long-term efforts to achieve an
acceptable result [28], and improper policy directions could
bring substantially negative effects [29]. An adequate

e-commerce transaction volume prediction is a prerequisite
for formulating an effective development policy as it reduces
the possibility of errors in policy planning [2]. ,erefore, an
accurate prediction for e-commerce transaction volumes has
important practical significance for governments [26]. Ef-
fectively determining the trend of e-commerce transaction
volumes helps the government draft an industrial develop-
ment strategy, which is crucial for economic recovery after
COVID-19. In order to reflect the current situation, appro-
priate e-commerce development policies should be based on
updated and relevant information.

In the experiment, four data points are used each time to
build a model for predicting the next output. ,at is, 2015’s
predicted value is inferred from the model built based on the
data from 2011 to 2014. In the pretesting stage, the four
techniques mentioned above are first used to obtain a total of
24 models and 24 predicted values. Next, these predicted
values are used to determine the weights required to gen-
erate the aggregating model. ,e final predicted value is
obtained by the weighted average method.

3.2. Modeling Example of the Proposed GAM. ,is section
explains the modeling details of the proposed GAM. First,
the four prediction techniques of GM, LR, BPNN, and SVR
built six models and obtained six corresponding predicted
values (columns 3 to 6 of Table 2). Second, the SDGI between
the actual value series and each predicted value series was
calculated, and εGM � 0.1355, εLR � 0.0473, εBPNN � 0.2830,
and εSVR � 0.0299 could be obtained. ,ird, the rank of each
prediction technique was determined according to the
SDGI, that is, RGM � 2, RLR � 3, RBPNN � 1, and RSVR � 4.
Fourth, the weight of each method was obtained by the
RSWM, which are wGM � 0.3, wLR � 0.2, wBPNN � 0.4, and
wSVR � 0.1, respectively. Last, through the weighted average
method, the final GAM was combined as
GAM � 0.3 × GM + 0.2 × LR + 0.4 × BPNN + 0.1 × SVR,
and the corresponding predicted values were obtained by
this final model (column 7 of Table 2).

3.3. Comparisons. In the pretest stage, the prediction results
of GAM were compared with those obtained using the six
popular methods. ,ese methods are GM, LR, BPNN, SVR,
radial basis function network (RBFN), and Gaussian process
regression (GPR).,eMAPE of the proposed GAM is 2.84%
(Table 3), which is the best performing one of these methods.
Its value is less than 5% and falls within the level of highly
accurate forecasting (Table 4 [30]), indicating that the
proposed method is appropriate for use to predict China’s
e-commerce transaction volume. In addition, compared
with four basis prediction techniques: GM, LR, BPNN, and
SVR, the GAM has higher prediction accuracy. ,is shows
that the proposed method can improve the prediction
performance and bring a favorable forecast.

3.4. Future Trend of China’s E-Commerce Transaction
Volume. To grasp the future trend of China’s e-commerce
transaction volume, this study integrates the rolling
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framework into the proposed GAM to improve its trend
prediction performance. A schematic diagram of the rolling
framework used in this study is shown in Figure 1.

Table 5 shows the predicted values of e-commerce
transaction volume in China for the next five years, obtained
using the proposed GAM with the rolling framework.
According to this prediction, China’s e-commerce trans-
action volumes will show a steady upward trend from 2021
to 2025.

By 2025, e-commerce transaction volumes in China are
expected to be 45.566 trillion Chinese Yuan, which reflects
an increase of approximately 22% relative to the transaction
volumes in 2020. Under this development trend, the Chinese

government should continue to invest in improving the
e-commerce operating environment. ,e improvement of
the quality of e-commerce transactions will not only increase
people’s consumer satisfaction but also help the country’s
economic growth.

4. Conclusion and Discussion

To maintain an operational advantage in a highly compet-
itive environment, enterprises must respond quickly to
business problems, and it is essential to be able to make
timely and correct decisions. Decision contexts often involve
many uncontrollable factors and uncertain events. To
overcome this unmanageable uncertainty, businesses must
employ the right analytical techniques. Predictive techniques
can help managers grasp future trends, mitigate the effects of
uncertainty, and lead to meaningful decisions. In a variety of
management situations, due to cost and time considerations,
it is often impossible to obtain sufficient information,
making decisions that require immediate response a more
difficult task for managers. If managers can grasp the sit-
uation in real time through a limited amount of observation
and carry out appropriate processing, effective operation
management can be obtained.,erefore, building prediction
models under small data sets have significant practical value.

Although popular prediction techniques have acceptable
performance in normal applications, they are not suitable for
prediction problems with insufficient information from
small data sets. Grey system theory is a technique used for
small data set analysis [31], and its research scope involves
the problems encountered in this paper. ,erefore, a
modeling procedure based on grey system theory is pro-
posed to integrate the advantages of various approaches to
this specific problem and then obtains a more robust pre-
diction output. ,rough the verification of China’s
e-commerce transaction volume, the results from this ex-
periment exhibit that the proposed GAM can produce

Table 3: Prediction performances among various approaches.

Approaches MAPE (%)
GM 7.32
LR 5.76
BPNN 5.70
SVR 8.44
RBFN 19.51
GPR 23.77
GAM 2.84

Table 4: MAPE criteria.

MAPE Prediction power
<10% Highly accurate prediction
10–20% Good prediction
20–50% Reasonable prediction
>50% Inaccurate prediction

2017 2018 2019 2020 2021

2018 2019 2020 2021 2022

2019 2020 2021 2022 2023

2020 2021 2022 2023 2024

2021 2022 2023 2024 2025

Actual value
Predicted value

Figure 1: A schematic diagram of the rolling framework.

Table 5: Prediction of China’s e-commerce transaction volume
(unit: trillion Chinese Yuan).

Year 2021 2022 2023 2024 2025
Predicted values 39.412 41.280 42.922 44.334 45.556

Table 1: China’s e-commerce transaction volume (unit: trillion Chinese Yuan).

Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Volume 6.09 8.11 10.4 16.39 21.79 26.10 29.16 31.63 34.81 37.21

Table 2: Actual and predicted values.

Year Actual values
Predicted values

GM LR BPNN SVR GAM
2015 21.79 22.795 18.545 20.512 14.741 20.226
2016 26.10 30.709 25.930 23.618 24.629 26.309
2017 29.16 32.803 31.795 27.746 30.924 30.391
2018 31.63 33.832 34.015 30.092 32.819 32.271
2019 34.81 34.894 35.315 32.339 34.375 33.904
2020 37.21 37.940 37.575 36.452 36.614 37.139
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favorable predictions with a MAPE as low as 2.84%. ,ese
results imply that the proposed method is useful for decision
analysis with limited data. ,e proposed procedure out-
performs the single popular methods in the experiment.
Furthermore, the results obtained using data mining and
statistical learning-based methods (such as LR, BPNN, SVR,
RBFN, and GPR) are not superior to the proposed method,
which may be due to small sample sizes. ,ese approaches
typically require a sufficient training data set to prevent
overfitting and obtain robust models. If the training data set
is large enough, the prediction performance of LR, BPNN,
SVR, RBFN, and GPR should improve. Finally, the pre-
diction shows that China’s e-commerce transaction volumes
are steadily increasing, indicating that the investment of
resources to improve the e-commerce operating environ-
ment is in line with the direction and interests of China’s
economic development.

,e proposed GAM can improve the stability of the
forecasting results by aggregating the advantages of several
models and is considered a feasible tool when only small data
sets are available. In the future, introducing heuristic
methods into the modeling procedure to improve prediction
accuracy is a valuable research direction. In addition, the
proposed method can be combined with some data pre-
processing methods (for example, the virtual sample gen-
erating technique) to further improve its ability to handle
problems with small data sets. Moreover, using more
training samples to confirm the predictive power of the
proposed GAM may be a worthwhile research direction.
Finally, the proposed method should be used in other fields,
such as finance, industry, engineering, and energy, to prove
its reliability, validity, and practical value.
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Rockburst phenomenon is the primary cause ofmany fatalities and accidents during deep underground projects constructions. As a result,
its prediction at the early design stages plays a significant role in improving safety.(e article describes a newly developedmodel to predict
rockburst intensity grade using Adaptive Boosting (AdaBoost) classifier. A database including 165 rockburst case histories was collected
from across theworld to achieve a comprehensive representation, in which four key influencing factors such asmaximum tangential stress
of the excavation boundary, uniaxial compressive strength of rock, tensile rock strength, and elastic energy indexwere selected as the input
variables, and the rockburst intensity grade was selected as the output. (e output of the AdaBoost model is evaluated using statistical
parameters including accuracy and Cohen’s kappa index.(e applications for the aforementioned approach for predicting the rockburst
intensity grade are compared and discussed. Finally, two real-world applications are used to verify the proposed AdaBoost model. It is
found that the prediction results are consistent with the actual conditions of the subsequent construction.

1. Introduction

In underground rock engineering, a rockburst is a type of
dynamic geological disaster. It is a dynamic instability
phenomenon that occurs when a rock mass or geological
structure is subjected to high stress or is in a state of limit
equilibrium. A rockburst, which still draws a lot of interest
today, has a significant impact on rock stability in deep
underground conditions [1–3]. Because rockbursts
occur suddenly and intensely, they frequently result in
harm, including death of workers, equipment damage,
and even significant interruption and loss of revenue
in underground deep excavation. Various strategies
for controlling rockbursts have been proposed, such as

temporary and permanent rock support structures; however,
these efforts are ineffective since the severity of rockbursts is
difficult to predict precisely. To record and evaluate the
rockburst occurrences, different monitoring systems,
such as a microseismic system, were used [4]. (e
rockburst intensity is recorded by the microseismic
monitoring system after the rockburst occurs and thus
cannot predict the rockburst in advance. (e tendency
and intensity of rockburst were contrastively analyzed by
Chen and Guo [5] using the strain energy index model of
rockburst. As a result, estimating and predicting rock-
burst intensity is critical for a safe and cost-effective deep
underground excavation or mining in burst-prone soils
before it occurs.
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Machine learning (ML) algorithms have been widely
used to tackle real-world problems in the last ten years,
particularly in civil engineering. ML algorithms have been
successfully used to a variety of real situations, paving the
way for several promising opportunities in civil engineering
and other domains such as environmental [6], geotechnical
and geological [7–20], and other sciences [21–24] including
rockburst hazards prediction [25–27]. Furthermore, a va-
riety of machine learning methods have been used, for
example, Support Vector Machine (SVM) [28], Artificial
Neural Networks (ANNs) [29], Distance Discriminant
Analysis (DDA) [30], Bayes Discriminant Analysis (BDA)
[31], and Fisher Linear Discriminant Analysis (LDA) [32],
and some systems are based upon hybrid (Zhou et al. [33];
Adoko et al. [34]; Liu et al. [35]) or ensemble (Ge and Feng
[36]; Dong et al. [37]) analyzing long-term prediction of
rockburst.(ese studies provided new concepts and ways for
predicting rockbursts. However, each of the methods listed
above has its own set of benefits and drawbacks. Under-
standing, predicting, and controlling rock bursts still pose a
considerable challenge for underground engineering. Fur-
thermore, the number of data and the type of ML algorithms
have an influence on the accuracy of rockburst intensity
prediction. As a result, developing a high-performing and
time-saving ensemble classifier for a larger dataset is critical.
Many researchers have increasingly implemented the
AdaBoost-based method for prediction problems such as
rock mass class and soil classification as a vital means in
recent years [38, 39]. For classification, prediction, and
recognition issues, the AdaBoost methodology is widely
regarded as the most successful and reliable artificial in-
telligence method. (e article aims to add the following
described contributions to this field: (1) A machine learning
classifier for rockburst prediction based on case histories
data is proposed. (2) (e performance of AdaBoost is
compared with other classifiers to confirm that the algorithm
has superior or at par classification precision. (3) (e ef-
fectiveness and feasibility in engineering practice applica-
tions and real-world examples are analyzed to predict
rockburst intensity grade.

(e rest of this paper is arranged as follows. (e second
section introduces the selection of indicators and the data
collection, AdaBoost algorithm, and performance measures.
(e establishment of the algorithmmodel is described in the
third section. In the fourth section, results are discussed, and
the proposed algorithm is compared with the developed
empirical criteria, widely used models, and two real-world
applications are used to verify the proposed model. Finally,
the conclusions are drawn in the fifth section.

2. Materials and Methods

2.1. Dataset. A total of 165 cases of rockburst events re-
ported in the literature were collected to build a dataset
[33, 40]. (e maximum tangential stress of the excavation
boundary (σθ), the uniaxial compressive strength of rock
(σc), the tensile rock strength (σt), and the elastic energy
index (Wet) are selected as input parameters in this study by
referring to the previous research [41, 42] and rockburst

intensity as the output. (ese input variables are commonly
applied in rockburst classification and can provide funda-
mental understandings about rockburst occurrence in un-
derground conditions. σc, σt, andWet were obtained by rock
mechanics experiments, and σθ was calculated according to
the stress of the surrounding rock.(rough field observation
and evaluation, the rockburst grade was obtained. According
to rock failure properties, the output parameter, i.e., rock-
burst intensity, contains four different classes, namely, no,
moderate, strong, and violent, which are indicated by 1, 2, 3,
and 4, respectively, as shown in Table 1 [40].

Figure 1 shows a boxplot of each affecting parameter for
the four rockburst levels. As shown in Figure 1, the rockburst
hazard intensity grades are associated with each attribute.
Table 2 contains an overview of the case histories, as well as
parameter statistics. (e following is a brief summary of
various input parameters.

2.1.1. Maximum Tangential Stress of the Surrounding Rock.
(e maximum tangential stress is frequently used to de-
termine the angle at which a rock fractures [43]. For ex-
ample, Ryder [44] determined that the fault-slip and shear
fracture modes had a significant role in African metal mines
in his investigation of the influence of excess shear stress on
rockburst–prone circumstances, whereas Qian et al. [45]
proposed two rock burst dynamic failure modes: one strain
mode resulting from the rock failure and one sliding mode
caused by the fault-slip and shear fracture events. Qian et al.
[45] also analyzed two rockburst accidents in coal mines in
China, stating that the instability due to rockburst occur-
rence could also be classified as fault-slip and shear fracture
modes. As a result, past studies show that the maximum
tangential stress has a significant impact on the incidence of
shear fracture instabilities in tunnels, making it an important
parameter for rockburst prediction. It is also an often used
parameter in the data set.

2.1.2. Uniaxial Compressive and Tensile Strength. Other
characteristics that can influence rockburst include uniaxial
compressive strength (UCS) and uniaxial tensile strength
(UTS), both of which have been used in the past. UCS and
UTS values are widely known parameters for rockburst
hazards prediction modeling.

2.1.3. Elastic Energy Index. (e proportion of residual strain
energy that dissipated during a single loading-unloading
cycle under uniaxial compression is defined by the elastic
energy index, Wet [46, 47]. (is parameter is related to the
rockburst hazards, and Wang et al. [48] developed a
rockburst prediction criterion based onWet. (eWet values
can be easily obtained through laboratory tests and direct
(double-hole method) or indirect (rebound method) in situ
evaluations.

2.2. AdaBoostAlgorithm. (e AdaBoost algorithm, short for
Adaptive Boosting, is a boosting approach used in machine
learning as an ensemble method that uses decision trees as
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the main classifier. It is called Adaptive Boosting as the
weights are reassigned to each instance, with higher weights
assigned to incorrectly classified instances. Freund and
Schapire’s AdaBoost is the most widely used version of the
boosting algorithm [49], making maximum use of a classifier
by improving its accuracy. It is a simple learning approach
that creates a strong classifier from a small number of ef-
ficient but weak classifiers (see Figure 2). (e goal is to

combine the weak classifiers to improve their performance.
As a result, the final robust classifier generated a data set for a
model that can predict the class of a new observation.
AdaBoost improves the classification efficiency of a simple
learning algorithm by combining sets of weak classifiers to
build a more robust classifier. In the language of boosting
algorithms, the simple learning algorithm is known as a
weak learner, and it selects a small, effective set of weak

Table 1: Grading criteria of rockburst intensity.

Rockburst grade No rockburst (1) Moderate rockburst (2) Strong rockburst (3) Violent rockburst (4)
σθ/σc <0.3 0.3–0.5 0.5–0.7 >0.7
σc/σt >40 26.7–40 14.5–26.7 <14.5
Wet >5 3.5–5.0 2.0–3.5 <2.0
Note. σθ/σc � stress concentration factor; σc/σt � rock brittleness.
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Figure 1: Boxplot of each influencing parameter to corresponding rockburst intensity grade. (a) σθ, (b) σc, (c) σt, and (d) Wet.

Table 2: Inputs and output statistics of the present study.

Rockburst rank Tangential stress, σθ
(MPa)

Uniaxial compression strength, σc
(MPa)

Uniaxial tensile strength, σt
(MPa)

Elastic energy index,
wet

3 90 170 11.3 9
2 90 220 7.4 7.3
2 62.6 165 9.4 9
. . . . . . . . . . . . . . .

3 89 236 8.3 5
3 98.6 120 6.5 3.8
4 108.4 140 8 5
Mean 59.988 123.443 7.03 4.861
Standard error 2.811 4.71 0.37 0.17
Standard
deviation 36.108 60.498 4.79 2.185

Sample variance 1303.799 3660.031 22.98 4.773
Skewness 0.785 0.621 1.22 0.194
Minimum 2.6 18.32 0.38 0.85
Maximum 167.2 306.58 22.6 10.57
Count 165 165 165 165
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classifiers with the lowest classification error from a wide
number of potential features. (e weak learner does not
categorise the training data well even using the best clas-
sification function. To enhance the weak learner, it is nec-
essary to solve a series of learning challenges. After the first
learning cycle, the instances are reweighted to highlight
those that were inaccurately categorised by the previous
weak classifier. (e final robust classifier uses a weighted
combination of the weak classifiers to determine the best
threshold classification function for each feature.

Algorithm 1 [50] shows the AdaBoost technique used to
solve a prediction problem.

2.3. PerformanceMetric. In this study, the classical methods
for model evaluation are used. (e accuracy (ACC) and
Cohen’s kappa index were used to evaluate rockburst
classification. A confusion matrix is commonly used as a

standard for evaluating the performance of a classification
model on training and testing datasets with known true
values.

X �

x11 x12 . . . x1m

x21 x22 . . . x2m

. . . . . . . . . . . .

xm1 xm2 . . . xmm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

where m represents the number of rockburst levels, ×11 is
the number of features accurately predicted for the class
m, and xmm denotes the number of class features cat-
egorised to class n. Based on the confusion matrix, ACC
and Cohen’s kappa index are determined by (2) and (3),
respectively.

ACC �
1
n

􏽘

m

i�1
xii

⎛⎝ ⎞⎠ × 100%, (2)

Kappa �
n 􏽐

m
i�1 xii − 􏽐

m
i�1 xi+ × x+i( 􏼁

n
2

− 􏽐
m
i�1 xi+ × x+i( 􏼁

. (3)

A kappa value of less than 0.4 indicates poor agreement,
while a value of 0.4 and above indicates good agreement
[51, 52]. (e ideal condition of a good model should have
high ACC and kappa values simultaneously.

3. Model Development

(e proposed model for predicting rockburst intensity grade
was developed using Orange software. (e model structure
was based on an input matrix (x) defined by x� {σθ, σc, σt,
Wet} that provided the predictor variables, while the target
variable (y) is rockburst intensity grade. During every
modeling step, the most critical task is to identify the ap-
propriate size of the training and testing datasets. (e way
data is split into training and research sets has a substantial
impact on data mining results [53]. (e main goal of the
statistical analysis was to ensure that the statistical properties
of the subsets were as similar as possible, and thus they
represented the same statistical population. (e dataset was
divided into 137 (83%) training cases and 28 (17%) test cases
and was kept the same as that of Zhao and Chen [41] owing
to fairly evaluating the predictive performance of the pro-
posed AdaBoost model in this work. (e AdaBoost model
was tuned to optimize the rockburst intensity grade pre-
diction using a trial and error method. Figure 3 depicts the
prediction model’s construction.

Most ML algorithms have hyperparameters that need to
be tuned [54]. (e optimization method attempts to find the
appropriate parameters for the AdaBoost model in order to
achieve the best prediction accuracy. Some critical hyper-
parameters in the AdaBoost model are tuned in this study, as
shown in Table 3. (e definitions of these hyperparameters
are also clarified in Table 3. First, the search range of dif-
ferent hyperparameters values is specified randomly and
then adjusted throughout the trials until the best fitness
metrics shown in Table 3 were reached.

–

+
+

+

––

–

–

+

–

–

–

–

–

+

+
+

+

–

–

–

+

+

–

–

+

+

+

+

–

–

–

–

–

+

+

Weak classifier

Weak classifier

Final classifier F (x) is
weighted combination

of weak classifiers

F (x) = sign ∑T
t=1 αtht (x)

Initial uniform weight on
training examples

Figure 2: AdaBoost builds a strong classifier from a set of weak
classifiers, as shown in this simple example.
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4. Results and Discussion

4.1. Comparison of the AdaBoost with Baseline Models.
(e performance of the AdaBoost model was evaluated with
ANN, convolutional neural network (CNN), J48, and

random tree (RT) models. (e AdaBoost model prediction
result was the same as the performance of CNN and RT
models, having an accuracy of 100% (Table 4), and was
found better than the ANN and J48models.(e ANN, CNN,
and J48 model’s accuracy achieved 89.286%, 100%,

Data acquisition
(165 Cases)

Input
1. σθ (MPa)
2. σc (MPa)
3. σt (MPa) and
4. Wet

Output
Rockburst intensity

grade i.e., No, Medium,
Strong, and Violent 

Training data

AdaBoost ML model

Testing data

Get the optimal
parameters

Is training completed?

AdaBoost model
establishment 

Prediction

Evaluation model

Initialization parameters

Optimization parameters

No Yes

Figure 3: Flowchart of AdaBoost model for prediction of rockburst intensity grade.

Input: Dataset, D � (x1, y1), (x2, y2), . . . ,(xn, yn)􏼈 􏼉;

(e weight of each sample in the training set constitutes a weight vector, Zt;

(e base learning algorithm, L;

Number of learning rounds, T;

Process:
D1(i) � 1/m; % Initialize the weight distribution
For t � 1, 2, . . . , T;

For ht � L(D, Dt); % Train a base learner, ht from D using distribution Dt

εt � Pri∼Di
[ht(xi ≠yi)]; % Measure the error of ht

αt � 1/2ln1 − εt/εt; % Determine the weight of ht

Dt+1(i) � Dt(i)/Zt ×
exp(−αt) if ht(xi) � yi

exp(αt) if ht(xi)≠yi

􏼨 ;

% Update the distribution, where Zt is a normalized factor with enables Dt+1 to be a distribution
end.
Output: F(x) � sign 􏽐

T
t�1 αtht(x)

ALGORITHM 1: AdaBoost.
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and 92.857%, respectively. Furthermore, we compared the
results (summarized in Table 4) with conventional empirical
models, such as the rock brittleness coefficient criterion,

elastic energy index, and Russenes criterion. (e AdaBoost
model performed better than the empirical models. (e
calculated results of AdaBoost, ANN, CNN, J48, RT, and

Table 3: Hyperparameter optimization results.

Algorithm Hyperparameter Explanation Optimal
value/function

AdaBoost

Number of estimators Number of trees 0.5

Learning rate It determines to what extent the newly acquired information will override the
old information 0.75

Boosting algorithm Updates base estimator’s weight with probability estimates or classification
results SAMME.R

Regression loss
function Linear/square/exponential Exponential

Table 4: Performance metrics of each model for test data.

Method ACC (%) Kappa
Russenes criterion [55] 42.867 0.222
Rock brittleness coefficient criterion [48] 53.571 0.352
Elastic energy index [46] 39.286 0.138
ANN [41] 89.286 0.856
CNN [41] 100 1.000
Random tree [42] 100 1.000
J48 [42] 92.857 0.904
AdaBoost (present study) 100 1.000
Note. Bold values indicate the highest value for each model.

Table 5: Comparison of prediction results by different methods for the testing samples.

S.
No.

σθ
(MPa)

σc
(MPa)

σt
(MPa) Wet Actual Russenes

criterion [55]

Rock
brittleness
coefficient

criterion [48]

Elastic
energy index

[46]

ANN
[41]

CNN
[41]

RT
[42]

J48
[42]

AdaBoost
(present
study)

1 34 150 5.4 7.8 1 2 2 3 1 1 1 1 1
2 60.7 111.5 7.86 6.16 4 3 4 3 4 4 4 4 4
3 54.2 134 9.09 7.08 3 3 3 3 3 3 3 3 3
4 70.3 129 8.73 6.43 3 3 3 3 3 3 3 3 3
5 35 133.4 9.3 2.9 2 2 4 2 2 2 2 2 2
6 157.3 91.23 6.92 6.27 4 4 4 3 4 4 4 4 4
7 148.4 66.77 3.81 5.08 2 4 3 3 2 2 2 2 2
8 132.1 51.5 2.47 4.63 3 4 3 2 2 3 3 3 3
9 127.9 35.82 1.24 3.67 2 4 2 2 2 2 2 2 2
10 107.5 21.5 0.6 2.29 1 4 2 2 1 1 1 1 1
11 96.41 18.32 0.38 1.87 1 4 1 1 1 1 1 1 1
12 167.2 110.3 8.36 6.83 4 4 4 3 4 4 4 4 4
13 38.2 53 3.9 1.6 1 4 4 1 1 1 1 1 1
14 11.3 90 4.8 3.6 1 1 3 2 1 1 1 1 1
15 92 263 10.7 8 2 3 3 3 2 2 2 2 2
16 62.4 235 9.5 9 4 2 3 3 4 4 4 3 4
17 43.4 136.5 7.2 5.6 4 3 3 3 3 4 4 4 4
18 11 105 4.9 4.7 1 1 3 2 1 1 1 1 1
19 90 170 11.3 9 3 3 3 3 3 3 3 3 3
20 90 220 7.4 7.3 2 3 2 3 2 2 2 2 2
21 62.6 165 9.4 9 2 3 3 3 2 2 2 2 2
22 55.4 176 7.3 9.3 3 3 3 3 4 3 3 3 3
23 30 88.7 3.7 6.6 3 3 3 3 3 3 3 3 3
24 48.75 180 8.3 5 3 2 3 3 3 3 3 3 3
25 80 180 6.7 5.5 2 3 2 3 2 2 2 2 2
26 89 236 8.3 5 3 3 2 3 3 3 3 3 3
27 98.6 120 6.5 3.8 3 4 3 2 3 3 3 3 3
28 108.4 140 8 5 4 4 3 3 4 4 4 4 4
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conventional empirical models, such as the rock brittleness
coefficient criterion, elastic energy index, and Russenes
criterion, are listed in Table 5. Obviously, the predicted rank
of 28 samples was in excellent agreement with the actual
rank, and all samples were classified correctly. (e com-
parison analysis confirmed that the proposed AdaBoost
model achieved a better performance than the other ma-
chine learning classifiers which can effectively mine the
relationship between rockburst and its influence factors.

(e proposed AdaBoost model was compared with the
findings of the previous studies. Zhou et al. [56] compared
the performance of 10 machine learning algorithms to
analyze rockburst events, including 246 cases, considering
seven input variables. Lin et al. [57] investigated rockburst
events using machine learning models considering 246
rockburst cases having six input variables. (e accuracy
performances of the RF model developed by Zhou et al. [56]
and Lin et al. [57] were 0.73 and 0.61, respectively. Although
both models developed by Zhou et al. [56] and Lin et al. [57]
considered seven and six input variables, they still provide
lower prediction accuracy compared to the developed model.

4.2. Applications in Real-World Rockburst Prediction. Two
real-world examples are analyzed using our proposed
AdaBoost-based rockburst prediction model to study the
effectiveness and feasibility in engineering practice appli-
cations. Five rockburst events in two different tunnel
projects were predicted by the AdaBoost model. (e field
data were collected from available literature, including the
Duoxiongla tunnel [58] and Anlu tunnel [59]. (e predic-
tion outcomes are summarized in Table 6, indicating that the
rock burst intensity was predicted correctly for all cases. (e
prediction results in the real-world rockburst prediction
cases are basically consistent with this strong-to-moderate
intensity grading. (is study proves that the AdaBoost
model is a robust alternative tool for the rockburst intensity
grade assessment, and it can be successfully applied in
various geotechnical engineering projects.

5. Limitations and Future Works

(e proposed approach obtains desirable prediction results,
although some limitations should be addressed in the future.

(1) (e dataset is relatively small and unbalanced. (e
prediction performance of ML algorithms is heavily
affected by the number and quality of dataset.
Generally, if the dataset is small, the generalization
and reliability of model would be influenced, al-
though AdaBoost algorithm works well with small

datasets. Furthermore, the suggested model is open
to further development, and the accumulation of
more data will lead to a much better prediction
capacity. It is important to note that the validity of
the proposed model is limited by the data ranges
used to train the model.

(2) Other variables may have an effect on the prediction
outcomes. Numerous factors influence the risk of a
rockburst, including rock properties, energy, exca-
vation depth, and support structure, among others.
Although the four indicators used in this study can
define the required conditions for rockburst hazard
assessment to some degree, some other indicators,
such as the buried depth of the tunnel, failure du-
ration time, and energy-based burst potential index,
may also have an impact on rockburst hazard. As a
consequence, it is crucial to look into the effects of
these variables on the prediction outcomes.

6. Conclusions

In this paper, the AdaBoost classifier’s application was in-
vestigated to evaluate the rockburst phenomenon. (e
predictive variables for the AdaBoost model included the
main effective parameters on rockburst, i.e., σθ, σc, σt, and
Wet. (e model was developed and tested using Orange
software based on a database including 165 rockburst case
histories. (e main conclusion points are summarized
below:

(1) (e comparison of proposed model efficiency and
previously developed empirical criteria revealed that
the AdaBoost model is remarkably better than em-
pirical criteria with accuracy and kappa value ob-
tained as 100% and 1.00, respectively.

(2) (e proposed approach was compared with other
machine learning-based models in the literature. (e
comparison results have shown that the prediction
accuracy of the proposed model is as adequate as
other techniques such as CNN and RT models.

(3) Two real-world rockburst examples are used to verify
the proposed model’s accuracy and effectiveness. It
can be concluded that the AdaBoost classifier is a
feasible and efficient tool for the classification of
rockburst intensity grades. (e proposed model can
be applied in the initial stages of underground
projects and the rockburst phenomenon can be
assessed by an acceptable accuracy, which can reduce
casualties due to rockburst.

Table 6: Applications in real-world Rockburst prediction of the proposed AdaBoost model.

Project σθ (MPa) σc (MPa) σt (MPa) Wet Actual condition Prediction
Duoxiongla tunnel 87.3 137.7 9.62 7.14 Strong Strong

Anlu tunnel

17.02 85.09 1.3 6.14 Moderate Moderate
16.7 83.5 1.3 6.53 Moderate Moderate
17.35 86.77 1.3 3.22 Moderate Moderate
16.87 80.33 1.3 6.92 Moderate Moderate
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