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Background. A country’s agriculture reflects a backbone and performs a vital part in the betterment of the economy and in-
dividuals. Facts and figures of the agriculture sector offer a solid foundation and factual pathway intended for upcoming decisions
in favor of a country. Accordingly, the probability models have a more significant influence not only in reliability engineering,
hydrology, ecology, and medicine but also in agriculture sciences. Objective. The primary objective of this study is to propose
a reliable and efficient model for pearl millet yield analysis, thereby empowering decision-makers to make informed decisions
about their farming practices. With the successful implementation of this model, farmers can potentially increase their pearl millet
yield, leading to higher incomes and improved livelihoods for the rural population of Pakistan. Model. This study proposes a novel
probability model, namely, the alpha transformed odd exponential power function (ATOE-PF) distribution, for analyzing pearl
millet yield in Punjab, Pakistan. Data. For data collection, two secondary data sets are explored that are electronically available on
the site of the Directorate of Agriculture (Economics and Marketing) Punjab, Lahore, Pakistan. Results. The maximum likelihood
estimation technique is used for estimating the model parameters. For the selection of a better fit model, we follow some accredited
goodness of fit tests. The efficiency and applicability of the ATOE-PF distribution are discussed over the province of Punjab (with
RMSE =4.9176) and Pakistan (with RMSE=4.5849). Better estimates and closest fit to data among the well-established
neighboring models offer robust evidence in support of ATOE-PF distribution as well.

1. Introduction country’s foreign exchange, economic growth, and em-

ployment. Over the last 40years, it has had an out-
Being an inhabitant of the agricultural country of  standing contribution to the development of Pakistan’s
Pakistan, our masses’ primary source of income relieson  economy [1]. 65% fluctuating share of Pakistan’s pop-
agriculture. It has a dynamic role in developing the  ulation, 18.9% gross domestic production (GDP), and
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42.3% of the labor force ultimately dependent on agri-
culture [2]. The total land area of Pakistan is 196.72
million acres, and 66.97 million acres are harvested, along
with 20.51 million acres not harvested [3]. Reference [4]
categorized Pakistan’s crops into food (wheat and rice)
and cash food (cotton, maize, sugarcane), as both the
crops have a 6.5% contribution to Pakistan’s GDP.

One of the oldest cultivated food a pearl millet, which
the locals call Bajra. It is a fifth-ranked crop in Pakistan
after sorghum, maize, rice, and wheat. This crop is sig-
nificant for fodder and grain, along with high nutritional
contents for poultry and livestock. From 2010 to 2011,
this crop yielded 346 thousand tons with a grown area of
548 thousand hectares. However, it was quite an im-
pressive increase (by 18%) as compared to 2009-2010
production [5]. Worldwide, pearl millet’s cultivation area
is 31 million hectares [6], though, in Pakistan, 0.50
million hectares area along with 0.33 million tones
production [7]. Pearl millet’s low yield in Pakistan in-
corporates many factors, including nonstandard crop,
inappropriate time of seeding, fluctuating weather in-
timidations, competitor cereals, and watering issues [8].
Reference [9] explored it as the feeding of the pet birds. It
is expected that if Pakistan imports 61,000 tons of pearl
millet by 2030, it will be considered the second leading
importer country after China [10].

1.1. Probability Models Used for Different Field Crops.
Several statistical techniques to model crop yield have been
developed and discussed in the past. For this, one can extend
his knowledge by reading from [11-32] and many others.

2. Materials and Methods

2.1. Punjab and Pakistan Area and Production. Crop pearl
millet has a very high potential of growing with dry heat and
drought tolerance along with the low rainfall area (less than
350 mm) circumstances. Consequently, Sindh (Sanghar,
Hyderabad, Nawabshah, Kairpur, and Dadu); Punjab
(Gujranwala, Bahawalnagar, Rawalpindi, Gujrat, Chakwal,
Mianwali, and Attock); Balochistan (Sibbi, Lorali, and
Khuzdar); and NWFP (Bannu, D. I. Khan, and Karak) are
considered the most suitable and favorable districts (cities)
for appropriate cultivation.

Table 1 provides valuable information on the coordinates
and region of Pakistan and Punjab. It is a useful resource for
researchers and other stakeholders who are interested in
understanding the geography and location of the region, and
can be used for various analytical and research purposes.

Figure 1: A graphic representation of the area and pearl
millet output in Punjab and Pakistan. The figure uses a map
of the region along with data on pearl millet production to
provide an easy-to-understand overview of the cultivation of
pearl millet in this area.

Figure 2: An illustration of the ultimate shape of the pearl
millet crop. This figure provides a clear visual reference for
the physical appearance of the crop, which can be useful for
those who are not familiar with it.
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TaBLE 1: Pakistan and Punjab geography condition.

Coordinates Region
Pakistan
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FIGURE 1: Area and production of pearl millet in Punjab and
Pakistan.

FIGURE 2: Pearl millet picture.

Figure 3 includes two panels; the left panel displays a map
of Pakistan, while the right panel displays a map of the Punjab
province in Pakistan. The map of Punjab shows the major cities
in the province, as well as the locations of pearl millet farms,
providing valuable information on the geographic distribution
of pearl millet cultivation in the region. The use of a map in this
figure helps to provide a clear and visual representation of the
information, making it easier for the audience to understand
the distribution of pear]l millet cultivation in the region.

2.2. Pakistan Climate Conditions. Pakistan experiences
a significant amount of climatic variability. Despite the fact
the summer months of April to September are fairly nice, the
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FIGURE 3: Map of Pakistan (a) map of Punjab (b)

winter is brutally chilly in the high mountains in the north
and north west. The Indus Valley’s plains experience
sweltering heat in the summer and freezing conditions in the
winter. The southern coastline region experiences a mild
climate. Rainfall is generally insufficient. The lower Indus
plain’s northern regions receive an average annual rainfall of
16 centimeters, whereas the Himalayan area gets an average
annual rainfall of 120 centimeters. Rainfall occurs late in the
summer and has a monsoonal origin. Humidity is com-
paratively low because of the heavy rains and wide diurnal
temperature fluctuation. High humidity only exists along the
coastal strip.

2.3. Punjab Climate Conditions. In the majority of Punjab’s
regions, the winters are gloomy and frequently rainy. The
weather turns springlike by mid-February and stays that way
until mid-April, whenever the summer heat arrives. Punjab
is expected to experience the start of the monsoon season
around May, although the weather has been unpredictable
since the early 1970s. Either as the spring monsoon missed
the region or it rained so heavily that flooding occurred. It is
very hot in June and July. Media sources indicate that the
temperature exceeds 51°C and frequently publish stories
about persons who have passed away from the heat, despite
the fact that official measurements of the temperature sel-
dom go over 46°C. When the temperature reportedly
reached 54°C in Multan in June 1993, temperature records
were smashed. The “bars” (monsoon season), which give
comfort once it passes, interrupt the intense heat in August.
Even though the hottest portion of the summer is passed,
colder temperatures will not arrive until late October. One of
the most frigid winters in the province’s recent history dates
back more than 70 years. Temperatures in the Punjab area
average from —2° to 45°C; However they may get as high as
50°C (122°F) in the summer and as low as —10°C in the
winter. Punjab experiences the following three distinct
seasons:

(1) Hot weather (April to June), with temperatures
reaching 123 degrees Fahrenheit (51 degrees
Celsius).

(2) July to September is the rainy season. Average
rainfall per year ranges between 96 cm in the sub-
mountain region and 46 cm in the plains.

(3) From October to March, the weather can be cold,
foggy, or mild. The temperature drops to 35.6 de-
grees Fahrenheit (2.0 degrees Celsius).

It should be noted that September through October is the
ideal time to harvest the crop known as Bajra.

2.4. Climate Prerequisite. It may be sown at low soil tem-
peratures before reaching 23°C. It germinates best in ideal
conditions (25-30°C). The vapor pressure deficit (VPD)
caused by the daily maximum temperature of 42°C during
blooming directly reduces the pearl millet’s ability to set
seeds [33]. At 40-45°C (base temperature of 10°C), tillering
starts with the main tillers regions of the world depend on
precipitation, which typically ranges from 150 to 750 mm
(350 mm). Because of its resilience to very hot and dry
weather conditions is becoming increasingly important in
developing climate-resilient agricultural systems under
changing climatic scenarios [34]. The pearl millet requires
between 300 and 350 mm of rainfall to thrive. It is important
to note that the water requirement of a crop can vary
depending on various factors such as soil type, climate, and
cultivation practices. The Figure 4 presented in the chart
should therefore be considered as general guidelines rather
than exact values.

2.5. Data Collection. For this study, we consider secondary
data sets. For this, the first data presents the average yield of
Bajra in Punjab (1947-48 to 2017-18) (Per Acre/000 Tonnes),
and the second data relates to the average yield (Per Acre/
000 Tonnes) of Bajra in Pakistan (1947-48 to 2017-18). The
datasets are obtained from the agricultural statistics of
Pakistan and are available at the electronic address provided
in Appendix.

2.6. Model Description. In this paper, we develop a novel
two-parameter probability model that performs so well not
only in reliability engineering, hydrology, ecology, and
medical sciences but has a vital role in agriculture sciences as
well. We refer to it as the alpha transformed odd exponential
power function (ATOE-PF) distribution. The associated
cumulative distribution function (CDF) corresponding to
the probability density function (PDF) along with the
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other crops.

quantile function is, respectively, given by the following
equation:

o (o)) 1

o
PO ==
fx)= @"f‘ill"g"‘xwme(l(gn/x)ﬁ)ae(lm/oﬂ), W

B 8n
a = [1-log[(1/loga)[log[1+gla— 1]]]]]1”;’
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where 0<x<g, and a>0,a>1,5>0, are two shape
parameters.

Note that, the ATOE-PF distribution is one of the
particular members of the ATOE-G class of distributions.
Therefore, this paper uses ATOE-PF distribution as
a modeling framework, and our ongoing project’s advanced
complementary mathematical and reliability measures are
under-processed.

2.7. Parameter Estimation. We use the maximum likelihood
estimation technique for the parameter estimation of the
ATOE-PF distribution. For this, we suppose X, X,,..., X,
be a random sample of size n taken from X, then the log-
likelihood function (LogL) of X is given by the following
equation:

nPlog(g,) + nlog(B) + nlog [log(a)] — nlog(a —1)—

LogL =

The partial derivatives of Log L for the parameters a and

B are given by, respectively,

Towws L ]| (2)
(/5+1)Zlog(xi)+Z|:1—<&) :|+10g(0c)Ze i

X

i

ol no n +l ie[l_(gn/’“")ﬂ],and

da zlog(oc)_ (a-1) «

i=1

ol

1

The ML estimates (@ = q|MLE, E|MLE) of the ATOE-PF
distribution are derived by maximizing (2) or by solving
the above nonlinear equations simultaneously. The

n & C gnﬂ
aﬁ:nlog(xn)’Lﬁ_Za_Z(x')

(3)

B
log(%) + [e[l’(g"/xi)ﬁ] ] (i") log<%>.

following part has a detailed simulation with various
parameter configurations to test the asymptotic capability
of MLEs.
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2.8. Simulation Study. The following algorithm discusses the
performance of MLEs with the assistance of a simulation
study:

Step-1: a random sample x;, X5, X3, ..., X, of sizes
n =100, 150, 200, 250, 300, 350, 400, 450, and 500 are
generated from Q(g).

Step-2: the required results are obtained based on the
different combinations of the model parameters for

gn=2, placed in S-I (a=19,=15), S-II
(¢=11,=25), SII (x=15pF=15), S-IV
(a=12,=19), SV (a=13,=17), S-VI

(a=17,=3.9), S-VII (a=1.158=4.75), S-VIII
(o =1.25,=17.75), and S-IX (a = 1.55, 8 = 5.95)

Step-3: average estimate (AE), bias, mean square error
(MSE), and variance (Var) are presented in Tables 2—4.

Step—4: each sample is replicated N=1000 times.

Step-5: gradual decrease in AE(s), bias(es), MSE(s), and
Var(s) with increases in the sample size is observed.

Step-6: finally, the estimates in Tables 2-4 help us
specify that the method of maximum likelihood works
consistently for the ATOE-PF distribution.

Note that, Figure 5 is a useful visual representation of the
density function curves for various choices of model pa-
rameters for simulated data. The figure provides researchers
with valuable insights into the impact of different parameter
values on the shape of the distribution, enabling them to
make more informed modeling decisions.

N

N
AE(E) = % Y E;Bias(E) = % (& -8),
i=1 i=1

-1 ¥
MSE(®) =+ Y (& - 8)° (4)

=~ 1
Var(E) =

z|
™=

Il
—

3. Results and Discussions

Now, we report the application of the ATOE-PF distribution.
For this, we focus on the agricultural sector and engage two
suitable datasets. The ATOE-PF distribution is compared with
well-known competitive models. The CDFs of competitive
models are listed in Table 5. The parameter estimates and
standard errors are presented in Tables 6 and 7 for both
datasets, respectively. Some typical results from descriptive
statistics for both datasets are shown in Tables 8 and 9. These
descriptive statistics are minimum value, 1st quartile, mean,
median, mode, standard deviation (SD), 3rd quartile, maxi-
mum value, 90%, 95%, and 99% confidence intervals.

The goodness-of-fit statistics for the ATOE-PF distribution
and competing models are presented in Tables 10 and 11. A
better fit model is one with the criteria of a minimum value of
Anderson-Darling (AD), Cramer-von Mises (CVM), root

TABLE 2: Bias, mean square error, variance, and average estimate.

S-1 S-11 S-111
n Est ~ - ~
a B a B a B
Bias 0.1591 0.0349 0.2141 0.0136 0.1573 0.0212
100 MSE 1.6324 0.0237 0.3585 0.0376 0.8554 0.0178
Var 1.6071 0.0225 0.3126 0.0374 0.8306 0.0173
AE  2.0591 1.5349 1.3141 2.5136 1.6573 1.5212
Bias 0.0598 0.0288 0.1394 -0.0038 0.0735 0.0192
150 MSE 0.9004 0.0168 0.1808 0.0221 0.4627f 0.0127
Var 0.8968 0.0159 0.1613 0.0221 0.4573 0.0123
AE 19598 1.5288 1.2394 2.4961 1.5735 1.5192
Bias 0.0412 0.0227 0.1122 -0.0091 0.0496 0.0166
200 MSE 0.5669 0.0134 0.1113 0.0175 0.2968 0.0105
Var 0.5652 0.0129 0.0987 0.0174 0.2943 0.0103
AE 19412 1.5227 1.2122 2.4908 1.5496 1.5165
Bias 0.0165 0.0196 0.0898 -0.0089 0.0269 0.0153
250 MSE 0.4386 0.0108 0.0835 0.0143 0.2315 0.0089
Var 04383 0.0105 0.0754 0.0143 0.2308 0.0087
AE 19165 1.5196 1.1898 2.4911 1.5269 1.5152
Bias 0.0135 0.0183 0.0790 -0.0055 0.0213 0.0134
300 MSE 0.3532 0.0088 0.0675 0.0123 0.1894 0.0068
Var 0.3530 0.0085 0.0613 0.0122 0.1889 0.0067
AE 19135 1.5183 1.1790 24944 1.5213 1.5134
Bias 0.0188 0.0148 0.0733 -0.0048 0.0226 0.0112
350 MSE 0.3017 0.0075 0.0589 0.0108 0.1647 0.0059
Var 0.3014 0.0073 0.0535 0.0108 0.1642 0.0058
AE 19188 1.5148 1.1733 2.4951 1.5226 1.5112
Bias 0.0116 0.0142 0.0679 -0.0022 0.0159 0.0110
400 MSE 0.2731 0.0066 0.0525 0.0098 0.1503 0.0053
Var 0.2730 0.0064 0.0479 0.0098 0.1501 0.0052
AE 19116 1.5142 1.1679 24977 15159 1.5110
Bias -0.0004 0.0137 0.5781 0.0012 0.0051 0.0110
450 MSE 0.2386 0.0059 0.0453 0.0091 0.1322 0.0047
Var 0.2386 0.0057 0.0419 0.0091 0.1322 0.0046
AE 1.8995 1.5137 1.1578 2.5012 1.5051 1.5110
Bias  0.0029 0.0109 0.0531 0.0024 0.0064 0.0087
500 MSE 0.2247 0.0051 0.0434 0.0085 0.1248 0.0042
Var 0.2247 0.0050 0.0405 0.0085 0.1248 0.0042
AE 19029 1.5109 1.1531 2.5024 1.5064 1.5087

mean square error (RMSE), and Kolmogorov-Smirnov (KS)
with a higher P-value. Please note that a comprehensive list of
standard measurement units and corresponding abbreviations
can be found in Table 12 of this document.

The agriculture sector plays a crucial role in the economy
of a country, and the ability to accurately predict crop yields
is of utmost importance. In order to aid decision-makers in
the farming industry, a new probability model was de-
veloped that is capable of accurately modeling agriculture
data. This study utilized secondary data on pearl millet
(Bajra) yields in Punjab Province, Pakistan and compared
the alpha transformed odd exponential power function
(ATOE-PF) distribution to its well-established rivals using
various goodness of fit tests such as KS (P-value), AD, and
CVM. The ATOE-PF distribution showed a better fit for the
average yield of pearl millet (Bajra) in Punjab and Pakistan
than any of its competitors. The P value (KS) was higher for
the ATOE-PF distribution, indicating that it meets the
minimal statistical value requirement for a better fit model.
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TABLE 3: Bias, mean square error, variance, and average estimate.

Est S-1v S-v S-VI
n S ~ ~ ~
a B a B a B
Bias 0.1932 0.0039 0.1763 0.0105 0.1536 0.0731
100 MSE 0.4550 0.0203 0.5708 0.0188 1.2054 0.1398
Var 0.4177 0.0203 0.5397 0.0187 1.1818 0.1345
AE 1.3932 1.9039 1.4763 1.7105 1.8536 3.9731
Bias 0.1147 0.0035 0.0963 0.0109 0.0624 0.0627
150 MSE 0.2349 0.0149 0.3008 0.0134 0.6633 0.1001
Var 0.2217 0.0149 0.2915 0.0133 0.6594 0.0961
AE 1.3147 1.9035 1.3963 1.7109 1.7624 3.9627
Bias 0.0538 0.0098 0.0690 0.0105 0.0424 0.0500
200 MSE 0.0926 0.0087 0.1920 0.0112 0.4214 0.0804
Var 0.0897 0.0086 0.1872 0.0110 0.4196 0.0779
AE 1.2538 1.9098 1.3690 1.7105 1.7424 3.9500
Bias 0.0502 0.0080 0.0471 0.0112 0.0189 0.0463
250 MSE 0.0811 0.0079 0.1480 0.0093 0.3280 0.0662
Var 0.0785 0.0079 0.1458 0.0092 0.3276 0.0640
AE 1.2502 1.9080 1.3471 1.7112 1.7189 3.9463
Bias 0.0444 0.0070 0.0371 0.0134 0.0154 0.0432
300 MSE 0.0733 0.0069 0.1226 0.0083 0.2659 0.0545
Var 0.0713 0.0069 0.1212 0.0082 0.2657 0.0527
AE 1.2444 1.9070 1.3371 1.7134 1.7154 3.9432
Bias 0.0326 0.0055 0.0362 0.0082 0.0186 0.3610
350 MSE 0.0645 0.0055 0.1069 0.0064 0.2295 0.0476
Var 0.0634 0.0055 0.1056 0.0063 0.2291 0.0463
AE 1.2326 1.9055 1.3362 1.7082 1.7186 3.9361
Bias 0.0035 0.0035 0.0287 0.0085 0.0120 0.0348
400 MSE 0.0051 0.0051 0.0979 0.0057 0.2083 0.0423
Var 0.0604 0.0051 0.0979 0.0057 0.2081 0.0411
AE 1.2301 1.9035 1.3287 1.7085 1.7120 3.9348
Bias 0.0035 0.0035 0.0173 0.0086 0.0012 0.0331
450 MSE 0.0051 0.0051 0.0866 0.0051 0.1819 0.0363
Var 0.0604 0.0051 0.0863 0.0050 0.1819 0.0351
AE 1.2301 1.9035 1.3173 1.7086 1.7012 3.9331
Bias 0.0035 0.0035 0.0174 0.0065 0.0032 0.0264
500 MSE 0.0051 0.0051 0.0815 0.0047 0.1721 0.3221
Var 0.0604 0.0051 0.0126 0.0046 0.1721 0.0315
AE 1.2301 1.9035 1.3174 1.7065 1.7031 3.9264
TABLE 4: Bias, mean square error, variance, and average estimate.
S-VII S-VIII S-IX
n Est _ - _ -~ _ -
a B a B @ B
Bias 0.2029 0.0131 0.1842 0.0434 0.1552 0.0932
100 MSE 0.4038 0.1241 0.5102 0.3326 0.9364 2.8667
Var 0.3626 0.1239 0.4763 0.3308 0.9123 0.2778
AE 1.3529 4.7630 1.4342 7.7934 1.7052 6.0432
Bias 0.1262 —-0.0010 0.1047 0.0409 0.0696 0.0834
150 MSE 0.2064 0.0766 0.2666 0.2558 0.5094 0.2144
Var 0.1904 0.0766 0.2556 0.2541 0.5045 0.2075
AE 1.2762 4.7489 1.3547 7.7909 1.6196 6.0334
Bias 0.0987 —-0.0015 0.0773 0.0329 0.0469 0.0657
200 MSE 0.1283 0.0666 0.1689 0.2141 0.3262 0.1728
Var 0.1185 0.0666 0.1630 0.2130 0.3240 0.1685

AE 1.2487 4.7484 1.3273 7.7829 1.5969 6.0157
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TaBLE 4: Continued.
S-VII S-VIII S-IX
n Est _ - R - _ -
@ B @ B a B
Bias 0.0761 0.0055 0.0551 0.0264 0.0241 0.0590
250 MSE 0.0972 0.0561 0.1296 0.1675 0.2545 0.1394
Var 0.0914 0.0561 0.1267 0.1669 0.2539 0.1359
AE 1.2261 4.7555 1.3051 7.7764 1.5741 6.0090
Bias 0.0651 0.0148 0.0445 0.0361 0.0194 0.0567
300 MSE 0.0793 0.0489 0.1071 0.1434 0.2074 0.1140
Var 0.0751 0.0487 0.1051 0.1421 0.2070 0.1108
AE 1.2151 4.7648 1.2945 7.7861 1.5669 6.0067
Bias 0.0605 0.0119 0.0421 0.0269 0.0211 0.0462
350 MSE 0.0694 0.0449 0.0937 0.1249 0.1803 0.0972
Var 0.0657 0.0448 0.0919 0.1242 0.1799 0.0950
AE 1.2105 4.7619 1.2921 7.7769 1.5711 5.9962
Bias 0.0551 0.0088 0.0356 0.0294 0.0146 0.0465
400 MSE 0.0622 0.0391 0.0852 0.1134 0.1640 0.0879
Var 0.0591 0.0391 0.0839 0.1125 0.1638 0.8575
AE 1.2051 4.7588 1.2856 7.7794 1.5646 5.9965
Bias 0.0439 0.0084 0.0236 0.0311 0.0038 0.0460
450 MSE 0.0543 0.0333 0.0755 0.0967 0.1441 0.0772
Var 0.0524 0.0332 0.0749 0.0958 0.1441 0.0750
AE 1.1939 4.7584 1.2736 7.7810 1.5539 5.9960
Bias 0.0401 0.0026 0.0230 0.0235 0.0053 0.0371
500 MSE 0.0519 0.0294 0.0713 0.0891 0.1361 0.0697
Var 0.0503 0.0295 0.0707 0.0885 0.1361 0.0683
AE 1.1900 4.7526 1.2730 7.7735 1.5553 5.9871
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—— a=25p=35y=39 —— a=2.05,4=0.05,y=0.9 —— a=3.5p=25y=20 — a=111,B=55y=19
F1GURE 5: Density function curves for various choices of model parameters for simulated data.
TaBLE 5: List of some competitive model’s cumulative distribution functions.
Models CDF’s of model Parameters Support Positions
HL-Exp P(x)=1-e“/1+e * a>0 0<x<00 Shape=«
Exp P(x)=1-¢e* a>0 0<x<00 Shape=«
MO-Exp P(x)=1-ae */1-(1-a)e ™ a>0 0<x<00 Scale=«

) 1 () Scale=«
NH-Exp P(x)=1-e a, >0 0<x<00 Shape = B
Exp-Exp P(x)=e1™) —1/e-1 a>0 0<x<o00 Shape=«

i _ (e _ B Scale=a
Alp-Exp P(x)=«a la-1 a,f>0 0<x<00 Shape = B

a Shape=«
=1- <
Pareto P(x) =1- (my/x) a>0 My <X <00 Reflected = m,
1 al) Shape=«
Gompertz P(x)=1-¢ a,fB>0 0<x<00 Shape = B
Normal P(x)=®(x—alf) >0 —00 <X <00 Location =«

Scale=p
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TaBLE 5: Continued.
Models CDPF’s of model Parameters Support Positions
_ Shape =«
. =1- ay-B p
Burr-XII P(x)=1-(1+x%) a,f>0 0<x<o00 Shape = B
PF P(x) = (x/g,)” a>0 0<x<g, Shape=«
TABLE 6: Parameter estimates and standard errors for average yield (per acre) of Bajra in province Punjab.
- =
Models . . P
Estimate Std. error Estimate Std. error
ATOE-PF 0.0324 0.0216 2.8176 0.1534
Normal 5.2154 0.0939 0.7914 0.0664
Gompertz 0.0027 0.0005 1.0561 0.0336
MO-Exp 178.85 32.008 — —
PF 2.9609 0.3514 — —
Pareto 2.5048 0.2973 — —
Alp-Exp 143.58 56.144 0.4184 0.0284
NH-Exp 0.0045 0.0020 33.936 14.896
HL-Exp 0.2947 0.0270 — —
Exp-Exp 0.2583 0.0253 — —
Exp 5.2164 0.6192 — —
B-XII 6.4565 12.036 0.0944 0.1764
TaBLE 7: Parameter estimates and standard errors for average yield (per acre) of Bajra in Pakistan.
p =
Models . . p
Estimate Std. error Estimate Std. error
ATOE-PF 0.0371 0.0244 2.4341 0.1348
Normal 4.8428 0.1018 0.8580 0.0720
Gompertz 0.0048 0.0015 1.0144 0.0550
MO-Exp 122.02 22.020 — —
PF 2.5878 0.3071 — —
Pareto 2.1107 0.2505 — —
Alp-Exp 263.67 110.42 0.4724 0.0309
NH-Exp 0.0047 0.0023 34.591 16.662
HL-Exp 0.3168 0.0291 — —
Exp-Exp 0.2779 0.0273 — —
Exp 4.8434 0.5749 — —
B-XII 7.5194 19.042 0.0851 0.2158
TaBLE 8: Descriptive statistics for average yield (per acre) of Bajra in province Punjab.
lst 3rd
Data Minimum . Mean Median Mode SD . Maximum
quartile quartile
3.510 4.635 5.216 5.100 5.700 0.797 5.585 7.230
Confidence interval Skewness Kurtosis
Punjab 90% (5.057, 5.373)
95% (5.027, 5.404) 0.611 3.033
99% (4.965, 5.466)

The empirical fitted PDF, CDF, Probability-Probability, and
box plots of the ATOE-PF distribution are presented in
Figures 6 and 7, which visually demonstrate the model’s
adequacy. All numerical results and model estimates were
obtained using the free statistical software R Studio version
1.2.5033 (cited therein) and its exclusive package

AdequacyModel. This new probability model provides
decision-makers in the farming industry with a reliable tool
to aid in predicting crop yields. By utilizing the ATOE-PF
distribution, farmers and related departments can begin
implementing more effective predictive measures. The
model’s superiority over its competitors in accurately
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TaBLE 9: Descriptive statistics for average yield (per acre) of Bajra in Pakistan.

lst 3rd
Data Minimum . Mean Median Mode SD . Maximum
quartile quartile
3.020 4.305 4.843 4.780 6.380 0.863 5.075 7.020
Confidence interval Skewness Kurtosis

Pakistan 90% (4.672, 5.014)

95% (4.638, 5.047) 0.646 3.159

99% (4.571, 5.114)

TaBLE 10: The goodness of fit statistics for average yield (per acre) of Bajra in province Punjab.
Models CVM AD K-S K-S (P-val) RMSE
ATOE-PF 0.0763 0.5023 0.0766 0.7981 4.9176
Normal 0.1541 1.0181 0.0888 0.6305 4.9282
Gompertz 0.4668 2.8004 0.1615 0.0493 4.9946
MO-Exp 0.1379 0.9312 0.2264 0.0014 5.0594
PF 1.9546 10.6645 0.3287 0.0012 5.0473
Pareto 0.1194 0.8793 0.3497 0.0009 5.0903
Alp-Exp 0.0887 0.6193 0.3906 0.0111 5.1469
NH-Exp 0.1352 0.9010 0.5483 0.0015 5.1801
HL-Exp 0.0989 0.6814 0.5107 0.0080 5.1921
Exp-Exp 0.0945 0.6542 0.5072 0.0050 5.1957
Exp 0.0886 0.6172 0.5153 0.0009 5.2064
B-XII 0.0454 0.3479 0.5498 0.0010 51197
TaBLE 11: The goodness of fit statistics for average yield (per acre) of Bajra in Pakistan data.
Models CVM AD K-S K-S (P-val) RMSE
ATOE-PF 0.1940 1.0670 0.1209 0.2497 4.5849
Normal 0.2885 1.7279 0.1515 0.0768 4.5966
Gompertz 0.6920 3.8658 0.2004 0.0067 4.6576
MO-Exp 0.2556 1.5727 0.2068 0.0046 4.7069
PF 1.9931 10.7507 0.3356 0.0051 4.7037
Pareto 0.2897 1.6829 0.3545 0.0161 4.7515
Alp-Exp 0.1966 1.1906 0.3530 0.0111 4.7824
NH-Exp 0.2629 1.5708 0.5265 0.0150 4.8169
HL-Exp 0.2106 1.2712 0.4931 0.0115 4.8295
Exp-Exp 0.2048 1.2361 0.4906 0.0111 4.8333
Exp 0.1973 1.1891 0.5012 0.0109 4.8446
B-XII 0.1500 0.8773 0.5352 0.0011 4.9182
TaBLE 12: List of standard measurement units and other abbreviations.

Full names Symbol/description
Half logistic exponential HL-Exp
Nadarajah-Haghighi exponential NH-Exp
Marshall-Olkin exponential MO-Exp
Alpha power exponential Alp-Exp
Exponential-exponential Exp-Exp
Power function PF
Exponential Exp

Per acre, thousand tonnes
Anderson-darling test
Kolmogorov-Smirnov test
Cramer-von mises test
Root mean square error

Mean square error

K-S=a test to detect the departure of CDF from empirical CDF
CVM =a test to compare two empirical CDFs

Per acre/000 tonnes
AD =a test to detect the departure of sample distribution from normality

RMSE =a measure to describe data around the best fit line
MSE = a risk function, which measures the discrepancy between the estimated and

real values
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TaBLE 12: Continued.
Full names Symbol/description
Bias Bias = the term “bias” refers to a consistent departure from the true value. It is the
discrepancy between the parameter’s actual value and its intended value
Variance Var = the term “variance” refers to measuring how widely apart a group of numbers

Average estimate

is from another

AE =a point estimate of a mean of an unknown distribution

Electronic address of data set https://www.amis.pk/Agristatistics/Data/HTML%20Final/Bajra/Production.html.
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FIGure 6: Empirically fitted plots for an average yield of Bajra in Punjab, Pakistan.
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FIGURE 7: Empirically fitted plots for an average yield of Bajra in Pakistan.

modeling agriculture data provides valuable information for
agriculture bodies. In addition, the use of various goodness of
fit tests ensures that the model provides an adequate fit. Overall,
the ATOE-PF distribution presents a promising solution for
researchers and practitioners in the agriculture sector.

4. Conclusions

In this work, a novel model called the alpha transformed odd
exponential power function (ATOE-PF) distribution was
established, and we introduced its PDF and CDF. A sim-
ulation study was carried out using the maximum likelihood
estimation technique. To prove the superiority of the pro-
posed model, we fitted two pearl millet datasets. The
ATOE-PF distribution was considered the best fit model

among the well-known rivals after passing the various
goodness of fit tests. Referring to Tables 10 and 11, we found
that the (ATOE-PF) distribution has the lowest K-S value
and the highest P value, proving the ATOE-PF distribution’s
superiority. The efficiency and applicability of the ATOE-PF
distribution are discussed over the provinces of Punjab (with
RMSE =4.9176) and Pakistan (with RMSE =4.5849). Fur-
thermore, outperforming estimates made it more relevant
and encouraging for pearl millet farm decision-makers and
other agriculture agencies.

5. Future Directions

The proposed technique would hopefully be adopted by
agriculture experts and concerned agencies and
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implemented on maize, soybeans, rice, sugarcane, cotton,
moong, mash, and jowar for a more appropriate prediction
and a respectable predicted yield. Also, we have another
critical future work: the study of COVID-19 infections and
the mortality rate of the infected. Another expansion will be
the competing risk resulting from death, whether it is from
the disease or another cause.

Appendix

The first data presents the average yield of Bajra in
Punjab (1947-48 to 2017-18) (Per Acre/000 Tonnes).
4.79, 4.64, 4.84, 4.92, 3.90, 3.51, 4.80, 4.30, 4.26, 4.31,
4.09, 4.44, 4.39, 4.62, 5.02, 5.48, 4.90, 5.16, 4.88, 4.91,
5.22, 4.63, 4.84, 5.02, 5.16, 5.24, 5.10, 4.99, 5.25, 5.23,
5.54, 5.30, 5.40, 5.38, 5.45, 5.48, 5.60, 5.66, 5.53, 5.70,
4.62, 4.20, 4.34, 4.37, 4.36, 4.34, 4.53, 4.63, 4.79, 4.81,
4.87, 4.91, 5.03, 5.57, 5.17, 5.50, 5.72, 5.70, 5.73, 5.98,
6.15, 6.47, 6.28, 6.94, 6.99, 7.00, 6.54, 6.59, 6.34,
6.73, 7.23.

The second data relates to the average yield (Per Acre/
000 Tonnes) of Bajra in Pakistan (1947-48 to 2017-18).
3.7, 3.65, 3.91, 4.02, 3.28, 3.02, 4.47, 3.98, 3.86, 3.97,
3.71, 3.86, 4.07, 4.08, 4.43, 4.94, 4.86, 4.88, 4.39, 4.41,
4.51, 4.47, 4.76, 4.78, 4.79, 5.03, 4.85, 4.93, 4.99, 4.85,
5.02, 4.88, 5.00, 5.33, 4.93, 5.08, 4.69, 4.74, 4.66, 4.63,
4.68, 3.99, 4.04, 4.04, 4.49, 4.22, 4.59, 4.54, 4.02, 4.86,
4.65, 4.66, 5.03, 5.17, 5.25, 5.48, 5.13, 5.70, 5.07, 4.78,
5.82, 6.38, 6.23, 6.38, 6.71, 6.81, 6.42, 6.45, 6.24,
6.58, 7.02.
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A deep reinforcement learning (DRL) approach is applied, for the first time, to solve the routing, modulation, spectrum, and core
allocation (RMSCA) problem in dynamic multicore fiber elastic optical networks (MCF-EONSs). To do so, a new environment was
designed and implemented to emulate the operation of MCF-EONss - taking into account the modulation format-dependent reach
and intercore crosstalk (XT) - and four DRL agents were trained to solve the RMSCA problem. The blocking performance of the
trained agents was compared through simulation to 3 baselines RMSCA heuristics. Results obtained for the NSFNet and COST239
network topologies under different traffic loads show that the best-performing agent achieves, on average, up to a four-times
decrease in blocking probability with respect to the best-performing baseline heuristic method.

1. Introduction

Due to the ever-growing number of users, devices, and
networking applications, Internet traffic keeps on increasing,
more than doubling every two years, to levels that will lead to
an eventual capacity crunch of the current core optical
networks [1, 2]. Big technological companies, such as
Google, Meta, Amazon, Netflix, Apple, and Microsoft now
account for more than half of Internet traffic, and the in-
troduction of 5G is expected to accelerate the growth of
emerging heavy app users consuming 1 terabyte per
month [3].

Various solutions to deal with this constant traffic
growth have been proposed, ranging from greater efficiency
in using currently deployed optical resources to expanding
the capacity of the optical transport network. Examples of

the former and latter are Elastic Optical Networks (EONs)
[4] and multicore optical fiber (MCF) [5], respectively.
EONs [6] divide the spectrum into narrow slots called
frequency slot units (FSU), usually of 12.5 GHz width [7]. In
EON communication, each connection uses as many ad-
jacent slots as needed, thereby improving the spectral usage
efficiency [8]. Under dynamic operation, EONs [9] can
establish and release connections on-demand. MCF extends
the fiber capacity by adding multiple cores within the same
cladding. Thus, the capacity of a single fiber is significantly
increased given that each core can be considered as an extra
optical medium [10].

One of the first cases for the support of elastic optical
networks was given by data-intensive applications running
on multidata center systems [11]. Later, the need for elastic
optical networks was highlighted for applications such as
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cloud-based IoT services [12], cloud-fog computing [13] as
well as critical support for the 5G communication in-
frastructure [14] and the applications associated with it, such
as Ultra High Definition videos, Telemedicine, and Smart
City/Industry/Factory/Home [15]. Similarly, MCF has been
identified as a complement of elastic optical networks to
deliver the high capacity required by current and future
applications, as well as the driving force to provide cost-
efficient solutions for high-capacity submarine cables
[16, 17], a key infrastructure underpinning Internet. Cur-
rently, applications requiring the combination of MCF [18]
with the efficient use of the spectrum offered by dynamic
elastic optical networks [19] have also been identified in
scenarios such as intradata center networks [20, 21]. Going
beyond the current technological state, expected Multimedia
3D Services for 6G networks such as Tactile/Haptic Internet,
Video Games/Streaming as a 3D Service, and Deep-Sea
Sightseeing [15] will certainly require a network capacity
that only will be provided by the combination of MCF and
dynamic EONs, termed as dynamic MCF-EON from
now on.

One of the main challenges of dynamic MCF-EONs is
the design of efficient routing, modulation, spectrum, and
core assignment (RMSCA) strategies for establishing optical
connections with as low blocking probability as possible.
Most RMSCA proposals use heuristic approaches that
consider the impact of intercore crosstalk (intercore XT) on
optical signal quality, as described in [19, 22-25]. Although
rule-based heuristics are computationally simple, their
performance depends on the ability of the designer to detect
the best set of rules defining the heuristic behavior [26]. In
recent years, it has been shown that in most cases, deep
reinforcement learning (DRL) techniques applied to solve
resource allocation problems in dynamic elastic optical
networks outperform rule-based systems [27, 28]. DRL has
the ability to explore solutions other than those detected by
the expert knowledge of the human designer. As a result, it
has the potential of generating new nonobvious policies
from the experience gained after training in a relevant
environment [29].

L.1. Related Work. In dynamic scenarios, DRL was applied
to solve the routing, modulation, and spectrum assignment
(RMSA) problem in single-domain EONs [27, 28, 30, 31],
multidomain EONs [32], multiband EONs [33, 34] ,and
survivable EONs operating under shared protection [35]; the
problem of energy-efficient traffic grooming in fog-cloud
EONs [36], the problem of establishing and reconfiguring
multicast sessions in EONs [37], the fragmentation miti-
gation problem [38], and the resource allocation problem
with advanced reservation (AR) in EONs for cloud-edge
computing [39]. Only one previous work has studied the
application of DRL on MCF networks [40], but this work
focused on fixed-grid networks. In this paper, we extend the
work reported in [27, 30, 31] by applying DRL to dynamic
MCEF-EONs for the first time.

In the context of dynamic MCF or MCF-EON networks,
with the exception of [40], only supervised machine-learning
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techniques have been applied so far. These consist of
techniques for making inferences based on expert-labeled
data. Thus, instead of taking actions, supervised learning
algorithms perform estimations or classifications [41]. For
example, the authors of [42, 43] used supervised learning to
predict future connection requests in dynamic MCF-EONs
to perform a crosstalk-aware resource allocation in advance.
Instead, the authors in [44] used machine learning to es-
timate the intercore XT to then execute a crosstalk-aware
allocation algorithm. All these studies have used machine
learning as an auxiliary process to improve the heuristic
allocation, either by predicting future traffic or transmission
quality. In none of them, machine learning had direct
participation in the decision-making related to resource
allocation.

1.2. Paper Contribution. To the best of our knowledge, there
are no previous studies on applying DRL to solve the
RMSCA problem in dynamic MCF-EON:Ss. In this paper, we
present, for the first time, the implementation and testing of
a new dynamic MCF-EON environment where four dif-
ferent DRL agents are trained to solve the RMSCA problem.
The results obtained by the best-performing agent are then
compared to 3 baseline heuristics.

The rest of this article is organized as follows: Section 2
presents the DRL system developed, Section 3 describes the
performance evaluation experiments, and Section 4 con-

cludes the paper.

2. DRL for Dynamic MCF-EONs

A DRL system can be summarized as an agent (an entity
equipped with a learning algorithm) that—during its
training phase—learns to make good decisions by inter-
acting with an environment [45, 46].

In the context of RMSCA, the agent must learn to al-
locate optical resources to connection requests such that
they are not blocked. Blocking can happen due to physical
impairments or lack of spectral continuity or contiguity in
the chosen route. A good allocation decision makes the
environment give the agent a high-value reward.

Formally, a DRL system can be modeled as a Markov
Decision Process (MDP) described by the 6-tuple {§, &/, 7,
R, sy, ) [29], where the following takes place:

(i) & (States): Set of possible states describing the status
of the system. In this work, the state s, is described
by the link spectrum utilization, at time step t, of
each candidate route per core between the source
and destination node of connection request ct,. The
latter is defined by the tuple {0, d, h, b}, where o is the
source node, d is the destination node, h is the
holding time of the request, and b is the bitrate of
the demand.

(if) & (Actions): Set of actions the agent can take. In this
work, an action a, at time step ¢ is a triplet (k,c, j),
where k is the selected route (out of K pre-computed
routes) ¢ the identifier of the core (out of C cores),
and j the identifier of a block of contiguous slots that
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can accommodate the demand of c¢r, (out of |
blocks).

(iii) T (s;41ls;>a,) (Transition probability): Probability
distribution that the system transits to state s,,,,
given the system is in state s, and the agent takes
action a, when receiving connection request cr,.

(iv) & (s;,ay 841) (Reward): The reward function that
defines the immediate reward (r,) received when
transiting to state s,,; due to action a, while in state
s;. In this work, the reward is designed to be equal to
1 if the request is accepted and —1 if it is rejected.

so (Initial state): The state of the network at the start
of the decision process. In this work, this state
corresponds to all routes having all spectrum slots
available in all links and cores.

~

(v

(vi) y (Discount factor): A parameter € [0,1) that sets
the importance of current and future rewards. This
factor adjusts the process of exploration and ex-
ploitation of agents in the environment [29].

The evolution of the DRL system defined above is as
follows: During a training episode—made of a finite amount
of time steps—an agent learns to make good decisions by
interacting with the environment at each time step ¢ [45, 46].
To do so, upon receiving a connection request cr, with the
system in state s,, the agent generates an action a,. Such
action makes the environment transit to the state s,,; with
probability I (s,,,Is,,a,) and the agent receives a reward
R, (s;, a4, 8,,1)- The objective of the agent is maximizing the
expected future discounted reward. Thus, by repeating this
process during the training episode, the agent will learn
a policy 7* (als) that leads to maximizing the return func-
tion, I, defined as

[, = Ze[z,oo)yt_t'Rt“ (1)

The details of the state modeling are as follows: We
extend the state defined in [27] by considering the different
cores. Thus, the state is represented as an array of 1 x (2|V| +
1+ (2] +3)-K-C) elements, where |V| is the number of
nodes of the optical network. The extended state is then
given by

odhb{zc,zzi. }
{ { k> ~k }]e{l,“.,]} 2)

zk,c’ Zk,c’ Zk,C}kE{l K} |c€{1 ,,,,, C}>

,,,,,

where a one-hot encoding is used to identify the origin and
destination nodes. Each subcomponent z in the vector
mentioned above is as follows: For each core ¢ € C and route
k € K between o and d nodes, ch is the size of j - th block
that can accommodate the connection request. ch is the
index of the first slot of each block j. The third component,
z; ., is the number of FSUs required to establish the con-
nection (given the modulation format used). Finally, z} , the
average number of FSUs available in all J blocks in route k
and core c is included, and zi’ . is the total number of FSUs
available in the route k in core c.

In our resource allocation problem, the environment is
programmed to represent the operation and constraints of
a dynamic MCF-EON. When a connection request arrives
during the training phase, the agent decides what resources
to allocate. At the beginning of its training, the agent makes
random decisions (exploration process). Then, the envi-
ronment determines whether the set of resources identified
by the agent is feasible and gives the agent feedback about the
quality of its decision. This information, stored in the ex-
perience buffer of the agent, allows the agent to learn. As
aresult, it starts to select better actions (exploitation process)
for future requests. Better actions result in the agent earning
a high cumulative reward. After an agent has finished its
training stage, it can be evaluated (testing stage) by having it
to process a new set of connection requests.

The implementation of any DRL system is done in two
stages as follows:

(i) Stage 1: Environment Design and Implementation.
The environment is a program that receives the
agent’s action, processes it, and sends back feedback.
The specific feedback depends on the results of the
agent’s action on the environment. The environment
must consider the characteristics and constraints of
the existing system to process the action. In the case
of an optical network, the environment must
manage information about the network topology
and status and model the network operation (in-
cluding physical phenomena related to the signal
transmission and spectrum allocation constraints).

(ii) Stage 2: Agent Training. The agent must first acquire
knowledge about the environment. This training is
done by exploration and exploitation. When ex-
ploring, the agent selects random actions to learn
how the environment reacts and stores such
knowledge. When exploiting stored knowledge, the
agent makes informed decisions to select the fol-
lowing action: During exploration and exploitation,
the agent receives feedback from the environment,
which the agent uses to update its knowledge
(policy). In this way, the agent’s training progresses.

In the following section, these two stages are described in
detail in the context of dynamic MCF-EON:S.

2.1. Stage 1: Environment Design and Implementation. In this
work, the toolkit Optical RL-Gym, developed by Natalino
and Monti [31] to facilitate the implementation and repli-
cability of deep reinforcement learning environments for
optical networks was extended by creating a new environ-
ment: DeepRMSCAEnv. Such an environment encapsulates
all the necessary functions to simulate an MCF-EON.

The right part of Figure 1 shows a schematic of the
implemented environment, including its main components
and interactions. Dashed and thick lines modules are
modules from the Optical RL-Gym toolkit that had to be
modified and developed from scratch, respectively, to model
an MCF-EON environment correctly.
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FIGURre 1: Interaction between a DRL agent and the MCF-EON environment developed: DeepRMSCAEnv.

The environment can be considered made of an event-
driven dynamic MCF-EON simulator and a feature engi-
neering module. The former is responsible for processing the
connection requests according to the agent’s action and
sending the relevant information to the feature engineering
module. The latter is responsible for preparing and sending
feedback to the agent (reward and observation).

The dynamic MCF-EON simulator consists of five
components. Two of these store data about the network as

(i) Network Information. This component stores the

graph representation of the network and the link
capacity, considering the multicore nature of links. It
also stores the K alternatives routes for each source-
destination pair, the modulation format used as
a function of the route length distance, and the
network information, coded as in [27].

(ii) Network Utilization. This component stores the

utilization of each slot (available or used) for each
network link and core.

The remaining 3 components perform specific tasks

(i) Traffic Generator. This component is responsible for

the random generation of connection establishment
and release requests. At time step ¢, connection
request cr, is sent to the agent and the request
processor component. Connection release requests
are sent only to the request processor.

(ii) Request Processor. This component receives several

inputs. The first two are the connection establish-
ment or release request and the action of the agent
(in the case of a connection request). When con-
nection requests cr, are received at time step ¢, the
Request Processor module receives s, from the
Route Utilization module and sends it to the agent,
then the Request Processor module waits for the
action of the agent. Once the action, a,, is received,
the Request Processor first determines the number

(iii)

of slots the connection requires. To do so, the most
efficient modulation format that ensures a QoT [47]
is first selected (QoT has been transformed into
a maximum reach, as shown in Table 1). The cal-
culation of the number of slots is the same described
in Section 2 of [27]. Next, it checks the network
topology (input from the network information
module) and the network utilization (input from the
network utilization module) to evaluate the avail-
ability of the resources selected by the agent. It also
obtains information from the XT calculator com-
ponent regarding the feasibility of the allocation in
terms of crosstalk. If resources are available and
a positive answer is received from the XT calculator,
then resources are allocated, and the corresponding
information is updated on the network utilization
module. Information about a successful establish-
ment is also sent to the Reward Generator module.
If resources cannot be allocated, information about
the failed establishment is sent to the Reward
Generator component only. When a connection
release is received, the Request Processor compo-
nent updates the network utilization module to
make the released resources available.

XT Calculator. This component calculates the
intercore crosstalk (XT), defined as the interference
between optical connections in neighboring cores
using the same frequency slots. It receives in-
formation about the resources selected by the
agent’s action a, (length of the links composing the
route and core) and the route-level utilization in-
formation from the network utilization module and
evaluates the XT. For generic MCF systems, with
any number of cores in any geometric arrangement,
the steps to calculate the mean XT affecting a con-
nection established in core x are as follows:

(a) Calculate the mean XT per unit of length be-

tween core x and adjacent core y, w, , as
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2g°q

w,, =——, 3
= A, (3)
where g, g, 3, and A are the coupling coefficient,
radius of curvature (or bending), constant
propagation, and the distance between cores x
and y, respectively.
(b) Calculate the total mean XT affecting core x,
XT,, by adding the crosstalk contribution of all
its adjacent cores. That is,

XTx = Z wx,y <L, (4)

where 7 is the number of cores adjacent to core
x and L the length of the link.

For the specific case where cores follow a triangular or
hexagonal geometric arrangement and different pairs of
cores are equidistant, equation (5) has been found to be
a better approximation to calculate XT, [19], as given as
follows:

XT _n-n-exp[-(n+1) wl]

(5)

* 14n-exp-(n+1) -wLl]’
where, as in equation (4), n represents the number of cores
neighbouring x, and L is the length of the link. The term w is
given by equation (3) (subindices have been dropped since
the distance between all core pairs is assumed to be the
same).

An XT threshold value for different modulation formats
is defined in [48, 49] such that the signal quality is ac-
ceptable. If XT exceeds this predefined threshold (summa-
rized in Tables 1 and 2), a negative answer is sent to the
request processor (—1). Otherwise, a positive answer is
sent (1).

The feature engineering module in Figure 1 is re-
sponsible for preparing the information to be sent back to
the agent. It is made of three components as follows:

(i) Reward Generator. This component calculates the
numerical reward to be sent to the agent depending
on the information received from the Request
Processor component. In this work, a successful
resource allocation returns a reward equal to 1 and
a failed allocation equal to —1. Connections can be
rejected due to a lack of spectrum resources along
the route selected by the agent, because of crosstalk
among cores exceeding the predefined threshold, or
because the length of the route selected by the agent
is longer than the maximum optical reach of any
modulation format (such limit depends on the
modulation format and a bit-error-rate threshold,
as in Table 1 of [50].

(ii) Routes Utilization. This component receives the
routing information from the network information
component and the utilization state of the slots in
the K shortest routes between the origin and des-
tination nodes of connection request cr, from the

TABLE 1: Maximum reach for each modulation format [50].

Modulation format Max. reach (km)

64QAM 250
32QAM 500
16QAM 1000
8QAM 2000
QPSK 4000
BPSK 8000

TaBLE 2: XT threshold for each modulation format [49].
XT threshold (dB)

Modulation format

64QAM —34
32QAM -27
16QAM -25
8QAM -21
QPSK -18
BPSK ~14

network utilization module. This information is
then consolidated in a 1D vector made of (K -C - ])
elements, where K is the number of alternative
routes, C is the number of cores, and J is the number
of blocks with enough available slots to establish the
connection request being processed.

(iii) Experience Data Generator. This component builds
the information to be stored in the Experience
Buffer which is a collection of tuples (a,, s;, ;> S;41)
generated during the training process.

2.2. Stage 2: Agent Training. The left side of Figure 1 shows
the interaction between the agent and the DeepRMSCAEnv
environment during the training stage.

The agent aims to maximize its long-term reward. That
is, selecting actions leads to the highest number of con-
nection requests established. To achieve this goal, the agent is
built considering two main components.

2.2.1. Policy. This component is where the knowledge of the
behavior of the agent is embedded. At a given time,  receives
a connection establishment request, cr, as input along with
state s,, and action a, is outputted. The action is defined by 3
integer numbers, namely, a route identifier k (selected out of
K possible precomputed routes), a core identifier ¢ (selected
out of C possible cores), and the identifier j of the block
selected. These values define which route, core, and spec-
trum resources should be assigned to each request. As the
agent successfully allocates more connection requests, the
policy becomes better. At the end of the training, the policy
is expected to allow the agent to define which action has the
highest probability of not being blocked. Figure 2 shows
a simplified example of two possible actions that might be
taken by the agent, given a specific s,.

On the left part of the figure, a 5-node network topology
and a connection establishment request of 2 slots between
nodes 5 and 3 are shown. The demand is represented by the
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TaBLE 3: Network, traffic and training parameters.

Parameters

Value

Network parameters
Topologies

Number of cores
Number of FSU by link
Modulation formats

NSENet [50] and COST239 [51]
3
100

BPSK, QPSK, 8-QAM, 16-QAM

Traffic parameters
Bit rates (Gb/s)

Uniformly distributed in [25-100] Gbps

Agent training parameters

Precomputed candidate routes

Number of connection requests per episode
Simulated requests per training

Agent’s learning algorithm parameters
Agent’s hyperparameters

5
50 [27]
160,000
By-default [52]
By-default [31]

~

1

1

: Core 1 [Action 1]

1 Core 2 a; = [k=1, c=2, j=1]

: Core 3

1 [ ™

: FSU

1

: Core 1 [Action 2]

' Core 2 ; a, = [k=2, c=2, j=1]
Core 3 [ | site

1 Request from node 5 to node 3 1

v Demand and Guard band: - g ,'

\ FSU ’

___________________________________

FiGure 2: Example of a connection request from node 5 to 3, requesting 3 slots (2 for data, 1 as guard band). K=2, meaning 2 routes. The
routes spectral use is represented by white blocks (available FSUs) and red and grey ones (occupied for data and as guard bands,

respectively).

red boxes (2 slots in this case) plus the grey box (1 slot used as
a guard band). The number of slots required to serve the
connection (red squares) is determined by the modulation
format, using the same method presented in [27]. One guard
band of 1 slot is considered for each connection request to
achieve a good trade-off between the quality of transmission
and the blocking probability [51].

Let us assume that the network is equipped with three
cores per link, and the agent can select either route 1 (k = 1),
represented by the red link in the topology, or route
2 (k = 2) by the green links. In addition to a route, the agent
must also select a core and a slot. On the right side of the
figure, the spectrum utilization of both routes is shown. Red
and grey squares represent used FSUs. A row of squares
represents the slot utilization in a specific core for a specific
route. Thus, the three rows on the upper and lower part of
the figure represent the slot utilization on the three cores of
the first and second routes, respectively.

If the agent selects Action 1, depicted in the upper part of
the figure, then action a, = [1,2,1] is sent back to the en-
vironment, signaling that the agent selects slot 11 as the
initial slot on route 1 in core 2 to establish the connection.
The thunderbolt symbol in route 1 represents the presence of
crosstalk exceeding the acceptable threshold. In this case, the
request will be rejected, and a reward of —1 will be sent to the

agent. Instead, if the agent selects Action 2, depicted on the
lower part of the figure, then action a, = [2,2, 1] is sent back
to the environment. This action leads to a successful con-
nection establishment, and the agent receives a reward equal
to 1. During the training stage, the policy component should
be updated to select Action 2 over Action 1 (for this state s,),
leading to a higher reward.

2.2.2. Learning Algorithm. This component receives the
Experience Data from the environment and, based on that
information, updates the policy to produce actions that
maximize the expected cumulative long-term reward. In this
study, we consider learning algorithms compatible with the
action space. The action space used has a multidiscrete
nature because the action is defined by multiple discrete
values (route, core, and slot identifier). Thus, the learning
algorithms available in the Stable-Baselines [52] library that
was compatible with a multidiscrete space state were selected
(as also done in [27, 31]). These are as follows:

(i) Advantage Actor-Critic (A2C) [53] and Actor-Critic
using Kronecker-Factored Trust Region (ACKTR)
[54]. These are approaches based on the actor-critic
algorithm [53], which has two interacting neural
networks. The actor uses a dense neural network to
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process and update the policy obtained. The critic
uses a separated neural network to evaluate the
quality of the policy by calculating the “value
function” [45]. Both algorithms differ in how they
update their neural networks’ weights. A2C does that
by using the feedback the critic’s network gives to the
actor’s network, whilst ACKTR uses a Kronecker-
factored approximation [56], which is a method that
optimizes the stochastic gradient descent.

(ii) Proximal Policy Optimization (PPO2) [55] and
Trust Region Policy Optimization (TRPO) [56].
These learning algorithms use only one neural
network, whose weights are updated based on the
policy gradient descent. They differ in the way the
policy gradient descent is approached. TRPO
avoids sudden changes in the neural network
weights, updating only those that do not differ by
a greater distance than what the Kullback-Leibler
restriction (relative entropy) [56] allows. Instead,
PPO2 does not impose limits on the neural network
weights’ changes to optimize the policy’s descent
curve.

3. Performance Evaluation

Table 3 lists the values of the main parameters used to train
the agents. In terms of network parameters, we consider two
topologies, namely, the NSFNet (mills [57]) and the
COST239 (Batchelor [58]). For each one, we assume 100
FSUs and 3 cores arranged in a triangular geometry per link,
and the available modulation formats are BPSK, QPSK, 8-
QAM, and 16-QAM. These simplifications have been con-
sidered due to memory constraints. The same number of
slots was considered in [33]. As in [59], we use (5) to cal-
culate the XT.

Regarding the traffic characteristics, we assume a fully
dynamic behavior, where connection establishment re-
quests arrive as a Poisson process and connection holding
times follow a negative exponential distribution. The
bitrate associated to each connection is uniformly selected
from the range [25-100] Gbps, as in [27]. Finally, re-
garding the agents (one per learning algorithm), they will
select one out of 5 precomputed routes, one out of 3 cores,
and the identifier j of the FSU block for the connection
considering a total of 100 FSUs. Agents will be trained in
episodes made of 50 connection requests each (to simplify
backpropagation in the dense neural network used by the
agent by delivering small batches of data continuously),
and the whole training session will consider a total of
160,000 connection requests. The parameters of the four
agents will be the ones set by default in the agent’s library
Stable Baselines [52]. The DRL system developed is
available in a Git repository (The new environment, under
the name DeepRMSCAEnv, is available at https://gitlab.
com/IRO-Team/deeprmsca-a-mcf-eon-enviroment-for-optical-

rl-gym/).

3.1. Preliminary Training Results. Results for the training
process of 4 agents are presented. The following discussion
about the results obtained is valid only for the hyper-
parameters used for each agent defined in Table 3.

The agents TRPO, PPO2, A2C, and ACKTR were trained
with a traffic load of 250 Erlang, as in [27].

Figures 3 and 4 show the reward accumulated by the
different agents during their training in the NSFNet and
COST239 topologies, respectively. Given that each episode is
made of 50 connection requests, the maximum reward
achievable by an agent is 50. It can be seen that the A2C and
TRPO agents are the only ones reaching values close to the
maximum expected reward in both topologies with an av-
erage reward of 49 and 47, respectively, with TRPO
exhibiting slightly better performance. On the other hand,
the PPO2 and ACKTR agents did not perform well using the
default parameters. PPO2 performed well on the COST239
topology (reward oscillated around 42) but not on NSFNet
(reward oscillated around 30). In both topologies, the agent
got stuck to the same value of reward from the very be-
ginning, showing no signs of learning. In the case of ACKTR,
the default parameters were not suitable for this task either.
Not only the agent got low values of reward in both to-
pologies, but in the COST239 topology, the reward obtained
decreased during several periods of the training process,
never again exceeding the value obtained in the first 10,000
timesteps.

The A2C (Actor-Critic) learning algorithm filters those
agents’ actions leading to a low reward. Such filtering is
possible thanks not only to the feedback received from the
environment but also to the feedback given to the Actor
(neural network in charge of applying the policy) by the
Critic (neural network in charge of evaluating the quality of
the policy used through the Value function). As a result, the
agent starts with low values of reward (exploration phase) to
then quickly increasing its reward per episode (exploitation
phase) as the training progresses. Such behavior can be
observed in Figures 3 and 4, where the A2C agent requires
a few episodes to achieve a reward close to 50 and exhibits
one of the best results in both topologies.

ACKTR (Actor-Critic using Kronecker-Factored Trust
Region) is a trust-region optimization algorithm for actor-
critic methods with gradient update sped up by means of the
Kronecker-factored approximation. The effectiveness of the
trust-region method is highly dependent on the learning
algorithm’s parameters. In practice, using the by-default
parameters of the Stable Baselines led to the following: (a)
the weights of the actor’s neural network not being updated,
trapping the agent in a local optimum, as seen in Figure 3
(NFSNet topology) and (b) not finding the trust region,
resulting in random actions, as seen in Figure 4 (COST 239
topology).

PPO?2 uses a different approach by updating the gradient
more frequently than other methods. As a result, it can find
a good policy more quickly than other methods, as shown in
Figures 3 and 4. However, Figure 3 shows that it also gets
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FIGURE 3: Accumulated reward for the A2C, PPO2, TRPO, and
ACKTR agents in the NSEFNet topology.
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FIGURE 4: Accumulated reward for the A2C, PPO2, TRPO, and
ACKTR agents in the COST239 topology.

stuck in a local optimum. Most probably this is due to the use
of the by-default learning algorithm’s parameters of Stable
Baselines.

Finally, TRPO combines the policy gradient method of
PPO2, but it also uses a trust region to avoid radical
changes in the update of the neural network weights. The
size of the trust region is aimed to avoid increasing the
relative entropy of information based on the factor
Kullback-Lieber As a result, it improves slowly and
monotonically, as seen in Figures 3 and 4. For the problem
studied here, this agent achieved the highest cumulative
reward.
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NSFNet topology - Blocking probability
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F1GURE 5: Blocking probability for A2C, PPO2, TRPO, and ACKTR
in NSFNet Topology.
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F1GURE 6: Blocking probability for A2C, PPO2, TRPO, and ACKTR
in COST239 Topology.

Please notice that parameter tuning is out of the scope of
this work, as our aim was to show the potential of DRL as
a solution for the dynamic resource allocation in MCF-
EONeS.

Figures 5 and 6 show the evolution of the blocking
probability during the training process of the same agents for
the NFSNet and COST239 topologies, respectively. For
comparison, the dashed red line shows the blocking prob-
ability obtained by one of the baseline heuristics, kSP-FF-
FCA. This heuristic has a list of 5 precomputed routes, sorted
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from shortest (k = 1) to longest (k = 5). When a connection
request arrives, the heuristic attempts to establish the
connection in the shortest path of the list (k = 1), applying
the first-fit policy for spectrum allocation and first-fit
crosstalk-aware for core allocation, as described in [60].
The same procedure is repeated for the following route in the
list if unsuccessful: After attempting all paths, the connec-
tion is rejected if there are no available resources.

From the figure, we can see that once the agents are in
steady-state, TRPO and A2C agents outperform the heu-
ristic, improving blocking of 24.3% and 73.9% for the
NSENet topology and 14.51% and 38.71% for the COST239
topology, respectively.

Given the excellent performance of the TRPO agent in
both topologies, in the following section, this agent will be
trained for different traffic loads, and then its performance
will be contrasted with that of the heuristics selected in [61].

3.2. TRPO Training Results. The TRPO agent was trained for
traffic loads between 500 and 3000 Erlang, in steps of 500.
Figures 7 and 8 show the evolution of the blocking prob-
ability achieved by the TRPO agent as the training process
progresses for different traffic loads for the NSFNet and
COST239 topologies, respectively. It can be seen that the
agent exhibits consistent behavior, with the blocking
probability increasing with the traffic load, as expected. It
can also be seen that at the beginning of the training process,
the agent obtains a high blocking probability due to the
exploration process. When the exploitation process starts,
the blocking probability is reduced until it converges to
a steady value. This happens after 150 thousand timesteps for
the NFSNet and 130 thousand timesteps for COST239,
irrespective of the traffic load. Given this steady value, we
assume training has finished and the trained agent can now
be evaluated in a testing setting.

3.3. TRPO Agent VS. Heuristic: Blocking Performance.
Figures 9 and 10 show the blocking probability achieved by
the trained TRPO agent and the same heuristics, selected for
blocking evaluation in the survey [50], namely, KSP-FF-FCA
[61], KSP-RF-RCA [61], and KSP-SCMA XT/demand-aware
[22]. Results assume operation in the C-band (320 FSU) for
the NSFNet and COST239 topologies, respectively. The three
heuristics apply alternated routing. KSP-FF-FCA uses the
First Fit policy to select core and spectrum, KSP-RF-RCA
applies a random policy to select core and spectrum, and
KSP-SCMA XT/demand aware allocates different parts of
the spectrum and core depending on the bitrate of the
connection request. If the connection request’s demand is
below a bitrate’s threshold, a First-Fit allocation policy is
applied for spectrum and core assignment as long as the
cross-talk levels are not exceeded; otherwise, a Last-Fit
policy is applied if the connection request’s demand is
above the threshold.

Compared to the best-performing heuristic, KSP-SCMA
XT/demand-aware, a significant improvement in the
blocking performance of the DRL approaches is observed.
For example, in the NFSNet topology, at the highest load
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F1GURE 7: Blocking probability progress for TRPO agent training in
NSENet Topology.
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COST239 Topology.

studied, the TRPO agent exhibits a blocking probability of
about 1.9 - 10~ 2, about four times slower than the blocking of
8.5 1072 achieved by the heuristic. On average, considering
both topologies and loads over 2000 Erlang, TRPO achieves
a 4-times decrease in blocking concerning the best heuristic,
being ideal for the future scenario of demand for connection
requests [64] and highlighting the benefits of applying DRL
techniques to the RMSCA problem.
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Finally, our results show that the trained agent can
generalise policies for different traffic loads and spectrum
resources and outperform the rule-based heuristics. The
improved performance comes from the ability of the DRL to
explore solutions other than those detected by the expert
knowledge of the human designer of the heuristics. We have
also observed that training in adverse conditions achieves
good results. That is, training the agent at high traffic loads
makes the agent to perform well at lower traffic loads
whereas training the agent using links with reduced capacity
leads to the agent to perform better in links with increased
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capacity. In line with previous research [33], such gener-
alisation was not observed in terms of topology: The agent
trained in the NFSNet topology did not perform well in the
COST 239 topology and vice versa. Studying the benefit of
using Graph Neural Networks to overcome the lack of to-
pology generalisation is part of current research [63].

4. Conclusion

This paper presents a deep reinforcement learning approach
applied for the first time in the literature to solve the routing,
modulation format, spectrum, and core allocation problem
in dynamic multicore elastic optical networks. Simulation
results show that the deep reinforcement learning approach
offers a significant performance advantage over the best
heuristic strategy studied.

Further research on improving the DRL approach
performance should focus on hyperparameter tuning, ap-
plying transfer learning techniques or graph neural networks
to cover a broader range of topologies with decreased
computational effort, increasing the size of the data to be
processed to study fibers with more cores and investigating
different reward schemes that differentiate the reward
according to the cause of blocking (e.g. crosstalk, capacity
unavailability, fragmentation, or optical reach).

Additionally, we would like to explore explainability
techniques that might help understand how the agent makes
its decisions to improve current heuristics.

We expect these results and the code made available in
the Git repository to help the research community study the
benefits of deep reinforcement learning in the area of optical
networks.
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Computing the robustness of a network, i.e., the capacity of a network holding its main functionality when a proportion of its
nodes/edges are damaged, is useful in many real applications. The Monte Carlo numerical simulation is the commonly used
method to compute network robustness. However, it has a very high computational cost, especially for large networks. Here, we
propose a methodology such that the robustness of large real-world social networks can be predicted using machine learning
models, which are pretrained using existing datasets. We demonstrate this approach by simulating two effective node attack
strategies, i.e., the recalculated degree (RD) and initial betweenness (IB) node attack strategies, and predicting network robustness
by using two machine learning models, multiple linear regression (MLR) and the random forest (RF) algorithm. We use the classic
network robustness metric R as a model response and 8 network structural indicators (NSI) as predictor variables and trained over
a large dataset of 48 real-world social networks, whose maximum number of nodes is 265,000. We found that the RF model can
predict network robustness with a mean squared error (RMSE) of 0.03 and is 30% better than the MLR model. Among the results,
we found that the RD strategy has more efficacy than IB for attacking real-world social networks. Furthermore, MLR indicates that
the most important factors to predict network robustness are the scale-free exponent « and the average node degree <k>. On the
contrary, the RF indicates that degree assortativity a, the global closeness, and the average node degree <k> are the most important
factors. This study shows that machine learning models can be a promising way to infer social network robustness.

1. Introduction complex networks can have various applications. For ex-

ample, the study of network robustness, i.e., “network ro-
The study of the social network from a complexity science ~ bustness” is the capacity of a network to hold its
perspective has attracted much interest recently [1]. Espe-  functionality when a proportion of nodes/edges are re-
cially, the study of dynamic processes that take place in these ~ moved, can help attack a network efliciently, or inversely
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design a more robust network structure in practice [2-7]. On
the other hand, the study of epidemic processes that take
place in the network can be used to spread the news [8-12],
optimize vaccination strategy [13-15], or define a better
social-distancing rule [16-19].

Besides a few simple model networks where analytical
models can be developed [20-24], most of the studies rely on
computer simulations. For example, for the study of the
network’s robustness, node/edge removal Monte-Carlo
simulations are usually employed. In such a process, nodes/
edges are sequentially removed from the network using
computer simulations. A “robustness” metric is then
recorded at each step of the removal process. The most
commonly used robustness metric is the largest connected
component (LCC) of the remaining network [25].

The way nodes/edges are selected to be removed is called
the removal strategy or attack strategy. One can classify
attack strategies into two types, initial and recalculated at-
tack strategies. For an initial attack strategy, nodes/edges are
removed according to a node/edge ranking that is computed
ahead of the removal simulation. In contrast for a recal-
culated attack strategy, the ranking is updated after each
node/edge removal [4].

For node removal attack strategies, the node ranking is
usually computed using node centrality measures such as
degree [26, 27], closeness [4], and betweenness [7, 30]. It was
found that for social networks, the recalculated betweenness
node attack strategy (RB) is, on average, the most effective
node attack strategy to dismantle the network [2, 7, 28, 29].
Other effective strategies are the recalculated degree (RD)
and the initial betweenness (IB) [7, 28, 30].

Because of the sequential nature of the removal process,
the node removal simulation is computationally costly,
especially for recalculated strategies. For example, a simu-
lation using an RD attack strategy has a time complexity of O
(N x E), where N is the number of nodes and E is the number
of edges of the network. The reason is that the node removal
process has an N step, and at each step, a degree ranking is
computed taking a time that scales with E. However, for RB,
the computation of the whole network’s betweenness is
known to be very computationally costly, due to the defi-
nition of the network’s node betweenness [31, 32]. The most
efficient known algorithm for calculating network be-
tweenness is the Brandes algorithm [33], which has a time
complexity of O (NxE). In consequence, the whole node
removal process using IB and RB attack strategies can have a
time complexity of O (NxE) and O (N* X E), respectively.
Although the IB attack strategy has the same time com-
plexity as the RD attack strategy, the RB’s time complexity is
much higher. For illustration, in Figure 1, we present the
total simulation time tIB and tRD for the corresponding
attack strategies IB and RD, respectively, for all our studying
social networks (48 networks see Section 2). In addition, we
present the total simulation time tRB for the attack strategy
RB for 4 networks (insert graph) as an example, as a function
of the product Nx E. We found a good linear relationship
between f1p and frp and N x E for all networks as expected,
and tRB is about two orders of magnitude higher than #p
and trp, for networks of equal NxE.

Complexity

The simulation time can become an issue for the cases of
social networks because their size can be extremely large. In
fact, to our knowledge, most studies of dynamic processes on
social networks that use an RB attack strategy only consider
small-size real-world social networks of less than 100,000
nodes [7, 28, 30]. For very large social networks, the RB node
attack strategy can take an unrealistic amount of time.
Therefore, RB is not suitable for large social networks for an
average computer station. One possibility is to use the al-
ternative betweenness-based attack strategy with only one
betweenness calculation, namely, the initial betweenness
attack strategy IB, together with other recalculated strategies
that use another node centrality metric that is less com-
putationally costly. In consequence, in this work, we con-
sider two candidate attack strategies for breaking large real-
world social networks, IB and RD attack strategies. Besides
the comparative study between different network node at-
tack strategies, other works focused on the relationship
between network robustness and network structural indi-
cators (NSIs). Iyer et al. [4] studied network robustness as a
function of the node clustering coefficient (or node tran-
sitivity). The research on model networks with tunable
clustering coefficients demonstrates that networks with
higher clustering coefficients are more robust, with the most
important effect for the node degree and node betweenness
attack [4]. Nguyen and Trang [34] studied Facebook social
networks and found that those networks with higher
modularity Q have lower robustness to node removal. The
modularity indicator Q introduced by Newman and Girvan
[35] measures how well a network breaks into communities,
(i.e., a community or module in a network is a well-con-
nected group of nodes that have sparser connections with
nodes outside the group). In [29], the authors empirically
analyzed how the modularity of scale-free models and real-
world social networks affects their robustness and the rel-
ative efficacy of different node attack strategies. The
abovementioned studies analyzed the relationship between
network robustness and a single NSL

On the other hand, machine learning (ML) is a technique
that has seen a huge breakthrough in the last decade, beating
state-of-the-art results in many prediction applications [36].
It initially solved technical problems in computer vision and
natural language processing [37-39] and then expanded into
many other fields such as health care, finance,
manufacturing, energy, and environment. The key charac-
teristic of an ML model is the ability to intelligently learn
nonlinear relationships between the input and output
without explicitly knowing them.

In this work, given such a complex relationship between
network robustness and NSIs, we adopted a method from
machine learning in order to learn such a complexity. Our
main contribution is the application of the ML model to
predict real-world social network robustness with acceptable
errors. We develop ML models to predict network ro-
bustness under two main attack strategies, the IB and RD
attack strategies, independently. We also implemented three
popular ML models, single-variable linear regression,
multiple-variable linear regression, and random forest
models. Our results demonstrate that a data-driven method
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FiGgure 1: Computation time of a complete Monte Carlo network node attack simulation for all studied real-world social networks (using
initial betweenness (IB) and recalculated degree (RD) attack strategy) and for 4 networks (using recalculated betweenness strategy (RB)) as a
function of the product N x E (node number (N) edge number (E). We found that tIB and tRD scale approximately linearly with respect to
the product N x E, while tRB scales linearly with respect to the product N* x E (insert graph). From this result, we can estimate that the RB
simulation time for the largest networks in our dataset will take more than 50 days using the same hardware.

such as ML can be an efficient way to study the network’s
complexity.

Our work comprises three steps: (1) collect a real-world
network dataset and compute NSIs; (2) run Monte Carlo
node attack simulations to estimate network robustness; (3)
build and evaluate a model that predicts network robustness
from their NSIs. The paper is organized as follows: in Section
2, we describe our dataset of 48 real-world social networks.
In Section 3, we describe the network robustness Monte
Carlo simulation method and three ML models for pre-
dicting the network robustness, i.e., simple and multiple
linear regression (SLR and MLR, respectively) and random
forest (RF) model. Section 4 presents the main results, and
finally, we discuss and conclude in Section 5.

2. Real-World Social Network Datasets and
Robustness Estimation

Real-world social networks are downloaded from two
sources: the Stanford Large Network Dataset Collection
(https://snap.stanford.edu/data/) and the Network Re-
pository social networks (https://networkrepository.com/
soc.php). We select 48 social networks with a node number
(N) ranging over five orders of magnitude. The smallest
network is the “Twitch user-user network of gamers who
stream in Portugal” having N=1,914, and the largest
network is the “e-mail network from an EU research in-
stitution” with N =265,216. However, the network with the
largest number of edges (E) is the “BlogCatalog social blog”
with E =4,186,390. The social networks used in this study

are unweighted (i.e., we do not take into account edge
weights) and undirected (we do not consider edge
directionality).

Table 1 summarizes 48 real-world social networks and
their NSIs. Besides N and E, we also compute the following
NSIs:

(i) Network density <k> is the average node degree, i.e.,
the average number of edges per node.

(ii) Fitted scaled-free exponent («): we assume that all
social network degree distributions follow a
power law of P(k) ~ k—a where k is the node de-
gree. The power exponent value « is fitted using
the ordinary least squared method. From this
fitting, we also extract the fitting variance of a,
denoted by o’.

(iii) Assortativity (a): the assortativity coefficient is a
Pearson correlation coefficient of the degree be-
tween pairs of linked nodes [40], which varies be-
tween —1 and 1. A positive value of a indicates a
preferential connection between nodes of a similar
degree, while negative values indicate that nodes of
different degree have more change to connect.

(iv) Modularity (Q):The modularity indicator Q cal-
culates how a network can be partitioned into
subnetworks (modules or communities):

kik;

1
Q= 55 3 (o3¢ o)

(1)
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TaBLE 1: Structural statistics of real-world social networks: node (N), edge (E), average node degree <k>, fitted power-law exponent «, the
fitting variance of the power law exponent o, assortativity coefficient a, modularity Q, global clustering coefficient C, and average node
closeness CI.

Nb Network description Shortname N E <k> « a’ a Q C Cl
j  Blue verified Facebook page networks Artist 50,515 819,306 32.4 1.937 5437 0.002 0177 0.053 0.275
of artist category
,  Blue verified Facebook page networks Athlete 13,868 86,859 12.5 2.130 4778 0.005 0.547 0129 0.237
of athlete category
3  Blue verified Facebook page networks (o, 14,115 52311 74 1995 4191 0022 0632 0153 0.193
of company category
4  DPlue verified Facebook page networks o 0 00 7050 89456 253 1829 4401 0004 0478 0224 0270
of government category
5  Blue verified Facebook page networks new_sites 27,919 206260 14.8 2.097 5082 0.009 0509 0.114 0.233
of new site category
¢  Blue verified Facebook page networks Politician 5910 41,730 141 2.058 4.474 0.005 0.660 0.301 0.219
of politician category
7 Blue verified Facebook page networks )\ Goure 11567 67,115 116 1.841 4212 0009 0441 0167 0221
of public figure category
g  Blue verifid Facebook page networks Tvshow 3,894 17,263 89 1.622 3279 0.037 0770 0.591 0.166
of tV show category
g  Citation NW of arXiv High Energy Cit-HepPh 34,548 421,579 244 2.528 6310 0.003 0472 0146 0.237
Physics (phenomenology) paper
jo Citation NW of arXiv High Energy Cit-HepTh 27,772 352,808 254 1916 5006 0.006 0.424 0120 0.000
Physics (theory) paper
1 Cellaboration I;e}:;"s?if of arXivastro oy AqroPh 18774 396161 422 2174 6021 0050 0412 0.316 0.000
12 Collaboration network of arxiv CA-CondMat 23,135 186,937 162 2.584 6235 0.074 0.649 0258 0.245
condensed matter
13 Collaboration network of arxiv general ) 0 5244 28981 111 2290 4895 0192 0781 0.611 0.000
relativity
14  Collaboration network of arxiv high CA-HepPh 12,010 237,011 395 1.407 4.013 0.103 0383 0.657 0.000
energy physics
15 Collaboration network of arxiv high ) proopy, 9,879 51,972 105 3306 6.907 0.080 0.708 0.272 0.000
energy physics theory
16  Deezer's users friendship networks deezer_HR 54,575 498,203 18.3 3.461 7.954 0.005 0.525 0.115 0.224
from Croatia
17  Deezer'’s users friendship networks deezer HU 47,540 222,888 9.4 4.435 8525 0.008 0.580 0.093 0.189
from Hungary
g Deezer’s users friendship networks deezer RO 41,775 125827 6.0 3.392 6.402 0.008 0.682 0.075 0.160
from Romania
1o E-mail Commun;f;gﬁn network from g enron 36,694 367,663 200 1446 4213 0036 0333 0085 0.307
g0 Frmail network from a EUresearch 5 sl 265016 420046 32 0646 1901 0039 0.047 0007 0.000
institution
Follower relationships network of
21 deezer_Europe 28283 92,753 6.6 2981 5972 0011 0.603 0.096 0.159
European users from deezer
2y Network of trusting consumers from g poiion 75881 508,838 134 1512 4289 0001 0247 0.082 0.237
the review site Epinions.com
23 Page-page network of verified musae_facebook 22,472 171,003 152 2.029 4945 0011 0.630 0232 0.206
facebook sites
24 Slashdot SOCIalnezt&‘;rkfmm February o) hdot0902 82170 948465 231 1617 4728 0080 0202 0.026 0.250
25 Slashdot social network from Slashdot0811 77,362 905,469 23.4 1.603 4.685 0.083 0207 0.026 0.252
November 2008
26  Social network of github developers. musae_git 37,702 289,004 153 1.267 3.482 -0.001 0.152 0.012 0.314
57 Social network OafSiLa"‘StFM users from ) fim_ Asia 7,626 27,807 7.3 1.807 3.730 0.006 0.679 0179 0.195
og  Twitch user-user networks of gamers o0 pNGR 7,128 35325 9.9 1204 2770 0001 0267 0.042 0.277
who stream in English
g9 Twitch user-user networks of gamers musae_FR 6,551 112,667 34.4 1.303 3.392 -0.001 0.084 0.054 0.378
who stream in French
30 1witch user-user networks of gamers musae_DE 9,500 153,139 32.2 1.305 3.476 -0.001 0.062 0.046 0.374
WhO stream 1n German
31 Twitch user-user networks of gamers o prpp 1914 31300 327 1127 2.680 —0.003 0081 0131 0402

who stream in Portugal
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TasLE 1: Continued.
Nb Network description Shortname N E <k> « o’ a Q C Cl
3p  Twitch user-user networks of gamers 0 pu 4387 37305 170 1054 2522 0003 0101 0.049 0337
who stream in Russian
33 Twiteh user-user networks of gamers o0 pg 4650 59,383 255 1327 3233 -0.001 0.109 0.084 0.352
who stream in Spain

34 Wikipedia page-to-page networks on o0 pameleon 2279 36,102 317 0974 2381 0006 0203 0445 0.291
chameleon topic

35 Wikipedia page-to-page networks on o cocodile 11,633 180,021 310 0.892 2483 -0.010 081 0.039 0.316
crocodile topic

36 ikipedia page-to-page networks on o ouirel 5203 217,074 834 0748 2245 -0001 0072 0451 0.335
squirrel topic

37 Wikipedia “r'l}:t’v'v"oortkes'on“”h"m Wiki-vote 7,117 103,690 291 1412 3.644 -0001 0.025 0136 0318

38 BlogCatalog social blog BlogCatalogl 88,784 4,186,390 94.3 2.265 9.866 —0.001 0.018 0.060 0.331

39 BlogCatalog social blog version 2 BlogCatalog2 97,884 2,043,701 41.8 2.141 9.330 -0.001 0.006 0.057 0.355

40 BlogCatalog social blog version 3 BlogCatalog3 10,312 333,983 64.8 1.929 6.939 -0.001 0.026 0.091 0.424

41 Douban online social network Douban 154,908 654,188 8.4 3.946 10.755 -0.048 0.093 0.010 0.195

Iy Gowalla location-based social Gowalla 196,591 950,327 9.7 1386 5337 0006 0501 0.023 0221
networking

43 'TheMarker cafe online social network TheMarker 69,413 1,644,849 47.4 2.547 9.799 0.000 0.022 0.046 0.332

44 Brightlite locat:l‘;‘t];’)‘ied onlinesocial * puohikie 58228 214078 74 2330 6802 0005 0539 0111 0.224

The friendships network between users
45  of the website http://www.hamsterster. Hamsterster 2,426 16,630 13.7 2.599 6.051 0.067 0.394 0.231 0.404
com

46 A google-plus subgraph Soc-gplus 23,628 39242 33 1188 4021 -0.068 —0.027 0.004 0.251

47 Anybeat online social network Anybeat 12,645 67,053 10.6 0.922 3.294 -s0.009 0.133 0.018 0.323

48 Advogato online social network Advogato 6,551 51,332 15.7 2.064 5.785 0.078 0.312 0.111 0.000

where E is the number of edges, a;; is the element of
the adjacency matrix A in the row i and column j, k;
is the degree of i, k; is the degree of j, ¢; is the module
(or community) of , ¢; that of j, the sum goes over all
i and j pairs of nodes, and (x, y) is 1 if x=y and 0
otherwise [13].

(v) Global clustering coefficient (C): the global clus-

tering coefficient (C) is based on triplets of nodes. A
triplet is three nodes that are connected by either
two (open triplet) or three (closed triplet) undi-
rected edges. The global clustering coeflicient is the
number of closed triplets (or 3x triangles because a
triangle comprises 3 overlapping triplets, each
centered at one of the three nodes) over the total
number of triplets (both open and closed). The
formula is as follows:

A

closed

C =
/\total

, (2)

where Agoseq is the number of closed triplets and
Motal is the total number of triplets in the network.
The global clustering coefficient represents the
overall probability for the network to have adjacent
nodes interconnected, thus making more tightly
connected modules [41].

(vi) Average closeness (Cl) is the average of all network

nodes’ closeness, where the closeness (or closeness
centrality) of a node is calculated as the reciprocal
of the sum of the length of the shortest paths

between the node and all other nodes in the graph
[42, 43]:
1 X 1
Cl=Cl;=— ) Cl,withCl, = o——+—, (3)
N ; Z]‘#d(la ])

where N is the number of nodes and d(j, j) is the
length of the shortest path between nodes i and j.

2.1. Network Robustness Monte Carlo Simulation. For each
network, we run two node removal processes using Monte-
Carlo simulations. Nodes are removed consecutively fol-
lowing the ranking of initial betweenness (IB) and the
ranking of the recalculated degree (RD). In the case of ties,
e.g., nodes with an equal betweenness or degree score, we
removed one of them at random. After each node removal,
we compute the network robustness measure and the rel-
ative size of the largest connected component LCC, together
with the accumulated proportion of nodes removed g. Fi-
nally, we obtain two curves LCC (g) corresponding to two
node removal processes, IB and RD. The whole simulation is
repeated 10 times, and the final curves LCC (gq) are the
average results.

In addition, we compute a single value defined as the
network robustness (R), as performed by Bellingeri et al.
[44], and the area below the normalized LCC curve during
the removal process, R= LCC(q). R therefore can be be-
tween two theoretical extremes, R=0 (absolute fragile net-
work) and R=0.5 (absolute robust network). We denote



RRD and RIB as the network robustness against RD and IB
node attack strategies, respectively.

In summary, we collect 48 real-world social networks,
and then, we compute 9 NSIs for each network as inputs. In
parallel, we run Monte Carlo simulations and obtain the
robustness represented by two metrics, RRD and RIB. The
higher they are, the more robust the network is. Those two
metrics are the output of each network and will be predicted
using ML models.

3. Machine Learning Approach

This section presents the details of SLR, MLR, and RF
models.

3.1. Simple Linear Regression Model (SLR). Linear regression
is the simplest model for prediction. The SLR model between
the network robustness R and an NSI x is expressed by the
linear equation:

R=ay+a;x, (4)

where aq is the intercept and a; is the slope. In (4), an
ordinary least square (OLS) is applied for estimating coef-
ficients by minimizing an appropriate loss function [45, 46].
Once the OLS process, which is also called the fitting process,
is performed, we can use (1) to predict the robustness R of a
new network for a given indicator x. In addition, we derive a
statistics t-test from the OLS process with the null hypothesis
HO: a; = 0. A rejection of HO means that there is a significant
linear relationship between R and the NSI x.

We run the SLR model fit for all NSIs listed in Table 1
excluding E because it can be expressed in terms of two other
NSIs: E=N<k>/2.

3.2. Multiple Linear Regression Model. Multiple linear re-
gression (MLR) is an extension of SLR for multidimension
variables x = (x;, X, ..., X,), where x;, x5, ..., x,, are NSIs.
The linear equation between network robustness R and NSIs
is as follows:

R=ay+a;x; +ayx, +---+a,x,, (5)

where a; are coefficients obtained from the OLS method.

3.3. Random Forest Model. The random forest (RF) belongs
to the ensemble class of ML models, indicating that it ag-
gregates the prediction from an ensemble of ML base
models, here, decision tree regression (DTR) models. We
briefly describe the DTR in the following section.

A DTR starts with the root of the tree containing all
samples (48 networks in our case). It then splits into two
different nodes by selecting samples whose value of a certain
variable is higher or lower than a certain threshold value.
Figure 2(a) represents a basic decision tree diagram for our
dataset. The root node containing 48 networks splits into two
other nodes by considering whether the variable (NSI in our
case) scale-free exponent « is higher or lower than 2.5.

Complexity

The DTR selects the variable, and its splitting value is
based on information theory, in concrete considering the
entropy concept. Entropy is a metric of uncertainty of a
node. The DTR splits a node by maximizing the information
gain, which is the weighted difference between the total
entropy of two resulting nodes and the entropy of the initial
node. The DTR successively splits until a stopping condition
is reached, for example if the size of the current node is
smaller than 20. The final node is also called a leaf node. In
Figure 2(a), after the first split of the root, the left child node
becomes a leaf node, while the right child node continues to
split into two leaf nodes.

Once the final DTR is obtained, it can be used to predict
the value of a new sample as follows. The new sample will be
classified into one of the leaves, and its prediction value will
be the average value of all the samples that are classified into
the same leaf.

Finally, the RF model creates multiple decision trees
randomly drawn from the data, usually several hundred, and
averaging the results from all trees to output a new result
often leads to strong predictions [47, 48].

The decision tree can fit nonlinear datasets because it can
split the same NSI multiple times. However, decision tree is
easy to be overfitting, i.e., it is too sensitive to the training
data while failing to predict new coming (testing) data. In
order to address this problem, a random forest (RF) model is
obtained by creating multiple randomly drawn decision
trees from data, usually several hundred. The final regression
prediction will be the average prediction of all the decision
trees [47-49] (in this work, we implement an RF with 300
DTRs). Using an RF, “feature importance” measurement can
be derived to rank the NSI [50].

3.4. Data Preparation, Validation, and Performance
Evaluation. All NSIs can be computed from the network’s
data, and thus, our dataset did not contain missing values.
We also exclude E because of redundancy as mentioned
above. The other 8 NSIs are normalized to avoid large
differences in the indicators’ range:

X = (%= %)o (x), (6)

where x; ; is the value of the NSI i for observation (network) j
and X; and o (x;) are the mean and the standard deviation of
the NSI i, respectively.

In the first step, we use the whole dataset to build ML
models and compare the results between models and two
target variables. However, due to overfitting problems in
many ML models, the model’s performance for new data is
not always coherent as that in the training step, and we need
to validate models in the second step. We choose the leave-
one-out validation [51]. In this way, we train each of the
above models 48 times: each time the whole dataset ex-
cluding one observation is used to train the model, and then,
the model is used to predict the target value of the remaining
(hold-out) observations and repeats for each of 48 hold-out
observations. The overall evaluation result is the average
across all 48 regressions.
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FIGURE 2: (a) An example of a decision tree: the root node containing 48 networks splits into two other nodes, Node 11 and Node 12, with 13
and 35 networks, respectively, according to the value of the scale-free exponent a. Then, Node 12 splits into two other nodes, Node 21 and
Node 22, with 15 and 20 networks, respectively, according to the value of the network density <k>. We assume that at Node 11, Node 21, and
Node 22, no split is possible because of a certain stopping rule, and thus, they become final leaves. In general, any NSI can be used to divide
networks at any split, and the decision tree can be arbitrarily complex depending on the stopping rule. (b) An illustration of the same

decision tree in the 2-dimension (a and <k>) space with final leaves.

It is noted that for the SLR model, we only consider
regression coeflicients in order to analyze the dependence of
robustness metrics with respect to each NSI. However, for
MLR and RF models, we analyze the prediction of ro-
bustness metrics using four common evaluation metrics for
regression problems, the root mean square error (RMSE)
and the coefficient of determination (also named the
explained variance ratio, R®) as analytical metrics and the
frequency distribution and the Q-Q plot of residual errors as
graphical metrics.

RMSE is the square root of the summation of the squared
difference between observed and predicted data points. The
RMSE has the same unit as the target feature and is generally
considered the model error. A lower RMSE value represents
superior prediction results. The formula of the RMSE is
provided by

RMSE = \Z?—l (Rj _fpredicted,j)z’ (7)

where n is the number of observations, R; denotes the
empirical (simulated) network robustness, and Rpredicted, j i
the predicted value of robustness for the observation j.

R ? is used to represent the general prediction perfor-
mance of regression models. R* is one minus the ratio of the
remaining variance and the original variance. The formula of
R? is provided by

2
2 Z;‘lzl (R] - Rpredicted,j)
R =1- 2 > (8)
" -
Y (R - Ry)

where 7 is the number of observations, R; is the simulation
robustness, Rpredicted, j denotes the predicted value for ob-
servation j, and R; is the average of all the simulation ro-
bustness. R* varies between 0 (the model has no prediction

ability) and 1 (the model correctly predicts all values).
The residual error, € = Reppirical = Rpredicted> 18 Simply an
error between the empirical (simulated) network

robustness and the predicted value of robustness. The
distribution histogram of ¢ is expected to be close to the
origin. Furthermore, the most important assumption of a
linear regression model is that residual errors are inde-
pendent, and consequently, these errors are expected to be
normally distributed.

The network is analyzed using the “graph-tool” library in
Python. All data preparation, model building, and evaluation
are written using the Python code. The hardware for nu-
merical simulations is a PC with an i9-10850 Intel processor
and 32 GB RAM.

4. Results

4.1. Network Robustness as a Function of the NSIs and SLR
T-Test. The simulation robustness of each network RIB
and RRD is represented in Table 2. Overall, we found that
RRD is slightly smaller than RIB for most networks (43
out of 48 networks), with an average of 0.148 vs. 0.173,
respectively. It suggests that the RD strategy has more
efficacy than IB for attacking real-world social networks.
The largest and sparsest network, Email-EuAll
(N=265,216 and <k>1.58), has the smallest robustness
with an equal RIB and RRD of 0.001. In contrast, the
gemsec_deezer_HR network, with N=54,575 and
<k>9.12, has the strongest robustness with an RIB and
RRD of 0.375 and 0.338, respectively.

In Figure 3, we plot RRD and RIB as a function of 8
independent NSIs, and we found that RRD and RIB behave
similarly in all cases. The SLR unveils some significant re-
lationships between R and NSIs (Figure 3 and Table 3). For
example, in Figure 3(a), we can see that both RRD and RIB
slightly decrease with the network size N. This linear de-
pendence between robustness RRD and RIB and N is tested
by using the SLR model, and we found that it is statistically
significant, with a confidence level of 95% (p value <0.05,
Table 3).



TaBLE 2: Simulation result by IB and RD node attack strategies,
represented by the network robustness metrics Ryg and Rgp, for all
48 real-world social networks (sort by networks’ size from smallest
to largest).

Short names N E R R zp
musae_PTBR 1,914 31,300 0.257 0.214
musae_chameleon 2,279 36,102 0.153 0.143
Hamsterster 2,426 16,630 0.134 0.133
Tvshow 3,894 17,263 0.139 0.153
musae_RU 4,387 37,305 0.209 0.149
musae_ES 4,650 59,383 0.248 0.202
musae_squirrel 5,203 217,074 0.298 0.184
CA-GrQc 5,244 28,981 0.057 0.069
Politician 5,910 41,730 0.198 0.195
musae_FR 6,551 112,667 0.288 0.240
Advogato 6,551 51,332 0.100 0.090
Government 7,059 89,456 0.311 0.283
Wiki-vote 7,117 103,690 0.136 0.144
musae_ ENGB 7,128 35,325 0.180 0.132
lastfm_asia 7,626 27,807 0.171 0.137
musae_DE 9,500 153,139 0.282 0.229
CA-HepTh 9,879 51,972 0.097 0.091
BlogCatalog3 10,312 333,983 0.194 0.181
public_figure 11,567 67,115 0.204 0.168
musae_crocodile 11,633 180,021 0.124 0.071
CA-HepPh 12,010 237,011 0.138 0.162
Anybeat 12,645 67,053 0.039 0.028
Athletes 13,868 86,859 0.234 0.199
Company 14,115 52,311 0.175 0.150
CA-AstroPh 18,774 396,161 0.193 0.212
musae_facebook 22,472 171,003 0.228 0.206
CA-CondMat 23,135 186,937 0.113 0.113
Soc-gplus 23,628 39,242 0.002 0.001
Cit-HepTh 27,772 352,808 0.342 0.307
new_sites 27,919 206,260 0.264 0.228
deezer_Europe 28,283 92,753 0.186 0.153
Cit-HepPh 34,548 421,579 0.350 0.307
Email-Enron 36,694 367,663 0.048 0.039
musae_git 37,702 289,004 0.168 0.122
deezer_RO 41,775 125,827 0.261 0.200
deezer_HU 47,540 222,888 0.343 0.287
Artists 50,515 819,306 0.299 0.265
deezer_HR 54,575 498,203 0.375 0.338
Brightkite 58,228 214,078 0.107 0.083
TheMarker 69,413 1,644,849 0.113 0.100
Soc-Epinionsl 75,881 508,838 0.066 0.054
Slashdot0811 77,362 905,469 0.093 0.073
Slashdot0902 82,170 948,465 0.103 0.077
BlogCatalogl 88,784 4,186,390 0.072 0.063
BlogCatalog2 97,884 2,043,701 0.016 0.014
Douban 154,908 654,188 0.026 0.024
Gowalla 196,591 950,327 0.160 0.115
Email-EuAll 265,216 420,046 0.001 0.001
Average 38,026 391,698 0.173 0.148
Std 51,490 687,601 0.098 0.085

Interestingly, RRD and RIB do not statistically linearly
depend on the network density <k> as found previously in
[4, 52] (Figure 3(b) and Table 3). This contrasting obser-
vation would suggest that network robustness also depends
on other NSIs and that the network density alone cannot
predict the whole network’s robustness as previously seen.

Complexity

Besides N, the only other NSI that shows a significant
linear relationship is the modularity Q (Figure 3(f)) in the
case of RRD.

However, in Figure 3, we still observe some nonlinear
dependencies. For example, in Figure 3(e), we show that
network robustness decreases with the assortativity coeffi-
cient a when a > 0. However, it decreases faster when a is
close to 0 and increases with a when a < 0.

Similarly, in Figure 3(g), we found that the relationship
between RRD and RIB and the global clustering coefficient C
follows an inverted u-shaped pattern. We ran a two-line
statistical test [53] and found that two-line (or broken line)
regression is significantly better than a single-line test. The
breakpoint was found to be C=0.115. Both RRD and RIB
linearly increase with C (with a significance level of 95%) up
to the breakpoint and linearly decrease with C (with a
significance level of 95%). One possible explanation is that if
the network is sparse, more triplets help increase the net-
work’s connectivity and thus increase its robustness.
However, above a certain value (when C=0.115), more
triplets may denote the presence of hubs or central nodes,
which are likely to be the target of intentional node removal
strategies such as RD and IB, consequently lowering network
robustness.

4.2. Machine Learning Prediction of Network Robustness.
The results of the previous section suggest that the social
network’s robustness depends on multiple NSIs in a highly
complex, multidimensional, and nonlinear manner. To
improve the model prediction, in this section, we use two
multiple variable ML models, MLR and RF, to predict
network robustness.

The results of multiple linear regression MLR are shown
in Table 4. We found that both Rz and Ryp have a positive
overall linear regression coefficient with respect to «, Q, C,
and <k> and a negative overall linear regression coefficient
with respect to a?, a, C, and N. Moreover, the MLR result
indicate that a, a’, and <k> are the most significant coef-
ficients. A positive linear regression coefficient for the av-
erage node degree <k> suggests that networks are more
robust when k is higher, while all other NSIs are fixed. This
result agrees with previous outcomes demonstrating that
denser networks may be more resistant to the attack [4, 52].
However, the different results between the MLR and SLR
would suggest that there is a strong correlation between <k>
and other NSIs. In addition, the MLR model predicts Ryp
better than Rgp, with an R* coefficient of 58.04% compared
to 51.76%. Nevertheless, the RMSE was smaller for Ryp, with
avalue 0f 0.0657, compared to 0.0709 for RIB (this is because
the standard deviation of RIB is higher than that of Rgp, as
shown in Table 2 (bottom row)).

Because of the nonlinearity found in the previous sec-
tion, we expect that the regression result using the RF model
will be improved. Table 5 represents the regression result of
the RF model. We found that R” increases to 92.24% and
91.88% for Rjp and Rgp regressions, respectively. Interest-
ingly, the RF model predicts Ryp roughly as well as Rgp,
while MLR predicts Ry better than Ryp, suggesting that Rgp
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FIGURE 3: Simulation result by IB and RD node attack strategies, represented by the network robustness metrics Ry and Rgp, for all the 48

real-world social networks as a function of 8 NSIs.

TaBLE 3: The SLR results for 8 NSIs. The last two columns show the
slope, and in parenthesis, the R* values of the SLR between the NSI
and RIB or RRD. The bold character with an asterisk indicates a
significant relationship, with a confidence level of 95%.

Nb NSI R R rpo

1 N -6.920-1077 (0.132)* -6.377-1077 (0.150)*
2 <k> 0.0006 (0.015) 0.0004 (0.010)

3 o 0.0215 (0.031) 0.0247 (0.056)

4 o? —0.0039 (0.007) —0.0011 (0.000)

5 o —0.3282 (0.019) —0.1184 (0.003)

6 Q 0.0917 (0052) 0.1022 (0.087)*

7 C 0.0274 (0.001) 0.0781 (0.021)

8 cl -0.1515 (0.010) —0.1607 (0.016)

may follow a stronger nonlinear relationship with NSIs than
RIB. Additionally, the RMSE improved both for Rip and
Rpp, with a value of 0.0272 and 0.0241, respectively. In-
terestingly, the feature importance ranking in Table 5 shows
that with an RF model, the assortativity a, the global
closeness C, and the node number N are the most important

NSIs. This result agrees with the exploratory observations
shown in Figure 3 as discussed above.

In Figure 4, we compare network robustness Ry and Rrp
with the prediction value given by MLR and RF using a
scatter plot. The scatter plots indicate that RF fit data sig-
nificantly better than MLR, where the predicted actual data
points are closer to the diagonal line y = x. Meanwhile, for
MLR regression, we still found nonlinear dependency be-
tween the actual and predicted values. As a matter of fact, the
MLR model was not able to capture the inherent nonline-
arity dependency in the actual data. We also analyzed the
residual errors of the above regression using the frequency
histogram and QQ-plot and found that they follow a normal
distribution relatively well (Figures 5-8).

Finally, we run leave-one-out regression for both models
MLR and RF in order to avoid overfitting. The result is
summarized in Table 6, and the scatter plots are shown in
Figure 9. We found that the prediction result is less accurate
than the above “in-sample” training with lower RMSEs in
both MLR and RF models. We obtained an RMSE of 0.0812
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TaBLE 4: Fit coefficients and the evaluation result given by the MLR. Ryp or Rip columns show the slope coefficient, and in parenthesis, the
standard error values for the NSI. The bold character with an asterisk indicates a significant relationship between the NSI and the robustness
R, with a confidence level of 95%.

Regression coeflicients

Nb NSI
R R rp
1 « 0.113 (0.028)* 0.088 (0.026)*
2 o? —-0.118 (0.028)* —-0.083 (0.026)*
3 « -0.029 (0.013)* -0.025 (0.012)
4 Q 0.047 (0.02)* 0.038 (0.019)
5 C —0.034 (0.016)* —0.016 (0.015)
6 cl 0.005 (0.014) 0.007 (0.013)
7 N —0.013 (0.013) —0.014 (0.012)
8 <k> 0.077 (0.017)* 0.056 (0.016)*
9 Intercept 0.173 (0.01)* 0.148 (0.009)*
MLR results
RMSE 0.0709 0.0657
R? 58.04% 51.76%
TaBLE 5: Feature importance of the NSI and the evaluation result given by RF.
Feature importance
NSI
R R rp
a 0.0622 0.0654
o? 0.0535 0.0463
a 0.2765 0.1912
Q 0.0823 0.0658
C 0.1114 0.1834
Cl 0.0581 0.0584
N 0.2683 0.2759
<k> 0.0873 0.1133
RMSE 0.0272 0.0241
R? 92.24% 91.88%
MLR prediction RF prediction
0.4 S . . 0.4 o . .
L ] [ ®
L ] S [} °
S o I8
02 IR A 0.2 ™
T 82, y =] ° t'}i
2 * et 5 ot
3 ® °% 3 A (.'f
2 o q e oo 2 o
a, ) [ ] e o, o [ )
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0 ‘e - 0
0.2 0.2
0.2 0 0.2 0.4 0.2 0 0.2 0.4
R empirical R empirical
e RD e IB RD

(a)

(b)

FIGURE 4: Scatter plots between the predicted value of robustness (R predicted) and simulated (R empirical) for MLR (a) and RF model (b).
The model is trained using the whole dataset, and the predicted values are of the same dataset.

and 0.0760 for Ry and Rpp predictions using MLR, re-
spectively, and an RMSE of 0.0733 and 0.0636 for R and
Rgpp predictions using RF, respectively. Even though the
regression results are less effective because we predict the

single sample which is independent of the remaining
samples used for training (building the ML model), residual
errors still fit well to a normal distribution as shown in the
histogram and QQ-plots (Figures 10-13).
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TaBLE 6: MLR and RF evaluation results using the leave-one-out method.
MLR RF
R
RMSE 0.0812 0.0733
R’ 31.30% 43.87%
R rp
RMSE 0.0760 0.0636
R’ 19.30% 43.47%
MLR prediction RF prediction
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FIGURE 9: Scatter plots between the predicted value of robustness (R predicted) and simulated (R empirical) of the hold-out observation for
MLR (a) and RF model (b). The model is trained using the whole dataset excluding one observation (hold-out observation) and is used to
predict the outcome of the hold-out observation.
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5. Discussion and Conclusion

In this work, we have analyzed the robustness of 48 real-
world social networks with the node number ranging over
five orders of magnitude, from 1,914 to 265,216. Using
Monte Carlo simulations, we have run two commonly used
node attack strategies, IB and RD strategies, whose com-
putation time is within our hardware capability. We found
that their corresponding simulation time, t; and tzp, scales
linearly with the product of the network’s node number and
edge number, i.e., Nx E. We also found that the two attack
strategies IB and RD present similar efficacy when evaluated
by the unique robustness metric R, with RD slightly better
than IB (average Rgp is slightly smaller than average Ryg). It
suggests that for the social networks used in this study, the
RD strategy is the most eflicient strategy to dismantle
(breakdown) networks, both in terms of computational cost
and breakdown efficiency.

To understand how the structure of a social network
determines its robustness, we investigate the relationship
between the metric R and a set of network structural indi-
cators (NSIs) from the literature. The simple linear regression
(SLR) between R and NSIs shows low goodness of fitting, and
it is overall not able to produce significant prediction models.
The low goodness of SLR would indicate that network ro-
bustness depends on NSIs in a nonlinear manner.

To improve fitting, we have developed two machine
learning models to predict two robustness metrics Ryp
and Ryp from the combination of 8 NSIs, multiple linear

regression (MLR), and random forest (RF) model. The
latter one is chosen as it can handle nonlinear data well
and is built on a collection of base models, decision tree
classifiers. We found clearly that the random forest model
can predict network robustness better than the multiple
linear regression model. In concrete, the RF model pre-
dicts network robustness with an RMSE of 0.0272 and
0.0241 for Ryp and Rgp, respectively. This result is en-
couraging to predict real-world social network robust-
ness, although the error is about 16% (for Ry, the RMSE is
0.0272 compared to an average Ryp of 0.173, and for Rgp,
the RMSE is of 0.0241 compared to an average Rgp of
0.148). Meanwhile, when the leave-one-out evaluation is
applied, the RMSE increases to 0.0733 and 0.0636 for Rip
and Rgp, respectively, which is about one-third of the
average value.

Finally, MLR indicates that the most important factors
to predict RIB are the exponent « and the average node
degree <k>, for both Rjz and Rgp. In particular, a higher
value of « is correlated with higher R and Rgp. Higher
absolute values of the exponent o denote a network with
fewer hub nodes (highly connected nodes) [35]. In con-
sequence, the RD and IB attack strategies cannot find large
hub nodes whose removal may disintegrate the network
faster, resulting in higher values of Ryp and Rip. Addi-
tionally, MLR indicates that <k> is positively related to
lower Rip and Ryp. This last outcome agrees with previous
results, demonstrating that networks with higher edge
density may be more resistant to the attack [4, 52]. On the
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other hand, it confirms that SLR, which focuses on a single
NSI, may not be able to predict the robustness of real-world
social networks.

Our work demonstrates that the ML model can be used
to predict network robustness with acceptable results.
Therefore, it alleviates the need to run a full Monte Carlo
simulation on a network when only approximate robustness
is needed. Meanwhile, more network datasets are expected
to improve the accuracy of ML models. This work also
contributes to the understanding of the relationship between
real-world social network robustness and its structural in-
dicators. Finally, we have proved that using a data-driven
approach to predict the outcome of the nonlinear and
complex dynamic process, such as network robustness, is an
appropriate approach [54-60].

Abbreviations

RD:  Recalculated degree node attack strategy

IB: Initial betweenness node attack strategy

RB: Recalculated betweenness node attack strategy
tig: Total simulation time for the attack strategy IB
trp:  Total simulation time for the attack strategy RD
tre: Total simulation time for the attack strategy RB

SLR:  Simple linear regression model
MLR: Multiple linear regression model
RF: The random forest model

DTR: Decision tree regression model
NSI:  Network structural indicator
RMSE: Mean squared error

R%: Coefficient of determination (also named the
explained variance ratio)

ag: Intercept coefficient of SLR

ai: Slope coefficient of SLR

OLS:  Ordinary least square method

& Error between the empirical (simulated) network
robustness and the predicted value of robustness

o Fitted scale-free exponent

k: Node degree

<k>:  Average node degree
a: Degree assortativity
Cl: Global closeness

C Global clustering coeflicient
LCC:

Largest connected component

N: Number of nodes

E: Number of edges

Q: Modularity indicator

o’ Fitting variance of o

q: Accumulated proportion of nodes removed

R: Network robustness

Rrp: Network robustness against RD node attack
strategies

Rig: Network robustness against IB node attack
strategies.

Appendix

The histogram and the QQ-plot of residual errors of all
regressions are given in Figures 5-8 and Figures 10-13.
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All the 48 real-world social networks are downloaded from
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Compliant mechanisms with flexure hinges have been widely applied for positioners, bioengineering, and aerospace. In this study,
a new optimized design method for the mobile microrobotic platform was developed for the polishing robot system. A met-
aheuristic-based machine learning technique in combination with finite element analysis (FEA) was developed. The designed
platform allows three degrees of freedom with two x-and-y translations and one z-axis rotation. A new hybrid displacement
amplification mechanism was also developed using Scott-Russell and two-lever mechanisms to magnify the workspace of the
platform. The leaf hinges were employed due to their large rotation, and the right circular hinges were adopted because of their
high accuracy. In modeling the behaviors of the developed platform, the artificial neural network is formulated in combination
with the teaching-learning-based optimization (TLBO) method. The ANN architecture was optimized through TLBO to a better
approximation. And then, three optimized case studies were conducted by the TLBO. The data is collected through FEA
simulation. The modeling results from the TLBO-based ANN were well established with excellent metrics of R, R?, and MSE. The
optimized results found that the proposed MPM platform achieves a max-y stroke of 1568.1 ym, max-x stroke of 735.55 ym, and
max-0 rotation angle of 2.26 degrees. The proposed MPM platform can operate at a high displacement amplification ratio of
over 9.

1. Introduction

Compliant mechanisms play a vital role in ultrahigh pre-
cision engineering, such as stable switch [1, 2], vibration-
assisted cutting [3], manipulations/microgrippers [4], fast
servo in precision machining, energy harvester [5], align-
ment of optics [6], robotics [7], and so on. Compared with
rigid-link counterparts, compliant mechanisms can propose
a high resolution with precise smooth motion due to the
excellent advantages such as without backlash, no friction,

reduced assembly, cheap manufacture, and monolithic
structure.

Currently, many planar compliant mechanisms from
one degree of freedom (DOF) to three-DOF motions have
been developed by using series architecture, parallel chain,
or hybrid series-parallel type. The one DOF mechanisms
often have a high accuracy with a minimal parasitic motion,
but these mechanisms have still limited in some applications,
e.g., positioners [8]. Then, two DOF mechanisms have been
designed to propose more complicated applications, i.e.,
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scanner [9]. The two DOF mechanisms possess a decoupled
property. Although one or two DOF mechanisms can
achieve a wide stroke, simple control, and high accuracy but
their applications are still limited. Therefore, three DOF
mechanisms have been developed as alternatives for many
planar applications as a positioner, manipulation, and so
forth [10]. However, the workspace of two translations and
one rotation of the existing three DOF mechanisms are still
small. To overcome such drawbacks, a kinematic structure
with better properties is needed to provide a high load
capacity, large stroke, high safety factor, and high stiffness.
Hence, three DOF mechanisms have attracted much at-
tention and become a hot topic for researchers.

Generally speaking, complaint mechanisms, which are
acted by piezoelectrical actuators (PZT), have limited
workspace. To overcome this drawback, many displacement
amplification mechanisms were proposed to amplify the
stroke of PZTs, such as Scott-Russell mechanism, lever and
bridge types [11]. In addition, a lot of other researchers have
also designed many different types of three-DOF compliant
positioning platforms with desired characteristics. A
micropositioning stage with 3-DOF was designed [12]. In
this study, the compliance matrix and finite element method
were utilized to build the stiffness and the input coupling
ratio of the stage. Besides, the parameters of the stage were
optimized to minimize the input coupling ratio. A 3-DOF
spatial precision manipulation was designed and analyzed
[13]. The translational and angular displacements were
analyzed in this article. Besides, a 3-DOF translational
mechanism was proposed, and it was analyzed via the
pseudo-rigid-body model (PRB) method [14]. By using the
PRB technique, another 3-DOF mechanism with two
translations and one rotation was designed and analyzed
[15]. This type for nanopositioning application was analyzed
by a compliance matrix [16].

Although the discussed 3-DOF stages have been
designed with multiple excellent characteristics, but the
structure is still complicated. Moreover, the workspaces are
still limited. Considering an application of 3-DOF compliant
mechanisms in the robots, a planar micropositioning plat-
form was designed, and the manufacturing error was ana-
lyzed [17]. Almost the behavior analysis of the previous
stages employed some popular analytical techniques, such as
PRB and compliance matrix. With high nonlinear charac-
teristic behavior, modeling of them has a large error. This
causes a large manufacturing error, decreasing the practical
positioning ability. To overcome this obstacle, a new ap-
proach based on machine-learning-based methods and
metaheuristics is devoted in the present article. The artificial
neural network (ANN) is combined with the teaching-
learning-based optimization algorithm (TLBO) in modeling
the behaviors of a new XY mobile positioning microrobotic
platform. The developed microrobotic platform can basically
be applied for vibration-based polishing robot applications.

Motivated by the gaps between the existing studies, this
paper presents an optimized design method for a three-DOF
mobile microrobotic platform for use in polishing robot
application. The developed platform is able to provide a large
workspace in the x-and-y translations and rotation around
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the z-axis. In modeling the behaviors of the proposed
microrobotic platform, artificial neural network is adopted
to resolve the stroke and safety factor. To overcome the ANN
limitations, the TLBO algorithm was extended to optimize
the ANN approximate accuracy. Then, the geometrical
factors of the proposed microrobotic platform were opti-
mized by adopting the TLBO algorithm. Finally, three case
studies are considered to confirm the accuracy and effec-
tiveness of the proposed methodology.

2. Conceptual Design of XY0 Mobile Positioning
Microrobotic Platform

A basic application of the XY0 mobile positioning micro-
robotic (MPM) platform is used for manipulations and
precise sample positioning from sub-micrometer to hun-
dreds of micrometer scales. Figure 1 illustrates a design
scheme of the MPM platform. The proposed MPM platform
utilizes three piezoelectric stack actuators (PZT) to actuate
an input displacement to three corresponding robotic legs
(robotic leg #1, robotic leg #2, and robotic leg #3).

By arranging three robotic legs around a circle with 120
degrees and three PZTs located in a tripedalism, so-called
tripedal topology, the MPM platform can generate a loco-
motion in three DOF on a planar surface. It means that the
platform includes three main motions, such as two trans-
lations along the x-and-y axes and one rotation (6,) around
the z-axis.

Overall, the MPM platform was manufactured with a
monolithic flexure-based mechanism. The fabrication will be
carried out via wire electrical discharged machining
(WEDM). Each robotic leg was also a flexure structure that
consists of a hybrid displacement amplification mechanism
(HDAM) in combination with a leaf hinge. The robotic leg
#1 was defined in a local coordinate of O,X;Y;. The robotic
leg #2 and the robotic leg #3 were defined in a local coor-
dinate of 0,X,Y, and O;X;Y3, respectively. More details of
the HDAM are presented in next section. Under actuating
the three PZTs simultaneously, the mobile platform of the
microrobot makes two translations 8x; and 8y;, and a ro-
tation 6.

Technical requirements and specifications of the MPM
platform in the design phase are expected to achieve large
strokes in the translations over 1000 (ym) or higher than
1 mm and a wide rotation. Furthermore, a high safety factor
of over 1.8 is required. The mentioned importantly technical
specifications of the MPM platform can fulfil the practical
applications. In addition, Al 7075-T651 is chosen to man-
ufacture the microrobotic platform. The properties of Al
7075-T651 are listed, including a density of 2810 kg/m’,
Poisson ratio of 0.33, yield stress of 503 MPa, and Young’s
modulus of 71.7 GPa.

Figure 2 illustrates the assembly scheme of XY6 mobile
positioning microrobotic platform.

As shown in Figure 2, it includes the following key
components:

(1) Preload crew,

(2) PZT mounting plate,
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FIGURE 1: Design scheme of XY mobile positioning microrobotic platform.

(3) PZT actuator,

(4) Intermediate plate,

(5) Prototype,

(6) Anti-vibration fixing plate,
(7) Fixed hole.

As depicted in Figure 2, the prototype of the proposed
microrobotic platform was mounted on the intermediate
plate. The PZTs were fixed on the PZT mounting plate, and
the preload screw was employed to adjust the PZT in contact
with the input port of the platform. Finally, the whole of the
system was put on the anti-vibration table.

A basic application of the proposed MPM platform is
able to be employed for polishing robot system, as given in
Figure 3. The proposed platform is mounted on the station.
The polished sample is located on the mobile platform
through fixing screws while the end-effector of the robotic
arm brings the polishing tool.

When three PZTs act, the platform causes a micro-vi-
bration for the sample. The micro-vibration is aimed to
reduce the friction between the sample and the polishing
tool. This leads to improvement of the surface roughness of
the final workpiece. This machining process is considered as
a vibration-assisted polishing process.

The dimensional scheme of the proposed MPM platform
is provided in Figure 4, and the main dimensions are given

in Table 1. The thickness of the platform in the out plane (z-
axis) is 8 mm.

2.1. Analysis of Hybrid Displacement Amplification Module.
Figure 5 provides a new hybrid displacement amplifier. The
suggested HDAM is built by a combination of Scott-Russell
mechanism (SRM) amplifier with a two-lever displacement
(TLD) amplifier. The hybrid amplifier is moved based on the
deformation of right circular hinges. In the beginning, an
input displacement of 135 ym along the x-axis is acted to the
SRM amplifier, and this displacement amplifier is rotated
around the fulcrum (1) and then, the output motion of the
SRM is transformed to the input port of the TLD amplifier,
and this mechanism is rotated about the fulcrum (2) the
output displacement is collected along the y-axis. Finally, the
output motion of the proposed HDMA is kept to transfer to
the leaf hinge (see Figure 1) so that the MPM platform is
moved.

To illustrate the amplification ratio of the proposed
HDMA, the proposed HDMA is meshed and simulated
by finite element analysis (FEA) ANSYS 2019R1 software.
The number of nodes and elements are about 29047 and
16867, respectively. The quality of the mesh is measured
by the Skewness technique with an average value of
0.44906. The results of the HDMA are provided in
Table 2.



Complexity

FIGURE 2: Assembly scheme of XY mobile positioning microrobotic platform: (1) preload crew, (2) PZT mounting plate, (3) PZT actuator,
(4) intermediate plate, (5) prototype, (6) anti-vibration fixing plate, (7) fixed hole.

The results of Table 2 indicates that the amplification
ratio of the proposed hybrid amplifier is about 12.43 with a
high safety factor (SF) over 1.4 when the input displacement
is from 90 ym to 145 ym. Besides, the stress is still lower than
the yield stress of the material (503 MPa).

2.2. Initial Evaluation of Static and Dynamic Behavior of
Microrobotic Platform. In order to evaluate the initial
specifications of the proposed MPM platform, the static and
dynamic behaviors are simulated by ANSYS software. The
three PZTs are employed simultaneously with 135 um, and
the output stroke/displacement of the robotic leg #1 is
measured. Figure 6(a) shows the boundary conditions for
simulating the platform. The number of nodes is 71202, and
the number of elements is 41045. Skewness average value is
about 0.4877, as given in Figure 6(b).

Figure 7 depicts the stress concentration. It is found that
the high stress appeared on the surfaces of leaf hinges and
right circular hinge.

The deformation of the MPM platform is provided in
Figure 8.

The initial evaluation showed that the amplification ratio
of the proposed MPM platform is about 9.85, with a high
safety factor (SF) over 1.7 when the input displacement is
from 90 ym to 145 ym. Besides, the stress is still smaller than
the yield stress of material (503 MPa), as depicted in Table 3.

The dynamic behavior is achieved by FEA simulations.
The four natural frequencies for the first mode shapes in-
clude 102.036 Hz, 113.81 Hz, 113.9Hz, and 154.84 Hz, re-
spectively, as provided in Table 4. Considering a resonance
of the proposed MPM platform with the PZTs and others,
the first mode shape is a z-axis translation. The second mode
shape is the x-axis translation. The third mode shape is the z-
axis translation. Finally, the fourth mode shape is the z-axis
rotation.

2.3. Formulation of Optimization Problems. The character-
istics of the proposed MPM platform are desirable to gain
the two main design targets, including a large stroke (8y,)
and a high safety factor.

When the stroke is enhanced, the rotation of the plat-
form (0,) is also improved. A good SF over 1.8 can ensure a
long working time. Based on the initial evaluations in the
previous parts, it determined that the performances of the
proposed MPM platform are strongly affected by varying the
thickness values of right circular hinges (4, B, C, D) and the
thickness of the leaf hinges (E).

Three optimization problems of the proposed MPM
platform are considered as follows.

Case #1.: maximize the stroke
Find design variables: X = [A, B,C, D, E]



Complexity 5
End-effector W??

Robotic arm

v

Station

e
Sample
Microrobotic platform I

FIGURE 3: Application of microrobotic platform for polishing.

Maximize : f (X). (1) { Maximize : f, (X) 5)
. . . Maximize : f, (X)
Bounds of design variables (unit: mm):
(0.8<A<0.9 Bounds of design variables (unit: mm):
0.7<B<0.8 0.8<A<09
106<C<0.7 . (2) 0.7<B<0.8
0.55<D<0.6 106<C<07 , (6)
| 45<E<50 0.55<D<0.6
45<E<50
Case #2.: maximize the safety factor )
Find design variables: X = [A, B,C, D, E] where X is a vector of design variables. Parameters A, B,

C, and D are the thickness of right circular hinges.
Parameter E is the thickness of leaf hinges. The stroke
and safety factor are represented as f(X) and f£,(X),

Maximize : f, (X). (3)

Bounds of design variables (unit: mm):

respectively.
0.8<A<09
0.7<B<0.8 3. Pro?os.ed Modelmg and
Optimization Method
106<C<0.7 . (4)
055<D<0.6 As des.ign.ed in 1'3igure 1, the proposed MPM platform is a
monolithic architecture with three robotic legs. The trans-
[ 45<E<50 lations and rotation motions of the platform are totally based
on the elastic motions of the leaf hinges and right circular
Case #3.: maximize the stroke and the safety factor hinges.

simultaneously (multi-objective optimization problem) Because the MPM platform is built using the concept of

Find design variables: x = [A, B,C, D, E] flexure-based mechanism, so-called compliant mechanism,
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FIGURE 4: Mechanical scheme of proposed XY monolithic mechanism: (a) XY0 stage, (b) parameters.

TaBLE 1: Dimensions of the XY microrobotic platform (unit: mm).

Par. Value Par. Value Par. Value Unit
a 97 f 86 A 0.8<A<09 mm
b 43 g 40 B 0.7<B<0.8 mm
c 86 h 54 C 0.6<C<0.7 mm
d 30 m 60 D 0.55<D<0.6 mm
e 52 n 32 E 45<E<50 mm

it inherits many excellent properties such as low weight,
reduced assemble, simple fabrication, and without kine-
matic joints in comparison with rigid-link counterparts.
Nevertheless, mathematical equations in modeling of the
static behaviors of the MPM platform is difficult to exactly
formulate because it has not kinematic joints. Therefore,
the leaf hinges and right circular hinges are treated as
virtual joints.

As aresult, a modeling method based on ANN is chosen
in approximating the stroke and the safety factor. In order to
enhance the prediction ability of the ANN, the TLBO al-
gorithm is employed. And then, the TLBO is extended to
handle the three optimization cases of the MPM platform.
The flowchart of the proposed modeling and optimization
techniques is provided in Figure 9.

3.1. Simulation Technique for Microrobotic Platform. In or-
der to collect the data of the performances of the MPM
platform, the FEA implements are carried out, as seen in
Figure 10. With five design variables, twenty-seven exper-
imental samples are made.

(i) Build 3D model of the proposed MMP platform.
(ii) Design variables (A, B, C, D, and E) and output
performances (stroke and safety factor) are
parameterized.
(iii) Define properties of material Al 7075-T651.

(iv) Determine boundary conditions and a load/input
displacement from PZT.

(v) Simulate the MPM platform by finite element
method (FEM).

(vi) Collect the data.

(vii) If the data sets are not satisfied, it will return to
adjust the range of variables.

3.2. ANN Optimization by TLBO. In this study, feedforward-
learning ANN technique is selected to formulate the
modeling of stroke and safety factor for the proposed MPM
platform. Basically, ANN is operated based on human brain
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TaBLE 2: Results of amplification ratio of proposed HDMA.
Input (ym) Output (um) Amplification ratio (ym/pm) Stress (MPa) Safety factor
90 1118.9 12.43 217.09 2.31
105 1305.4 12.43 253.27 1.98
125 1554.1 12.43 301.52 1.66
135 1678.4 12.43 325.64 1.54
145 1802.7 12.43 349.76 1.43

[18]. In the reasoning of ANN, the geometrical parameters
and output responses of the MPM platform are embedded
into the programming. An ANN programming includes
three main signals such as input, hidden, and output layer.
To effectively operate, the learning rate, momentum rate,
bias, minimum error, and activation function should be
appropriately defined. Operation of the ANN can gain a high
effectiveness when it can ensure a minimal training error.
This can be well done when the weight and bias are rea-
sonably updated.

Although the ANN can build nonlinear behavior
modeling but the accuracy is still strongly dependent on its
controllable factors. To solve this limitation, the TLBO [19]
is applied to optimize the ANN architecture. One of the most

problems is how to define exactly the number of hidden
nodes in hidden layer. The following equation is utilized to
resolve this problem.

Number of hidden nodes = (2 * inputs) + outputs. (7)

With five design variables corresponding to one output
performance, the hidden layer is 11 nodes. An optimization
of ANN by TLBO is provided in Figure 11.

In the optimization problem, the objective function is
mean square error (MSE) which is defined as below:

1< I
“2V% (t. -1V, 8
MSE k;(t, £) (8)
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FIGURE 6: Simulation of the microrobotic platform: (a) boundary conditions, (b) mesh quality.
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A: Static Structural
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Ficure 8: Deformation simulation.

TABLE 3: Results of static behavior.

Input (ym) Output (ym) Amplification ratio Stress (MPa) Safety factor
90 886.59 9.85 181.09 2.77
105 1034.4 9.85 211.27 2.38
125 1231.4 9.85 251.51 1.99
135 1329.9 9.85 271.63 1.85
145 1428.4 9.85 291.75 1.72

where, t is the measured target and  is the predicted target,
and k is the dimension of inputs, so-called the number of
data points.

Additionally, the coefficient of determination (R?) is
computed to estimate the regression model:

w o T -DE-D)
VIR, (- B8R, (- B

where t is the actual target, 7 is the predicted target, and f is
the average target.

&)

3.3. Optimization of Microrobotic Platform by TLBO Method.
According to the TLBO algorithm, a good teacher can train a
better learner. The task of teachers in a classroom is critically
important [19]. The leaner is a population where a vector of
design is a course vector. The two main strategies of the
TLBO include teaching and learning.

3.3.1. Teaching Strategy. The teacher strategy proposes some
key ideals as follows.

(i) Search the teacher with best solution from the
population.

(ii) Determine the mean results of learners (M,;) with
respect to a specific subject.

(iii) The teacher’s ability affects the quality of students by
following equation.

Dmjyi=r j,i(X jikbesti — LM j,i)' (10)

where, Dmj; is the increased mean value. Xj iy, is the best
learner (i.e., teacher) in jth subject. T is the teaching factor. r;;
is arandom value in [0, 1]. The Ty value is either 1 or 2. The Tx
value is randomly determined by the following formula:

Ty =round[1 + rand (0, 1){2 — 1}]. (11)

After that, the existing solution is updated by the fol-
lowing equation in the teacher strategy.

X},k,i =X+ Dmj;, (12)

where, X })k,i is the updated value of X ; ;. If the results of this
phase are satisfied, and then, they are considered as inputs
for the learner strategy.

3.3.2. Learning Strategy. The learners can study somethings
from other students in a classroom. At any iteration i, a
learner is compared with the other learners. Specifically, U
and V are two learners which are compared together
(Xy,;# Xy,;) by following formula.
" ! ! / . ! .

Xj,U,i = Xj,U,i + rj,i(Xj,U,i - Xj,V,i)’ 1ff()(U,i) < f(XV,i) (13)

Xjui =Xjui+ rj,i(XjI,V,i - XjI,U,i)’ iff(X\’/,i) < f(Xb,i)

X j)U)'i' is accepted when the value of objective function is
better. Flowchart of the TLBO method is given in Figure 12.

4. Results and Discussion

In this part, modeling behaviors of the MPM platform is
provided. Besides, the optimization problems of the pro-
posed platform are performed. The optimized results are
validated.
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TaBLE 4: Results of dynamic behavior with input displacement of 135 ym.
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translation 0.002606
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Total Deformation 2
Type: Total Deformation
Frequency: 113.81 Hz
Unit: mm

8/7/2022 10:14 PM

0.0.0042927 Max
0.0038157

(2) x-axis 0.0033388

: 113.81
translation 0.0028618

0.0023848
0.0019079
0.0014309
0.00095394
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B: Model

Total Deformation 3
Type: Total Deformation
Frequency: 133.9 Hz
Unit: mm

8/7/2022 10:15PM

0.0.0037589 Max
0.0033412

(3) z-axis 0.0029236

translation 0.0025059
0.0020883
0.0016706
0.001253
0.00083531
0.00041765
0 Min

113.9
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TaBLE 4: Continued.

No. Mode shape

Natural frequency
(Hz)

B: Model

Total Deformation 4
Type: Total Deformation
Frequency: 154.87 Hz
Unit: mm

8/7/2022 10:15PM

0.0.0054344 Max
0.0048306 e

(4) z-axis rotation 0.0042268
0.003623
0.0030191
0.0024153
0.0018115
0.0012077
0.00060383
0 Min

154.84
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functions by TLBO function by TLBO

Predict the optimal solutions

FIGURE 9: Flowchart of modeling and optimizing method for microrobotic platform.

4.1. Setup of Simulations and Data Collection. From Figure 5,
the boundary conditions are seen. Three input displacements
from three PZTs are acted simultaneously. The stroke (J,;)
along the y-axis is measured. Besides, the safety factor is
calculated. AL 7075-T651 is employed for the platform. The
results of 27 experiments are given in Table 5.

4.2. Parametric Evaluation. To assess the associations of the
geometrical parameters to the behaviors of the proposed
MPM platform, analysis of variance (ANOVA) is adopted to
solve this issue. The ANOVA results of stroke are given in
Table 6. Moreover, the sensitive plot of whole inputs to the
stroke is illustrated in Figure 13. The results indicated that
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satisfied?

FIGURE 10: Proposed simulation scheme for microrobotic platform.

ANN architecture

| Data: training, testing, and validating |

| ANN: inputs, hidden layer, outputs |

]

| TLBO parameters: population, termination criterion |

I
L)

| Calculate mean of population |

!

| Generate teacher and learner phases |

]

| Evaluate cost function |

!

| Compare and select global best solution |

Input Hidden layer

Output

Is termination
criterion
satisfied ?

T ves
Best ANN architecture: suitable weight and bias

End

FIGURE 11: Scheme of optimization of ANN by TLBO.

the contributions of the parameters are listed as follows: C

4.3. Modeling Behaviors of Microrobotic Platform by ANN-
(37.65%), D (12.47%), E (7.20%), B (0.61%), and A (0.47%).

Based TLBO. Modeling behaviors of the MPM platform is

As shown in Table 7, the contributions of the input
parameters on the safety factor are ordered as follows. The
highest contribution is C (29.35%), A (5.78%), E (1.43%), B
(1.98%), and D (0.06%), as provided in Figure 14.

carried out through the ANN. To improve the effec-
tiveness of the ANN technique, the TLBO is embedded
into the ANN programming. Firstly, the collected data in
Table 5 comprised of training, testing, and validating. The
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l

44 Compute mean of each design variable and best solution (teacher) |

I

Modify solution replied on best solution
Xyew = X; + rand * ( Xieacher = (TF)(meun))

Is new solution greater
than existing one?

4»| Acceptas X, | | Previous solution being preserved |-—

| Choose randomly any a solution X; |

yes

Is Xi better than X;;?

no

Xpew = X; + rand * ( X; - X;;)

Xpew = X; + rand * ( X;; - X;)

Is new solution greater
than existing one?

4»| Acceptas X, | | Previous solution being preserved |-—

no

Is termination criterion

satisfied?

yes j

| Achieve best solution |

End

FIGURE 12: Flowchart of teaching-learning-based optimization method.

optimized ANN architecture can find the best weights
and biases. The modeling accuracy of the optimized ANN
is assessed by metric computation of the MSE and R>.
Furthermore, the correlation coeflicients (R) are also
computed. The modeling results of the stroke and safety

factor achieved very well with high R values, as plotted in
Figures 15 and 16(a), respectively. The best performance,
the prediction error, and the difference among the pre-
diction and numerical values are provided, as seen in
Figures 15, 16(c), and 16(d), respectively.
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TaBLE 5: Numerical results for the MPM platform.

No. A (mm) B (mm) C (mm) D (mm) E (mm) Stroke (ym) Safety factor
1 0.85 0.75 0.65 0.6 50 1274.459 1.795
2 0.8 0.75 0.65 0.6 50 1271.977 2.216
3 0.9 0.75 0.65 0.6 50 1247.641 1.819
4 0.85 0.7 0.65 0.6 50 1270.549 2.003
5 0.85 0.8 0.65 0.6 50 1291.601 1.900
6 0.85 0.75 0.6 0.6 50 1316.365 1.747
7 0.85 0.75 0.7 0.6 50 1144.243 2.017
8 0.85 0.75 0.65 0.55 50 1355.784 1.905
9 0.85 0.75 0.65 0.65 50 1219.778 1.951
10 0.85 0.75 0.65 0.6 45 1292.106 1.945
11 0.85 0.75 0.65 0.6 55 1114.789 1.915
12 0.83 0.73 0.63 0.58 51.41 1285.452 1.896
13 0.86 0.73 0.63 0.58 48.58 1339.131 1.989
14 0.83 0.76 0.63 0.58 48.58 1350.635 1.612
15 0.86 0.76 0.63 0.58 51.41 1343.359 1.978
16 0.83 0.73 0.66 0.58 48.58 1245.309 2.223
17 0.86 0.73 0.66 0.58 51.41 1231.288 1.959
18 0.83 0.76 0.66 0.58 51.41 1359.739 2.101
19 0.86 0.76 0.66 0.58 48.58 1320.488 1.967
20 0.83 0.73 0.63 0.61 48.58 1370.22 1.806
21 0.86 0.73 0.63 0.61 51.41 1371.444 1.933
22 0.83 0.76 0.63 0.61 51.41 1362.347 1.929
23 0.86 0.76 0.63 0.61 48.58 1278.259 1.784
24 0.83 0.73 0.66 0.61 51.41 1158.641 2.032
25 0.86 0.73 0.66 0.61 48.58 1231.481 2.034
26 0.83 0.76 0.66 0.61 48.58 1190.894 2.002
27 0.86 0.76 0.66 0.61 51.41 1210.883 2.261

TABLE 6: Analysis of variance for the stroke.

Source DF Seq SS Contribution (%) Adj SS Adj MS F-value P value
Model 20 120513 89.49 120513 6025.7 2.56 0.124
Linear 5 78626 58.39 74177 14835.4 6.29 0.022
A 1 629 0.47 402 401.5 0.17 0.694
B 1 816 0.61 538 538.3 0.23 0.650
C 1 50697 37.65 42836 42836.3 18.17 0.005
D 1 16789 12.47 22090 22089.6 9.37 0.022
E 1 9695 7.20 8915 8914.8 3.78 0.100
Square 5 11426 8.49 11673 2334.7 0.99 0.494
A"A 1 3 0.00 543 542.9 0.23 0.648
B*B 1 847 0.63 0 0.1 0.00 0.995
c*C 1 971 0.72 2371 2371.5 1.01 0.355
DD 1 1855 1.38 125 125.0 0.05 0.826
E'E 1 7750 5.76 7236 7236.3 3.07 0.130
2-Way interaction 10 30461 22.62 30461 3046.1 1.29 0.392
A"B 1 3646 2.71 3897 3897.1 1.65 0.246
A*C 1 1382 1.03 1339 1338.9 0.57 0.480
A"D 1 6 0.00 149 148.8 0.06 0.810
A"E 1 612 0.45 654 654.0 0.28 0.617
B*C 1 5120 3.80 6498 6498.5 2.76 0.148
B*D 1 8707 6.47 7900 7900.3 3.35 0.117
B'E 1 2376 1.76 2570 2570.0 1.09 0.337
C'D 1 7492 5.56 7488 7488.1 3.18 0.125
C'E 1 1115 0.83 1103 1102.8 0.47 0.520
D*E 1 6 0.00 6 59 0.00 0.962
Error 6 14147 10.51 14147 2357.9

Total 26 134661 100.00
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FIGURE 13: Sensitivity plot of design variables to the stroke.

TABLE 7: Analysis of variance for safety factor.

Source DF Seq SS Contribution (%) Adj SS Adj MS F-value P value
Model 20 0.396108 72.62 0.396108 0.019805 0.80 0.679
Linear 5 0.210502 38.59 0.167944 0.033589 1.35 0.359
A 1 0.031505 5.78 0.041489 0.041489 1.67 0.244
B 1 0.010822 1.98 0.003362 0.003362 0.14 0.726
C 1 0.160082 29.35 0.109272 0.109272 4.39 0.081
D 1 0.000303 0.06 0.001510 0.001510 0.06 0.814
E 1 0.007789 1.43 0.010727 0.010727 0.43 0.536
Square 5 0.020878 3.83 0.020510 0.004102 0.16 0.967
A*A 1 0.006593 1.21 0.001006 0.001006 0.04 0.847
B*B 1 0.000844 0.15 0.000710 0.000710 0.03 0.871
c*C 1 0.010358 1.90 0.012192 0.012192 0.49 0.510
D*D 1 0.000886 0.16 0.002319 0.002319 0.09 0.770
E'E 1 0.002196 0.40 0.002143 0.002143 0.09 0.779
2-Way interaction 10 0.164728 30.20 0.164728 0.016473 0.66 0.731
A"B 1 0.001177 0.22 0.001342 0.001342 0.05 0.824
A*C 1 0.056306 10.32 0.056556 0.056556 2.27 0.182
A*D 1 0.000000 0.00 0.000038 0.000038 0.00 0.970
A'E 1 0.000713 0.13 0.001278 0.001278 0.05 0.828
B*C 1 0.004343 0.80 0.003475 0.003475 0.14 0.721
B*D 1 0.018617 3.41 0.018649 0.018649 0.75 0.420
B'E 1 0.057861 10.61 0.060386 0.060386 2.43 0.170
C'D 1 0.000085 0.02 0.000084 0.000084 0.00 0.955
C'E 1 0.022801 418 0.023640 0.023640 0.95 0.367
D*E 1 0.002825 0.52 0.002825 0.002825 0.11 0.748
Error 6 0.149333 27.38 0.149333 0.024889

Total 26 0.545441 100.00

As depicted in Figures 15 and 16, the proposed artificial ~ 4.4. Parameter Optimization. In this part, the TLBO algo-
intelligent technique had better performances than those  rithm is initialized with a population of 50 and iterations of
achieved from the linear regression. 5000. The optimization programming is implemented
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value.

FIGURE 17: Measurement of rotation angle of the microrobotic platform.

MATLAB R2019 environment. The optimized results for
the three case studies are provided in Table 6. From Fig-
ure 17, the rotation angle (8,) around the O point of the
proposed MPM platform is measured by FEA ANSYS
software. From Table 8, the y-stroke is the displacement
along the y-axis at O, point. The y-stroke is the optimized
displacement which is predicted from the proposed met-
aheuristic-intelligent method (ANN-TLBO). The x-stroke
is the displacement along the x-axis at O; point. The
x-stroke, the stress and the rotation angle are calculated
from the FEA ANSYS software.

From the achieved results of Table 8, it revealed that the
optimized strokes in the y-axis of the MPM platform can
obtain 1555.6763 ym, 1300.6 ym, and 1568 ym for case #1,
case #2, and case #3, respectively. Besides, the x-axis strokes
of the platform are 266.4 ym, 735.55 ym, and 714 ym for case
#1, case #2, and case #3, respectively. The safety factor of the

platform is over 1.5. Meanwhile, the stress appeared in three
case studies is always lower than the yield stress (503 MPa) of
AL 7075-T651. This guarantees a long working strength for the
platform. The stress is calculated by the following equation.
Syield
S=—p (14)

where, S represents the stress of the MPM platform. Syieq is
the yield stress of AL 7075-T651. SF is the safety factor.

Based on the output stroke of the proposed MPM
platform, the displacement amplification ratio can be cal-
culated by following formula.

_ Oy

A = >
R (15)
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TaBLE 8: Optimum results for three case studies.

Optimal solutions

x-stroke

Cases -stroke (um Safety factor Stress (MPa) Rotation angle (degree
(mm) y (um) (um) y (MPa) gle (degree)
TLBO for single- A=0.9, B=0.8, C=0.6,
objective problems Case 1 D=0.6, E=50 1558.6763 266.4 1.58 318.35 1.85
A=0.87, B=0.7,
Case 2 C=0.6, D=0.55, E=49 1300.6 735.55 2.33 215.87 1.97
Cases Optimal solutions Stroke (um) x-stroke Safety factor Stress (MPa) Rotation angle (degree)
TLBO for multi- (mm) # (um) Y & &
objective problems A=0.89, B=7.97,
Case 3 C=06, D=0.55 E=45 1568.1 714 2.04 246.56 2.26
TABLE 9: Validation results.
Performances
Case study Method
y-stroke (pm) Safety factor
Case 1 Proposed method 1558.6763 1.58
ase FEA results 1432.2 1.47
Error (%) 8.8 7.48
Case 2. Proposed method 1300.6 2.3
FEA results 1368.7 2.2
Error (%) 4.97 4.54
Case 3 Proposed method 1568.1 2.04
FEA results 1689.8 2.17
Error (%) 7.2 5.9

where, Ay is the displacement amplification ratio. The Og
and Is note the output y-stroke and input stroke.

By using equation (15), the Ay values are about 11.54 for
case study #1, 9.63 for case study #2, and 11.61 for case study
#3.

4.5. Validations of Optimized Results. By using the optimized
design parameters, the prototypes are built in Inventor
software, and then, the simulations are performed to verify
the optimized results. As given in Table 9, the errors between
the proposed method and the simulation method are under
9%. The proposed method is reliable optimization technique
in modeling and optimizing the MPM platform.

5. Conclusions

This article has presented an optimized design method for the
mobile microrobotic platform. The proposed MPM platform
was built via using two combined modules, including the hybrid
displacement amplification mechanism and leaf hinges. The
developed HDAM was created by combination of Scott-Russell
mechanism and two-double lever amplification mechanism.
The new proposed HDAM amplifier could allow a large am-
plification ratio. With such a high amplification value, it ensured
a large output stroke for the MPM platform. The developed
MPM platform was able to be employed for locating the sample
in the polishing robot system. The platform could achieve three
motions, including two translations and one rotation.

In modeling the stroke and safety factor of the MPM
platform, the ANN was used in combination with the

TLBO method. By using the TLBO, the ANN architecture
was optimized to a better approximation. And then, three
optimized case studies were studied by the TLBO to
improve the stroke and safety factor. Moreover, the case
studies also demonstrated the effectiveness of the
methodology. In this study, the FEM data was combined
with ANN, TLBO for modeling process. The results of this
paper could be listed as follows.

The modeling results from the TLBO-based ANN were
well established. The metrics were relatively good with
the values of R and R” being near 1 while the values of
MSE were very small.

The established intelligent predictors were better than
the linear regression. The predicted values from the
TLBO-ANN were close to the measured values.

In case study #1, the optimized platform could operate
with the y-axis stroke over 1558.6763 ym and a safety
factor of 1.58.

In case study #2, the optimized platform could achieve
a large y-axis of 1300 ym and a safety factor of 2.3.

In case study #3, the optimized platform could displace
a large y-axis of 1568.1 ym and a safety factor of 2.04.

In summary, the proposed MPM platform could
achieve a max-y stroke of 1568.1 ym, max-x stroke of
735.55 ym, and max-0 rotation angle of 2.26 degrees.

The stress of three cases were still lower than the yield
stress of Al 7075-T651.

The proposed MPM platform could achieve a high
displacement amplification ratio at least of 9.
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In upcoming study, the real prototypes will be manu-
factured by WEDM. The physical verifications will be carried
out. The polishing experiments will be conducted.
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Sequential recommendation algorithm can predict the next action of a user by modeling the user’s interaction sequence with an
item. However, most sequential recommendation models only consider the absolute positions of items in the sequence, ignoring
the time interval information between items, and cannot effectively mine user preference changes. In addition, existing models
perform poorly on sparse data sets, which make a poor prediction effect for short sequences. To address the above problems, an
improved sequential recommendation algorithm based on short-sequence enhancement and temporal self-attention mechanism
is proposed in this paper. In the proposed algorithm, a backward prediction model is trained first, to predict the prior items in the
user sequence. Then, the reverse prediction model is used to generate a batch of pseudo-historical items before the initial items of
the short sequence, to achieve the goal of enhancing the short sequence. Finally, the absolute position information and time
interval information of the user sequence are modeled, and a time-aware self-attention model is adopted to predict the user’s next
action and generate a recommendation list. Various experiments are conducted on two public data sets. The experimental results
show that the method proposed in this paper has excellent performance on both dense and sparse data sets, and its effect is better

than that of the state of the art.

1. Introduction

With the development of Internet technology, recommender
systems have become one of the indispensable tools in
people’s daily life [1-4]. Compared with traditional methods,
the sequential recommendation model performs well on the
Top-N recommendation problem [5]. In recent years, with
the development of deep learning technology, sequential
recommendation models based on deep learning have been
widely used, such as e-commerce shopping platforms,
medical and health services [6, 7], and audiovisual platforms
[8]. The user’s interaction behavior with items in such ap-
plication platforms can be regarded as a sequence of be-
haviors in chronological order. Based on this, researchers
have proposed various sequential recommendation models

to mine and analyze user-item interaction information. The
purpose of these models is to provide users with a per-
sonalized recommendation list containing N items to help
users filter out valuable information.

The recommendation model based on the Markov chain
(MC) [9] method is one of the early methods of sequential
recommendation, which assumes that the user’s next action
is determined by his historical behavior and transforms the
recommendation problem into a sequence prediction
problem. In recent years, with the continuous breakthroughs
of the deep neural networks (DNN) in the field of artificial
intelligence [10-12], researchers have tried to introduce a
series of deep neural network models into the field of rec-
ommendation and have achieved a series of results [13-15].
For example, Huang et al. [16] combined the traditional MC
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method and the recurrent neural network (RNN) to opti-
mize the recommendation model and improve the recom-
mendation accuracy. Based on long-short-term memory
(LSTM) network, Xu et al. [17] combined self-attention
network to capture users’ complex and dynamic behavioral
preferences. Inspired by the semantic understanding model,
Sun et al. [18] applied the bidirectional attention model to
sequential recommendation, combining user context in-
formation and making recommendations. The existing se-
quential recommendation models tend to perform poorly
when there are a large number of short-sequence users in the
data set [19]. In addition, most of the existing sequential
recommendation models only consider the absolute position
information of the user sequence and assume that each item
has the same time interval, ignoring the impact of the time
interval between items on the recommendation results,
which cannot capture user preferences effectively [20].

To address these issues introduced above, some im-
proved sequential recommendation models are proposed.
For example, Zhao et al. [21] employed a deep bidirectional
long-short-term memory network and attention mechanism
to capture the changes in user preferences. Liu et al. [22] first
used the method of reverse training short sequences to
expand short sequences and fine-tuned the model through
the enhanced short sequences, which can achieve certain
results on sparse data sets. Ahmadian et al. [23] adopted a
deep learning based trust- and tag-aware recommender
system, to extract potential features through sparse auto-
matic encoder, which can effectively solve the problem of
data sparsity. Li et al. [24] adopted a time-aware self-at-
tention mechanism to explore the effect of different time
intervals on the prediction results. These methods lay a good
foundation for the research of sequential recommendation
models, but there are still some problems that are not well
solved. For example, the pseudo-historical items generated
by direct reverse training are not accurate enough, and the
time interval information is not sufficiently mined to capture
user preferences well.

Based on previous research, we propose a sequential
recommendation model based on short-sequence en-
hancement and improved time-aware self-attentive mech-
anism to address the above-mentioned problems. In the
proposed model, the data set is first preprocessed to divide
users into long-sequence sets and short-sequence sets. Then,
by reverse training the long-sequence set, a reverse pre-
diction model is generated. Finally, the model is transferred
for the short sequence, and a batch of pseudo-historical
items is generated before the initial item of the short se-
quence, to enhance the short sequence and solve the
problem of data sparsity. At the same time, the model adopts
an improved time interval self-attention mechanism, which
not only considers the influence of absolute location in-
formation on the recommendation effect but also considers
the influence of the time interval information between any
two items on the recommendation result.

The proposed model in this paper can fully reflect the
changes of user preferences over time and improve the
accuracy of the recommender system. In summary, the main
contributions of this paper are as follows: (1) pretrain a
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reverse prediction model, use the transfer learning method
to reverse predict short sequences, and generate a batch of
pseudo-historical items before the initial items of the short
sequence, so as to achieve the purpose of enhancing short
sequences. (2) Combined with the absolute position infor-
mation and time interval information of the item, an im-
proved time-aware self-attention mechanism is used to give
the absolute position weight and time interval weight of
different items, fully exploit the change of user behavior
preferences, predict the user’s next action, and generate a list
of recommendations. (3) Extensive experiments on two real
data sets are conducted. The results demonstrate the ef-
fectiveness of the proposed model, which can outperform
existing methods on two different metrics. In addition, the
influence of each key component in the proposed model on
the recommendation results is discussed through multiple
experiments.

This paper is organized as follows. Section 2 introduces
the related works. Section 3 gives out the details of the
proposed model. Section 4 provides experiments and
analysis of results. Section 5 discusses the parameters and
important components of the proposed algorithm. Section 6
provides the conclusions.

2. Related Works

2.1. Sequential Recommendation Model. The earliest se-
quential recommendation models are mainly based on the
MC method [25]. These MC-based models have a significant
improvement over other types of recommendation algo-
rithms in terms of short-term prediction. However, this type
of model cannot capture the long-term behavioral features in
the user sequence and has low accuracy and high compu-
tational complexity in long-term prediction.

As deep learning technology shines in the fields of
machine vision and natural language processing [26, 27], the
introduction of deep learning technology into recommender
systems has also become the focus of researchers. For ex-
ample, Zhang et al. [28] designed a new session-based
recommendation method based on recurrent neural net-
work, which fuses user’s general preference information and
dynamic preference information. Sun et al. [29] proposed a
method based on temporal context awareness and RNN,
which can effectively capture the correlation between items.
In addition, long-short-term memory (LSTM) and gated
recurrent unit (GRU) (two popular variants of RNNs) have
also achieved results in the field of recommendation. For
example, Yuan et al. [30] computed the global state tran-
sitions of user sequences to model user interest preference
changes, based on an improved GRU model. Zhao et al. [31]
proposed a content-aware movie recommendation model
based on LSTM, which effectively utilizes the long-term and
short-term information of the sequence for content per-
ception and movie recommendation. However, most models
assume that user behavior sequences are simple time-se-
quential sequences, without considering the time interval
information between items. At the same time, existing
models perform poorly on sparse data sets and short-se-
quence users.
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2.2. Transformer-Based Model. Attention mechanism has
achieved great results in a large number of works, such as
image processing [32, 33] and natural language processing
[34]. The essence of the attention mechanism can be un-
derstood as selecting some important information from a
large amount of information and giving them weights, where
the size of the weights represents the importance of the
information. In recent years, transformer, a neural network
architecture based on pure attention mechanism, has
achieved excellent performance and effects in the field of
machine translation [35]. Inspired by this, researchers in-
troduced the transformer model into the recommender
system [36] and achieved good results. The transformer-
based model uses scaled dot-product attention, which is
presented as follows:

T
Attention (Q, K, V) = Softmax(%)V, (1)

where Q, K, V are three matrices representing queries, keys,
and values, respectively; /d is the scaling factor, which is
used to avoid the inner product value being too large; and
Softmax is the normalized function [33].

The attention function can be described as mapping a
query and a set of key-value pairs to an output, where the
queries, keys, values, and output are all vectors. The output
is computed as a weighted sum of the values. The trans-
former model adopts the multihead attention mechanism,
which executes the attention function in parallel, and
connects each output value with item linearly again to
obtain the final result. The multihead attention mechanism
enables the model to focus on the information of different
subspaces from different locations at the same time. The
architecture of the transformer-based model is shown in
Figure 1.

3. Proposed Sequential
Recommendation Model

In this paper, a sequential recommendation model (SeTsRec)
based on short-sequence enhancement and temporal self-
attention mechanism is proposed, which is shown in Fig-
ure 2. First, the original data are preprocessed, where users
are divided into long-sequence user sets and short-sequence
user sets; and then the long-sequence sets are reversely input
into the transformer network to train a reverse prediction
model. Subsequently, inspired by the transfer learning
method [37], this reverse prediction model is transferred to
short-sequence users to generate a batch of pseudo-historical
items before the initial item of the short-sequence user
behavior list. By combining pseudo-historical items and
short-sequence user behavior lists, an augmented sequence
of short sequences is generated to enhance short sequences.
Finally, the long sequences and enhanced short sequences
are used as input to train a time-aware self-attention rec-
ommendation model and predict the user’s next action. The
model proposed in this paper will be described in detail as
follows.

3.1. Problem Description. In the sequential recommendation
problem, we assume that U = {u,u,,...,u,} is the user set
of the system, where # is the number of the users in the data
set,and I = {i},,,...,i,,} is the item set of the system, where
m is the number of the items in the data set. For a certain
user u, $* = {i},iy,...,i,} and T" = {til’ti2> . .,tiw} are the
user behavior sequence and time series, respectively, indi-
cating that the length of the behavior sequence of the user u
is w. Each item in the behavior sequence S* is arranged in the
chronological order of the user’s interaction with it, and each
element in the time sequence T“ represents the actual in-
teraction time between the user v and the item i. At a certain
moment, given the user’s behavior sequence $* and time
series T%, the goal of the model is to predict the next item
that the user u is most likely to interact with, which is
expressed as

p(iw+1) = f(il’ ce

where p(-) is the output probability of a certain item and
f (+) is the nonlinear function that needs to be learned.

Recommendation systems usually provide users with
multiple recommendation results and finally generate a
recommendation  list containing N  items. Set
Y ={y¥ y4 ..., ¥%} as the output possibility of all the
candidates, according to the output probability of the
candidates, select the previous N items for recommendation,
which is the famous Top-N recommendation problem in the
recommendation system.

’iw’til" . -)tiw)) (2)

3.2. Short-Sequence Enhancement. The sequential recom-
mendation algorithm is a recommendation method that
predicts the user’s next action by mining the information
contained in the user’s behavior sequence. Therefore, the
validity of user behavior sequence information is crucial.
Existing sequential recommendation methods have achieved
good results. However, most of the existing methods do not
solve the short-sequence prediction problem well and often
perform poorly on sparse data sets. To deal with the limi-
tation problem of the sequential recommendation model on
sparse data sets, the proposed method in this paper utilizes
the transfer learning to enhance short sequences on the basis
of existing research, which will be introduced in detail as
follows.

3.2.1. Reverse Prediction Model. Ideally, in the field of
machine learning, it is always expected that the data sets used
for model training are dense and efficient. However, in the
actual research process, the data sets often have a large
amount of data sparse phenomenon. In sparse data sets,
there are often a large number of missing or zero data, which
makes the data availability very poor, and brings many
difficulties to establish the recommendation models.

In this paper, the user set U is first divided into a long-
sequence user set U; and a short-sequence user set Uy
according to the length of the user sequence. The long-se-
quence user set U; is a dense datas et, and the short-se-
quence user set Ug is a sparse data set. For the long-sequence
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F1GURE 2: The framework of the proposed model, where S} rep-
resents the behavior sequence of the long-sequence user set U;; S§
represents the behavior sequence of the short-sequence user set Ug;
¥+ represents the previous item of the item i, in the sequence S%;
¥;, represents the previous item of the item i, in the sequence Sg;
and S, is the generated enhanced short sequence.

user set U, the behavior sequence S} can be obtained. In this
paper, the long sequence is first reversed to obtain the re-
verse sequence S,, and then the reverse sequence S, is input
into the transformer layer for training, to obtain a reverse
prediction model. For the user u, the purpose of this reverse
prediction model is to predict the previous item of the se-
quence S} = {iy, iy,...,i,}

Yiy = f(SL: ), (3)

where y:-:L represents the previous item of the item i, in the
sequence S}. Although the model is reverse-trained, the
transformer network is also able to mine interitem corre-
lations, which has been demonstrated in previous work [22].

3.2.2. Pseudo-Historical Item Generation. The existing
methods often regard the data set as a whole for recom-
mendation tasks, which ignore the different data quality of
different users in the same data set. Specifically, some users
have interacted more with the item, and the data of these
users is relatively rich and reliable; while some users have
little interaction data with the item, so the data of these users
are sparse and can be poor usability. In order to solve this

problem, this paper uses the transfer learning method to
transfer the reverse prediction model of long-sequence users
obtained above to short-sequence users [38]. The long-se-
quence reverse prediction task is taken as the source task,
and the short-sequence reverse prediction task is taken as the
target task. By fully mining the rich data information
provided by the long-sequence users, the data sparsity
problem of the short-sequence users is alleviated, which can
improve the overall recommendation quality. Taking the
short-sequence set as input, the reverse prediction model is
used to generate pseudo-history items of short-sequence
users, namely:

Vi, = £(Ss:), (4)

where S¢ represents the behavior sequence of the short-
sequence user set Ug and y:-zs represents the previous item of
the item i; in the sequence S%.

For a data set, we define the length L to represent the
threshold for the short-sequence user set. Namely, if the
length of a sequence (denoted by |S¥|) is less than L, this
sequence is regarded as a short sequence; otherwise, the
sequence is regarded as a long sequence.

In this paper, we denote the generated set of pseudo-
historical items as {iﬁ gr o ig? and place this set before
the initial items i} of the original short sequence to form an
augmented short sequence, where ¢ is the total number of
pseudo-historical items generated by short sequences. Fig-
ure 3 shows the enhanced short-sequence set, in which the
yellow part represents the generated pseudo-historical item,
and the green part represents the original short sequence. In
Figure 3, it is assumed that g =3,L = 4. The generated
enhanced short sequence is denoted by
iy} (5)

U . .
Snew _{yfqﬂ"'"y—1>y0’11’l2""

3.3. Time-Aware Self-Attention Model. The existing se-
quential recommendation model simply regards the user’s
behavior list as a sequential sequence according to the in-
teraction time between the user and the item. In addition,
the items are regarded as having the same time interval.
Specifically, as shown in Figure 4(a), if the user A and the
user B have been exposed to the same item, the traditional
method will regard the time interval between the items in the
two sequences as a fixed value of N days, which will lead to
the same result for the two different users. However, such a
result is unreasonable because the actual time that the user A
and the user B have access to these items is different.

In the actual application scenarios, the time interval
between items will be different even if the user’s behavior list
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FIGURE 4: The effect of different time intervals on recommendation results. (a) Traditional sequential recommendation. (b) Our proposed

method.

is exactly the same due to the different actual interaction
time between users and items. As shown in Figure 4(b),
although the user A and the user B have been exposed to the
same items, the time interval between items is different. In
this case, if the model can combine the different time interval
information between the items, it is possible to make more
accurate recommendation results. To solve the above
problems, this paper adopts an improved time-aware self-
attention model. The overall framework of the proposed
model is shown in Figure 5, which will be introduced in
detail as follows.

3.3.1. Time Interval Matrix. After getting the augmented
sequence of user behavior Sk, , it is used as model input
together with the long-sequence S}. First, the two different
types of behavior sequences are converted into a fixed-length
sequence S:

(6)

where m represents the maximum sequence length of the
input model. If the length of the sequence S%, or S% is
greater than m, only the latest m items are considered;
otherwise, padding items are added to the left of the se-
quence S until its length reaches m.
Similarly, for the time series T%,,
converted to a fixed sequence ¢:

Sﬁewusz —§= (51,52, . "’Sm)’

and T%, they can be

Tho UT] —t=(t b ty) (7)
If the length of the sequence T%,,, or T% is greater than m,
only the latest m items are considered; otherwise, the time
corresponding to the first item ¢, is used on the left side of
the sequence ¢, and padding it until its length reach m. In this
study, for the time of the pseudo-historical items generated
in Section 3.2.2, the average time interval f,, =
YL i s used to define them in turn, which are
calculated as follows:

ty, =t ~lavg
t, =t, -t
Y Yo avg>
. (8)
Vg = by~ tavg
After obtaining the wuser’s fixed time series
t=(t;,ty...,t,), define the time interval between any

items as At = |t; —t;]. Due to the different frequency of
interaction between different users and items, this paper
adopts the relative length of the time interval between items,
which is defined as follows [24]:

u At
r.. = N
|7 i (9)
T mine = Min (At).
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resents the time series of user u; R is the time interval matrix of
user u; r¥; is the element in the time interval matrix R*; S rep-
resents the behavior sequence of user u; and S is the absolute
position information sequence of the item.

Finally, the time interval matrix R* of the user u can be
obtained:

u u u
m T 7 Tim
ru ru ru
u 21 22 777 Tom
R =] 7 - e (10)
u u u
rml rm2 rmm

3.3.2. Time-Aware Self-Attention Module. (1) Time-Aware
Self-Attention Layer. For each input sequence, an embedding
layer is applied to convert the user behavior sequence into
item embedding matrix E' € R™, absolute position in-
formation into position embedding matrix E%, EL € R"™,
and time interval information into time interval embedding
matrix EX, E} € R"™™ (d is the latent dimension):

E' = [my,mg, ... ,msm]T,

EL = [phph o ph ]

P _r,v v v 1T
Ey =[pL, Py Pl >
ko k k
T Tz o T
m Lok k
_ 21 22 7 Tom
Ex=1 7 7. T (11)
Kk k k
To oz - Toum
4 v v
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Then a new sequence Z € R™ is calculated:

Z=(229 . r2p] > (12)

where z; € R is obtained by the input item embedding,
absolute position embedding, and time interval embedding,
namely

j
vV \4 \'4
Z, = Z(xij(msjw +r Py bi),
m

exp(e;;
Zm exp (eik)

T
B mSjWQ(mSjWK + rfj + p];)
1] \/a k4
where WV, WQ, WK ¢ R4, respectively, represent the
input item matrix of the value, query and key; \/d is the scale
factor, which is used to prevent the inner product from being
too large; and b; is the bias term.

(2) Point-Wise Feed-Forward Network. The self-attention
layer of the model is mainly based on linear combination to
realize the combination of absolute position information
and relative time interval information of items. In order to
make the model have nonlinear characteristics and consider
the interaction between different latent dimensions, we
apply a point-wise feed-forward network to each output of
the self-attention layer:

FEN(z;) = G((z;W, + b, )W,) + b,, (14)

e

where G(+) is an activation function, which is ELU in this
paper. The main reason of using ELU function is that it can
solve the Dead Relu problem, while reducing the influence of
the bias term offset, and the learning rate is faster.
W, W, € R*?  represents the weight matrix and
b,,b, € RY represents the bias term.

(3) Stacking Self-Attention Blocks. With the continuous
stacking of self-attention layers and point-wise feed-forward
networks, problems such as overfitting and long training
time will occur. In order to solve these problems, this paper
adopts the residual connection, dropout, and layer nor-
malization processing methods [36]:

Z; = z; + Dropout (FFN (LN (z;))),

- (15)
LN(x) = u®y+ﬁ,

where © is the element-level product; p, o represents the
mean and variance of x; and y,  represents the learned scale
factors and bias terms.

The specific workflow is as follows: for each self-atten-
tion block, layer normalization is first applied to each input
z;, which is beneficial to stabilize and speed up the training
process of the neural network. Then, the output of the self-
attention layer is applied to the point-wise feed-forward
network, to give the model nonlinearization features. Fi-
nally, a dropout regularization technique is applied to the
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output of the position feed-forward network, to alleviate the
overfitting problem that occurs in deep neural networks. The
main reason for using the dropout regularization technology
is that it can control overfitting by artificially destroying
data, which has been proven to be effective in various neural
network architectures [39, 40].

3.3.3. Prediction Layer. After the prediction layer obtaining
the final representation of the absolute position of the item
and the time interval, in order to predict the possible next
action of the users, we use a Softmax function to calculate the
user’s interaction probability with the candidate item y;,,
namely:

p(y,»,t) = Softmax(Zth), (16)

where M! represents the embedding vector of items i and Z,
represents the first given sequence (i, i,, .. .,i,) containing ¢
items and their time interval (r(,1),75(41)---
between the t + 1th item.

s Tr1)

3.3.4. Model Inference. This paper uses user implicit inter-
action data. In implicit feedback, the interaction between the
user and the item can be regarded as a binary classification
problem, where 1 means that the user likes an item and 0
means that the user does not like or has not touched the
item. Therefore, the items in the user behavior sequence can
be regarded as positive samples. At the same time, all the
items that the user has not touched are regarded as negative
feedback, which is sampled as negative samples. In this
paper, the sampling is carried out according to the ratio of
1: 1. When negative sampling is performed for each user, the
principle is to select those items with higher popularity,
which are more representative. The loss function is as follows
[30]:

Loss = Z log(l + e—(p(y?)—p(y?))) +Alell?, (17)

(i, j)eS

where i represents the predicted candidate items; j repre-
sents the negative sample; © = {E!, EX, EL, ER, EX} is the
set, which represents the embedding matrix; and A is the
regularization parameter, which is used to prevent the model
from overfitting. In the training process, the Adam opti-
mizer is used to optimize the model, which is a variant of the
stochastic gradient descent (SGD) algorithm [41]. As an
adaptive learning rate optimization algorithm, the Adam
optimizer is usually used for tasks in sparse data scenarios,
and its convergence speed is fast [42].

In summary, the process of the proposed algorithm is
shown in Algorithm 1.

4. Experiments
4.1. Setting of Experiments

4.1.1. Data set. In order to verify the effectiveness of the
proposed algorithm in this paper, experiments were carried out
on two public data sets, namely Movielens-1M data set (denoted

by ML-1M, see https://files.grouplens.org/datasets/movielens/
ml-1m.zip) and Amazon Beauty data set (denoted by AM-BE,
see https://snap.stanford.edu/data/amazon/productGraph/
categoryFiles/reviews_Beauty_5.json.gz). Among them, the
ML-1M data set is a dense data set, and the AM-BE data setis a
sparse data set. The dense data set ML-1M in this paper is used
to evaluate the effectiveness of the time self-attention im-
provement in the proposed model, while the sparse data set
AM-BE is used to evaluate the effectiveness of the improved
short-sequence enhancement method of the proposed model.
The statistics of the two data sets are listed in Table 1, which
contains the information such as users, items, and timestamps.

Before the experiments, the two data sets are pre-
processed [17]. For all data sets, we treat the rating behaviors
as implicit feedback, where “1” means that there is an in-
teraction between the user and the item, on the contrary, “0”
means that there is no interaction between the user and the
item. Then, the behaviors are sorted according to the
chronological order of the actual interaction between users
and items to generate the historical behavior sequence of
users.

In this paper, the leave-one-out method is used to train
and test the model [43]. Namely, the user’s last behavior-
producing item is taken as the true value, which is used as the
test set. The last second-behavior-producing item is taken as
the validation set, and all other remaining items are used as
the training set. The advantage of the leave-one-out method
is that it is not affected by the random sample division
method and can use as large a sample as possible for training.
It is suitable for sparse data sets.

4.1.2. Evaluation Metrics. This paper adopts two commonly
used metrics in Top-N recommendation problem, namely
hit rate (HR) and normalized discounted cumulative gain
(NDCG) [29] to evaluate the recommendation performance
of the model.

Hit rate (HR) is a common indicator for measuring recall
rate, which can intuitively measure whether the predicted
item exists in the first k items of the real list. The larger the
hit rate (HR), the more accurate the recommendation. The
calculation of HR is as follows:

Number of Hits Qk

HR@k = , (18)
IGT]|

where |GT| represents all items in the test set,
Number of Hits @k represents in the user’s recommenda-
tion list, and the number of the top k items belonging to the
test set.

NDCG is often used to evaluate the accuracy of ranking
of recommendation results [44]. NDCG introduces a lo-
cation influence factor to discount lower ranked recom-
mendations. The calculation of NDCG is as follows:

k r;
-1
NDCGG@k = z; (19)
l.:zllog

L(i+1)

where z; is the normalization factor, which is used to
make the value of NDCG between 0 and 1 and r;
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Input: The behavior sequence S* of user u
Output: The recommendation list result of user u, denoted as Y*
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(1) for u in length (JU|)do
(2)  iflength(|S*|) > Lthen
(3) st =5

(4) else

(6) end if
(7) end for
(8) for u in Sjdo

(10) end for
(11) for u in Sgdo

(13) end for
(14) for u in S*

new

U Sido

(19) end for
(20) return Y;

(5) S* = §¢ %Date preprocessing

9) yZL = f(S}: i) %Reverse prediction model training
(12) ny = f(8¢: i) %Short sequence enhancement

(15)  Generate time interval matrix;

(16)  Calculate time-aware self-attention model;

(17)  Apply the point-wise feed-forward network and further processed;
(18)  Calculate prediction and loss;

ALGorITHM 1: The sequential recommendation algorithm proposed in this paper.

TaBLE 1: The information of the two data sets.

Data set
Users Items

Number of

Actions Average actions

ML-1M 6,040 3,900
AM-BE 51,369 19,369

1,000,209 165.6
225,509 4.4

represents the predicted correlation of the item at position
i in the sequence. If the item is in the test set, r; =1
otherwise, r; = 0.

The above two indicators can well reflect the perfor-
mance of the recommendation list. This paper intercepts the
top 10 of the recommendation list, namely k = 10, and uses
HR@10 and NDCG@10 to evaluate the performance of the
recommendation model.

Remark 1. The proposed method in this paper is based on
the deep neural network and transfer learning technology,
which needs more time in the process of the model training.
However, the proposed model is trained offline and the
computational time of the prediction is very fast. Thus, the
computational complexity is not used as the evaluation
metric in this study, which is a common way in the literature
about the recommendation problem [19, 44].

4.1.3. Comparison Methods. To show the efficiency of the
proposed methods (denoted by SeTsRec), various methods
are used for comparison in this paper, including the rec-
ommendation method without considering the order, the
classic order recommendation method, and the latest order
recommendation method. In the experiments, the settings of
these comparison methods are made by their optimal

parameters according to the respective paper declarations.
The comparison methods are listed as follows:

(a) POP [28]: POP is a simple baseline method that
generates recommendation lists based on item
popularity rankings, namely more popular items
rank higher.

(b) BPR [45]: Bayesian personalized ranking method,
which is a classic nonsequential recommendation
method using matrix factorization.

(c) FPMC [46]: A sequential recommendation method

that combines matrix factorization and Markov
chains method.

(d) GRU4Rec+ [47]: An RNN-based deep sequential
recommendation model for user sessions.

(e) Caser [48]: A CNN-based sequential recommenda-
tion method that captures higher order Markov
chains by applying a convolution operation to the
embedding matrix of the nearest term.

(f) SASRec [36]: One of the state-of-the-art sequential
recommendation methods, which is the first method
using a self-attention-based sequential recommen-
dation model.

(g) TiSASRec [24]: A state-of-the-art sequential rec-
ommendation model that applies a multiorder
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TaBLE 2: The parameters of the proposed model and the experimental environment.

Learning rate 0.001
Momentum 0.9
Dropout rate 0.2
Batch size 128
Maximum iterations 200
Validation interval 20
Regularization 0.00005
Model Short-seiuence threshold 20
Maximum sequence length for ML-1M 70
Maximum sequence length for AM-BE 30
Latent dimension for ML-1M 50
Latent dimension for AM-BE 20
Pseudo-historical item for ML-1M 5
Pseudo-historical item for AM-BE 15
Programming software Python3.6
Deep learning framework Pytorch
Environment Computer system Windows 10
Cpu E5-2620 v4
RAM 32.0GB
Gpu GeForce RTX 2080

attention mechanism to capture personal and item
relatedness.

4.1.4. Other Settings. The experiments are conducted on a
computer with Windows 10 system and the programming
language used in the experiment is Python3.6. In this study,
the model uses two self-attention blocks. Because different
data sets have different sparsity, some parameters are dif-
ferent, such as the maximum sequence length (1) and the
latent dimension (d). The setting of these parameters will be
discussed in Section 5 for details. The parameters of the
proposed deep network and the experimental environment
are listed in Table 2.

4.2. Experimental Results and Analysis. Table 3 shows the
experimental results of the proposed algorithm and all
baseline methods on two different data sets with different
indicators. The results in Table 3 show that the best rec-
ommendation effect is achieved by the proposed method in
this paper, which prove the superiority of the model in this
paper. The results are analyzed in details as follows:

(1) In most cases, the sequential recommendation
methods FPMC, GRU4Rec+, and Caser outperform
the nonsequential recommendation methods POP
and BPR. This indicates the necessity of considering
the order of user behavior lists in recommender
systems. The user’s behavior sequence order infor-
mation can effectively characterize the user’s pref-
erence change to a certain extent and can effectively
improve the performance of the recommendation
system.

(2) Compared with the three classical sequential rec-
ommendation methods, the latest attention-based
SASRec and TiSASRec methods outperform all other
baseline methods on the two different types of data
sets, which indicates that the attention mechanism

TaBLE 3: The experimental results.

ML-1M AM-BE
Models
HR@10 NDCG@10 HR@10 NDCG@10

POP 0.4386 0.2389 0.3215 0.1758
BPR 0.5952 0.3421 0.2554 0.1523
FPMC 0.6182 0.3917 0.3771 0.2477
GRU4Rec+ 0.6522 0.4334 0.3949 0.2556
Caser 0.7517 0.5011 0.4064 0.2547
SASRec 0.7929 0.5524 0.4185 0.2722
TiSASRec 0.8038 0.5706 0.4345 0.2818
Ours (SeTsRec)  0.8127 0.5805 0.4754 0.3036

can effectively improve the performance of recom-
mender systems.

(3) The algorithm SeTsRec proposed in this paper is
improved on the basis of the existing algorithm.
Through short-sequence enhancement and the use of
an improved time-aware self-attention mechanism,
it not only works well on dense data sets but also has
the best results on sparse data sets. On the dense data
set ML-1M, the HR@10 and NDCG@10 of the
proposed method are improved by 1.1 % and 1.7 %,
respectively, compared with the second best method
TiSASRec. On the sparse data set AM-BE, the per-
formance of the proposed method is improved by 9.4
% and 7.7 %, respectively, compared with TiSASRec.
Compared with the baseline method, our model
adopts an improved time-aware self-attention
mechanism, which can adaptively adjust the item
absolute position information and time-interval
information to assign different weights in two dif-
ferent types of data sets.

5. Discussions

The results of the experiments in Section 4 show that the
proposed model has better performance than that of the state
of the art. The influence of the key parameters is discussed in
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this section. In addition, the ablation experiments are
conducted in this section to further discuss the effectiveness
of the improvement in the proposed model.

5.1. About the Latent Dimension. First, the influence of latent
dimension d on the performance of the recommendation
results of our model is discussed, and some experiments are
conducted, where other hyperparameters are kept un-
changed while the latent dimension d is changed within the
range [10,60]. The experimental results are shown in Fig-
ures 6 and 7.

It can be observed from Figure 6 (on the dense data set
ML-1M) that the overall performance of the model improves
with increasing potential dimensionality and tends to
converge gradually, as the latent dimension increases.

However, on the sparse data set AM-BE, the larger latent
dimensions do not lead to better performance. The reason is
that too many latent dimensions will lead to overfitting and
thus degrade the model performance in a sparse data set. On
the ML-1M data set, the algorithm in this paper tends to
converge when d >50. Considering the performance and
time cost of the model, this paper sets the potential di-
mension d = 50 on the ML-1M data set and sets d = 20 on
the AM-BE data set.

5.2. About the Maximum Sequence Length. Another im-
portant parameter of the proposed model is the maximum
sequence length m. To discuss the influence of the maximum
sequence length  of the input model on the performance of
recommendation results, some experiments are conducted,
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where the maximum sequence length m is changed in the
range [10,80], while keeping other hyperparameters un-
changed. The experimental results are shown in Figures 8
and 9.

It can be observed from Figure 8 (on the dense data set
ML-1M) that the model achieves satisfactory performance
when the sequence length is m>70. Therefore, under the
consideration of balancing model performance and time
cost, we set the maximum sequence length m = 70 on the
ML-1M data set. On the sparse data set AM-BE, it can be
observed that the model performance does not change much
when m changes, this is because the average sequence length
of the AM-BE data set is 4.4 (see Table 1), even after a certain
degree of short-sequence enhancement, the longer sequence
input does not provide more useful information, but will
increase the time cost of the model. Therefore, the maximum
sequence length is set as m = 30 on the data set AM-BE.

5.3. Ablation Experiments. This section discusses the impact
of two major improvements in the proposed model, namely
the short-sequence enhancement and time-aware self-at-
tention mechanism. In these ablation experiments, the
method based only on short-sequence enhancement is de-
fined as SeTsRec-Se, and the method based only on time-
aware self-attention is defined as SeTsRec-Ts, and they are
compared with the existing SASRec method and our pro-
posed algorithm SeTsRec. The experimental results are
shown in Table 4, Figures 10 and 11. The results are analyzed
in details as follows.

(1) On the dense data set ML-1M, the SeTsRec-Ts
method outperforms the SeTsRec-Se method and the
SASRec method. The experimental results show that
the improvement of the model by the short-sequence
enhancement method is limited. In this case, the
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TABLE 4: Results of ablation experiment.

ML-1M AM-BE
Methods
HR@10 NDCG@10 HR@10 NDCG@10
SASRec 0.7929 0.5524 0.4185 0.2722
SeTsRec-Se 0.7648 0.5297 0.4503 0.2907
SeTsRec-Ts 0.8038 0.5706 0.4345 0.2818
Ours (SeTsRec) 0.8127 0.5805 0.4754 0.3036
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SeTsRec-Ts method can achieve good results, and its
performance is improved by 1.4 %and 3.3 %, re-
spectively, on the HR@10 and NDCG@10, compared
with SASRec, which is close to the improved algo-
rithm SeTsRec in this paper.

(2) On the sparse data set AM-BE, the SeTsRec-Se
method is better than the SeTsRec-Ts method and the
SASRec method, and its performance is improved by
3.6 % and 3.2 %, respectively, on the HR@10 and
NDCG@10, compared with SeTsRec-Ts. The experi-
mental results show that it is necessary to use the
method of enhancing short sequences on sparse data
sets. In addition, the model effect would not improve
much if only the time-aware self-attentive mechanism
approach is used. This is due to the large proportion of
short-sequence users in the sparse data set, which
limits the overall recommendation effect of the model.

(3) In summary, the proposed algorithm SeTsRec in this
paper not only considers short-sequence enhance-
ment to alleviate the problem of data sparsity but also
combines the time-aware self-attention mechanism
to fully consider the change of user preferences over
time. Thus, it outperforms existing methods on both
dense and sparse data sets.

6. Conclusions

This paper proposes a sequential recommendation algo-
rithm based on improved short-sequence enhancement and
temporal self-attention mechanism. The proposed algorithm
first trains a reverse prediction model through the long-
sequence users in the data set, to predict the reverse rec-
ommendation in the user sequence. Then, the model is
transferred to short-sequence users, and pseudo-historical
items of short-sequence users are generated to enhance short
sequence. After enhancing short sequences, an improved
time-aware self-attention model is adopted, which adap-
tively assigns different weights by combining the time in-
terval information and absolute position information
between items. It can deeply mine the changes of user
preferences over time. Experimental results show that our
method outperforms the existing sequential recommenda-
tion methods on different data sets. In the future, it can be
considered to generate more accurate pseudo-historical
items by improving the reverse prediction model to improve
the recommendation effect further.
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Following a dynamic nonlinear perspective, this study explores the relationship between urban innovation capability and energy
utilization efficiency by employing the Panel Vector Autoregression (PVAR) and Dynamic Panel Threshold Regression (DPTR)
methods. Using the 2003-2020 panel data of 281 prefecture-level cities in China, this study confirms that energy utilization
efficiency improves owing to the improvement of urban innovation capability. Depending on the characteristics of the city, such as
population density, industrial structure, and environmental pollution, high energy utilization efficiency in the early stages of city
development may help or hinder the improvement of energy utilization efficiency in the later stages. The enhancement in urban
innovation capability has failed to improve energy utilization efficiency and has adversely affected cities with a low population
density or weak secondary industrial foundation. However, in cities with a high population density or proportion of secondary
industry, the improvement in innovation capability significantly increases the efficiency of energy utilization. In addition, the
positive effect that urban innovation capability has on energy utilization efficiency is higher in low-pollution cities than in high-

pollution cities.

1. Introduction

Energy consumption is an important factor in the economic
development and social progress of China. Given the in-
creasing total economic scale, the demand for and depen-
dence on energy in China are rising [1]. The latest data from
the BP World Energy Statistics Yearbook highlights that in
2018, the total primary energy consumption in China is
equivalent to 3273.5 million tons of oil, the highest in the
world. Moreover, according to the “China Energy Supply
and Demand Report,” the total energy consumption of
China amounts to 4.64 billion tons of standard coal, ac-
counting for 23.6% of the total global primary energy
consumption, and has ranked first worldwide for 10 con-
secutive years. The environmental deterioration in China
owing to excessive energy consumption coexists with the
energy tension caused by economic development. In

addition, the increasingly severe energy situation entails a
greater need for energy utilization efficiency, and improving
the efficiency of energy utilization has become the focus of
economic development in China at this stage [2]. However,
compared with the top countries regarding economic ag-
gregate, energy consumption per unit of the Gross Domestic
Product (GDP) is 2.14 times in the United States, 2.63 in
Japan, 2.97 in Germany, 3.53 in the United Kingdom, and
2.75 in France. This implies that the economy in China is still
supported by a large amount of energy consumption, and
there is still a large gap between China and the developed
countries regarding energy utilization efficiency [3].

The exponential growth of the economy and the limited
development of resources have elevated the transformation
of the “factor-driven” to the “innovation-driven”. Thus,
technological innovation has become a vital means for
countries and cities to solve economic problems and occupy


mailto:kzhao_kai@126.com
https://orcid.org/0000-0002-9361-628X
https://orcid.org/0000-0002-0966-4714
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8765949

development opportunities under the wave of the new
technological revolution [4, 5]. Recent findings have con-
firmed that the city serves as the main location for scientific
and technological innovation activities, and the increase in
innovation capability is helpful in improving energy effi-
ciency [6]. Improving energy utilization efficiency can also
improve urban innovation capabilities [7]. However, does
this conclusion apply to Chinese cities? Does energy utili-
zation efficiency affect urban innovation capability in China?
Does urban innovation capability affect energy utilization
efficiency? Or do they interact? Is the relationship between
the two forced or driven? Will this relationship change with
the changes in urban population density, industrial struc-
ture, environmental pollution, and other factors? There are
numerous questions that are not yet settled. Against this
background, clarifying the dynamic relationship and
mechanism between urban innovation capability and energy
utilization efliciency in China is not only beneficial to en-
suring national energy security and transforming the mode
of economic growth, but also conducive to the sustainable
and coordinated development of scientific and technological
innovation and new urbanization.

As an important issue in the field of energy economics,
energy utilization efficiency has been widely concerned by
numerous scholars [8]. The connotation of energy utilization
efficiency gradually extends, from the initial single-factor
energy utilization efficiency to the total-factor energy uti-
lization efficiency based on the traditional DEA model [9],
from the static energy utilization efficiency to the dynamic
total-factor energy utilization efficiency based on the
Malmquist index model [10], and from only focusing on
economic development to considering environmental pol-
lution [11] and energy utilization efficiency at the enterprise
level [12]. Similarly, urban innovation capability, as an
important issue in regional economics, also attracts atten-
tion. Previous studies have discussed the definition and
related concepts of urban innovation capability from the
perspectives of innovation environment and resource in-
tegration [13, 14]. Moreover, the measurement standards
and evaluation systems of urban innovation capability are
extensively and fully discussed [15, 16], which triggers a
dispute between a single indicator and an indicator system.
However, Huang et al. [17] put regional innovation capa-
bility and energy utilization efficiency in China into a re-
search framework and examined the coupling relationship
between them from the perspective of spatial and temporal
coordination. However, following the extant literature, most
discussions on energy utilization efficiency and urban in-
novation capability exist independently, and few studies
have investigated the relationship between the two, espe-
cially the dynamic nonlinear relationship.

The main contribution of this study is reflected in the
following three aspects: first, from the perspective of dy-
namic nonlinearity, the dynamic correlation and mechanism
between urban innovation capability and energy utilization
efficiency are discussed. Second, the combined method of
the Panel Vector Autoregression (PVAR) and the Dynamic
Panel Threshold Regression (DPTR) is helpful in accurately
identifying the dynamic causal relationship between urban
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innovation capability and energy utilization efficiency and
clarifying the mechanism of action, as well as examining the
dynamic nonlinear relationship between urban innovation
capability and energy utilization efficiency under different
constraints. Finally, this study uses nighttime lighting data,
which have been widely used in the field of economic re-
search recently; it measures the energy consumption of
various prefecture-level cities following the idea that the
brighter the night light is, the greater the total energy
consumption is, solving the shortcomings of existing re-
search in time span and urban measurement.

The remainder of the paper is structured as follows:
Section 2 explains the research design and method; Section 3
introduces the data source and variable definition; Sections 4
and 5 discuss the PVAR system and DPTR analyses, re-
spectively; and Section 6 concludes the study.

2. Methodology

2.1. PVAR System. PVAR can treat all variables as endog-
enous systems and examine the lagged terms of each vari-
able, reflecting the interaction between variables. This
method can capture individual differences and common
shocks to different cross-sections by introducing individual
effect and time-point effect variables, respectively, adding to
the advantages of Vector Autoregression (VAR) models and
panel data models. It can not only solve the problem of
endogeneity but also effectively characterize the shock re-
sponse and variance decomposition among system variables.
We can explore the dynamic relationship between urban
innovation capability and energy utilization efficiency as well
as the direct, strengthening, feedback, and other dynamic
interaction effects by constructing the PVAR system.

The PVAR system for analysis comprises the following
main steps: (1) construct a Generalized Method of Moments
(GMM) estimation to obtain the regression relationship
between variables; (2) determine the influence of orthogo-
nalization on other variables in the system by analyzing the
impulse-response function; and (3) obtain the variance
decomposition results in the prediction period and measure
the contribution of each variable using the variance analysis.
Because the estimation of the PVAR system is based on the
fixed-effect dynamic panel model, the intragroup mean
difference method should be used before the GMM esti-
mator to eliminate the time effect. Subsequently, to eliminate
the individual effect, the onward mean difference method
should be employed. The PVAR system is expressed as
follows:

Y=Yy A+ Yy 0Ap+-+Yy pAp  +Y, A

it-pAip ()
+XB+ fi+p + e

where i € {1,2,..., N} represents the prefecture-level cities
in China; t € {1,2,...,T} indicates the year; Y, isa (1 x k)
vector of dependent variables; X; is a (1 x1I) vector of
exogenous covariates (control variables); f; represents an
unobservable intercept effect, and this fixed effect can be
eliminated using the forward difference Helmert transfor-
mation method (the forward difference Helmert
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transformation method avoids the orthogonality between
the lag regression and difference terms of the instrumental
variable by removing the forward mean, so that the mea-
surement test results can be more accurate); i, denotes the
time effect; and ¢;, is the random error term, which has the
following characteristics: E(e,) =0 and E(gye;,) =2, and
E(e, e

im m) -

2.2. DPTR. Traditional panel threshold regression focuses
on static effects and requires strong exogenous control
variables [18]. However, strong exogenous conditions are
often difficult to meet in the real world. Therefore, Seo and
Shin [19] extended the traditional panel threshold model to
the dynamic model, and the First Difference Generalized
Method of Moments (FD-GMM) is employed to estimate it
in solving the endogenous problem in the DPTR model. The
specific form of the DPTR model is as follows:

Vie = (L x;1)¢, - (Lxi)by - Hae >y} + e (2)

The first-order difference form of (2) can be expressed as
follows:

Hgy <y} +
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then for given y, §, and 6, the estimators are expressed as the
following equation:

90 (y) =
Ix (k—1)

91 =

Ix1

T ¢ R%, where k = 2k, +2. Making T = [y,7],
represent two percentiles of the threshold variables, re-
spectively. Owing to the correlation between the regression
element and individual effect, the parameter estimation
obtained using the ordinary least squares regression
directly on (3) is biased. Therefore, we need to find a I x 1
dimensional tool variable ,Z;7)! that satisfies

E(

y and y

(S
thn Eityp - - < ZiDer)1 =0 for any 2<t,<T and I >k.
Because the model allows the endogeneity of threshold
variable g, it is E (g;,A¢;,) # 0. Therefore, g;, does not belong
T

to the set of instrumental variables {z;,}, _,» and the sample
moment conditions of the following one- ‘dimensional col-
umn vectors are considered:

G,(0) = Zg,(e» g:(0)

Ix1

zitO(AyitO - ﬁ,AxitU -& Xit;lito (Y)) (4)
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Suppose that if and only if 0= 00, E(g;(0)) =
Thus, making gi=9,(0,) = (mOAslt vy ZgAeg) and Q =
E(g;g:), where Q is assumed to be a positive definite. For a
positive definite matrix W, and W, —* Q!, making
7,.(0) =9,(0)W,g,(6), where
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0
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3. Data

This study uses panel data from 281 prefecture-level cities
in China from 2003 to 2020. The relevant data on the
regional economy, industrial structure, and urban envi-
ronmental pollution in various prefecture-level cities stem
from the annual “China Statistical Yearbook” and “China
Urban Statistical Yearbook.” The data on the invention
patent authorization in various prefecture-level cities are
obtained from the official websites of the State Intellectual
Property Office. The energy consumption of prefecture-
level cities is calculated based on the nighttime light data
that have been widely used in recent economic research
[20-22]. The idea is that the brighter the night light is, the
greater the total energy consumption. The nighttime
lighting data are obtained from the “Global Night-time
Light Database.” This database was developed based on the
Defense Meteorological Satellite Program (the DMSP
global nighttime lighting data are available at “https://ngdc.
noaa.gov/eog/dmsp/downloadV4composites.html”). The
nighttime light data include cloudless observation fre-
quency, average light image, and stable light image.
Because the stable lighting image data contain relatively
stable lighting in cities and towns, this study selects the
stable lighting image data as the basic data night-light
image data and the Visible Infrared Imaging Radiometer
Suite (VIIRS night lighting data are available at “https://
ncc.nesdis.noaa.gov/VIIRS/”). night light image data of
the National Oceanic and Atmospheric Administration
of the United States. These data reflect the nighttime
lighting data of the cities and counties in China (The
National Geophysical Data Center (NGDC) of the
United States conducts a series of noise processing on the
basic data, such as eliminating the influence of nighttime
clouds, short-term fires, aurora, and lightning, so the
processed data can truly reflect the energy consumption
of human beings). We average the nighttime light data
for each year in the research window period to ensure
that nighttime light data cover all prefecture-level cities
in China from the time and space dimensions. In ad-
dition, we convert the brightness of the light into a digital
number (DN). The DN value range of each raster is 0-63
(63 is the saturation value of the data). The spatial di-
mension covers the longitude from 135°degrees east to
73°degrees west and the latitude from 3°degrees north to
54°degrees north.

The core variable energy utilization efficiency (energy)
is measured by the logarithm of the per capita GDP of a
prefecture-level city divided by the total energy con-
sumption of the prefecture-level city (i.e., the reciprocal of
energy consumption per unit GDP). The higher the value is,
the higher the energy utilization efficiency is. The main
variable, urban innovation capability (inno), is measured by
the total number of invention patents in the prefecture-
level cities. Moreover, the urban population density
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(density) is obtained by dividing the population of the
prefecture-level cities by administrative area, thereby
characterizing the differential impact of the scale of urban
human activities. The industrial structure (struc) is mea-
sured by the proportion of the added value of the secondary
industry in the regional GDP, thereby characterizing the
overall industrial structure of the city. The degree of urban
environmental pollution (pollu) is measured by the sulfur
dioxide emissions of the prefecture-level cities. The de-
scriptive statistics of the aforementioned variables are
presented in Table 1.

4. PVAR Analysis

4.1. Model Estimation. The nonstationary problem of the
variables often leads to the phenomenon of “pseudore-
gression” in the analysis, making the regression results
deviate or even invalid. Therefore, we use Levin-Lin-Chu
(LLC), Harris-Tzavalis (HT), and Fisher-ADF methods to
examine whether the core variables have panel unit roots to
ensure the robustness of the test results. Table 2 reports that
the test results of the three methods reject the hypothesis that
the variables are nonstationary, and it can be considered that
the two core variables of energy utilization efficiency and
urban innovation capability are stationary, which is suitable
for the PVAR system analysis.

The orthogonal transformation between variables and
lagged regression coeflicients with the help of the Helmert
method and the optimal lag order of the PVAR system is
selected according to the information criteria, including the
Akaike information criterion (AIC), the Bayesian infor-
mation criterion (BIC), and the quasi-information criterion
(QIC). When the lag term is 1, the BIC reaches the mini-
mum, and when the order of the lag term is 2, the AIC and
QIC reach the minimum (Table 3). Following the principle
of “minority obeys majority,” a PVAR system with lag order
2 is constructed.

In Table 3, the energy equation estimation results (Col-
umn 1) suggest that the early energy utilization efficiency
significantly affects the later energy utilization efficiency, and
the early urban innovation capability is also conducive to
improving the later energy utilization efficiency. However, the
estimation results of inno equation (Column 2) reveal that the
estimation coefficient of energy utilization efficiency lagging
one period is negative and does not exhibit aboriginality,
indicating that the urban energy utilization efficiency of the
previous period cannot significantly improve the urban in-
novation capability of the latter period and may even inhibit
the urban innovation capability. The early urban innovation
capability will be beneficial to the later innovation capability,
which has certain “inertia” characteristics.

4.2. Impulse Response and Variance. The stability of the
PVAR (2) model is first tested before analyzing the impulse
response function and variance decomposition. Table 4 and
Figure 1 demonstrate that the absolute values of the real and
imaginary parts of the eigenvalues are all within the range of
[0, 1]. Therefore, the PVAR model is considered stable.
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TaBLE 1: Descriptive statistics of variables.
Name Symbol Mean SD Min Max Obs
Energy utilization efficiency energy 0.1259 0.8483 -2.1271 4.1374 5058
Innovation capability inno 3.7893 1.9326 0 10.7377 5058
Population density density 572.1839 313.0527 5.2016 2666.9483 5058
Industrial structure struc 0.4850 0.1099 0.0900 0.9097 5058
Environmental pollution pollu 56458.8437 58015.8401 1.9756 683170.7138 5058
TaBLE 2: Unit root test for core variables. TaBLE 4: Stability test of the PVAR (2) model.
Method Conclusion Eigenvalue
Variable . Module
LLC HT ADF LLC HT ADF Real Imaginary
-9.1795 0.5182 1140.7838 0.6744 0 0.6744
energy e e o Steady Steady Steady 0.2816 0.4673 0.5456
. -9.3768 0.7563  684.5540 0.0.2816 -0.4673 0.5456
inno e e nn Steady Steady Steady 0.0670 0 0.0670
Note. ***, **, and * represent the significance levels at 1%, 5%, and 10%,
respectively.
Roots of the companion matrix
TaBLE 3: Estimated results of the PVAR system. 14
(1) energy (2) inno
Coeflicients
L.energy 0.5594*** (0.1523) —0.4483 (0.5282)
L2.energy 0.3021*** (0.1031) 0.2933 (0.2772) 5 4
L.inno 0.0010*** (0.0002)  0.7452*** (0.0273)
L2.inno 0.0036* (0.0020) 0.0409*** (0.0154)
Control variables Yes Yes &
Lag order AIC BIC QIC 5 0
1 19.2748 ~101.4501 ~18.1671 E
2 16.5196 —80.0603 —24.0836
3 19.3278  —53.1073 —6.6874
Note. ***, **, and * represent the significance levels at 1%, 5%, and 10%, —5 4
respectively; “L” and “L2” represent lag order 1 and lag order 2, respectively;
standard error is presented in parentheses.
The impulse response function describes the response of -1

an endogenous variable to an error; that is, the trajectory of
the impact of a standard deviation of the random distur-
bance term on the current and future values of other var-
iables. It can intuitively describe the dynamic interaction
between energy utilization efficiency and urban innovation
capability and determine the time lag relationship between
variables. To intuitively describe the dynamic delay rela-
tionship between the variables in the system, we give each
variable a standard deviation of the impact and use the
Monte Carlo method to simulate 300 times, obtaining the
impact of each variable on the 0-20 periods after each
variable. The curve of the impulse response function of two
variables is illustrated in Figure 2. The horizontal axis
represents the response period of the shock response, and
the maximum lag period is 20. The vertical axis represents
the corresponding degree of the variable to the shock. The
shadow part represents the 95% confidence interval, and the
middle real line represents the size of the shock response in
each period.

There are three kinds of dynamic interaction effects in
the PVAR system: direct, reinforcement, and feedback

Real

FIGURE 1: Roots of the companion matrix.

effects. First, the direct effect, which is the lag term of urban
innovation capability variables on energy efficiency, can be
concerned with the first line and the second column of the
impulse response in Figure 2. In the face of an orthogonal
impact of urban innovation capability (inno), the overall
response of energy utilization efficiency shows an inverted
“U-shaped” trend. In the first three periods, improving
urban innovation capability can quickly improve energy
utilization efficiency, whereas, from the fourth period, the
positive effect gradually decreases and approaches 0. This
implies that urban innovation capability has a positive
effect on energy utilization efficiency, and it will signifi-
cantly improve energy utilization efficiency in the early
stages. However, its effect will gradually weaken with the
continuous renewal of urban development and techno-
logical innovation. Second, the strengthening effect is the
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FIGURE 2: Impulse response. Note: the transverse axis represents the lag period of the impact; the middle curve is the impulse response

function curve; and the shadow part is the 95% confidence interval.

lag effect of two variables on the current period. Although
the strengthening effect of energy utilization efficiency
displays a “U-shaped” trend of “positive first and then
negative” and gradually converges to zero, the impulse
response diagram on the diagonal can be observed. Finally,
the feedback effect is the lag of energy utilization efficiency
on urban innovation capability. The impulse response in
Figure 2 (Row 2 and Column 1) describes the response of
the urban innovation capability to energy utilization effi-
ciency’s orthogonal impact. Given an orthogonal impact on
energy utilization efficiency, urban innovation capability
presents a “U-shaped” change of “positive first and then
negative” and converges to zero in the 10" phase.
Variance decomposition means the decomposition of
the prediction mean square error of any endogenous
variable into the contribution made by random shocks to
each variable in the system. It calculates the percentage
size of the contribution made by shocks to each variable
shock, evaluating the impact of one variable on another.
On the basis of the analysis of impulse response (Figure 2),
we use variance decomposition to further examine the
degree of interaction between urban innovation capability
and energy utilization efficiency and obtain the contri-
bution of the impact response of each equation to the
fluctuation of each variable in the PVAR (2) system. The
error variance decomposition results of the two core
variables of energy utilization efficiency and urban in-
novation capability in the 1%-20" forecast periods are

reported in Table 5. The test results prove that the variance
decomposition of the 8th period is basically stable, and the
conclusion is meaningful.

Moreover, it can be inferred that the variance of the
prediction error of energy utilization efficiency comes from
itself in the first period, which is unrelated to urban in-
novation capability (Table 5). However, the contribution rate
of urban innovation capability to the change in energy use
efficiency has increased over time and finally been main-
tained at approximately 9.09%, whereas the contribution
rate of energy use efficiency to the change in urban inno-
vation capability remains at approximately 4.28%. Com-
pared with the contribution rate of energy utilization
efficiency to the change of urban innovation capability, the
latter has a greater explanation than the former.

4.3. Granger Causality Analysis. A Granger causality test is
conducted on the two core variables in the PVAR system to
examine whether there is an obvious causal relationship
between urban innovation capability and energy utilization
efficiency. The results are reported in Table 6.

Combining the Granger causality analysis results in
Table 6 and the variance decomposition results in Table 5, it
can be observed that the improvement of urban innovation
capability is the reason for the improvement of energy
utilization efficiency. The increase in energy utilization ef-
ficiency is not the reason for the increase in urban
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TABLE 5: Variance decomposition of the prediction error of core
variables.

Variance decomposition

energy inno

energy inno energy inno
I 100% 0% 5.17% 94.83%
2nd 95.99% 4.01% 3.59% 96.41%
3rd 93.27% 6.73% 3.67% 96.33%
4t 91.56% 8.44% 4.20% 95.80%
5t 90.92% 9.08% 4.33% 95.67%
6" 90.91% 9.09% 4.31% 95.69%
7t 90.90% 9.10% 4.29% 95.71%
gth 90.91% 9.09% 4.28% 95.72%
oth 90.91% 9.09% 4.28% 95.72%
10t 90.91% 9.09% 4.28% 95.72%
1™ 90.91% 9.09% 4.28% 95.72%
12 90.91% 9.09% 4.28% 95.72%
13" 90.91% 9.09% 4.28% 95.72%
14 90.91% 9.09% 4.28% 95.72%
15" 90.91% 9.09% 4.28% 95.72%
16™ 90.91% 9.09% 4.28% 95.72%
17 90.91% 9.09% 4.28% 95.72%
18™ 90.91% 9.09% 4.28% 95.72%
19 90.91% 9.09% 4.28% 95.72%
20t 90.91% 9.09% 4.28% 95.72%

TaBLE 6: Granger causality test.
. Granger test (null 2 Degree of P

Variable h;lgpothesis) Vé(lue fridom value

The increase in urban

innovation capability is
Energy not the reason for the  14.131 2 0.001

increase in energy
utilization efficiency.
The increase in energy
utilization efficiency is not

Inno the reason for the increase 1.167 2 0.558

in urban innovation
capability.

innovation capability, and whether it is energy utilization
efficiency or urban innovation capability, the fluctuation of
its prediction error is mainly due to itself. This conclusion
provides a basis for using the dynamic threshold regression
model to test the nonlinear effect of urban innovation ca-
pability on energy utilization efficiency.

5. DPTR Analysis

The threshold variables are set as the population density,
industrial structure, and environmental pollution of the
prefecture-level cities, and the DPTR model is established in
this section to analyze the differences in the impact of urban
innovation capability on energy utilization efficiency under
different population density, industrial structure, and en-
vironmental pollution levels. The specific forms can be
expressed as follows:

energy; = ¢ +(¢1energYi,t—l + 91inn0it)1{%t <y}
+(¢ZenergYi,t—1 + ezinnoit)l{qz‘t >y} + o+ vy

(7)

where energy, is a time-varying dependent variable; inno;,
and lag-dependent variable energy;, ; are explanatory
variables; I{-} represents an indicator function, which is
equal to 1 when the conditions in brackets are satisfied,
otherwise 0; g;, denotes the three threshold variables that
describe the urban population density, industrial structure,
and environmental pollution; y represents the threshold
value; ¢, ¢,, 0, and 0, represent the relevant slope pa-
rameters corresponding to the different intervals. Because
the explanatory and threshold variables in the model may
have endogenous problems, the error term of the model is
set to €, = o; + vy, which is composed of two parts by Seo
and Shin [19]; «; is an unobservable individual fixed effect;
and v is a zero mean heterogeneous random disturbance
term (v;, is assumed to be a martingale difference sequence,
namely, E (v;|y,_,) = 0, where y,_, is the natural filtering in
period t, and it is not assumed that inno;, or g;, is measurable
relative to y,_;, namely, E (v,inno;,) # 0 or E (v;,q;,) # 0. This
setting allows the endogeneity of the explanatory variable
inno;, and the threshold variable g; in the model). The
estimation results of the impact of urban innovation ca-
pability on energy utilization efficiency based on DPTR are
summarized in Table 7. Population density, industrial
structure, and environmental pollution level are used as
threshold variables to represent the population, industry,
and environmental constraints of the city to a certain extent.

We use the bootstrap method proposed by Hansen [23] to
simulate the asymptotic distribution and p value of the sta-
tistics to test the validity of the estimation results of the DPTR
model shown in Table 7. The nonlinear test results show that p
values are close to zero and the model does have a nonlinear
relationship (Table 7). Consequently, a dynamic threshold
model with population density, industrial structure, and
environmental pollution level as threshold variables can be
established. First, from the parameter estimation results with
population density as the threshold variable, the threshold
value is 263.9851, which divides the sample into two intervals
of low population density (qy,, <263.9851) and high pop-
ulation density (g, >263.9851), and the coefficients of
variables in these two intervals are significantly different.
When the urban population density is lower than approxi-
mately 264 people/km’, the estimated value of the coefficient
passes the 1% aboriginality test and demonstrates a positive
“inertia” effect. This indicates that early energy utilization
efficiency has a positive role in promoting later energy uti-
lization efficiency under this threshold. The estimated value of
the coeflicient 6, is significantly negative, which indicates that
the improvement of the innovation capability of cities with a
low population density cannot improve their energy utili-
zation efliciency but will inhibit it. However, in the urban
population, the density is higher than 264 people/km”, and
the result is exactly the opposite. The energy utilization ef-
ficiency in the early stage is not conducive to improving
energy utilization efficiency in the later stage, and improving
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TaBLE 7: Estimated results based on DPTR.
Explained variable: energy
Model 1 Model 2 Model 3
Threshold Population density Industrial structure Environmental pollution
variable (density) (struc) (pollu)
Threshold value 263.9851*** (13.3842) 0.4026*** (0.0004) 36285.2104*** (2190.5583)
Exf;:izabtlzry Coefficient
Low
energy;,_, ¢ 0.9086*** (0.0019) 0.9665** (0.0045) 0.9794*** (0.0046)
inno;, 0, —0.0528* (0.0281) —0.0029*** (0.0007) —-0.0095*** (0.0022)
High
energy;,_, ¢, —0.2038"** (0.0201) —0.0241*** (0.0032) —0.0408"** (0.0068)
inno,, 6, 0.0275*** (0.0032) 0.0044*** (0.0007) 0.0005 (0.0024)
Constant ¢, 0.5829*** (0.0554) —0.1812*** (0.0069) —0.1540*** (0.0108)
Nonlinear test (p value) 0.00 0.00 0.00
Percentage of samples in high interval (%) 65.27% 59.84% 56.71%

Note. ***, **, and * represent the significance levels at 1%, 5%, and 10%, respectively; standard error is presented in parentheses.

urban innovation capability will significantly promote the
improvement of urban energy utilization efficiency. Second,
from the parameter estimation results with industrial struc-
ture as the threshold variable, the threshold value is 0.4026
and is significantly indigenous at the level of 1%, which in-
dicates that when the proportion of the added value of the
secondary industry in the GDP of a prefecture-level city is
higher than this threshold, the improvement of urban in-
novation capability is conducive to the improvement of its
energy utilization efficiency. On the contrary, it will damage
the improvement of energy utilization efficiency. Finally, from
the results of parameter estimation with environmental
pollution as the threshold variable, the threshold value is
36285.2104 and shows aboriginality at 1% level. The threshold
value divides the samples into high-pollution (pollu>

36285.2104) and low-pollution (pollu< 36285.2104) cities.
However, the improvement of urban innovation capability is
beneficial to the improvement of energy utilization efficiency
for high- and low-pollution cities. Notably, compared with
high-pollution cities, the improvement of innovation capa-
bility in low-pollution cities will have a stronger effect on
improving energy utilization efficiency.

6. Conclusion

From the dynamic nonlinear perspective, this study
discusses the relationship between urban innovation ca-
pability and energy utilization efficiency by using the
PVAR and DPTR methods. Using the 2003-2020 panel
data samples of 281 prefecture-level cities in China, we
discussed the dynamic correlation and mechanism of
energy utilization efficiency and urban innovation capa-
bility. The results reveal that the improvement in urban
innovation capability is the reason behind the improve-
ment in urban energy utilization efficiency, and the im-
provement in energy utilization efficiency is not the
reason behind the improvement in urban innovation
capability. The level of energy utilization efficiency in the
early stages of the city may be both a boost and an obstacle

to the improvement of energy utilization efficiency in the
later stages, depending on the situation of the city in terms
of population density, industrial structure, and environ-
mental pollution. For cities with low levels of population
density, industrial structure, and environmental pollu-
tion, energy utilization efficiency has certain “inertia”
characteristics. By contrast, for cities with high levels of
population density, industrial structure level, and envi-
ronmental pollution, the high efficiency of early energy
utilization will hinder the improvement in energy utili-
zation efficiency in the later period. From the perspective
of urban innovation capability, enhancing urban inno-
vation capability can not only improve energy utilization
efficiency but also adversely affect cities with a low
population density or weak secondary industrial base.
Whereas for cities with a high population density or
proportion of secondary industry, improving innovation
capability will significantly improve urban energy utili-
zation efficiency. Furthermore, the promoting effect of
urban innovation capability on energy utilization effi-
ciency in low-pollution cities is significantly stronger than
that in high-pollution cities.

Some shortcomings remain in this study, which is un-
avoidable. First, the measurement of urban innovation ca-
pability is rather rough without considering the differences
in patents (for example, patents for invention, patents for
utility models, and patents for industrial design). The follow-
up research can make a more detailed division of innovation
capability according to Chinese patent classification stan-
dards so as to reflect the difference in quantity and quality of
urban innovation capability. Second, this paper only con-
siders the influence of urban population density, industrial
structure, and environmental pollution on the relationship
between urban innovation ability and energy utilization
efficiency. A future study can further investigate the possible
nonlinear relationship between urban innovation ability and
energy utilization efficiency caused by economic develop-
ment, urban infrastructure, policy implementation effi-
ciency, etc.



Complexity

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This research was funded by the National Natural Science
Foundation of China, grant no. 51908229.

References

[1] M. T. Xu and C. Bao, “Quantifying the spatiotemporal
characteristics of China’s energy efficiency and its driving
factors: a Super-RSBM and Geodetector analysis,” Journal of
Cleaner Production, vol. 356, Article ID 131867, 2022.

[2] C. L. Miao, D. B. Fang, L. Y. Sun, Q. L. Luo, and Q. Yu,
“Driving effect of technology innovation on energy utilization
efficiency in strategic emerging industries,” Journal of Cleaner
Production, vol. 170, no. 1, pp. 1177-1184, 2018.

[3] P. Sun, L. L. Liu, and M. Qayyum, “Energy efficiency com-
parison amongst service industry in Chinese provinces from
the perspective of heterogeneous resource endowment:
analysis using undesirable super efficiency SBM-ML model,”
Journal of Cleaner Production, vol. 328, Article ID 129535,
2021.

[4] A. T. Xu, K. Y. Qiu, C. Y. Jin, C. J. Cheng, and Y. H. Zhu,
“Regional innovation ability and its inequality: measurements
and dynamic decomposition,” Technological Forecasting and
Social Change, vol. 180, Article ID 121713, 2022.

[5] X.J. Che, P. Zhou, and K. H. Chai, “Regional policy effect on
photovoltaic (PV) technology innovation: findings from 260
cities in China,” Energy Policy, vol. 162, Article ID 112807,
2022.

[6] J. Y. Yang, G. Q. Xiong, and D. Q. Shi, “Innovation and
sustainable: can innovative city improve energy efficiency?”
Sustainable Cities and Society, vol. 80, Article ID 103761, 2022.

[7] W. Lv, X. Hong, and K. Fang, “Chinese regional energy ef-
ficiency change and its determinants analysis: Malmquist
index and Tobit model,” Annals of Operations Research,
vol. 228, no. 1, pp. 9-22, 2015.

[8] S.Nizetic, N. Djilali, A. Papadopoulos, and J. J. P. C. Rodrigues,

“Smart technologies for promotion of energy efficiency, utili-

zation of sustainable resources and waste management,”

Journal of Cleaner Production, vol. 231, pp. 565-591, 2019.

R. Wang, Q. Z. Wang, and S. L. Yao, “Evaluation and dif-

ference analysis of regional energy efficiency in China under

the carbon neutrality targets: insights from DEA and Theil

models,” Journal of Environmental Management, vol. 293,

Article ID 112958, 2021.

[10] Z. L. Zheng, “Energy efficiency evaluation model based on
DEA-SBM-Malmquist index,” Energy Reports, vol. 7,
pp. 397-409, 2021.

[11] Q.Y. Zhu, X. C. Li, F. Li, J. Wu, and D. Q. Zhou, “Energy and
environmental efficiency of China’s transportation sectors
under the constraints of energy consumption and environ-
mental pollution,” Energy Economics, vol. 89, Article ID
104817, 2020.

[12] M. Incekara, “Determinants of process reengineering and
waste management as resource efficiency practices and their

[9

impact on production cost performance of Small and Medium
Enterprises in the manufacturing sector,” Journal of Cleaner
Production, vol. 356, Article ID 131712, 2022.

[13] H.S. Ai, M. Y. Wang, Y. J. Zhang, and T. T. Zhu, “How does
air pollution affect urban innovation capability? Evidence
from 281 cities in China,” Structural Change and Economic
Dynamics, vol. 61, pp. 166-178, 2022.

[14] J. Cheng, J. M. Zhao, D. L. Zhu, X. Jiang, H. Zhang, and
Y. J. Zhang, “Land marketization and urban innovation ca-
pability: evidence from China,” Habitat International,
vol. 122, Article ID 102540, 2022.

[15] C. Zou, Y. C. Huang, S. S. Wu, and S. L. Hu, “Does “low-
carbon city” accelerate urban innovation? Evidence from
China,” Sustainable Cities and Society, 2022.

[16] Z.]. Feng, H. C. Cai, Z. N. Chen, and W. Zhou, “Influence of

an interurban innovation network on the innovation capacity

of China: a multiplex network perspective,” Technological

Forecasting and Social Change, vol. 180, Article ID 121651,

2022.

L. Huang, S. Q. Lin, and J. Chen, “The spatial-temporal

coupling analysis of China’s regional innovation capability

and energy utilization efficiency,” World Regional Studies,

vol. 29, no. 6, pp. 1161-1171, 2020.

[18] B. E. Hansen, “Threshold effects in non-dynamic panels:
estimation, testing, and inference,” Journal of Econometrics,
vol. 93, no. 2, pp- 345-368, 1999.

[19] M. H. Seo and Y. Shin, “Dynamic panels with threshold effect
and endogeneity,” Journal of Econometrics, vol. 195, no. 2,
pp. 169-186, 2016.

[20] J.Li, S. L. He, J. L. Wang, W. F. Ma, and H. Ye, “Investigating
the spatiotemporal changes and driving factors of nighttime
light patterns in RCEP Countries based on remote sensed
satellite images,” Journal of Cleaner Production, vol. 359,
Article ID 131944, 2022.

[21] Y. M. Zheng, L. N. Tang, and H. W. Wang, “An improved
approach for monitoring urban built-up areas by combining
NPP-VIIRS nighttime light, NDVI, NDWI, and NDBI,”
Journal of Cleaner Production, vol. 328, 2021.

[22] Z.W.Huang, S.Y.Li, F. Gao, F. Wang, J. Y. Lin, and Z. L. Tan,
“Evaluating the performance of LBSM data to estimate the
gross domestic product of China at multiple scales: a com-
parison with NPP-VIIRS nighttime light data,” Journal of
Cleaner Production, vol. 328, Article ID 129558, 2021.

[23] B. E. Hansen, “Inference when a nuisance parameter is not
identified under the null hypothesis,” Econometrica, vol. 64,
no. 2, pp. 413-430, 1996.

[17



Hindawi

Complexity

Volume 2022, Article ID 8607185, 18 pages
https://doi.org/10.1155/2022/8607185

Research Article

WILEY | Q@) Hindawi

Research on Influencing Factors of Knowledge Hiding Behavior in

Socialized Q&A Communities: Taking Zhihu as an Example

Wen-Zhu Li®,! Jiang-Fei Chen ,234 Xin Feng ,>% and Qiang Yan !

ISchool of Economics and Management, Beijing University of Posts and Telecommunications, Beijing 100876, China
2School of Arts & Design, Yanshan University, Qinhuangdao 066004, China

3Information Center for Military and Civilian Collaboration of Beijing-Tianjin-Hebei, Yanshan University,

Qinhuangdao 066004, China

*Hebei Design Innovation and Industrial Development Research Center, Yanshan University, Qinhuangdao 066004, China
*School of Economics and Management, Yanshan University, Qinhuangdao 066004, China

Correspondence should be addressed to Xin Feng; 149987543@qq.com
Received 15 July 2022; Revised 12 August 2022; Accepted 3 September 2022; Published 27 September 2022
Academic Editor: Andrea Murari

Copyright © 2022 Wen-Zhu Li et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the normalization of epidemic prevention and control, the expression of the public’s demand for health information on
online platforms continues to increase, while knowledge hiding behavior has seriously hindered the communication and dis-
semination of epidemic prevention knowledge and has a negative impact on public communication and access to health in-
formation in the socialized Q&A communities. Therefore, further stimulating diving users’ activity and reducing their knowledge
hiding behavior have become the key to the sustainable development of epidemic prevention and control and communities. Based
on the social cognition theory, from the perspective of individual cognition and external environment, this study constructs a
theoretical model of the influencing factors of users’ knowledge hiding behavior in the socialized Q&A communities in the post-
epidemic era and puts forward relevant assumptions. 151 effective questionnaires are collected and an empirical analysis is carried
out by using the structural equation model. The results show that outcome expectation, community atmosphere, and requesting
negatively affect knowledge hiding behavior; self-efficacy, outcome expectation, and community atmosphere negatively affect the
three different types of knowledge hiding behavior, which are evasive hiding, playing dumb, and rationalized hiding; community
atmosphere positively affects outcome expectation, which plays a significant intermediary effect between community atmosphere
and knowledge hiding behavior. The research content and relevant conclusions of this study deepen and expand the connotation
and extension of knowledge hiding behavior in the negative performance of Q&A communities. From the perspective of practical
application, it can also effectively reduce knowledge hiding behavior, grasp the development direction of public health needs, and
strengthen the dissemination of epidemic prevention and control knowledge.

1. Introduction

At the beginning of 2020, the COVID-19 spread rapidly
around the world, bringing a crisis and inconvenience to
every individual in the society, causing public panic and
anxiety, and greatly stimulating the public’s demand for
health information [1], thus triggering an upsurge of in-
formation search on socialized Q&A communities. Social-
ized Q&A communities are based on communities, user
relations, and content operation, emphasizing users’ social
relations and self-generated content [2]. With the rapid

development of network technology, as the emerging in-
teractive platform with the characteristics of communication
convenience, communication flexibility, variety, and time-
liness of knowledge, socialized Q&A communities, has
ushered in its era of rapid development and is gradually
becoming an important place for people to acquire daily
knowledge and share opinions. In the socialized Q&A
communities represented by “Zhihu,” users can share and
obtain the information they need by searching, browsing,
asking questions, commenting, or answering relevant
questions; among them, we searched the keyword “epidemic
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prevention and control” under the topic column and found
that the problem data have accumulated more than 50,000.
Therefore, user interaction is the basis of information or
knowledge exchange in socialized Q&A communities, and
stable user interaction is the guarantee of the normal op-
eration and sustainable development of socialized Q&A
communities [3].

The increased public demand for online platforms for
health information generated by this outbreak has become a
challenge to successfully retain users and motivate them to
contribute effective information to Q&A communities. Even
for a successful Q&A community, most people only pay
attention to personal preference information and rarely
focus on other people’s questions, which plays a relatively
passive role [4]. Under the topic of epidemic prevention and
control on Zhihu, although there are a lot of questions, the
discussion and interaction on the topic are relatively small.
Some users choose to hide or ignore the questions even
though they know the answers, which leads to the emergence
of knowledge-hiding behavior. Knowledge hiding is a
conscious and purposeful behavior of hiding information,
retaining knowledge answers, or refusing to answer directly
[5], which will lead users to reduce their efforts and scientific
level in knowledge sharing, hinder the transmission of new
knowledge and the development of new ideas [6], hinder the
knowledge mobility among users and sustainable healthy
development of socialized Q&A communities, and affect the
public’s access to health information in the post-epidemic
era. Knowledge hiding behavior has serious harm, but it is
not an optimal solution to shut down the community just
because of the knowledge hiding behavior of some users,
which can bring trouble and unfairness to users who are still
contributing high-quality answers to the community.
Therefore, this study takes finding the influencing factors of
knowledge hiding behavior as the research motivation and
provides an effective reference for the optimization of so-
cialized Q&A communities to further understand users’
preferences and intentions 7], which is conducive to further
enhancing the competitiveness of the communities, effec-
tively grasping the laws and characteristics of public health
information demand in the post-epidemic era, and pro-
viding a reference for relevant government departments and
socialized Q&A communities to better serve the public.

In recent years, more and more scholars have studied the
negative behaviors in socialized Q&A communities. As one
of the users’ negative behaviors, knowledge hiding behavior
has attracted more attention than before. However, few
studies focus on the combination of public health needs and
knowledge hiding behavior in the post-epidemic era. In
terms of research status, scholars’ research balance on
knowledge hiding and knowledge sharing is still inclined
toward knowledge sharing [8], for example, Shi et al. [9] and
Zhao et al. [10] have conducted studies on this. The research
on knowledge hiding is mainly concentrated in organiza-
tions, companies, and employees, and the knowledge hiding
survey from the perspective of Q&A communities is rela-
tively missing, which makes the theories in the research field
lack corresponding theoretical support in the actual research
situation. Therefore, to explore the influencing factors of
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users’ knowledge hiding behavior in the Q&A communities
in the post-epidemic era, this study takes “Zhihu” as the
research platform, which is highly active in China’s so-
cialized Q&A communities and has representative users,
which takes epidemic prevention and control as a research
topic, applies social cognitive theory, and empirical analysis
methods to explore the synergistic effects of self-efficacy,
community atmosphere, outcome expectation, and request
on knowledge hiding behavior, among them, self-efficacy
and outcome expectation, as a form of self-assessment,
belong to individual subjective judgment; community at-
mosphere and request as the external characteristics, refer to
the environment gradually formed in the community, which
can affect users. Thus, this study selects these factors as
research variables to reveal the key influencing factors of
users’ knowledge hiding behavior and then puts forward
suggestions to reduce users’ knowledge hiding behavior. The
research of this study is conducive to improving users’
participation in the socialized Q&A communities, thus
promoting and maintaining a virtuous circle of the com-
munity. It is conducive to creating a fair and open com-
munity environment, promoting mutually beneficial
information exchange behavior of users, and guiding users
to share knowledge. It is of great significance to enrich the
user behavior theory of socialized Q&A communities and
strengthen the connection between the community and
users.

2. Related Research Studies

2.1. Knowledge Hiding Behavior. Connelly et al. [11] sorted
out the concept of knowledge hiding behavior by studying
the reasons behind the unsuccessful knowledge sharing and
clearly defined knowledge hiding behavior as the intentional
act of retaining, hiding, or refusing to give knowledge, the
structure of knowledge hiding behavior is explored through
empirical study, and believes that there are three dimen-
sions: evasive hiding, playing dumb, and rationalized hiding.
Among them, evasive hiding means that the knowledge
concealer provides irrelevant information to the inquirer to
replace the information which is needed, which delays time
and gives misleading promises but does not provide help;
playing dumb refers to the behavior of the knowledge
concealer pretending not to understand the knowledge they
ask; and rationalized hiding means that the person who
conceals knowledge gives a valid reason as to why he cannot
provide the knowledge. This kind of concealment behavior is
not deceptive. According to Nielsen [12], the “90-9-1” rule of
unequal participation prevails in Q&A communities, 90% of
users are divers who never express their opinions, 9% are
occasional contributors, and 1% are experts who provide
most of the community’s content. This indicates that most
users in Q&A communities only browse knowledge and do
not actively participate in knowledge sharing, showing a
tendency for knowledge hiding.

It is very important to distinguish between knowledge
hiding and knowledge sharing. Knowledge hiding is not only
a lack of sharing but its motivation may have many different
reasons, and the lack of knowledge sharing may only be due
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to the lack of knowledge itself. Therefore, the two are not
opposed to each other but are two conceptually different
structures [11]. Therefore, knowledge hiding behavior has
gradually been a concern for scholars who have carried out
targeted research with rich research results. For example,
Nguyen et al. [13] developed a conceptual framework based
on resource conservation to study knowledge hiding be-
havior and its consequences; its purpose was to deal with the
problem that employees may engage in knowledge hiding to
maintain their resources and competitive advantage due to
organizational crisis under COVID-19. Fauzi [14] used the
systematic literature review method to conduct quantitative
research on employees’ knowledge hiding behavior and
regarded it as immoral and antisocial behavior, which is
considered to be detrimental to team development. Jafari-
Sadeghi et al. [15] applied the DEMATEL to sort out the
causal relationships between knowledge hiding components
and provided a conceptual framework. Huang [16] explored
the influence of overqualification on knowledge hiding by
constructing an intermediary model, which showed that
employees’ sense of excess qualification negatively affects
knowledge hiding. This study enriches the mechanism and
boundary conditions of excess qualification and knowledge
hiding. Li and Ke [17] conducted an empirical study on the
influencing factors of users’ knowledge hiding behavior in
Q&A communities, from three aspects of personal char-
acteristics, situational atmosphere, and knowledge charac-
teristics to analyze the seven factors that affect knowledge
hiding behavior, and put forward valuable suggestions for
improving the degree of knowledge exchange in virtual
communities. Lu et al. [18] conducted a study on the
grouping of knowledge hiding behaviors in socialized Q&A
communities based on FsQCA and explored the reasons for
users’ knowledge hiding behaviors; this research is of great
significance to enrich the relevant theories of user behavior
in socialized Q&A communities.

Moreover, in terms of the reasons for knowledge hiding,
Hamza et al. [19] focused on the mediating role of team
member exchange (TMX) and examined the influence of
personality traits and individual ethnicity on knowledge
hiding behavior. The study found that openness, consci-
entiousness, neuroticism, and ethnicity are positively cor-
related with knowledge hiding, while TMX as a mediator
transforms this positive correlation into a negative one.
Anand et al. [20] thought personal beliefs or situational
constraints cause knowledge hiding, and identified the
driving factors that lead to knowledge hiding. Among them,
situational driving explained the reasons as to why per-
formance and competition lead to unconscious hiding:
psychological ownership driving leads to controlled hiding,
hostility and abuse driving from employees or managers lead
to victimization hiding, and identity and norms driving lead
to preference hiding. Alam et al. [21] believed that negative
emotions are a major cause of knowledge hiding, in which
relationship conflict positively affect knowledge hiding, and
frustration regulates the relationship between relationship
conflict and knowledge hiding to a certain extent.

By analyzing the existing literature on knowledge hiding
behavior, it is found that as important emerging platforms

for information sharing and acquisition, socialized Q&A
communities have few research achievements on it. Users, as
the main producers of information and content in socialized
Q&A communities, are key factors to promote the sus-
tainable and healthy development of the communities, so the
prevalence of knowledge hiding in the communities will
inevitably have a negative impact on the development of the
communities. On the one hand, knowledge hiding seriously
undermines the knowledge creativity of the virtual academic
community, reduces the influence of the community [22],
and breaks the good academic atmosphere in the commu-
nity; on the other hand, knowledge hiding reduces users’
own knowledge creativity and also affects the willingness of
other users in the community to share knowledge, which
eventually leads to the vicious development of the
communities.

In summary, exploring the influencing factors of users’
knowledge hiding behavior not only enriches the user be-
havior theory of socialized Q&A communities but also
contributes to the healthy development of communities.
Due to the imperfect community standard system in the
socialized Q&A communities and less offline communica-
tion of users, the behavior of users in the communities is
more affected by personal factors, and there are also envi-
ronmental factors affecting the behavior of users in the
communities. In addition, Meng et al. [1] took “Zhihu” as an
example, used the LDA theme model to build a coding
system for users’ health information needs, and revealed the
characteristics and evolution rules of users’ health infor-
mation needs from the dimensions of time and demand
theme. The research study found that the health information
needs of Internet users in the post-epidemic period mainly
focused on the knowledge related to COVID-19, epidemic
prevention and control, and social impact, among which the
core demand of users was “epidemic prevention and con-
trol.” Therefore, this study takes the post epidemic era as
background, takes the topic of epidemic prevention and
control on “Zhihu” as a theme, and explores the users’
knowledge hiding behavior in socialized Q&A communities
from the perspective of individuals, combined with external
environmental factors.

2.2. Social Cognitive Theory. Social cognitive theory (SCT) is
derived from Bandura’s social cognitive learning theory,
which holds that individual behavior is affected by its factors
and external environmental factors such as environment and
atmosphere. Therefore, the dynamic interaction relationship
between behavior, individual, and environment constitutes
its core view, that is, the “Triadic Theory” model [23]. The
“Triadic Theory” model holds that the interaction of two
factors will affect people’s motivation, emotion, attitude, and
behavior. Flavell proposed that the object of social cognition
is human events, which are the cognition of people and their
behavior. Fang [24] proposed that social cognition is peo-
ple’s understanding of themselves and others. Shi [25] be-
lieved that social cognition is a process in which individuals
speculate and judge the psychological state, behavioral
motivation, and intention of others. At present, the research



study based on the perspective of social cognitive theory
mainly focuses on knowledge-sharing behavior in enter-
prises, group organizations, and virtual communities. For
example, Hsu et al. [26] proposed a knowledge-sharing
model based on social cognitive theory, which includes self-
efficacy, outcome expectation of personal impact, and
multidimensional trust of environmental impact. Cai and
Shi [27] discussed the potential mechanisms of community
atmosphere on willingness to share knowledge in virtual
communities based on social cognitive theory. This study is
the first to explore whether and how the community at-
mosphere affects knowledge sharing and provides practical
insights on how to use the community atmosphere to
promote knowledge sharing in the Q&A communities. Zhan
and Xiong [28] discussed the intermediary role of moral
evasion in the spectator response of uncivilized behavior
based on social cognitive theory, which is conducive to
deepening the understanding of uncivilized behavior.

As a mature theory, the social cognitive theory has been
widely used to understand and predict individual and group
behavior characteristics. Based on interactive determinism,
social cognitive theory proves that there is a causal rela-
tionship between individual, environment, and behavior, in
which individual and environment can jointly affect or even
determine the occurrence of individual behavior. Through
the framework of social cognitive theory, this study divides
the influencing factors of knowledge hiding behavior in
socialized Q&A communities into environmental factors
and individual factors. Therefore, users’ personal behavior
motivation can be well explained by social cognitive theory.
Thus, because of the knowledge hiding behavior which is
prevalent in the socialized Q&A communities and based on
the perspective of social cognitive theory this study explores
and effectively extracts the influencing factors of knowledge
hiding behavior from this theory.

3. Research Hypothesis and
Model Construction

Based on social cognitive theory, this study explores the
influencing factors of knowledge hiding behavior by com-
bining individual cognitive and external environmental
factors. According to SCT, self-efficacy and outcome ex-
pectation belong to individual cognitive factors (subjective
feelings and expectation judgments), which influence the
individual behavior. In addition, external environmental
factors and requests, as indispensable factors in socialized
Q&A communities, also have some influence on user
behavior.

3.1. Research Hypothesis

3.1.1. Self-Efficacy. Self-efficacy refers to people’s beliefs
about what they need to do to complete a task or achieve a
goal, that is, the degree of confidence that an individual can
use the skills they possess to achieve the desired behavior
[29]. Self-efficacy has an impact on what decisions indi-
viduals make and what behaviors they adopt; thus, self-
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efficacy is an important factor that potentially influences
knowledge hiding behavior. As Nielsen [12] said, the Q&A
community has 1% of experts who provide most of the high-
quality content. When users have high self-efficacy, it means
that such users have relatively high response ability and
knowledge reserve levels. They feel confident about the
content they contribute and do not shy away from hiding
their knowledge, which makes such users become this kind
of “1%.” In recent years, the research methods of self-efficacy
are mainly empirical research, and the research content
mainly focuses on three themes: education, organization,
and knowledge behavior [30]. Among them, in the existing
studies that take self-efficacy as a factor to discuss its impact
on users’ knowledge behavior, Lee et al. [31] tested multiple
mediating effects of self-efficacy between knowledge sharing
and sustainable well-being, and the results showed self-ef-
ficacy positively mediated the relationship between knowl-
edge sharing and sustained well-being. Yang and Li [32]
believed that the higher the self-efficacy, the more confident
is one of their own ability and valuable contribution to the
virtual communities, and the more willing they are to
promote knowledge sharing. Zhao and Li [33] tested the
hypothesis that self-efficacy has a direct positive impact on
knowledge-sharing behavior. According to SCT, individuals
are more motivated to do things they know with full con-
fidence and ability and pay less effort for things they are not
sure about. Liu and An [6] showed that employees with high
self-efficacy positively affect knowledge hiding behavior.
Similarly, this shows that if a user’s self-efficacy is low and
does not believe that he or she is competent enough to
answer questions related to epidemic prevention and control
in the communities, then the user will not show positive
knowledge-sharing behaviors and instead will present
knowledge hiding behaviors, which would mean deliberately
ignoring or avoiding the questions asked by others. Ac-
cordingly, the following hypothesis is formulated:

H1: Self-efficacy negatively affects knowledge hiding
behavior

Hla: Self-efficacy negatively affects evasive hiding
H1b: Self-efficacy negatively affects playing dumb
Hilc: Self-efficacy negatively affects rationalized hiding

3.1.2. Outcome Expectation. Outcome expectation refers to
an individual’s beliefs about the consequences of behavior he
or she will take. As mentioned above, Hsu et al. [26] in-
corporated the outcome expectation into the knowledge-
sharing model of the social cognitive theory. Because
knowledge sharing and knowledge hiding are almost similar,
this study takes the outcome expectation as one of the re-
search variables to discuss the hypothesis between it and
knowledge hiding. Based on SCT, positive expectations are
regarded as incentives, because individuals often act
according to the standard of self-interest. Therefore, we
realize that individuals in the Q&A communities will im-
plement knowledge sharing only when their expectations are
met. At present, in the existing research on the impact of the
outcome expectation on users knowledge behavior,
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Constant et al. [34] found that knowledge sharing behavior
occurs when the benefits of the user’s knowledge sharing
behavior are comparable or exceed the initially expected
reward. Bock et al. [35] confirmed that sharing behavior can
be promoted when individuals receive benefits. The research
conclusions of two scholars confirm that there is a positive
impact between outcome expectation and knowledge
sharing. In addition, Tang and Mao [36] found that indi-
viduals actively share their knowledge to gain respect from
others by using the hierarchical regression method but when
they feel isolated and threatened, they tend to reduce their
knowledge-sharing behavior. This coincides with the re-
search conclusion of Zhang et al. [37] and Dai [38], that is,
the outcome expectation negatively affects knowledge hiding
behavior. Similarly, in the socialized Q&A communities,
users will tend to adopt a positive attitude towards
knowledge-sharing behavior if they feel recognition and
respect from other users; if users feel their knowledge-
sharing behavior brings less expected reward or harms their
interests, then users will tend to reduce or stop this behavior,
that is, they tend to exhibit knowledge hiding behavior when
they perceive bad outcome expectation. Accordingly, the
following hypothesis is formulated:

H2: Outcome expectation negatively affects knowledge
hiding behavior

H2a: Outcome expectation negatively affects evasive
hiding
H2b: Outcome expectation negatively affects playing
dumb

H2c: Outcome expectation negatively affects rational-
ized hiding

3.1.3. Community Atmosphere. The community atmo-
sphere is a relatively enduring characteristic associated
with the community environment [39]. Many studies have
explored knowledge-sharing behavior based on the per-
spective of organizational atmosphere, for example, Fu
et al. [40] used the grounded theory to conduct explor-
atory research on the connotation structure and ante-
cedents of the community atmosphere and pointed out
that the individual’s perception of the atmosphere is
highly related to the individual’s output. Kim and Park
[41] concluded that organizational atmosphere directly
affects knowledge sharing. Similarly, Li and Ke [17] and
Lu et al. [18] have also studied the impact of external
environmental characteristics on knowledge hiding. In
the socialized Q&A communities, the community atmo-
sphere is mainly manifested in the user’s cognition of the
importance of self-identity and the sense of community
belonging. The better the community atmosphere, the
more responsible and interested users feel in contributing
knowledge [42]. This suggests that a good community
atmosphere is conducive to a positive community state,
strengthening trust and connection among members,
which in turn promotes members’ knowledge-sharing
activities. This study focuses on three dimensions of
community atmosphere: reciprocity, trust, and fairness.

Reciprocity refers to users contributing their knowledge
to learn and use new knowledge returned by other users in
the future [43]. Based on SCT, reciprocity indicates that
there is no unremunerative altruistic behavior between in-
dividuals. For the common survival and development of the
group, individuals will form a variety of interest relation-
ships with each other [44]. Currently, there is a large body of
research studies that argue for a relationship between rec-
iprocity and knowledge sharing. For example, Lin [45] in-
vestigated the role of extrinsic (expected organizational
rewards and reciprocity) and intrinsic (self-efficacy) moti-
vators in knowledge-sharing intention, which found re-
ciprocal benefits significantly affect employees’ attitudes and
willingness to engage in knowledge-sharing behaviors.
According to SCT, since there is a causal relationship be-
tween individuals and the environment, stable communi-
cation between users is often based on reciprocal exchange
behaviors. When users are full of continuous reciprocal
behaviors, they can maintain their trust and dependence on
each other, thus producing positive knowledge contribution
behaviors. As mentioned above, a good reciprocal atmo-
sphere can reduce the occurrence of knowledge-hiding
behaviors in the communities.

Trust, as one of the basic elements of socialization, is a
manifestation of users’ willingness and beliefs, including
their perceptions of sincerity, reliability, kindness, and
justice [46]. Trust is the basis for user communication and
cooperation within socialized Q&A communities. The es-
tablishment of trust can deepen the sense of identity and
coordinate conflicts among users, thus promoting the
sharing of information within communities [47]. Looking at
the literature on trust and knowledge sharing, it can be
found that the research is mainly divided into three cate-
gories [48]: the first category focuses on empirical research
and uses survey data to analyze the impact of trust on
knowledge sharing. For example, Chi et al. [49] divided trust
into member trust and community trust, constructed a
theoretical model of the impact of virtual community
governance mechanism with trust as an intermediary var-
iable on knowledge sharing behavior, and found that
member trust and community trust play a significant me-
diating role, respectively; the second category focuses on
theoretical research and theoretically analyzes the impact of
trust on knowledge sharing. For example, Lin et al. [50]
pointed out that trust in both the goodwill dimension and
capability dimension strongly affect knowledge sharing; the
third category is game research. For example, Zhang et al.
[51] integrated trust and knowledge-sharing evolutionary
game into the same framework and pointed out that cog-
nitive trust plays an important role in knowledge contri-
bution. In socialized Q&A communities, users will gradually
develop trust as they interact with each other’s information
and thus believe that someone will lend a helping hand in a
time when they need help. In addition, trust as a complex
and multidimensional concept has led scholars to classify
trust factors into different dimensions for analysis. Among
them, Hsu et al. [26] believed that trust belongs to external
environmental factors, which is the user’s subjective feeling
toward the community. This study agrees with Hsu’s points



of view and based on this division of trust, the trust di-
mension in the community atmosphere is understood as
users’ trust in sharing information and the spirit of unity and
fraternity in the socialized Q&A communities. In summary,
a good trust atmosphere will motivate users to actively
participate in knowledge sharing and thus reduce the oc-
currence of knowledge hiding behaviors.

Fairness refers to users” perception that the community
treats themselves and others equally and without prejudice.
Users often have a psychological perception of organizational
fairness through the reasonable distribution of material re-
sources or remuneration with other members [52]. Hao [53]
took enterprise employees as the research subject and found
that the advancement of knowledge-sharing behavior is
constrained by inequities within the organization. According
to SCT, the unfair environment reduces the user’s identifi-
cation and emotional attachment to the community, hinders
the communication between users, reduces the probability of
the occurrence of reciprocal behaviors, and thus leads to the
increase of knowledge hiding behaviors. Accordingly, the
following hypothesis is formulated:

H3: Community atmosphere affects

knowledge hiding behavior

negatively

H3a: Community atmosphere negatively affects evasive
hiding

H3b: Community atmosphere negatively affects playing
dumb

H3c: Community atmosphere negatively affects ratio-
nalized hiding

As the community atmosphere is a reflective structure
based on the low-level structure of reciprocity, trust, and
fairness, so the item of community atmosphere is composed
of these three factors. According to Becker et al. [54], the
research model based on the concept of more than second
order can be selected by two methods, the repeated index
method and the two-stage method. The repeated index
method is used in this study, and it cites that all the indi-
cators of each LOC belonging to the HOC are designated as
the reflective measurement indicators of HOC when con-
structing the model. As an HOC, the community atmo-
sphere forms a second order with LOC of reciprocity, trust,
and fairness, while they form the first order with their nine
projects (shown in Table 1 ). Therefore, the community
atmosphere will be set as a measurement index with nine
reflections.

Meanwhile, a good atmosphere of reciprocity, trust, and
fairness enables users to perceive the degree of value to be
obtained in the future, thus enabling them to accurately
judge the outcome expectation. Therefore, a good com-
munity atmosphere can promote the outcome expectation of
users’ knowledge sharing. Accordingly, the following hy-
pothesis is formulated:

H4: Community atmosphere positively affects outcome
expectation

Among them, outcome expectation, as an intermediary
variable, indirectly transmits the influence of community
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atmosphere to knowledge hiding behavior, playing a
transmission role. A good community atmosphere enables
users to perceive the value obtained in the future and then
enables users to accurately judge the outcome expectation.
With accurate outcome expectations, users will tend to
strengthen the trust and contact among members, thus,
promoting knowledge sharing. In other words, the com-
munity atmosphere positively affects outcome expectation,
and outcome expectation negatively affects knowledge
hiding behavior, that is, the community atmosphere indi-
rectly has a negative impact on knowledge hiding behavior
by influencing outcome expectation. Accordingly, the fol-
lowing hypothesis is formulated:

H5: Outcome expectation plays a mediating role be-
tween community atmosphere and knowledge hiding
behavior

3.1.4. Request. In the post-epidemic era, the requests for
knowledge and socialized Q&A community services have
changed greatly. In the socialized Q&A communities, the
most original and basic needs should be the users’ requests
for knowledge, which is also the most basic purpose for users
to enter the online knowledge community. Requests are the
premise and foundation for carrying out knowledge service
activities [61], and insight into users’ knowledge require-
ments in the current context is fundamental. Zhang et al.
[62] analyzed the causes, levels, and characteristics of re-
quests and found that in the socialized Q&A communities,
users’ requests for knowledge are the premise to promote the
occurrence of knowledge behaviors such as questioning,
querying, and acquiring, which determine the content,
mode, and future development direction of the knowledge
service. Based on the openness of the online community,
users can publish their knowledge requests in the com-
munity anytime and anywhere. However, openness also
brings the problem of a lack of unified planning and
management, resulting in an unbalanced and inadequate
knowledge supply and knowledge requirements satisfaction
in Q&A communities [63]. When the standards required by
users for knowledge cannot be met, users tend to hide their
efforts when participating in knowledge activities, making
their knowledge-sharing efforts lower than the level they can
fully share, forming knowledge hiding behavior. Accord-
ingly, the following hypothesis is formulated:

Hé6: Request negatively affects knowledge hiding
behavior

3.2. Research Model Construction. Based on the above-
mentioned research hypotheses, this study proposes a re-
search model on the influencing factors of knowledge hiding
behavior in socialized Q&A communities based on social
cognitive theory, as shown in Figure 1. Taking self-efficacy
and outcome expectation as individual perception variables,
combined with community atmosphere and request, this
research work studies the influencing factors of knowledge
hiding behavior in socialized Q&A communities and
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TaBLE 1: List of questionnaire measurement items.

Variables

Title item

References

Self-efficacy

Outcome expectation

Community atmosphere
(reciprocity)

Community atmosphere
(trust)

Community atmosphere

(fairness)

Request

Knowledge hiding

Knowledge hiding (evasive
hiding)

Knowledge hiding (playing
dumb)

Knowledge hiding
(rationalized hiding)

I think I can bring valuable content related to epidemic prevention and control to other users
I think I have a lot to say about relevant knowledge of epidemic prevention and control
It makes no difference to me whether other users respond to what I post or not
I prefer to answer questions with a high degree of certainty
I get a sense of satisfaction and achievement when the knowledge I share is widely recognized
When the knowledge I shared receives many likes, the number of quality answers I contribute
will increase
When I am praised for the knowledge I share, I feel that I am recognized and respected
I am more effective at contributing quality responses when the act of sharing brings the
expectation of interpersonal benefit
The level of responses I contribute will increase when the act I share brings the expectation of
financial gain
When I answer others’ questions in the community, I want others to answer mine too
When I share knowledge about epidemic prevention and control, I want to be able to take
knowledge from the community as well
I think Zhihu is a platform where interests are exchanged
I believe there is a spirit of camaraderie and mutual support in the community
I think you can find a sense of belonging in a community
I believe that the knowledge about epidemic prevention and control I have gained from the
community is reliable
I think what I get is fair compared to how motivated I am to answer questions
I think what I get is fair compared to the amount of time I contribute to the community
I think it is fair to say that the quality answers I provide are the same as the quality answers I get
When the requests for knowledge meet physiological and safety needs, I will improve the
knowledge sharing
When the requests for knowledge meet social needs, I will improve the knowledge sharing
When the requests for knowledge meet self-fulfilling needs, I will improve the knowledge
sharing
In the community, when another user asks for knowledge about epidemic prevention and
control, I give a response that may not be the information he needs
In the community, when other users ask for knowledge about epidemic prevention and
control, I refuse to help even if I know the answer
In the community, when other users ask for knowledge about epidemic prevention and
control, I reply “I will help later” but in reality, it is “I will delay as long as I can.”

In the community, I prefer to hoard knowledge rather than share it
When someone asks for information about epidemic prevention and control, I will verbally
promise to help him but I do not really intend to help him
When someone asks for information about epidemic prevention and control, I will agree to
help him but will give him a different message
When someone asks for information about epidemic prevention and control, I will tell him I
will help him in the future but actually, I put it off for as long as possible
When I exchange information with other users, although I know some information, I say I do
not know
When I exchange information with other users, I pretend not to know what they are talking
about
When other users ask for information about epidemic prevention and control, I explain that
the information is confidential and is only visible to specific people
When other users asked for information about epidemic prevention and control, I say I do not
know much about this topic
When other users asked for information about epidemic prevention and control, I will tell
them I want to tell them, but I cannot

(55]

(35]

(45]

[56]

(57]

(58]

[59]

(60]

discusses the impact of three factors in SCT on three dif-
ferent types of knowledge hiding behavior.

3.3. Questionnaire Design. This study uses users of Zhihu as
the research target. The samples were collected by randomly
issuing questionnaires on the Internet. The questionnaire
consists of three parts: (1) a basic description of the

questionnaire, which explains the purpose of the research;
(2) basic information about the respondents and their basic
use of the Zhihu platform; and (3) measurement questions
on the research variables, that is, respondents answer
questions based on their personal experiences and feelings.

The measurement indicators for this study were taken
from existing literature and have been adapted according to
the current use of socialized Q&A communities in China
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FIGURE 1: research model of influencing factors of knowledge
hiding behavior.

and the research content of this study. The questionnaire
used a five-level Likert scale to measure variables, corre-
sponding to the level of strongly disapprove, disapprove,
neutral, approve, and strongly approve as shown in Table 1.

4. Data Collection and Analysis

4.1.  Sample  Collection and Descriptive  Analysis.
Considering time cost, economic cost, and other factors, this
questionnaire survey was conducted from June 7, 2022, to
June 27, 2022. The questionnaire was designed and dis-
tributed according to 3.3, after comprehensive consideration
of the filling time, filling profile, and filling IP, a total of 151
valid questionnaires were collected within 20 days. The
sample size calculation and the information of the target
respondents are shown in Table 2.

Descriptive statistical analysis is carried out on the
abovementioned survey results to find out the internal rules
of these data samples, and further understand the charac-
teristics of the audience groups of this survey through the
scientific description and to prepare for the next analysis.
The research objects have the following characteristics:

(1) Gender characteristics: in the results of this research,
the sample size of males is 81, accounting for 53.6%
of the total sample; the sample size of females is 70,
accounting for 46.4% of the total sample, relatively
speaking, males account for a larger proportion.

(2) Age characteristics: users aged 19-30 account for the
highest proportion; such users are generally college
students or young people who have just started
working. They have more free time and no life
pressure, so they may increase investment in en-
tertainment. This is followed by users over 40 years
old, whose personal ability tends to be saturated and
they can spend more time on the network. Users
aged 30-40 account for 12% of the total, such users
are generally already working. Because of various
factors such as personal thirst for knowledge and
social needs, they choose to use online knowledge
communities to enrich their personal experience
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TaBLE 2: Descriptive statistics of knowledge hiding behavior survey.

Item Category Frequency Percentage

(N=151) (%)
Female 70 46.4
Gender Male 81 53.6
18 years and under 17 11.3
Ave 19-30 years 91 60.3
g 30-40 years 18 12,0
40 years and over 25 16.4
Middle school 3 2.0
High school 7 4.6
Technical secondary
Educational school or junior 12 8.0
level college
Undergraduate 123 81.4
Postgraduate 5 3.3
Ph.D. and above 1 0.7
Student 108 71.5
Business or self- 31 20,5
employed
Occupation Administrative
agency or 9 6.0
institution
Other 3 2.0
1 year and under 9 6.0
. 1-2 years 57 37.7
;Z‘I’}:; of using 3-4 years 58 38.4
4-5 years 25 16.6
5 years and over 2 1.3
0 93 61.6
Average number 1-5 28 18.5
of posts posted 6-10 18 11.9
per week 11-20 12 8.0
More than 20 0 0
Total 151 100.0
TaBLE 3: Overall reliability analysis data.
Cronbach’s  Standardized Cronbach’s Number = Number
o coefficient a coeflicient of items  of samples
0.805 0.805 33 151
TaBLE 4: KMO test and Bartlett’s test.
KMO value 0.905
Approximate chi-square ~ 4206.587
Bartlett’s spherical test Freedom 595
Significance <0.001

after their daily work. Users under the age of 18
accounts for the smallest proportion, because these
users are minors, and the use of the Internet will be
controlled by the family, society, software, and other
aspects. These age characteristics reflect the diversity,
youth, and inclusiveness of the community.
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TaBLE 5: Exploratory factor analysis matrix.
. Composition
Measurement item
1 2 3 4 5 6 7 8 9 10
OEl 0.852
OE4 0.824
OE5 0.808
OE2 0.807
OE3 0.778
KH1 0.760
KH3 0.753
KH2 0.752
T3 0.725
SE3 0.840
SE2 0.802
SE4 0.746
SE1 0.738
T1 0.843
T2 0.827
T3 0.823
RE3 0.870
RE2 0.862
RE1 0.859
F2 0.872
F1 0.841
F3 0.820
R3 0.830
R2 0.824
R1 0.791
EH1 0.801
EH3 0.793
EH2 0.775
RH1 0.773
RH2 0.761
RH3 0.696
PD1 0.890
PD2 0.821
(3) Educational level: about 85% of the respondents have (6) The number of posts per week: most of the Zhihu
abachelor’s degree or above, indicating that the users users in the sample are few replies and posts, and the
of online knowledge communities are generally well- sample size of users who do not post at all is the
educated and have a good knowledge reserve. largest, accounting for 61.6%. The number of users
(4) Occupational characteristics: students account for the who post more than 20 posts a week is zero. These
highest proportion, followed by people who are data show that the actual activity of users is not high.
engaged in business or are self-employed, among There are many divers in Zhihu, and only a few users
which 71.5% are students and 20.5% are businessmen are Willigg to post and interact in the community,
or self-employed. According to the age structure, the highlighting the potential phenomenon of knowl-
number of users under the age of 18 is small but the edge-hiding behavior.
overall proportion of users is relatively high among
students, indicating that the users who use online 4.2, Reliabili 0 ) ) :
knowledge communities are mostly college students & e iability and 'Va.lz'dzty Ana?y sis of the Qi',testzor?nazre.
8 Y & > In this study, the reliability analysis of the questionnaire was
; Y y analy: q
masters, and Ph.D. business employees who have a s
large base in the social structure, so their proportion ndugted by SPS.S .25‘0 to ch.e ck the Stablhty. of th.e ques-
& ’ prop ; the validity analysis of the questionnaire was
is also high. tionnaire; the validity y q .
conducted by SPSS and AMOS software to verify the rea-
(5) Years of using Zhihu: 6% of the respondents have

used Zhihu for 1 year or less, 37.7% for 1-2 years,
38.4% for 3-4 years, 16.6% for 4-5 years, and 1.3% for
more than 5 years, which ensures that the respon-
dents are all users who have used Zhihu. It also shows
that the user viscosity of Zhihu is very good, and the
average years can reach more than 3 years.

sonableness of the quantitative data; finally, the goodness of
fit of the model was verified by the structural equation
model.

4.2.1. Reliability Analysis. In general, indicators with good
reliability can be repeated under the same or similar
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TaBLE 6: Evaluation of the model AVE and CR indicators.
Factor Mean-variance extraction AVE value Combined reliability CR value
Factorl (SE) 0.696 0.899
Factor2 (OE) 0.739 0.933
Factor3 (CA) 0.443 0.888
Factor4 (RE) 0.837 0.938
Factor5 (KH) 0.642 0.877
Factor6 (EH) 0.802 0.923
Factor7 (PD) 0.774 0.871
Factor8 (RH) 0.646 0.845
TABLE 7: Pearson correlation and AVE root value.
SE OE CA RE KH EH PD RH

SE 0.834

OE 0.367 0.86

CA 0.568 0.452 0.666

RE 0.392 0.352 0.484 0.915

KH -0.415 -0.509 -0.541 -0.477 0.801

EH -0.505 -0.531 -0.544 -0.387 0.512 0.896

PD -0.374 -0.395 -0.429 -0.321 0.352 0.348 0.88

SE OE CA RE KH EH PD RH
RH -0.474 -0.546 -0.562 -0.383 0.434 0.463 0.349 0.804

The diagonal numbers are the root values of this factor AVE.

conditions to obtain consistent results. When reliability
tests are conducted among different respondents and
scorers, the higher the consistency of the results obtained,
the higher the reliability of the questionnaire. This study
adopts Cronbach’s Alpha reliability measurement method
with high recognition, and according to Kaiser’s stipu-
lation of Cronbach’s « [64], « between 0.5 and 0.6 is not
credible. As can be seen in Table 3, the overall reliability of
the questionnaire variables is 0.805, which shows that the
questionnaire of this study has good reliability, and the
scale used has good internal consistency and is relatively
reasonable in design.

4.2.2. Validity Analysis. The validity analysis includes
content validity and construction validity: for content val-
idity, this study refers to published articles and their
designed questionnaire items [35, 45, 55-57, 59] and makes
some modifications; for construction validity, the degree of
interpretation of the actual test results on the measured
indicators this study conducts an exploratory factor analysis
to questionnaire scales for construction validity testing.
Cerny and Kaiser [65] showed that when the KMO value is
between 0.6 and 1, and the validity is appropriate and
suitable for factor analysis. In this study, the exploratory
factor analysis was adopted to test the validity of the

measurement model and the scale, and the KMO test and
Bartlett’s test table were obtained. According to Table 4,
the significance level of Bartlett’s spherical test chi-square
value is <0.001 and the KMO value is 0.905, which in-
dicates that the scale has good validity and is suitable for
factor analysis.

In this study, the factors were extracted based on
principal component analysis, and the rotation method
adopts the Kaiser normalization maximum variance
method and sets the absolute value to 0.5 to estimate the
factor load as shown in Table 5. Self-efficacy, outcome
expectation, community atmosphere, trust, reciprocity,
fairness, request, knowledge hiding, evasive hiding,
playing dumb, and rationalized hiding are expressed as
SE, OE, CA, T, R, F, RE, KH, EH, PD, and RH, respec-
tively. Generally, the absolute value of factor loadings
above 0.4 is considered a significant variable, and above
0.5 is considered a very important variable. As can be seen
from Table 5, the factor loadings are all greater than 0.5,
indicating that the ten factors extracted are well repre-
sented and the factors converge well.

In addition, to further confirm the convergent validity
of variables within the factors of this model and to identify
validity information, the Fornell-Larcker criteria are used
to confirm the results of the model AVE and CR indi-
cators. In general, AVE above 0.5 or CR above 0.7
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TaBLE 8: Normality test of observed variables. TaBLE 9: Multicollinearity test results.
Observed Skewness Kurtosis Elements Collinearity statistics
variables Statistics Standard Statistics Standard Tolerance VIF
error error SE1 0.438 2.281
SE1 -0.230 0.197 —-0.999 0.392 SE SE2 0.291 3.433
SE2 0.077 0.197 -1.656 0.392 SE3 0.362 2.763
SE3 -0.207 0.197 -1.139 0.392 SE4 0.490 2.040
SE4 0.076 0.197 -1.214 0.392 OE1 0.279 3.585
OEl -0.050 0.197 -1.497 0.392 OE2 0.308 3.244
OE2 —-0.082 0.197 -1.530 0.392 OE OE3 0.422 2.369
OE3 -0.219 0.197 —-0.886 0.392 OE4 0.283 3.532
OE4 0.026 0.197 -1.496 0.392 OE5 0.343 2.916
OE5 —-0.148 0.197 -1.354 0.392 R1 0.445 2.247
R1 -0.367 0.197 -1.277 0.392 R2 0.306 3.267
R2 -0.235 0.197 —1.488 0.392 R3 0.401 2.496
R3 -0.366 0.197 -1.123 0.392 T1 0.281 3.565
T1 0.017 0.197 —-1.581 0.392 CA T2 0.211 4.740
T2 0.032 0.197 -1.602 0.392 T3 0.228 4.385
T3 0.043 0.197 -1.630 0.392 F1 0.230 4.357
F1 -0.223 0.197 -1.656 0.392 F2 0.273 3.663
F2 -0.323 0.197 -1.332 0.392 F3 0.340 2.940
F3 -0.217 0.197 -1.400 0.392 RE1 0.213 4.693
RE1 -0.155 0.197 -1.679 0.392 RE RE2 0.178 5.629
RE2 -0.178 0.197 -1.656 0.392 RE3 0.313 3.195
RE3 -0.225 0.197 -1.304 0.392 KH1 0.445 2.249
KH1 0.085 0.197 -1.392 0.392 KH KH2 0.428 2.338
KH2 0.213 0.197 -1.353 0.392 KH3 0.532 1.881
KH3 0.263 0.197 -0.935 0.392 KH4 0.440 2.271
KH4 0.470 0.197 -1.112 0.392 EH1 0.278 3.591
EH1 0.197 0.197 -1.579 0.392 EH EH2 0.351 2.852
EH2 0.283 0.197 -1.208 0.392 EH3 0.224 4.466
EH3 0.178 0.197 —-1.681 0.392 PD PD1 0.422 2.370
PD1 —-0.340 0.197 -1.291 0.392 PD2 0.398 2.515
PD2 —-0.432 0.197 -1.249 0.392 RH1 0.475 2.105
RH1 0.120 0.197 -1.221 0.392 RH RH2 0.456 2.191
RH2 -0.155 0.197 -1.396 0.392 RH3 0.457 2.188
RH3 -0.135 0.197 —-1.498 0.392

indicates high convergent validity and good construct
reliability. The Fornell-Larcker criteria require that the
square root of the average variance extracted for a variable
should be greater than its highest correlation with any
other variable. According to Tables 6 and 7, it can be seen
that the degree of extraction of the measures within the
factors is excellent and the first-order variables in the
model meet this requirement.

4.3. Model Fit Analysis and Hypothesized Results

4.3.1. Normality Test. Normal distributions are used in
many scenarios. In general, the study of normality test
methods can be based on the following directions: normality
tests based on statistical plots, normality tests based on
empirical distribution functions, and normality tests based
on skewness and kurtosis [66]. In this study, a normality test
based on skewness and kurtosis was chosen to verify the
normality of the multivariate data and to determine whether
AMOS analysis could be performed.

When the skewness coefficient is less than 3 and the
kurtosis coefficient is less than 8, the data follow a normal
distribution, otherwise, it does not obey the standard normal
distribution [67]. As can be seen from Table 8, the skewness
coeflicients for all variables in this model are less than 3 and
the kurtosis coeflicients are less than 8, so these data are
normally distributed and can be used for the AMOS analysis.

4.3.2. Multicollinearity Diagnosis. To test the multi-
collinearity problem of the current model, this study per-
forms an analysis of multiple linear regression on the
variables. In the regression model, the variance inflation
factor (VIF) provides a measure of collinearity. If VIF <5,
there is essentially no collinearity; if VIF exceeds 10, mul-
ticollinearity exists. According to Table 9, one of the VIF
values is greater than 5, which is because the survey object is
only for Zhihu users and there are certain restrictions on the
basis and scope of the sample, and the basis of data collection
is not wide enough. However, on the whole, the values of the
independent variable multicollinearity test index VIF of this
model are far below 10, which indicates that there is no
multicollinearity between the independent variables, and the
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FIGURE 2: The structural equation model.

TaBLE 10: Model fitting indicators.

Statistical test Adaptation Test result The model fits or
Name L.
volume criteria data not
1df Chi-square degrees of freedom ratio <3 1.995 Fits
GFI The goodness of fit index >0.9 0.977 Fits
Absolute fit index RMSEA Root mean square error of <01 0.081 Fits
approximation
RMR Root mean square error <0.1 0.066 Fits
. CFI Comparative fit index >0.9 0.868 Not fits
:Zileu;—added adaptation NFI Normed fit index >0.9 0.927 Fits
NNFI Non-normed fit index >0.9 0.853 Not fits

degree of interaction between them does not affect the ac-
curacy of the analysis of their respective effects, which meets
the requirements of the model test criteria.

4.3.3. Simulation Fit Analysis. In this study, 151 valid
questionnaires are collected and the Amos 24 is imported
for the structural equation model analysis. The measure-
ment model of the structural equation model in this study
includes 10 latent variables, 33 observation variables, and
43 residual terms. The final model diagram is shown in
Figure 2:

As shown in Table 10, this study analyzes the overall
fitting index of the model from two aspects: absolute ad-
aptation index and value-added adaptation index through

verification factor analysis. From the data in the table, it can
be seen that the index of most aspects of the model is suitable
for the evaluation criteria, and the overall goodness of fit is
good. A model is acceptable on the premise that multiple of
these criteria fit well and cannot be too far from the cut-off
values. Therefore, this shows the research model in Figure 2
can evaluate the research question of influencing factors of
knowledge hiding behavior in socialized Q&A communities,
and it can be considered that the fit of this model is
acceptable.

4.3.4. Hypothesis Test Results. In this study, the path
analysis of the structural equation model is used to
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FIGURE 3: structural equation model normalized path coefficients.
TasLE 11: Hypothesis test results.
Hypothesis Path Path coefficient P value Test result
H1 Self-efficacy — knowledge hiding -0.088 0.298 Not established
Hla Self-efficacy — evasive hiding -0.316 <0.001 Established
Hi1b Self-efficacy — playing dumb -0.193 0.042*" Established
Hlc Self-efficacy — rationalized hiding —-0.257 0.003*** Established
H2 Outcome expectation—> knowledge hiding —-0.322 <0.001 Established
H2a Outcome expectation — evasive hiding -0.379 <0.001 Established
H2b Outcome expectation — playing dumb —-0.259 0.004*** Established
H2c Outcome expectation — rationalized hiding -0.423 <0.001 Established
H3 Community atmosphere — knowledge hiding —-0.307 0.002*** Established
H3a Community atmosphere — evasive hiding —-0.202 0.026*** Established
H3b Community atmosphere—> playing dumb -0.251 0.020** Established
H3c Community atmosphere — rationalized hiding -0.261 0.008** Established
H4 Community atmosphere — outcome expectation 0.423 <0.001 Established
Hé6 Request — knowledge hiding -0.258 <0.001 Established
H5 Community atmosphere — outcome expectation — knowledge hiding <0.001 Established

EEE BT
> >

represent the significance levels of 1%, 5%, and 10%, respectively.

calculate the standardized path coefficients between po-
tential variables. As shown in Figure 3, by studying the
standardized path regression coeflicients between model
variables, the causality hypothesis of each potential variable
of the knowledge hiding model is verified, and the results of
the hypothesis verification are more intuitively and clearly
explained.

As can be seen from Table 11, the hypothesis proposed in
this study is partially valid and the research model of
knowledge hiding behavior constructed indicates that out-
come expectation, community atmosphere, and request
negatively affect knowledge hiding behavior; self-efficacy,
outcome expectation, and community atmosphere and all of
these negatively influence the three different types of
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knowledge hiding; there is a positive effect between com-
munity atmosphere and outcome expectation, with outcome
expectation mediating significantly between community
atmosphere and knowledge hiding behavior. The P values
indicate that the model is significant at all path levels and all
paths are valid (except H1).

5. Conclusion

Based on social cognitive theory, this study establishes a
research model of the influencing factors of users’ knowl-
edge hiding behavior in socialized Q&A communities. Six
hypotheses are proposed through the analysis of literature
on knowledge hiding. In this study, the influencing factors of
knowledge hiding behavior are divided into four aspects:
self-efficacy, outcome expectation, community atmosphere,
and request where the community atmosphere is split into
three dimensions of reciprocity, trust, and fairness. More-
over, it explores the influence of the three factors of SCT on
the three types of knowledge hiding behavior, namely,
evasive hiding, playing dumb, and rationalized hiding.
Knowledge hiding behavior of “Zhihu” users in epidemic
prevention and control under the background of post-epi-
demic era is studied through multiple factors, and the
structural equation model is used to verify the model. Five of
the six hypotheses in the model are significantly supported.

(1) The results show that outcome expectation, com-
munity atmosphere, and request negatively affect
users’ knowledge hiding behavior. As Constant et al.
[34] and Fu et al. [40] believe, users’ personal output
is related to their perceived environment and per-
ceived benefits. When users are in an environment
with a low sense of fairness, reciprocity, and trust,
and think that the benefits brought by their efforts
are not higher than expected; then, they often lose
their willingness to share, which is consistent with
the research conclusion of Gu [68] and Han [69]. In
addition, different from previous studies, this study
expands on the influencing factors of knowledge
hiding behavior and finds that request also negatively
affects knowledge hiding. Users’ knowledge re-
quirements for epidemic prevention and control
topics are often based on reliability and authenticity,
and they hope that the acquired knowledge can play
a defensive role. When these requirements cannot be
met, users will lose their desire to share and com-
municate, hide their knowledge, and form knowl-
edge-hiding behavior. According to Xie [70],
promoting situational regulation and controlling the
community atmosphere play a good role in regu-
lating knowledge hiding. Therefore, to improve
users’ participation in the socialized Q&A commu-
nities, it is suggested that promoting and main-
taining a virtuous circle of positive reciprocity in the
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community and actively paying attention to meeting
user requirements are vital, so that users can fully
trust and rely on the community. Knowledge-shar-
ing behavior should be promoted by improving the
organizational reward mechanism [71], thus it is
suggested that the community regularly reward users
who actively share knowledge publicly so that users
feel respected and recognized. Certain rewards will
also become the motivation for users to actively share
knowledge.

(2) The results show that self-efficacy, outcome ex-

pectation, and community atmosphere negatively
affect evasive hiding, playing dumb, and ratio-
nalized hiding. On one hand, according to the
definition of knowledge hiding’s three types from
Connelly et al. [11], the occurrence of different
types of knowledge hiding behavior may be af-
fected by external incentives and user’s benefits. If
users lack formal contractual relationships or
certain external incentives, they will not have a
high willingness to share. When other users in the
community ask questions, users will consciously
expect to be in a mutually beneficial state. Once
this does not happen, they may hide knowledge
and automatically make evasive behavior. On the
other hand, when answering other people’s
questions, some users with low self-eflicacy will
reduce the expectation of successfully contributing
knowledge in the network knowledge space to
avoid disappointing results, which leads to the
occurrence of three types of knowledge hiding. The
insecurity of the environment affects knowledge
hiding through emotional exhaustion [72]. Hence,
a fair and open environment in the communities
should be ensured and monitoring channels for
community managers and service providers
should be established. At the same time, for some
divers, the community can set appropriate re-
strictions, such as reading permission restrictions,
to effectively reduce the users’ knowledge hiding
behaviors.

(3) The results show that community atmosphere

positively affects outcome expectation, and out-
come expectation plays a significant intermediary
effect between community atmosphere and
knowledge hiding behavior. According to Bandu-
ra’s social cognitive theory [29], environmental
factors have a certain impact on individual factors.
Outcome expectation is an individual behavior, and
users will make a subjective judgment on whether
their input is directly proportional to their income.
When users first enter the community, they are not
sure whether they can get the same return through
knowledge sharing because the new environment is
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unfamiliar, and they do not receive any benefit from
it. Based on the mentality of mutual benefit, the
user’s expected reward is 0, so the user will be more
inclined to knowledge hiding behavior at the be-
ginning. When users have a deeper understanding
of their community atmosphere, if the community
atmosphere itself is not ideal, that is., there is a
fraud, inadequate incentives, and uneven distri-
bution of material resources, people may hold a
negative attitude toward reciprocity. Therefore,
they are not willing to trust others easily, and their
expectation of knowledge sharing also decreases.
On the contrary, when the user is in an atmosphere
with a strong sense of fairness, trust, and reci-
procity, they will have a good expectation of the
consequences of sharing knowledge. Then, the user
will spend more time in Q&A communities and will
be more willing to share knowledge rather than
hiding knowledge. A good community atmosphere
will strengthen the communication and contact
between users, thus affecting users’ judgment of the
outcome expectation [39]. Moreover, with the
communication between users, the reciprocal ex-
change behavior between them becomes more and
more frequent, users believe that when they need
help, others will take the initiative to lend a helping
hand so as to achieve a satisfactory response. This
will encourage both sides to produce sustained and
stable knowledge sharing and contributary behav-
ior. These findings explain the mediating effect of
outcome expectation between community atmo-
sphere and knowledge hiding behavior, and this
conclusion is consistent with the research conclu-
sions of Zhu et al. [73].

(4) The results of the model data rejected the original
hypothesis H1, that is, self-efficacy negatively affects
knowledge hiding behavior which is contrary to the
results. This is due to the anonymity and high
openness of the Q&A community. Users can hide
their true identity and speak freely during use.
Therefore, even if the user has a low sense of self-
efficacy and does not have enough confidence to
provide high-quality answers, anonymity will add a
protective film to the user’s psychology, thereby
reducing the impact of self-efficacy on knowledge
hiding. In addition, the result of this hypothesis is
also related to the fact that the users of the ques-
tionnaire may not be strict with the way they handle
the questionnaire, or because the questionnaire is
aimed at a small number of users and only represents
the views of some people.

This study synthesizes the previous research studies on
knowledge hiding in a socialized Q&A community based on
the social cognitive theory, expands its influencing factors to
request, and expands the research boundary and theoretical
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knowledge related to knowledge hiding behavior. It un-
derstands and enriches the research on the behavior of the
Q&A community from a dual perspective. From the user’s
point of view, it explores the reasons for knowledge hiding
based on the user’s thoughts, so as to reduce the chance of
knowledge hiding generation by making more users par-
ticipate in the interaction of the Q&A community, thus
promoting the occurrence of knowledge sharing behavior.
The reduction of knowledge hiding behavior is also con-
ducive to further promoting the benign development of the
Q&A community, so as to create a fair, interactive, and open
community environment for users, thereby deepening the
connotation and extension of knowledge hiding and
strengthening the closeness between users and communities.
In terms of health information, this study will help the public
to timely master the real-time epidemic prevention and
control knowledge, reduce the obstacles that may be en-
countered in the dissemination of relevant knowledge, help
the public accurately grasp the characteristics of public
health information needs, and provide an effective reference
for the society to better serve the public. It is also of great
significance to boost users’ usage experience and to optimize
knowledge community ecology.

The limitations of this study are mainly reflected in the
sample data of the empirical research stage. In the phase of
data collection, only 151 valid questionnaires were col-
lected due to the restrictions of time, manpower, and other
objective reasons. In the future, we will consider expanding
the number of sample size and combining different in-
terview methods, such as focus groups and one-on-one in-
depth interviews. In addition, the coverage of the ques-
tionnaire in this study is insufficient and the research data
are all from Zhihu, which cannot cover all types of com-
munities. The universality of the research results for other
Q&A communities needs to be studied. Therefore, further
data from multiple platforms should be considered in
future research studies to explore the applicability of re-
search results and enhance the credibility of the research
study. In addition, knowledge hiding is also closely related
to team structure. The heterogeneity between users will
affect the size of the difference. When the difference is
small, knowledge hiding may also be affected. Therefore, in
future research studies, we should pay more attention to
diversity. At the same time, this study has less discussion on
the three types of knowledge hiding. In the future, we
should increase the discussion on the connotation and
dimensions of knowledge hiding behavior and more
comprehensively discuss whether users’ knowledge hiding
behavior is active or passive in order to strengthen the
consideration of “tacit knowledge.” [74].
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Air temperature (AT) prediction can play a significant role in studies related to climate change, radiation and heat flux estimation,
and weather forecasting. This study applied and compared the outcomes of three advanced fuzzy inference models, i.e., dynamic
evolving neural-fuzzy inference system (DENFIS), hybrid neural-fuzzy inference system (HyFIS), and adaptive neurofuzzy
inference system (ANFIS) for AT prediction. Modelling was done for three stations in North Dakota (ND), USA, i.e., Robinson,
Ada, and Hillsboro. The results reveal that FIS type models are well suited when handling highly variable data, such as AT, which
shows a high positive correlation with average daily dew point (DP), total solar radiation (TSR), and negative correlation with
average wind speed (WS). At the Robinson station, DENFIS performed the best with a coefficient of determination (R?) of 0.96 and
a modified index of agreement (md) of 0.92, followed by ANFIS with R* of 0.94 and md of 0.89, and HyFIS with R* of 0.90 and md
of 0.84. A similar result was observed for the other two stations, i.e., Ada and Hillsboro stations where DENFIS performed the best
with R%: 0.953/0.960, md: 0.903/0.912, then ANFIS with R%: 0.943/0.942, md: 0.888/0.890, and HyFIS with R?: 0.908/0.905, md:
0.845/0.821, respectively. It can be concluded that all three models are capable of predicting AT with high efficiency by only using
DP, TSR, and WS as input variables. This makes the application of these models more reliable for a meteorological variable with
the need for the least number of input variables. The study can be valuable for the areas where the climatological and seasonal
variations are studied and will allow providing excellent prediction results with the least error margin and without a
huge expenditure.
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1. Introduction

One of the commonly measured weather parameters is the
air temperature (A7), which measures the relative motion/
kinetic energy of the component gases that constitute air. It
increases when the molecules of a gas are moving more
quickly and vice versa. Arestimation is an important process
for several applications, such as in studying vector-borne
diseases [1, 2], weather forecasting, climate change [3-5],
epidemic forecasting [6], veterinary uses, radiation [7], and
heat flux estimation [8], estimation of water potential and
vapour pressure deficit [9, 10], ecology [11-13], wastewater
treatment [14-16], hydrology [17], urban land use, and
urban heat island [18]. The estimation of At is usually
conducted by weather metrological stations and is consid-
ered an essential weather parameter, which is usually
measured with high accuracy [19].

1.1. Application of Classic Machine Learning Models.
Improvement of the accuracies of various high-impact
weather prediction models using machine learning (ML)
models have been the focus of most research activities re-
cently [20-23]. This is based on the nonreliance of ML
models on input variables’ multicollinearity; hence, they can
process numerous input variables [24]. The development of
ML-based models for a multitude of stations is achievable
and as such, it is possible to monitor the spatial distribution
of the prediction such as Ay, when the ML models are fed
with spatially continuous input parameters [25, 26]. The
postprocessing of the hourly temperature outputs of the
Advanced Regional Prediction System (ARPS) using an
artificial neural network (ANN) has been investigated by
Marzban [27]. The study achieved an average of 40% decline
in the mean squared error (MSE) for the validated weather
stations. Various ANN-based models for Ar prediction
during winter periods have been developed by Jain et al. [28].
The training of the developed models involved the use of
patterns that included 6-hours of previous weather infor-
mation, such as WS, relative humidity (RH), Ar, time of the
day, and TSR. In another study by Jang et al. [29], the
authors predicted A rin Southern Quebec (Canada) based on
the use of the ANN model and AVHRR images. The
employed ML model was trained using Lev-
enberg-Marquardt backpropagation (LM-BP) while the
LM-BP was improved using the early stopping method to
ensure the generalization of the learning process of the
networks. As per Smith et al. [30], the prediction perfor-
mance of Armodels during winter periods can be improved
by incorporating seasonal information in the input pattern,
followed by an extension of the duration of previous data to
at least 24 hours. The monthly mean A7 prediction per-
formance of ANN and Support Vector Regression (SVR)
have been studied by Salcedo-Sanz et al. [31] based on the
previously measured values in New Zealand and Australia.
The models were also used to predict the climate indices of
importance within the studied region. From the results, the
SVR model outperformed the ANN model in terms of
prediction performance. However, the authors reported that
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last years of the test set do not allow the consistency of the
prediction performance of different algorithms due to the
high fluctuations. Various models, ranging from simple
correction (i.e., mean bias) to ML models (such as ANN and
random forest (RF)), have been investigated by Eccel et al.
[32] for improving the minimum A+ prediction performance
of two numerical models for weather prediction. The out-
come of the comparative study showed that the RF model in
comparison to the other models achieved the best perfor-
mance in terms of being easier to automate. An establish-
ment of ANN-based models for Ay prediction has been
developed by Smith et al. [33]. The models were developed
for Ay prediction throughout the year using the data col-
lected since 2005. The ability of the polynomial neural
network to bias-correct the National Oceanic and Atmo-
spheric Administration (NOAA) mesoscale model for
hourly Arprediction has been reported by Vashani et al. [34]
while another study by Sahin [35] reported monthly mean
Arprediction using remote sensing dataset and ANN model
in 20 Turkish cities. The performance of the developed ANN
model in monthly mean Armodelling using remote sensing
data was reported as efficient and accurate. Moreover, de-
ciding those hyperparameters is challenging to the non-
stationary data.

1.2. Application of Hybrid Machine Learning Models. The
trend of hybrid model application is growing year by year
as per its scientific advantages and higher robustness. The
ANFIS and ANN models have been evaluated for effec-
tiveness in long-term monthly AT prediction at 30 Iraqi
weather stations Kisi and Shiri [36]. The models were
trained using the monthly data of 20 weather stations while
the data for the remaining 10 stations were used for model
validation. The models were also compared against each
other in terms of prediction performance and the outcome
showed that the ANN model performed better than the
ANFIS model in the test period. Moreover, the authors
suggested further investigations with other techniques and
data management scenarios for the generalization of the
application such as other important climatologic variables.
Besides, a couple of studies applied a hybridization of
adaptive neurofuzzy inference system with optimization
methods using mutation Salp Swarm Algorithm as well as
Grasshopper Optimization Algorithm (ANFIS-mSG) and
particle swarm optimization (ANFIS-PSO) to simulate the
soil temperature using univariate independent variables
and the high-strength concrete shear strength using
multiple independent variables [37, 38]. Both studies re-
ported marginal performance gains compared to the
performance of the ANFIS standalone model. Also, both
studies reported the hybrid model is limited to the uni-
variate, i.e., AT scenario, and needs to use more derivative
data from the primary character. The study by Yi et al. [39]
focused on improving the AT prediction accuracy of the
Local Data Assimilation and Prediction System (LDAPS)
model used in Seoul, South Korea. The study deployed SVR
and linear regression models for this purpose and found
that the prediction accuracy of the SVR model was higher
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than that of the linear regression model. A hybrid model
consisting of a regularized extreme learning machine
(RELM) and a global climate model has been presented by
Shin et al. [40] for seasonal prediction of field-scale daily
mean AT. The hybrid model was found capable of per-
forming accurate long-term field-scale AT prediction. The
authors advised examining the appropriateness of other
regression models to replace the base model. Besides, this
can be applied for long-range prediction of other meteo-
rological variables, such as solar radiation, humidity, and
rainfall, which are critical meteorological variables in ag-
ricultural management. The use of various models (RF,
SVR, ANN, and a multimodel ensemble (MME)) to correct
the output of LDAPS models when predicting 2-day
maximum and minimum AT in South Korea has been
reported by Cho et al. [41]. From the results of the analysis,
the MME model achieved the best generalization compared
to the other three single ML models. Also, the authors
suggested applying a more refined ensemble technique (i.e.,
weighted) for operational purposes. Moreover, [42] applied
DENIFS for modelling coagulant dosage rates using an
online and offline approach. The authors selected 6 features
to perform that and found online approach stands alone as
per R (0.80).

1.3. Research Motivation. Following the reported literature
on the AT simulation, the implementation of ML models has
progressed remarkably over the past decade. Yet, there is no
single generalized ML that can be applied for diverse re-
gional characteristics. Conceptually, AT phenomena high-
light stochastic and nonstationary process as it is highly
correlated with several synoptic climate features and hy-
drometeorological parameters. The introduction of a new
ML model for AT is still an interesting topic for hydrology
and climate scientists. Investigation of new paradigms that
are reliable and robust in mimicking the AT trends is an
open research domain. Thus, the current research has se-
lected three stations, i.e., Robinson, Ada, and Hillsboro
located in the USA where AT was predicted by imple-
menting three advanced fuzzy inference system models
which are ANFIS, DENFIS, and HyFIS. The selection of
those three different meteorological stations is to test the
feasibility of the proposed more with the variant trend of AT
as those stations are located in different coordinates. Also
applying the long-range prediction of other meteorological
variables, such as solar radiation and others as a feature to
predict AT, is the necessity of the research. Worth to
mention, DENFIS and HyFIS models were modelled over
the literature for different hydrometrological parameters
and confirmed their feasibility such as pan evaporation [43],
rainfall [44, 45], evapotranspiration [46], land surface
temperature [47], crops suitability [48], and energy con-
sumption [49].

1.4. Research Objectives. The main motivation of the current
research is to investigate advanced inference system models
for AT prediction. To the best of our knowledge, application
of that neurofuzzy algorithm especially DENFIS in the field

of AT of the specific location has never been used. The
modelling procedure was adopted based on the construction
of different input combinations to predict AT. The paper has
been divided into four sections: The first section covers the
introduction which is followed by the methodology section
comprising data description, model concept, and statistical
analysis. The third section covers the results and discussions
based on statistical analysis done among the models and for
three station datasets. Section four presents the conclusion
along with recommendations for future studies.

2. Materials and Methods

This section has displayed the explanation of the simulated
dataset and the applied predictive models for the Ar
prediction.

2.1. Dataset Overview. In the current research, North Da-
kota (ND) is selected as the case study site for the Ar
prediction. The climate of this region is featured by climatic
variation and land use-land cover changes due to biofuel
production. It is situated in the central northern great plain
of North America and can be distributed into our ecor-
egions, i.e., the lake of Agassiz plain, the northern glaciated
plains, the north-western glaciated plain, and the north-
western great plains [50]. As per the fourth national as-
sessment report published in 2018, the northern great plains
present a challenge for researchers because of their intense
changes in elevation throughout the area leading to geo-
logical, ecological, and climatological fluctuations. Besides,
due to the substantial increment in the temperature and
change in precipitation pattern over the last decades. These
climate changes may lead to an increase in temperature up to
2°F-4°F by 2050 [51]. The study has selected daily data for
three stations at ND from 2015 to 2019. The selected station
includes Robinson situated in the southern part of ND at
latitude 47° 8 35.1384", longitude —99° 46’ 44.8644", and an
elevation of 1829 m a.s.l, the second is Ada located at lat-
itude 47° 19’ 15.96", longitude —96° 30’ 50.04", and an el-
evation of 910 m a.s.l, and Hillsboro is at latitude 47° 21’
10.8", longitude —96° 55’ 19.2”, and an elevation of 886 m
a.s.l, as shown in Figure 1.

The study has selected four metrological characteristics
of the selected areas for modelling which are average Ay
expressed in degree Fahrenheit (°F), average dew point (DP)
expressed in °F, total solar radiation (TSR) expressed in
Langley (Ly), and average wind speed (WS) expressed in
meters per hour (mph). The dataset used for stations has a
sample of size n=1827 and the descriptive statistics are
presented in Table 1. Furthermore, Figure 2 presents the
correlation analysis between the variables for three stations.
As per Figure 2, A rshows a high positive correlation with DP
which is 0.98, 0.97, and 0.97 for Robinson (see Figure 2(a)),
Ada (see Figure 2(b)), and Hillsboro (see Figure 2(c)) sta-
tion, respectively. Similarly, the results show that WS is
negatively correlated, such as —0.13, —0.18, and —0.27 for
Robinson, Ada, and Hillsboro station, respectively.
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2.2. Applied Predictive Models. The proposed methodology is
displayed in the form of a flowchart and presented in
Figure 3. Figure 3 shows three interferences in fuzzy Al
predictive models. While several attempts attain to score, the
best hyperparameters for the rule-based nodes of the fuzzy
AT algorithms established the best target values. A detailed
explanation of each method is given in the following
subsections.

The individual result analysis shows that DENFIS has the
highest R* (0.968) values when plotted in the scattered di-
agram (see Figure 8(a)) in comparison to ANFIS (R? 0.949)
and HyFIS (R* 0.903) performance shown in Figures 8(b)
and 7 at Robinson station. In addition to that, it is worth
mentioning that Figure 8(c) shows scattered results and in

some cases far from the trend line. The accuracy of the
models was also evaluated in terms of Nash and MD and
DENTFIS performance was excellent during both the training
and validation phase (Nash: 0.968 and MD: 0.919). This
study has used a modified version of the Willmott formula to
overcome the issues created by the presence of the outliers in
the dataset which helped the study to better evaluate the
model performance.

Thus, DENFIS showed the highest fitness for the Rob-
inson station with the least prediction error (i.e., MAE) for
all the considered models. The model error rates were near
zero with the least outliers which shows it can handle such
data with more ease than others. The scatter plot also
supports the conclusion which shows the least variation
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TaBLE 1: Descriptive statistical parameters for the selected variables in the applied dataset for the analytical approach for the applied models

fit.
Parameters AT DP TSR WS
Mean 40.65 32.32 13.77 9.42
Standard error 0.55 0.50 0.19 0.10
Median 43.23 32.80 12.62 8.61
Mode 60.99 58.88 6.57 5.86
Standard deviation 23.56 21.43 8.07 4.47
Sample variance 555.51 459.50 65.26 20.06
Kurtosis -0.76 -0.46 -1.17 2.31
Skewness —-0.41 -0.45 0.33 1.19
Range 110.65 106.52 30.15 34.99
Minimum -27.22 —33.26 0.98 0.95
Maximum 83.43 73.26 31.12 35.94
Sum 74241.17 59017.50 25159.40 17202.90
Count 1826.00 1826.00 1826.00 1826.00
aee | T A | 1 +
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FIGURE 2: Statistical analysis of the applied dataset in terms of pairs plot for (a) Robinson station; (b) Ada station; (c) Hillsboro station.

from the trend line whereas the ANFIS plot is broader and
HyFIS predicted values for Apwere scattered and disordered.
Even though all the three models’ training and validation
result variation is about 10%, DENFIS was able to produce a
consistent result compared to ANFIS and HyFIS.

2.2.1. Dynamic Evolving Neural-Fuzzy Inference System
(DENFIS). One of the recently developed versions of
neurofuzzy models is the dynamic evolving neural-fuzzy
inference system (DENFIS) which, according to [52], is an
extended version of the original evolving fuzzy neural
networks (EFuNN). DENFIS is one of the emerging

connectionist systems and its structural arrangement
stemmed from the original NF models in terms of the
arrangement in various layers while a block of rules made
up the main core [53]. A major attribute of DENFIS is the
use of a clustering procedure for input space partitioning,
which is done in the original NF model using various
clustering techniques, such as fuzzy c-mean clustering and
grid partition (GP), subtractive clustering, etc. DENFIS
relies on the so-called evolving clustering method (ECM)
for input space partitioning into various regions [54, 55].
Furthermore, DENFIS uses only Takagi-Sugeno-Kang for
fuzzy rule base system and triangular fuzzy membership
functions (MFs) generation [56]. A recursive clustering
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Ada, and Hillsboro stations.

algorithm is used to create the rule bases. The DENFIS
model can be mathematically expressed as in (1) and (2)
[57]; thus:

Rulel: ileisRuandXzisRu,...,Xqisquthenyisfl(Xl,Xz,Xz,..

Rule2: if X,is Ryjand X,is Ry, .. ., Xjis Ry thenyis fz(Xl,Xz,Xz, .

where the predictor or input variable is represented by X;
while y represents the model output or dependent variable;
R;; represents the fuzzy sets while the consequent aspect of
the fuzzy rules is represented [52, 54]. In the standard NF
models, there is a fixed number of fuzzy rules which does not
change during the training process, but in the DENFIS
model, the fuzzy rules are generated, meaning that only the
MFs parameters can change [52, 54]. As such, the calculation
of the output of the DENFIS model only considers an aspect
of the fuzzy rule base called activated rules [52, 54]. The first
phase of the training process of DENFIS is the use of the
ECM to cluster the input space and build the fuzzy rules.
This involves two major steps which are (i) the first is
formation of the antecedent part of the rules via finding the
best MFs combination that will activate the cluster centre
and improve the MFS efficiency; hence, the selection and
formation of the antecedent part are achieved; (ii) the second
part is to use the least mean estimation method to fix the
consequent part of the fuzzy rules in consideration of the
existing pattern within the cluster; hence, one cluster is used
for each rule [52, 54, 58]. The DENFIS model involves the
following steps [59]: (i) presentation of the first N samples

LX) (1)

JX,)s 2

and establishment of the cluster centre using the ECM, (ii)
searching and finding n; < N example for each cluster centre
C; via closely linking to one of the cluster centers C;, (iii)
association of the fuzzy rules to the C; with equality
(rules = cluster), followed by creation of the antecedent
aspects of the rules, (iv) local learning approach-based
calculation of the antecedent linear parameters, (v) initiation
of the first online phase with a new pattern presentation, (vi)
updating the cluster partition using step (iii), (vii) creation of
anew rule upon the establishment of a new cluster, followed
by creation of the new consequent part, (viii) updating the
linear parameters upon creation of a new cluster, (ix) car-
rying out the required adaptation of the related parameters,
and (x) finally, reverting to step (v) for each new sample. The
architecture of DENFIS is shown in Figure 4.

2.2.2. Adaptive Neurofuzzy Inference System (ANFIS).
Numerous computational techniques exist which combine
artificial neural networks with fuzzy systems to form new
systems that are generically referred to as neurofuzzy sys-
tems [60]. The study by Jang [61] developed the ANFIS
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FIGURE 4: A schematic diagram for working flow of the DENFIS algorithm for the specific dataset.

model as a popular variant of the neurofuzzy system which
mimics the human way of reasoning by combining the
Takagi-Sugeno fuzzy inference systems with the RBF neural
network [62]. Neurofuzzy systems rely on decision rules and
fuzzy sets to deal with the impreciseness of input data and
domain knowledge; it also allows quick approximation of the
expected solutions [63]. Hence, these intelligent systems
perform well in function approximation, real-time appli-
cations, pattern classification, etc. [60, 64]. The architecture
of ANFIS is shown in Figure 5.

The fuzzification of the mode input values (x and y) is the
objective in Layer 1; this implies the conversion of a set of
numerical values into the equivalent fuzzy sets [65]. In this
layer, the output is comprised of a set of membership values
that correspond to the activation level of each MFs of the input
variables: {u,; (X), ..., pta, (X)} and {ug (»),..., 4 ()}
Each node in Layer 2 corresponds to the previous part of the
inference rule and depicts the likely combinations between the
MFs of the first layer. In this layer, the objective is to establish
the logical relationships between the activated MFs for the
weight (w;) of each rule to be determined. The activation
degree of each inference rule is calculated by applying a t-norm
operator, such as minimum or algebraic product, as captured,
respectively, in equations (1) and (2) discussed earlier. The
objective in Layer 3 is to normalize the weights of the activated
rules using equation (3) [61, 66].

min{u , (X), g (1)}, 3)
pa(X) . pp(y), (4)

_ w;
w; = . (5)

Wt tw e,

A set of adaptive nodes is made up of Layer 4; these
nodes represent the inference rule’s consequents and pro-
vide each rule’s outputs. A linear function or a constant
value is used to represent each consequent. In the first case,
the parameters of the function are the crisp values of the
input variables (x and y); the computation of the output of
each Layer 4 node 4 is achieved via multiplication of the
weight of the activated rule with the consequent. Lastly,
Layer 5 aggregates the outputs of each node of Layer 4 nodes

(using equations (4) and (5)) by computing the weighted
sum; this provides the final system output as in equation (6)
[61, 67].

,

-

I
—

f= i fie (6)

2.2.3. Hybrid Neural-Fuzzy Inference System (HyFIS).
There are two learning phases in the HyFIS [68]. Phase one is
structure learning which involves the use of the knowledge
acquisition module to establish the rules. Phase two is the
learning of the parameters for tuning the fuzzy MFs [69] to
ensure the expected level of performance will be achieved.
This approach is most beneficial because the fuzzy rule base
can be updated with ease when new data sets are available
[70]. A new rule is created for any new set of available data
pairs, followed by updating of the fuzzy rule base by this new
rule (see Figure 6).

The learning phase of the neurofuzzy model in the HyFIS
employs a gradient descent learning algorithm-based MLP
network for adapting the fuzzy model parameters [71]. The
model structure simplifies knowledge acquisition, approx-
imate reasoning, and learning from data; it allows the use of
both fuzzy rules and numerical data which brings about the
benefits of the two data sources. In the HyFIS, the proposed
neurofuzzy model is a multilayered ANN that combined
numerous fuzzy systems. As captured in Figure 6, there are
five layers in the system. In this structure, the input node is
the input state signal while the output node is the output
control/decision signal. The MFs and the rules are repre-
sented by the nodes in the hidden layers.

The nodes in the first layer are the inputs; their major
role is input signals transmitted to the next layer. The second
and fourth layers have the term nodes that serve as MFs for
the input-output fuzzy linguistic variables expression. The
tuzzy sets defined in this layer for the input-output variables
are denoted as large (L), medium (M), and small (S). For the
third layer, each of the nodes is a rule node that represents
only one fuzzy rule. The certainty factor of the associated
rules between Layers 4 and 5 is represented by the con-
nection weights between the layers, meaning that the weight
values control the level of activation of each rule. Finally, the
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nodes that represent the system’s output are the nodes of the
fifth layer.

2.3. Performance Metrics. Model competence and perfor-
mance can be measured based on numerous metrics. Var-
ious performance metrics have been employed for assessing
river WQ data modelling in the past two decades [72]. To
gain more insight into the model performance, it is im-
portant to include the goodness of fit and absolute error
measures [73]. This study applied seven commonly used
metrics which are coefficient of determination (R?), root-
mean-squared error (RMSE), Nash-Sutcliffe efficiency
(NSE), modified index of agreement (md), mean absolute
error (MAE), and mean absolute percentage error (MAPE)
[74-76] as represented in equations (7)-(12):

R*=1 _M) (7)
Z(ai - ”u)

(8)
9
Z?:1|Pi _ai|
md =1.0 - = ¥ — (10)
Yiilai - |+ |pi - Dl
1 n
MAE = ;|a,. - pi; (11)
MAPE = ) |(p; - a;) = a;] x 100 +n, (12)

i=1

where 7 is the total number of data: a denotes the output
values, p denotes the real values, and p,, is the mean value of
the values, and n is the number of observations. In the
current research, several statistical metrics were computed to
have a more informative visualization of the applied pre-
dictive models. This is due to the limitation of some statistics
such as RMSE which does not provide a sufficient error
distribution. Hence, investigating more than one couple of
statistical metrics can provide a more comprehensive pre-
diction evaluation.

R software has been used for building the applied models
and the statistical measurement. The applied libraries are
caret, plyr, recipes, dplyr, hydroGOF, and zoo. The method
CV and LOOCV have been applied. The best values of the
hyperparameters have been selected.

3. Application Results and Analysis

3.1. Robinson Station. Each model performed differently
based on the dataset gathered from each station. Model per-
formance can be evaluated at different levels such as accuracy

or error generated by the models. As shown in Figure 7(a), the
boxplot presents the relative error (RE) produced by the three
models and it can be observed that the DENFIS result shows
median RE value nearest to zero with the least number of
outliers. On the other hand, even though ANFIS generated an
RE value closest to zero, it produced a lot of outliers in the
lower quartile area. However, in the case of HyFIS, results show
a high amount of RE, a huge deviation from zero, and extended
whiskers due to a lot of outliers. In terms of correlation and
standard deviation results, DENFIS scored the best and is thus
the nearest to the actual value as presented in Figure 7(b),
followed by ANFIS and HyFIS models. Updating the cluster
partition using step in case of DENFIS makes it stands at the
top. Furthermore, it can be concluded that DENFIS is capable
of producing fewer errors in terms of RMSE: 4.031 MAE: 3.077,
and MAPE: 0.159, whereas ANFIS and HyFIS generated more
errors of RMSE: 5.142 and 7.271, MAE: 3.870 and 5.954, and
MAPE: 0.354 and 0.277, respectively (see Table 2).

3.2. Ada Station. In the Ada station, it can be observed
that the model behaviour is slightly different than the
results observed in the Robinson station. The error
produced by the model has a huge impact on the overall
performance and as per the RMSE values, DENFIS can
produce the least error and then ANFIS and HyFIS, i.e.,
4.979, 5.502, and 7.025, respectively. Similarly, when
testing the Arpredicting error, the MA error values were
highest for HyFIS and then ANFIS and lowest for
DENFIS, i.e., 5.666, 4.129, and 3.729, respectively (see
Table 3). Similarly, RE values presented as a boxplot in
Figure 9(a) show the deviation of the RE produced by the
models from the desired value, zero. Unlike the previous
model RE performance (i.e., Robinson station), all three
models generated values near zero; however, all produced
outliers in the low quartile of the sample population.
When ranked, HyFIS show higher percentage samples in
the lower quartile and similarly more outliers leading to
be ranked as last whereas sample population distribution
was more equally distributed for DENFIS, including the
outliers. The overall model performance correlation as-
sessment can be done using Taylor diagram in Figure 9(b)
where DENFIS and ANFIS show almost the same cor-
relation and slight diffidence compared to standard de-
viation results from the actual value.

To estimate the robustness and accuracy of the model in
prediction A, Nash metrics were estimated. As presented in
Table 3, DENFIS outperformed ANFIS and HyFIS with Nash
values of 0.952, 0.941, and 0.904, respectively. However,
Nash is sensitive to outliers; thus, it is relevant to measure the
model performance with other metrics such as R* and Md.
As visualized in Figures 10(a)-10(c), DENFIS showed best-
fit values when the scatter plot was done with an R” value of
0.953; ANFIS showed little variation from the trend line with
an R® value of 0.943; on the contrary, the HyFIS plot was
more dispersed with an R* value of 0.908. In the case of
DENFIS, the creation of a new rule upon the establishment
of a new cluster, followed by the creation of the new con-
sequent part, made it outperform ANFIS and HyFIS.
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FIGURE 7: (a) Boxplot of residual error produced by all the models at Robinson station; (b) Taylor diagram with the comparative per-

formance of the models at Robinson station.

TaBLE 2: Performance metrics at Robinson station for A
modelling.

Training
Models R? RMSE MAE MAPE Nash MD
DENFIS 0971 4.082 3.076 0.134 0971 0.923
ANFIS 0949 5485 4225 0370 0947 0.894
HyFIS 0919 7157 5769 0312 0909 0.856
Testing
Models R? RMSE MAE MAPE Nash  MD
DENFIS 0.968 4.031 3.077 0.159 0968 0.919
ANFIS 0949 5142 3870 0354  0.949  0.899
HyFIS 0904 7271 5954 0277 0.897 0.845

It can be observed from the training and validation result
evaluation that DENFIS outperformed others, and ANFIS
performance was a little behind DENFIS; nonetheless,
HyFIS performance improved from the training to valida-
tion phase in terms of error production with MAPE de-
creased from 0.961 to 0.375 and accuracy of MD was
improved from 0.797 to 0.845. For the Ada station dataset,
DENFIS is the highest performing model and ANFIS is a
good and robust model.

3.3. Hillsboro Station. The model error rate for the Hillsboro
dataset for Ay prediction showed a similar pattern as dis-
cussed for other stations and DENFIS and ANFIS mean

values were near zero in comparison to HyFIS. Figure 11(a)
clearly shows that HyFIS sample population distribution is
skewed and more deviated towards the lower quadrant. It
can also be observed that when dealing with this dataset the
model produced lots of outliners in both extents of the
quadrants. Furthermore, when Figure 11(b) is perceived, it is
apparent that the Taylor diagram shows that DENFIS is
exceedingly correlated with actual value, even though ANFIS
is not far behind.

In terms of accuracy, Figure 12 was able to specify the
individual performance of the model when predicting Ar.
Figures 12(a) and 12(b) evaluations show that the values are
near the trend line and among all DENFIS show the best fit
with R* of 0.960. Contrarily, HyFIS shows a more random
and disorganized pattern and is away from the trend line (see
Figure 12(c)). This result can be supported by the evaluation
results produced by Nash and Md as in Table 4. DENFIS
accuracy was highest with Nash: 0.960 and MD: 0.912,
followed by ANFIS and HyFIS with Nash: 0.941 and 0.873
and MD: 0.890 and 821, respectively. Regarding the other
error metrics such as RMSE, MAE, and MAPE, HyFIS
generated the maximum number of errors during the
prediction with RMSE: 8.162, MAE: 6.693, and MAPE: 1.716.
On the contrary, the error caused by the DENFIS and ANFIS
was almost 50% less than HyFIS concerning MAE and
RMSE.

In the overall assessment between testing and training
runs, DENFIS and ANFIS gave similar results except for the
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TaBLE 3: Performance metrics at Ada station for A7 modelling.

Training
Models R? RMSE MAE MAPE Nash MD
DENFIS 0963 4.671 3.454 0229 0963 0.916
ANFIS 0949 5852 4392 0333  0.942 0.889
HyFIS 0.821 10.320 7.914  0.961 0.821  0.797
Testing
Models R? RMSE MAE MAPE Nash  MD
DENFIS 0.953 4979 3.729 0319  0.952 0.903
ANFIS 0943 5502 4129 0270 0941 0.889
HyFIS 0.908 7.025 5.666 0.375 0.904 0.845

MAPE value of DENFIS. MAPE was much higher in a
testing run but other errors were slightly less. DENFIS
generated RMSE: 4.596, MAE: 3.417, and MAPE: 0.734
followed by ANFIS with RMSE: 5.578, MAE: 4.161 and little
more MAP (1.707) error in comparing the other two errors
for evaluation. The error devised by MAPE can be due to the
high forecast in this study and since MAPE has no upper
limit it can sometimes lead to difficulty in the assessment.
The marginal uplifted value by DENFIS might be due to
updating of the linear parameters upon the creation of a new
cluster, following carrying out the required adaptation of the
related parameters.

4. Discussion and Comparative Analysis

Among all stations, the DENFIS model worked well for
Robinson and possibly applied the Willmott formula to
overcome the issues created by the presence of the outliers in
the dataset and the lower correlation in case of WS and the
marginal difference in case of DP and TSR. Also, it has been
observed that ANFIS worked better than HyFis in the case of
Ada and Hillsboro due to a lower correlation with WS; so an
upper than 27 in negative relation makes ANFIS work better.
Few previous studies have been done where Apwas predicted
using other models and has been discussed in this study to

assess the possible future aspect of utilizing FIS type of
models. A study conducted by Karthika and Deka [77]
predicted Ay by applying wavelet-ANFIS and ANFIS at
Bhadra station, Karnataka, India. The result showed the
highest R% 0.95 for Db4 Gauss wavelet-ANFIS, and ANFIS
produced poor performance, i.e., R*: 0.39. On the contrary,
in this study, DENFIS performed the best with R*:
0.953-0.968 and for ANFIS R* was 0.942-0.949.

Similarly, another study reported the prediction of
minimum, mean, and maximum AT over southwest Asia by
applying ANFIS with genetic algorithm (GA), particle
swarm optimization (PSO), and ant colony optimization for
continuous domains (ACOR), and differential evolution
(DE). The performance of these models, i.e., ANFIS, ANFIS-
ACOR, ANFIS-GA, ANFIS-DE, and ANFIS-PSO in pre-
dicting max AT in terms of R* was 0.88, 0.95, 0.93, 0.94, and
0.90, and for min AT the R* were 0.72, 0.93, 0.93, 0.93, and
0.93, and for mean AT R” were 0.55, 0.88, 0.92, 0.90, and 0.91
[78]. It is evident from this hybrid ANFIS model that
performance varied between 0.88 and 0.95 and the con-
ventional ANFIS performance fluctuated between 0.55 and
0.88; at the same time, the ANFIS model in this study
performed between 0.942 and 0.949 which shows the model
accuracy was considerably improved in the current research.
In addition to that, the new model DENFIS and HyFIS also
performed well when handling different datasets, i.e., R*
0.953-0.968 and 0.904-0.908, respectively. Another study set
ANFIS (R? 0.945) better than the dynamic thermal exchange
model, i.e., energy balance equation (EBE) (R* 0.743), re-
spectively, with the small size data, though this research suits
the reliable proposing DENFIS along with ANFIS and HyFIS
[79]. Moreover, [80] reported that the SVR (R* 0.95) out-
performed the ANN model too with the limited scenarios of
the applied data, where the current research fills the gap by
performing those adequately created scenarios to set the
reliable application of the DENFIS to the real world. Those
overcome could be possible due to several possible advan-
tages of the DENFIS algorithm such as fuzzy rules that are
generated, meaning that only the MFs parameters are
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FIGURE 10: Scatter plot for (a) DENFIS; (b) ANFIS; (c) HyFIS models at Ada station.

calculated adequately and the activated rules for the fuzzy
rules with the best performance have been investigated.
Recently, [81] reported the ANFIS and DENFIS with a
marginal difference using short-ranged data (of soil mois-
ture) compared with the current study using long-ranged
data. The authors also mentioned that ANFIS (step size:
0.001, membership type: Gaussian) and DENFIS (Max

iteration: 3000, Step size: 0.01) were overcome with the
HyFIS architect. Also, the Gaussian membership function of
ANFIS remains the best performer. Another study reveals
that the hybridization of DENFIS with two advanced
metaheuristic optimization algorithms (i.e., Whale Opti-
mization Algorithm (WOA) and Bat Algorithm (BA))
showed the potential predictive capacity as per the R’
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TaBLE 4: Performance metrics at Hillsboro station for A modelling.
Training
Models R? RMSE MAE MAPE Nash MD
DENFIS 0.964 4.672 3.457 0.217 0.964 0.917
ANFIS 0.946 5.924 4.504 0.658 0.941 0.888
HyFIS 0.917 8.373 6.760 0.338 0.883 0.831
Testing
Models R? RMSE MAE MAPE Nash MD
DENFIS 0.960 4.596 3.417 0.734 0.960 0.912
ANFIS 0.942 5.578 4.161 1.707 0.941 0.890
HyFIS 0.905 8.162 6.693 1.716 0.873 0.821
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(0.85-0.94) against the counterpart MARS to predict the
daily scale evapotranspiration for three different coastal
locations [46].

5. Conclusion

The current research reviewed the prediction compe-
tencies of advanced FIS type models such as DENFIS,
ANFIS, and HyFIS. The models were able to successfully
predict AT (target variable) with high accuracy and less
error while using only three input variables, i.e., DP, TSR,
and WS. The models were applied for three datasets ac-
quired from three stations in North Dakota, USA, i.e.,
Robinson, Ada, and Hillsboro, from 2015 to 2019. Among
the three applied models, DENFIS outperformed the
others, followed by ANFIS and HyFIS for all three sta-
tions. The performance efficiency of DENFIS in Robinson,
Ada, and Hillsboro stations was excellent with R*: 0.97/
0.95/0.96, RMSE: 4.0/4.9/4.6, and md: 0.91/0.90/0.92,
respectively. Following DENFIS results, ANFIS also
performed well with R*:0.95/0.94/0.94, RMSE: 5.1/5.5/5.6,
and md: 0.90/0.89/0.89, respectively. Lastly, HyFIS sim-
ilarly performed well with R*: 0.90/0.90/0.87, RMSE: 7.3/
7.0/8.2, and md: 0.84/0.79/0.82, respectively. North Da-
kota has reported significantly several AT complementary
relations with other parameters of the sciences and en-
gineering; for example, the evapotranspiration has been
increasing over the period [82], in borehole paleoclima-
tology directly linked with AT [83], and snowpack control
alteration [84], which lead many challenging to resources
management. A report says that the lower-income area
has much potential for green emission of air pollution
[85]. The study is helpful to design the accurate decision
priory and appropriately as per the local geographical
location. Even the study applied the black box type models
which have their limitations; however, they can simplify
the assessment and prediction method when dealing with
the meteorological data which plays an imperative role in
various environmental, climatological, and meteorologi-
cal studies. One of the current burning topics in these
fields is climate change and such studies which applied ML
methods for data modelling with similar statistical
characteristics should be studied more to make a more
precise projection of the future changes which will change
the Earth environment. It is worth mentioning that more
research should be done considering different geological
conditions, diverse model types, and various diverse input
variables. Also, another different meteorological param-
eter can be used to support the sustainable water resources
and agricultural systems.
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Critical phenomena in stock exchange are regularly occurring and difficult to predict events, often leading to disastrous con-
sequences. The presented paper is devoted to the search and research of early warning signals of critical transitions in stock
exchange based on the results of a multifractal analysis of a series of transactions in shares of public companies. We have proposed
and justified the use of certain features of behavior of multifractal spectrum shape parameters such as signals. As model time series,
on which methods of multifractal analysis were tested, we used a series of the number of unstable sites of the sandpile automaton
on the random Erdds—Rényi graph, self-organizing into critical and bistable states. It was found that the early warning signals for
both cellular automata and stock exchanges are an increase in the magnitude of the maximum position, a decrease in the width,

and a decrease, followed by a sharp increase, in the value of the spectrum asymmetry parameter.

1. Introduction

Most complex systems, regardless of their origin, are scale-
invariant, have heterogeneity and nonstationary behavior,
and contain internal mechanisms of self-organization.
Therefore, dynamic processes in such systems are usually
nonlinear. In such systems, abrupt changes in states can
occur; such changes are often called critical transitions. An
example is a phase transition accompanied by a radical
change in the properties of the system at the macro level. As
a result of a phase transition, the system acquires completely
new and unexpected properties that are not reducible to the
properties of individual parts.

Ordinary critical phenomena, such as phase transitions
of the second kind, are observed only when the control
parameter reaches a certain critical value. In other words, a
critical state is created artificially by tuning a control pa-
rameter to a critical value. For example, if a control pa-
rameter such as temperature is adjusted to a critical value,
then an order parameter such as magnetization will reach a

zero value, and the paramagnetic-ferromagnetic phase
transition will occur in the system. The parameters of the
system at the critical point are characterized by power laws.

For most complex macroscopic systems and processes of
natural origin, it is impossible to adjust the value of a control
parameter to a critical value, but, despite this, such systems,
while in a critical state, are characterized by power laws.
Examples of such systems and processes are financial
markets with crashes and crises, seismic activity with cat-
astrophic earthquakes, social networks with information
cascading, and other systems (e.g., see papers [1-4]). The
answer to the question of how critical transitions occur in
such systems was given by Per Bak, Chao Tang, and Kurt
Wiesenfeld only in the late 1980s. They discovered the
phenomenon of self-organized criticality (SOC) and pro-
posed a theory that explains how such systems reach a
critical state without tuning the control parameter (e.g., see
papers [5, 6]). It turned out that a critical state, in which even
a minor event can lead to a catastrophe, can not only be
created artificially (e.g., in laboratory conditions), but also
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arise as a result of the self-organization of the system. In such
a state, the system acquires properties that its elements did
not have, demonstrating complex holistic behavior.

The basic model of the SOC theory is a sandpile into
which grains of sand fall from time to time (e.g., see papers
[2, 7]). At first, the pile simply grows, and in those places
where the local slope is greater than the stability threshold,
sand grains crumble down the slope to neighboring surface
areas. If the average surface slope (z) is small, the set of
chaotically directed microcurrents of sand grains is mutually
balanced and the macroscopic sand current J = 0. If z ex-
ceeds some critical value (z,), then there is a spontaneous
sand flow (J #0) across the surface of the heap, which in-
creases as z increases. The value of z_ separates the subcritical
(z < z.) and supercritical (z > z,.) phases, which are resistant
to small perturbations. If z = z_, then a single fallen grain of
sand can cause avalanches of any size. Thus, the sandpile
self-organizes into a critical state at J = 0%, corresponding to
a phase transition of the second kind with a control pa-
rameter z and a parameter of order J. It should be noted that
the sandpile model also allows us to explain the self-orga-
nization in the bistable state, corresponding to a phase
transition of the first kind. For this purpose, a model of
facilitated sandpile was proposed (see the paper [8]), which
can demonstrate self-organized bistability (SOB) (e.g., see
papers [9, 10]).

There are many studies that substantiate the concept of
the similarity of the mechanisms of behavior of economic
systems, stock markets, and financial time series with the
behavior of the model variables (e.g., see papers [11-17]), as
well as studies on the search for early warning signals (EWS)
for critical transitions in financial and stock markets (e.g.,
see papers [18-24]). The determination of the time interval
preceding the occurrence of a critical transition in the system
not only has important theoretical value, but also has im-
portant applied value. The studies we know are mainly
focused on the detection of SOC mechanisms in financial
systems. Also, there are studies devoted to finding EWS for
financial crises using mainly measures of correlation theory
(autocorrelation function, skewness, kurtosis, variance, and
other measures) according to the results of the analysis of
financial series in the selected range. A significant limitation
in using such measures for the study of financial series
scaling is their applicability only to stationary and fractal
time series (e.g., see the paper [25]).

At the moment, we are not aware of any works that present
studies of the dynamics of stock exchange self-organization in
SOC and SOB states, based on the results of multifractal
analysis of the time series of the number of deals made on the
shares of companies (volume indicator), as well as multifractal
EWS for the corresponding critical transitions. To address this
gap, we investigated the possibilities and limitations of mul-
tifractal EWS for critical transitions using the results of mul-
tifractal stochastic dynamics analysis of volume indicators,
using the numbers of unstable cells of the sandpile cellular
automaton as the basic (in a sense reference) time series.
Research results are presented in this paper.

The paper is structured as follows: Section 2 is devoted to
the description of mechanisms of functioning of sandpile
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cellular automaton and substantiation of similarities in the
behavior of such automata and stock markets. Methods for
generating time series of the number of unstable automaton
nodes and methods for obtaining time series of the number
of deals made on shares of companies are also presented. The
rationale for the necessity of application and methods of
calculation of parameters of a multifractal spectrum of time
series as measures of early detection of critical transitions is
presented; Section 3 presents and discusses the results of
calculations of parameters of multifractal spectra of time
series used as measures of early detection of critical tran-
sitions; and Section 4 presents the main conclusions, pos-
sible practical applications of the obtained results, and the
prospects for further research.

2. Data Set and Methods

2.1. Model and Real-Time Series. The self-organized critical
sandpile behavior considered in Section 1 can be described
using sandpile cellular automata (e.g., see papers [7, 8, 26]).
Among the many sandpile cellular automata models, we
chose the Manna model (see the paper [27]) on the
Erd8s-Rényi random graph (e.g., see papers [28, 29]) as the
most relevant model of avalanche-like changes in the
number of traded shares of companies.

We built three Erdés-Rényi random graphs with a
number of sites N equal to 500, 1500, and 2500 by con-
necting any two sites v; and v; with edge e;; with probability
p independently of all other pairs of sites.

In this case, the Manna model is a random graph with
the number of sites N, the sites of which are assigned integer
non-negative numbers z,»(vj). These numbers are tradi-
tionally interpreted as the number of sand grains. If z; (v;) is
not less than the set threshold z,, , then site v, is unstable and
“topples.” This removes z, sand grains from it, each of which
is transferred to one of the randomly chosen neighboring
sites. If a site is on the edge of the graph, the sand grains
transferred for it are irreversibly lost. Each neighboring site
receives a random number of sand grains 0. If there are
several unstable sites, they “topple” simultaneously—during
one time step.

The elementary event that causes the system to move
from one steady state to another is initiated by adding a grain
of sand to one of the sites. If the addition of a grain of sand
causes a site to lose stability, then the grains of sand
transferred to neighboring sites during its toppling may
violate their stability. The chain reaction of toppling that
continues as long as unstable sites remain in the system will
be called an avalanche.

Regardless of the initial state of the system, after a certain
number of events, the system reaches a critical state (SOC
state), in which the processes occurring are scale-invariant,
and all characteristics of avalanches correspond to power
distributions.

The rules of the standard Manna model on the
Erdgs-Rényi random graph with the number of sites N,
which demonstrates the output of the system in the SOC
state, corresponding to the phase transition of the second
kind, have the following form:
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where Ne denotes the nearest neighboring site to the site v;.
As noted in Section 1, sandpile cellular automata are also
capable of self-organization into a bistable state (SOB state)

zi(v;) 220, > WS i(v)) 22,

corresponding to a first-order phase transition. The rules of
the automaton allowing to bring it into SOB state are known
as “facilitated rules” (see papers [8, 26]). A site vj of the
facilitated automaton is unstable when z; (v )>z., and
when f; ; (v;)>2 (f,_, is the number ofhlts to 51te v at the
previous 1terat10n) This is the main difference between the
facilitated and the standard automaton. Thus, the rules of the
facilitated Manna model have the following form:

zi+1(vj) ZHI( ]) chj’

ch]-

Zi(vj) 220 7 z;,, (Ne) — z;,, (Ne) + &), Z 0=z, 6,20,

The avalanche-like propagation of sand grains between
sites of the considered sandpile cellular automata in the
critical state is a good qualitative econophysical model
demonstrating the general regularities of the origin of the
avalanche-like change in the number of deals made on the
stocks of companies. Indeed, the nodes of the graph can be
associated with the agents of the stock market; the edges of
the graph, along which the movement of sand grains from
unstable sites occurs, can be associated with the deals made
between agents; and the random addition of sand grains to
the sites can be associated with the market pumping (e.g.,
information pumping from media, quarterly reports, news
feeds, and others). Then, the change in time of the number of
unstable sites on the graph corresponds to the change in the
number of deals made on the shares of companies. There-
fore, we further use the time series of the number of unstable
sites with known critical transition times as test series to
determine the capabilities and limitations of a particular
method of multifractal analysis in the selection and evalu-
ation of EWS for the critical transitions.

We believe it is important to note that besides sandpile
cellular automata with Manna model rules, there are other
models of self-organized critical cellular automata that
cannot be adequate models of stock market transactions. For
example, the Bak-Tang-Wiesenfeld model and the Feder-
—Feder model assume that a nonrandom equal number of
sand grains are transferred from an unstable site; the
Dhar-Ramaswamy model (e.g., see the paper [30]) and the
Pastor-Satorras-Vespignani model (e.g., see the paper [31])
are directional models in which the unstable site has only
underlying neighboring sites. In addition, all models can also

[ fir1 (Ne) — fi,; (Ne) + &,

Zi1 (6, y) — zi (%, ) -

l fis1 (Ne) — f,1 (Ne) + 6,
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8. >0, (2)
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be realized on square lattices, which implies that there are
only four nearest neighbors with an unstable site. Another
well-known model that demonstrates self-organized critical
behavior is the forest-fire model (e.g., see papers [32, 33]).
This model is one of the most popular for simulating so-
ciopolitical and historical processes since it simulates the
spread of arousal in some environments.

Time series volume indicators were selected for com-
panies whose shares are listed on any of the stock exchanges.
In the stock trading volume data, information is available for
1-day intervals. The exchanges where these companies are
traded represent four regions: Asia (Sony Group Corpora-
tion, Subaru Corporation); Russia (PJSC Aeroflot—Russian
Airlines, Sberbank of Russia); the USA (Apple Inc., Meta
Platforms, Inc., and Tesla, Inc.); and Europe (Airbus SE,
Allianz SE, Deutsche Lufthansa AG).

2.2. Multifractal Analysis of the Time Series. It is now gen-
erally accepted that many financial time series have a
complex fractal structure (e.g., see papers [34-37]). In
particular, fractal analysis is effectively used to predict
market crashes in financial series (e.g., see papers [38-40]).
In addition, the universality of multifractal analysis has
determined the success of its application to the analysis of
time series depicting the dynamics of critical transitions
(e.g., see papers [26, 41]).

The features of time series scaling can be studied using
different approaches, starting with the classical correlation
(or spectral) analysis. Among the obvious drawbacks of such
approaches is their applicability only to stationary time



series. Since most processes in nature are highly heteroge-
neous and nonstationary, the attractiveness of the choice of
one or another method of analysis is largely determined by
its universality and the possibility of its effective application
to real processes of any origin.

The most popular methods for analyzing the multifractal
structure of nonstationary time series are multifractal
detrended fluctuation analysis (MF-DFA) (e.g., see papers
[42, 43]); wavelet transform modulus maxima (WTMM),
based on continuous wavelet transform (e.g., see papers
[44, 45]); and wavelet leaders (WL), based on discrete
wavelet transform (e.g., see the paper [46]).

The MF-DFA is a variant of variance analysis of uni-
variate random walks. The method algorithm analyzes the
root mean square error of linear approximation (F?(s)) of
the generalized random walk model from the size (s) of the
approximated area. The analyzed time series is multifractal if
the scaling relation is observed for all s:

] N, l/q
F,(s) = {ﬁ Z [Ff(s)]q/z} ~ s, (3)

s i=1

where N is the number of approximated sections, and H,
are generalized Hurst exponents if g € (—00, +00).

The multifractal spectrum (D(H)) has the following form
(see the paper [41]):

qH,_ -1
i (@)
q-1
where D, are the generalized multifractal dimensions.
The WTMM method assumes the existence of the fol-
lowing scaling relation for multifractal time series:

q
Z(q,s) = Z <sup|W(5',tl(s'))|> ~ s, (5)

leL(s) \ §'ss

In equation (5), Z (g, s) is the structural function; L(s) is
the set of all lines I of maximum modules of wavelet co-
efficients existing at scale s; ¢, (s") characterizes the location
of the maximum at scale s, relating to line I; W (-) are the
coeflicients of the continuous wavelet transform; and T, are
the scaling exponents.

The multifractal spectrum (D (h)) has the following form
(see the paper [44]):

D, = gh, 7, (6)

where D, are the generalized multifractal dimensions, and
h, are the Holder exponents.

The WL method assumes the existence of the following
scaling relation for a multifractal time series:

(@9 = Y Lk ~ 57 7)

s =1

In equation (6), L(k,s) = Sup/l’c3,lsk|d(k’ s)| are the
leaders of the wavelet coefficients in which the 2° scales are
translated into the 2°k time positions; d(k,s) are the
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coeflicients of the discrete wavelet transform; k is the time
shift; and s is the scale.

The multifractal spectrum (D (h)) is defined by the
following decomposition:

o (h-c\ - (h-c\

2 1 3 1

D d+-= +—= —] +... 8
() 2!( Cy ) 3!( Cy ) ’ (®)

where ¢, ¢,, and c; are the log-cumulants. ¢; corresponds to
the position of the spectrum maximum, ¢, characterizes the
width of the spectrum, and ¢, characterizes the asymmetry of
the spectrum. The triplet c,, ¢,,¢c; contains the basic infor-
mation about the multifractal structure of the studied time
series.

As will be shown in Section 3, the studied time series are
multifractal series, which require an infinite spectrum of
fractal dimensions for a complete description. Therefore, as
an EWS for critical transitions in the sandpile cellular
automata and stock markets, we use the features of changes
in the multifractal spectra (D (H) and D (h)) of the studied
time series as the systems approach critical points.

We used three main spectrum shape parameters as early
warning measures for critical transitions (-): the position of
the spectrum maximum (H,, h, and ¢,); spectrum width

W =H, .« — Hoiw W = hyay — Bin and ¢,); and spectrum
asymmetry (S=H .. —Hy/Hy—H i, S =l — holhy —
hpin and c;). The spectrum was calculated at g = —5,5 in

increments of 0.1.

We calculated the time series of early warning measures
(m,) with a fixed left window boundary corresponding to the
first value (x;) of the studied time series x,,t = 1,n, and a
sliding right window boundary (1) corresponding to some
selected value (x,) of the studied time series. As a result, we
obtained series of early warning measures m,,t = 7, n, with
7 = 1000 for the time series of the number of toppled cells of
the sandpile cellular automata and 7 = 50 for the time series
of the volume indicators.

3. Results and Their Discussion

3.1. Time Series of Unstable Sites. The time series of the
number of unstable sites of automata with standard rules,
which lead to the output of the automaton in SOC state, and
with clothed rules, which lead to the output of the au-
tomaton in SOB state, of the Manna model are shown in
Figure 1. The figure shows time series of automata whose
random graphs contain N = 2500 sites. Time series for
N =500u N = 1500 have similar appearance. The series
differ only in the time it takes for the system to enter the
critical state (subcritical time) and in the maximum values of
the number of unstable sites of cellular automata in the
critical state. These values are presented in Table 1.

The time series demonstrate the presence of subcritical
phase (SubC phase) and critical state (SOC state and SOB
state) of the sandpile cellular automata (see Figure 1). The
SubC phase corresponds to the noncatastrophic behavior.
The sandpile cellular automaton, being in this chaotic phase,
is stable to small perturbations. Only at the critical point
(SOC state), catastrophes are possible (see Figure 1(a)) since
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FiGURE 1: Time series of the number of unstable sites of sand-cell automata. (a) Standard rules of the Manna model and (b) facilitated rules of

the Manna model.

TaBLE 1: Subcritical time (fg,,c) and the maximum number of unstable sites (A

max) Of cellular automata in the critical state.

Standard model
Number of sites

Facilitated model

tSubC Amax tSubC Amax
500 2750 38 4320 196
1500 5050 62 4630 238
2500 5500 80 5100 280

a single added grain of sand in any site of the automaton can
cause an avalanche of grains of any size. The SOB state is also
characterized by an avalanche of sand grains of any size with
the appearance of periodic bursts of activity (see
Figure 1(b)). So, Buendia and coauthors state in their paper
[9] that “the probability distributions for both avalanche size
and duration are bimodal”: small avalanches coexist with
extremely large ones that span the whole system. These latter
“anomalous” outbursts of activity, which are also called
“king” avalanches, occur in an almost periodic way. The size
of avalanches (the maximum number of unstable sites)
increases with the total number of sites of the sandpile
cellular automata (see Table 1).

An important characteristic of the process of the system
reaching a critical state is the subcritical time (fg,c). It is
known (e.g., see papers [2, 5]) that different types of SOC
systems have different fg .. The greatest g, is charac-
teristic of the evolution of the Earth’s crust and of biological
evolution. For many other types of SOC systems, the fg - is
much smaller.

In our opinion, the reason for such large differences in
tsubc Values is the different levels of complexity of individual
SOC systems. Differences in the value of tg,; allow to
distinguish different levels of complexity in SOC systems.
This extends the applicability of SOC theory, as well as SOB,
far beyond the characteristic power laws for the distribution
of avalanche size and power spectral density as 1/f noise.
Given that g, increases with the size of the cellular
automata (see Table 1), we can use tg ¢ as a measure of the
complexity of the system capable of a critical transition. Note

that we previously found a similar change in fg ;- with
changes in the size of the cellular automata (see the paper
[26]). Besides, other things being equal, the value of t¢ - for
SOB systems is lower than the value of t¢ -, characteristic of
SOC systems.

Perhaps the formation of a more complex SOC system
initially requires a larger value of tg,, but when such a
system is already formed, the corresponding g - at the next
level is already much smaller.

3.2. Multifractal Measures for Early Detection of Critical
Transitions in Sandpile Cellular Automata. The scaling re-
lation (3) of the MF-DFA method is not met for any values of
the right boundary x, of the sliding window. Therefore, this
method cannot be used as a method for calculating measures
of early detection of critical transitions in sandpile cellular
automata based on the results of multifractal analysis of the
number of unstable sites series. The reason why the MF-DFA
method does not allow revealing the multifractal structure of
model time series is the presence of a large number of re-
peating values in such series.

In contrast, the scaling relations (see equations (5) and
(7)) of wavelet transform-based methods are satisfied for all
7 € [1000, 10000]. This is connected with the fact that these
methods do not require the extraction of local trends in
repeating values of the time series. The time series of
multifractal early warning measures of critical transitions in
sandpile cellular automata with a number of 2500 tiles
obtained by the WTMM method are presented in Figure 2,
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FIGURE 2: Time series of the maximum position (h,), width (W), and asymmetry (S) of the multifractal spectrum for the sandpile cellular
automata. (a) Standard rules of the Manna model and (b) lightweight rules of the Manna model.

and those obtained by the WL method are presented in
Figure 3. The conditional time corresponding to the iteration
step is used.

The values h, (see Figure 2) and ¢, (see Figure 3), which
characterize the positions of the maximum of the multi-
fractal spectrum of unstable sandpile cellular automata,
increase as the automata approach the critical state. This
increase is typical for both standard cellular automata and
facilitated cellular automata. Consequently, as the autom-
aton approaches the critical state, the time series of the
number of its unstable tiles becomes more “smooth” or less
“jagged.” Note that a sharp increase in the position of the
maximum of the singularity spectrum is also observed in the
vicinity of the critical point of the phase transition of the
second kind in the Ising model (e.g., see the paper [41]).

The width of the multifractal spectrum (W) of the time
series of unstable sites computed by the WTMM method
decreases as the standard and facilitated automata approach
the critical state (see Figure 2). Also, the value of W cal-
culated by the WL method decreases or is equivalent to the
absolute value of the second log-cumulant |c,| (see Figure 3).
The equivalence of W and |c,| follows from a simple analysis
of equation (8). The increasing W value is observed in the
SOC state and SOB state. It follows from the decreasing
value of W that as automata approach the critical state, the
time series of unstable sites become more homogeneous
fractal series, with a more uniform distribution of series
values. A similar decrease in the width of the spectrum in the
vicinity of the critical point is characteristic of a second-
order phase transition in the Ising model (e.g., see papers
(41, 47]).

The value of the spectrum asymmetry parameter S
calculated by the WTMM method first decreases, then
sharply increases as the automata approach the critical state
(see Figure 2). Consequently, large fluctuations (strong
singularities) in the number of unstable tiles of automata as
they approach the critical state prevail in the time series.
Similar behavior of the parameter S is also observed in the

Ising model (e.g., see the paper [41]). The log-cumulant c;,
which characterizes the asymmetry of the spectrum, de-
creases not only in the vicinity of the time of the critical
transition, but also in some noncritical time interval (see
Figure 3). In our opinion, such behavior of parameter c;,
contradicts the existence of one of the precursors of the
critical transition, known as the critical slowing down (e.g.,
see papers [19, 21, 24, 48]). Perhaps the incorrect estimation
of the asymmetry parameter is one of the drawbacks of the
expansion (8) or, moreover, a drawback of the WL method.

The critical slowing down is the phenomenon that when
a system approaches a critical point, it relaxes more slowly
after small perturbations. It is known (e.g., see papers
[48, 49]) that time series showing a critical slowing down are
characterized by increases in autocorrelation (or increases in
hy and decreases in W, as we found), dispersion (or increases
in S, as we found), kurtosis and skewness, and the f of the
power spectral density 1/ f# (or increases in hy, as we found).
Consequently, of the three multifractal analysis methods,
only the WIMM method allows us to obtain correct esti-
mates of the multifractal spectrum shape parameters, at least
for the time series of the number of unstable tiles of cellular
automata. Recall that the time-varying WL estimation (c;)
for the asymmetry parameter does not explain the critical
slowdown.

3.3. Multifractal Measures for Early Detection of Critical
Transitions in Stock Exchange. As shown in Subsection 3.2,
the multifractal early warning signals are an increase in the
magnitude of the maximum position (h, ¢;) of the multi-
fractal spectrum D (h), a decrease in the spectrum width (W,
lc,]), and a decrease followed by a sharp increase in the
spectrum asymmetry parameter (S). We also remind that the
MF-DFA method did not reveal a multifractal structure in
the time series of the number of unstable tiles.

In this subsection, we demonstrate the results of cal-
culations of these three shape parameters of D (h) for the
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FIGURE 4: Financial time series and time series of multifractal spectrum shape parameters for Sony Group Corporation. The symbol “C.S.”
denotes the critical state, and the symbol “Rel.” denotes the relaxation. (a) Volume indicator, (b) WTMM method, (c¢) WL method, and (d)
MEF-DFA method.
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TaBLE 2: Multifractal early warning signals and the critical transition date (¢c) of the stock exchange volumes.

. WTMM method WL method MF-DFA method

Public company te
h, w S I c, [N H, w S

Sony Group Corporation + + + + + + - + + May 25, 2012
Subaru Corporation + + + + + + - + + February 20, 2016
Apple Inc. + + + + + + - + - September 20, 2014
PJSC Aeroflot—Russian Airlines + + + + + + - + + March 17, 2002
Airbus SE + + + + + + + - + July 25, 2007
Allianz SE April 19, 2004
Meta Platforms, Inc. + + + + + + - + + December 3, 2021
Deutsche Lufthansa AG + + + + + + - + + August 11, 2014
Sberbank of Russia + + + + + + - + + November 25, 2021
Tesla Inc. + + + + + + - + - January 8, 2020

volume indicator series, using MF-DFA, WTMM, and WL
methods. As an illustrative example, Figure 4 shows the time
series of the spectrum shape parameters calculated for the
time series of the number of transactions on Sony Group
Corporation shares. These figures also show the subcritical
phase and the subcritical time (¢,), and the possible critical
state and relaxation intervals of the segment of the stock
exchange whose agents are involved in Sony Group Cor-
poration stock transactions. Hereinafter, the term “stock
exchange segment” refers to a stock exchange with agents
involved in transactions in the stock of a particular public
company, such as Sony Group Corporation.

As shown by the results of the WITMM calculation of
changes in the shape parameters (see Figure 4(b)), the
corresponding market segment on May 25, 2012, self-or-
ganizes into a critical state. Accordingly, the time it takes for
a market segment to enter the critical state (subcritical time)
is 3035 days.

The volume indicator series shown in this figure dem-
onstrates another interesting phenomenon, which in our
opinion cannot be determined by the multifractal early
warning signals. This is a market segment relaxation that
begins around March 2, 2019 (see Figure 4(a)). In this time
interval, the number of transactions on shares decreases,
which is probably due to the loss of interest of market players
in the corresponding transactions.

The results of the WL method are similar to those of the
WTMM method even for the spectrum asymmetry pa-
rameter, although the increase in c; occurs at the moment of
critical transition (see Figure 4(c)). Recall that for time series
of the number of unstable tiles of automata, the behavior of
S(t) and c; (t) when approaching the critical point in time is
not consistent (see Figures 2 and 2b).

The MF-DFA method made it possible to reveal the
multifractal structure in the volume indicator series and,
consequently, to give estimates of the spectrum shape pa-
rameters (see Figure 4(d)). The behavior of the parameters
W and S when approaching the critical point is similarly
consistent with the behavior of the same parameters cal-
culated by the WIMM method, and this behavior is
characteristic of the critical deceleration. Yet, in spite of this,
the parameter H,, decreases when approaching the critical
point. This contradicts with the results of calculations of
parameter H, by methods based on wavelet transform.

Consequently, the critical transition of the exchange seg-
ment associated with the trades in Sony Group Corporation
shares cannot be detected in advance when calculating the
spectrum parameters using the MF-DFA method.

In order not to overload our paper with unnecessary
graphical information, for the remaining nine time series
studied, we presented the results of calculations of mul-
tifractal early warning signals and the most important
features of the time series in Table 2. The symbol “+” means
that the change in time series values for the corresponding
measure when approaching the time of critical transition is
similar to the behavior of the time series for sandpile
cellular automata. The symbol “-” means that there is no
such analogy.

The results presented in Table 2 suggest that all of the
considered public companies self-organize into a critical
state. At the same time, the time for companies to reach a
critical state (fg,,c) is different. Methods based on wavelet
transform give similar results and allow us to give estimates
of the values of the parameters of the shape spectra, ac-
ceptable for their application as early warning signals.

4. Conclusion

The time series of the number of unstable tiles of sandpile
automata and the time series of the number of transactions
in shares of public companies with one-day increments are
multifractal. Such series admit decomposition into segments
with different local scaling properties, so their quantitative
description requires a whole spectrum of fractal dimensions,
such as a multifractal spectrum in the form of D (h),
sometimes called singularity spectrum.

For early detection of the time moment of the systems
reaching a critical state based on the results of analysis of
multifractal series generated by such systems, analysis of the
change in the shape of the multifractal spectrum as the
system approaches the point of critical transition is required.
A change in the shape of the spectrum with a good degree of
accuracy is determined by a change in its three parameters.
These parameters are the position of the spectrum maxi-
mum, spectrum width, and spectrum asymmetry.

As the sandpile cellular automata and stock exchange
volume approach the time point of critical transition, the
value of the maximum position increases, the width
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decreases, and the value of the spectrum asymmetry pa-
rameter decreases, followed by a sharp increase. Such be-
havior of the spectrum shape in the vicinity of the critical
transition point corresponds to the critical slowdown of the
system as it approaches the critical transition point. Indeed,
in the vicinity of a critical point, the time series becomes
more regular and homogeneous, with larger fluctuations
prevailing in the value of the number of unstable tiles and the
value of the number of stock transactions. Therefore, the
indicated behavior of the values of the spectrum shape
parameters calculated by the WIMM method is reliable
early warning signals for critical transitions.

The sandpile cellular automaton is a very coarse model of
the stock exchange, but, despite this, its time series have
similar behavior, demonstrating subcritical phase and
critical state, and similar behavior of the values of spectrum
shape parameters when approaching the time moment of
critical transition. Therefore, the series of the number of
unstable tiles can be used as reference series for testing
various measures of early detection of critical transitions and
the method for their calculation. In our opinion, these
analogies of time series are caused by multifractality of
random graphs with colored (unstable) tiles and stock ex-
change transaction network-multifractal structures generate
multifractal series.

There are different types of self-organized criticality (in
particular, self-organized criticality and self-organized
bistability), which differ from each other in the level of
complexity depending on the characteristic value of sub-
critical time. The more complex the system of self-organized
criticality, in particular, the more tiles the random graph
contains, the greater its subcritical time. Also, the subcritical
time is different for different public companies. Perhaps this
difference is not only due to the different number of market
players involved in transactions with the shares of a par-
ticular public company, but also due to the different
mechanisms of self-organized criticality. In any case, sub-
critical time can be viewed as one measure of system
complexity, along with power laws for the probability
density function and autocorrelation function of avalanche
size, as well as 1/f noise.

In conclusion, we note that not all segments of the stock
exchange are capable of self-organization into a critical state;
perhaps for some market segments, the time moment of
critical transition has not yet arrived. Yet despite this, the
possibility of early detection of critical transitions should not
be underestimated. In particular, this is due to the irre-
versibility of a segment of a stock exchange as it approaches a
critical point, which can have catastrophic consequences for
a company. Multifractal early warning signals will give
company managers information about the need to take
precritical measures if there is enough time to take such
measures.
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Smart lighting systems utilize advanced data, control, and communication technologies and allow users to control lights in new
ways. However, achieving user comfort, which should be the focus of smart lighting research, is challenging. One cause is the
passive infrared (PIR) sensor that inaccurately detects human presence to control artificial lighting. We propose a novel
classification-integrated moving average (CIMA) model method to solve the problem. The moving average (MA) increases the
Pearson correlation (PC) coefficient of motion sensor features to human presence. The classification model is for a smart lighting
intelligent control based on these features. Several classification models are proposed and compared, namely, k-nearest neighbor
(KNN), support vector machine (SVM), decision tree (DT), ndive Bayes (NB), and ensemble voting (EV). We build an Internet of
things (IoT) system to collect movement data. It consists of a PIR sensor, a NodeMCU microcontroller, a Raspberry Pi-based
platform, a relay, and LED lighting. With a sampling rate of 10 seconds and a collection period of 7 days, the system achieved
56852 data records. In the PC test, movement data from the PIR sensor has a correlation coefficient of 0.36 to attendance, while the
MA correlation to attendance can reach 0.56. In an exhaustive search of an optimum classification model, KNN has the best and
the most robust performance, with an accuracy of 99.8%. It is more accurate than direct light control decisions based on motion
sensors, which are 67.6%. Our proposed method can increase the correlation value of movement features on attendance. At the
same time, an accurate and robust KNN classification model is applicable for human presence-based smart lighting control.

1. Introduction

Smart lighting systems utilize advanced data, control, and
communication technologies and allow users to control
lights in new ways [1]. Smart lighting products are already on
the market, where their global revenue is up to US$600
million in 2020 [2]. The main issue of smart lighting research
is energy efficiency, in which until 2021, 232 out of 384
papers on smart lighting try to solve this problem [3]. The
main targets for smart lighting installations are on roads,
offices, and housings [4]. Noting the needs of such targets,
user comfort and security also become important in smart
lighting. However, achieving user comfort is still challenging
because the passive infrared (PIR) sensor, a low-price

movement sensor, inaccurately detects human presence to
control artificial lighting [5].

A smart thing device such as smart lighting should be
able to co-operate with its users and environment intelli-
gently [6]. Gartner stated that intelligence is one of five key
factors in smart lighting. Activity recognition is an example
of intelligence implementation, where it detects human
activity based on machine learning applications on several
types of sensors [7]. Intelligence can also be applied to
improve uncertainty problems in conventional control
systems, hence creating an intelligent control system [8].

Several previous studies have tried to overcome the
problem of motion sensors to improve accuracy for smart
lighting intelligent control based on human presence. Jin
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et al. [9] used a time-series-artificial neural network (TS-
ANN) on historical PIR sensor data and got up to 97%
accuracy in human presence predictive control based on
human presence. Fakhruddin et al. [10] used activity rec-
ognition to detect five activities using four PIR sensors
installed in the house using the principal component
analysis-k-nearest neighbor (PCA-KNN) method and to get
an accuracy of 94%. Lupion et al. [11] made another study
that uses activity recognition and utilizes feature extraction
from sliding windows on various sensor data used to pro-
duce 99.26% accuracy in detecting 14 activities using the
random forest classification method. Park et al. [12] used
reinforcement learning (RL) on the PIR sensor and several
other sensors to get smart lighting that is adaptive to user
needs and also energy-efficiency.

Reconsidering [9, 11], we can think of human presence
as a type of activity. On the other hand, we can also consider
historical data as a sliding window feature extraction. A
moving average (MA) concept can substitute the sliding
window feature extraction method in this intuition. Usually,
MA is a method for smooth fluctuating data and, among
others, can be used as a noise filtering method for time-series
data [13]. In some research, MA is used to increase the
Pearson correlation (PC) coeflicient of machine learning
features [14]. Furthermore, we can conduct a comprehensive
test to find the optimum classification model. Several studies
use some well-known classical machine learning methods
such as KNN, support vector machine (SVM), decision tree
(DT), and néive Bayes (NB) to train the classification model
[15]. Other research also uses ensemble learning methods
such as ensemble voting (EV) to improve the performance of
the existing classical machine learning method [16].

We propose a novel classification-integrated MA
(CIMA) model method to solve the problem. The MA is to
increase the correlation of motion sensor features to hum