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Based on the intelligent bidirectional interactive technology, this paper studies the flexible working mode and optimal power
consumption strategy of several typical power consumption loads including energy storage equipment. Based on the real-time
price scheme, the objective function and constraints are obtained, and the adaptive algorithm for beetle swarm optimization with
variable whisker length is used to optimize so that the electric equipment can automatically change its power load through the
intelligent terminal and even work in the way of reverse power transmission. +e proposed optimal scheduling algorithm can not
only maximize the interests of users but also ensure the minimum peak to average ratio so as to realize peak shaving and valley
filling. Simulation results verify the effectiveness of the algorithm.

1. Introduction

With the continuous increase in power demand and the
deepening of power market reform, the demand side
management (DSM) based on orderly power consumption is
more and more adopted by power grid enterprises [1].
However, the traditional orderly power consumption
management, no matter what kind of technology, or by
imposing restrictions on the user’s power load in a certain
period of time, or through the electricity price incentive
policy to let the user limit the power consumption load in a
certain period of time, for a single power consumption
equipment, is rigid to participate in the peak shaving and
valley filling of the power grid in the way of work or outage.
+is traditional and mandatory DSM model often leads to
the lack of flexibility in the electricity market, which deepens
the interest conflict between the supply side and the demand
side.

In order to solve the shortage of power supply and re-
duce the load peak valley difference, an effective way is used
to increase the elasticity of power demand and introduce a
competition mechanism on the power demand side. +e
demand side is no longer the traditional and passive receiver

but can respond according to the price signal or incentive
mechanism, actively change the demand of electricity,
participate in the power management, and obtain corre-
sponding benefits, namely, demand response (DR) [2].
Different from the traditional and passive DSM mode, in-
telligent DSM adopts intelligent bidirectional interaction
technology. With the access of intelligent terminal equip-
ment, the development of power communication technol-
ogy, and the increase in the proportion of intelligent
controllable load in the family, the intelligent two-way in-
teractive technology of power consumption becomes pos-
sible [3]. +e two-way interaction technology provides a
technical basis for residents to participate in automatic
demand response and realize intelligent power consump-
tion. It can not only effectively improve the utilization rate of
electric energy and the operation efficiency of the power grid
but also achieve the purpose of maintaining the stability and
reliability of the power system and market.

+e theory of demand-side management (DSM) has
been developed for decades in the world [4]. However, it was
not until the blackout in California in 2001 that many
countries paid attention to and developed DSM based on the
market. Compared with developed countries in Europe and
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America, the development of intelligent electricity tech-
nology and theory in China is relatively slow. Song [5] first
introduces the concept and implementation principles of
demand-side response and the implementation plan of
demand response in the United States. +en, Zhang et al. [6]
give a comprehensive introduction to the demand side re-
sponse in combination with the actual situation in China
and give relevant suggestions and assumptions.

In order to solve the specific automation demand re-
sponse technology, various software and hardware design
schemes have been proposed, such as the software and
hardware design and implementation scheme of the user
side energy management prototype system [7], the man-
agement and control scheme of smart appliances based on
user comfort [3], the massive data storage problem of smart
grid based on Hadoop cloud computing platform [8], and
the designer of smart grid two-way interactive platform
system case [9]. In addition, how to optimize the load
regulation and control algorithm has been proposed con-
stantly, such as the residential user power dispatching
strategy based on the price forecasting scheme [10], the user
power dispatching strategy based on the noncooperative
game method [11], simulated annealing-based krill herd
algorithm [12], multiobjective optimization method based
on adaptive parameter harmony search algorithm [13], and
improved quantum-behaved particle swarm optimization
with elitist breeding [14]. In the work [15], the particle
swarm optimization (PSO) algorithm is employed to handle
the PSP and to obtain an optimal smart home appliances
schedule. +e work in [16] presents two bio-inspired energy
optimization techniques, i.e., the grasshopper optimization
algorithm (GOA) and bacterial foraging algorithm (BFA),
for power scheduling in a single office. In order to solve the
problem of instability and high-cost of photovoltaic power
generation, the optimal scheduling model of a photovoltaic
power system was established by minimizing power gen-
eration scheduling cost. +e model increases the ability of
load controlling by virtue of the demand response of price to
reduce the influence of the instability of photovoltaic gen-
eration on optimal scheduling results. For solving the model,
the classical genetic algorithm was improved [17]. In a
deregulated electricity market, the power system operator
should systematically identify the optimal schedule of re-
newable distributed generation (DG) units to not only
optimize the market profits but also to improve the network
conditions. +e work in [18] proposes a parallel computa-
tion-based methodology using fuzzy logic designed in the
structure of a genetic algorithm (GA). A large number of
electric vehicles (EV) connected to the grid will affect the
planning and operation of the power system. Hence, it is of
great significance to guide the charging behavior of electric
vehicles in an orderly manner. Regarding this kind of
problem, an electric vehicle intelligent charging navigation
strategy based on real-time electricity price is proposed,
where the PSOGA algorithm is used to solve the optimal
scheme. +e motivation is to guide the EV charging towards
an orderly way by virtue of the real-time electricity price
mechanism [19].+e work in [20] compares the effects of
different optimization algorithms for different reference

functions. However, the energy storage equipment is not
considered in these scheduling strategies, and the scheduling
scheme is only given from the distribution side or the user
side.

In this paper, based on the intelligent electricity bidi-
rectional interaction technology, the flexible working mode
and power consumption strategy of several typical electrical
loads including energy storage equipment are studied. Based
on the real-time price scheme, the optimal scheduling al-
gorithm is given so that the power consumption equipment
can automatically change its power load through the in-
telligent terminal and even work in the way of reverse power
transmission. By using the adaptive algorithm for beetle
swarm optimization with variable whisker length, i can not
only maximize the interests of users but also ensure the
minimum peak to average ratio, so as to realize peak shaving
and valley filling. Firstly, the mathematical modeling of
several typical loads is carried out; then, based on the real-
time price scheme, the optimization objective function is
given, which includes two parts: one is the user’s electricity
cost, and the other is the peak to average ratio. Finally, the
optimal control algorithm is given, and an example is
analyzed.

2. Intelligent Bidirectional Interactive
Operation of the Smart Grid

2.1. System Description. In the traditional orderly power
consumption management, for residential users, either
through the peak load regulation strategy of forced switching
off or through the price incentive policy, users can limit their
power consumption load in a certain period of time. For
users, it is basically in a passive state of power consumption.
In order to mobilize users to change their electricity demand
actively and participate in power consumptionmanagement,
intelligent two-way interactive technology is more and more
adopted. Its interaction model is shown in Figure 1.
According to the total load, the power supply side issues the
price signal in real time, and the user side makes demand
response according to the real-time price signal, so as to
achieve the purpose of maximizing the interests of users and
smoothing the load curve of the grid. Due to the lack of
professional knowledge of residents, it is inconvenient to
participate in demand response. In order to not affect the
normal life of residents and let more users participate in the
demand response, the development of intelligent terminal
equipment, the realization of intelligent management of
household appliances, and the automatic control of demand
response are the important contents of realizing intelligent
power consumption. In order to realize intelligent power
consumption, it is very important to design the optimal
dispatching algorithm of power load based on the charac-
teristics of the typical load.

2.2. Classification of Household Electricity Load. In order to
facilitate the analysis and calculation, the user power load is
divided into three categories:
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(i) α-type dynamic load: the controllable load that can
be completely scheduled in the dispatching time.
+e total load in the dispatching time is unchanged
and has the function of reverse power transmission,
such as energy storage equipment and electric ve-
hicle; the set of such electrical equipment is marked
as Uα.

(ii) β-type dynamic load: the controllable load that can
be completely scheduled within the dispatching
time is the same as the total load within the dis-
patching time, but it does not have the function of
reverse power transmission, such as temperature
control equipment and water heater; the set of such
electrical equipment is marked as Uβ.

(iii) c-type dynamic load: for the load fixed in the dis-
patching time, such as lighting equipment and
television, the set of such electrical equipment is
marked as Uc; all consumers are marked as U.

2.3. Real-TimeElectricity Price. In order to realize fair power
consumption and peak load shifting, it is an effective means
to adopt the real-time electricity price strategy by citing the
competition mechanism. Without losing generality, it is
assumed that there are n users participating in intelligent
power consumption, and all users’ electrical equipment is
recorded as a set Γ � 1, 2, . . . , N{ }. Considering that many
electric loads do not work in a complete small period of time
ΔT, each hour can be divided into several equal time periods,
so each hour period can be divided into L � (1/ΔT).
Without losing generality, let L be an integer. +en, the
whole day from 0:00 to 24:00 can be divided into H � 24L

segments, denoted as M � 1, 2, . . . , H{ }. +e time period
i ∈M represents the time period area [i − 1, i] · ΔT.

For any device j ∈ Γ, it is assumed that the load over the
time period i ∈M is a constant lij and written as a vector;
lj � [l1j , . . . , lHj ], j ∈ Γ, indicates the load j in the whole day.
Let Li � 􏽐j∈Γl

i
j be the sum of all user loads above the time

period i ∈M.
For a substation transformer, the total electricity charge

can be determined in sections according to the current total
load. When the power consumption does not exceed the
basic load, the electricity price is relatively low. When the
power consumption exceeds the basic load, the high price is
adopted, such as the simple piecewise linear function as
follows:

Ei Li( 􏼁 �

aiLi, 0≤ Li ≤L
∗
i ,

aiL
∗
i + bi Li − L

∗
i( 􏼁, Li ≥ L

∗
i ,

0< ai ≤ bi,

⎧⎪⎪⎨

⎪⎪⎩
(1)

where is the corresponding constant of ai, bi, L∗i and can be
adjusted according to the time calculation. As mentioned in
[11], the parameters adopted by a Canadian power company
are as follows:

ai � 5.9 c/kWh,

bi � 8.3 c/kWh,

L
∗
i � 24 kWh.

(2)

According to the total electricity charge, the station
transformer charges the equipment j the electricity fee
according to the proportion: ei

j � (lij/Li)Ei(Li), where lij is
the electrical load of ith period of load j. From the point of
view of a single user, it is hoped that the single consumption
will be the lowest; that is, it is hoped that ei

j will be the
smallest, while from the point of view of the whole station
change, it is hoped that Ei(Li) will be kept the smallest.

Basic
load

Substation
transformer

Controlled
load

Basic
load Controlled

load

Basic
load Controlled

load

Temperature
control

Energy
storage

Charging
User 1 User 2 User n

Price LoadPrice PriceLoad Load

Figure 1: Intelligent bidirectional interactive operation model.
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In addition, as the power supplier, we hope that the peak
valley difference is the minimum.+e peak load is defined as
Lpeak � maxi∈MLi; the average load is Lavg � (1/H) 􏽐

H
i�1 Li,

and the peak to average ratio is,

PAR �
Lpeak

Lavg
. (3)

For a whole day’s electric load, the average value of the
load is usually constant. +erefore, as the power supply side,
it is necessary to ensure that the peak to average ratio reaches
the minimum value.

2.4. Participation of Energy Storage Equipment in Generation
Subsidy Price. In order to solve the problem of insufficient
power supply, an effective way is to encourage users to use
energy storage equipment (such as energy storage battery
and electric vehicle) to discharge during peak load. +ere-
fore, the electricity price subsidy policy is adopted, and the
traditional electricity price subsidy policy adopts the unified
subsidy price, which is a lack of flexibility. +erefore, the
subsidy tariff can be formulated according to the load at the
current moment. For example, the following subsidy
function can be simply used:

Si Li, Qi( 􏼁 �
ciLiQi, Li ≥ L

∗∗
i ,

0,
􏼨 (4)

where ci is a constant, L∗∗i is the corresponding constant, Li

is the total load at the current time, and Qi is the total
discharge load at the current time, which is recorded as a
negative value. Obviously, if the current total load is large
and higher than the set critical value L∗∗i , the energy storage
equipment is encouraged to participate in power generation
and subsidize the electricity charge; on the contrary, if the
current total load is small and lower than the set threshold
L∗∗i , the power supply is sufficient and the users are not
encouraged to participate in power generation. For the
convenience of mathematical description, the total discharge
load Qi can be expressed as Qi � 􏽐j∈Γg(lij):

g l
i
j􏼐 􏼑 �

l
i
j, l

i
j < 0,

0, l
i
j ≥ 0.

⎧⎪⎨

⎪⎩
(5)

3. Optimal Orderly Operation Control
Algorithm of Power Load

Based on the above mathematical description, taking the
minimum cost and peak to average ratio as the optimization
objectives and taking the load of each power consumption
equipment and each period as the control object, the op-
timization objective function is,

minf l
i
j􏼐 􏼑 � 􏽘

H

i�1
Ei Li( 􏼁 + Si Li, Qi( 􏼁( 􏼁 + λ · PAR

� 􏽘
H

i�1
Ei 􏽘

j∈Γ
l
i
j

⎛⎝ ⎞⎠ + Si 􏽘
j∈Γ

l
i
j, 􏽘

j∈Γ
g l

i
j􏼐 􏼑⎛⎝ ⎞⎠⎛⎝ ⎞⎠

+
λ

Lavg
· max

i∈M
􏽘
j∈Γ

l
i
j,

(6)

where λ is the weighting factor, Si(Li, Qi) is the subsidy
function, and PAR is the peak to average ratio.

+e following statements are to analyze the constraint
conditions: for any equipment j, is,j is used to indicate the
start time of load dispatching, ie,j is the end time of load
dispatching, and the total load of electric load in the whole
dispatching time is fixed, which is recorded as a constant

value Pj, i.e., 􏽐
i�ie,j

i�is,j
lij � Pj. +e load device does not work

outside the dispatch time, lij � 0, 0≤ i< is,j, ie,j < i≤H.
In addition, for any electrical equipment, its load gen-

erally has upper and lower limits, that is, lmin
j ≤ lij ≤ lmax

j . If the
load is negative, it indicates the discharge state. +erefore,
the general constraint is,

Ω1 � l
i
j, i ∈M, j ∈ Γ

􏼌􏼌􏼌􏼌􏼌 􏽘

i�ie,j

i�is,j

l
i
j � Pj, l

i
j � 0, 0≤ i< is,j, ie,j < i≤H, l

min
j ≤ l

i
j ≤ l

max
j

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (7)

From the optimization point of view, the total load in a
day should remain unchanged; that is, the optimization
function Lavg is constant, and the specific value is,

Lavg � 􏽘
j∈Γ

Pj

H
. (8)

In addition, the objective optimization function contains
a maximum function, which is not conducive to find the
optimal value. +e method of adding a variable can be used.
For example, if the variable ρ is used, then the objective
function (6) can be expressed as,
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minf l
i
j􏼐 􏼑 � 􏽘

H

i�1
Ei 􏽘

j∈Γ
l
i
j

⎛⎝ ⎞⎠ + Si 􏽘
j∈Γ

l
i
j, 􏽘

j∈Γ
g l

i
j􏼐 􏼑⎛⎝ ⎞⎠⎛⎝ ⎞⎠

+
λH

􏽐j∈ΓPj

· ρ.

(9)

By adding the constraint conditions, we get,

Ω2 � l
i
j, i ∈M, j ∈ Γ

􏼌􏼌􏼌􏼌􏼌 􏽘
j∈Γ

l
i
j ≤ ρ

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (10)

which implies that the final constraint is Ω1 ∩Ω2.

4. Adaptive Algorithm for Beetle Swarm
Optimization with Variable Whisker Length

We first introduce the beetle antennae search (BAS) algo-
rithm and then beetle swarm optimization (BSO). +e main
difference is that the former is based on a single individual,
and the latter is based on multiple individuals.

4.1. Principle of Beetle Antennae Search Algorithm. In the
beetle antennae search (BAS) algorithm, we now use the
following two rules inspired by the behavior of beetle
searching with antennae, which includes searching behavior
and detecting behavior. It is noted that the beetle searches
randomly to explore an unknown environment. +e specific
steps are as follows:

Step 1: assume that the position of longicorn beetles in
n-dimensional solution space is X � (x1, x2, . . . , xn), to
model the searching behavior, and we propose de-
scribing a random direction of beetle searching as
follows:

p
→

�
rand(n, 1)

‖rand(n, 1)‖
, (11)

where rand(n, 1) is an n-dimensional vector of random
numbers in the range of (0, 1).
Step 2: we present the searching behaviors of both
right-hand and left-hand sides, respectively, to imitate
the activities of the beetle’s antennae:

x
k
l � x

k
− dp

→
,

x
k
r � x

k
+ dp

→
,

⎧⎨

⎩ (12)

where xk is the current position of longicorn beetles, d

is the distance from the center of mass to the antennae,
xk

r denotes a position lying in the searching area of the
right-hand side, and xk

l denotes that of the left-hand
side.
Step 3: location update method:

x
k+1

� x
k

+ p
→δksign f x

k
l􏼐 􏼑 − f x

k
r􏼐 􏼑􏼐 􏼑, (13)

where δk is the current step size, sign is a symbolic
function, and f is the function to be optimized.

4.2. Principle of Particle Swarm Optimization (PSO)
Algorithm. +e basic concept of the PSO algorithm is that
individuals in a group share information, so that the
movement of the whole group can change from disorder to
order in the process of solving problems, and finally, the best
solution to the problem can be obtained. +e specific steps
are as follows:

Step 1: suppose that the population size of particle
swarm optimization in n-dimensional solution space is
N, and the coordinate position vector of each particle is
expressed as Xi � (xi1, xi2, . . . , xin).
+e velocity vector of each particle is expressed as
Vi � (vi1, vi2, . . . , vin). +e optimal position of an in-
dividual is expressed as Pi � (pi1, pi2, . . . , pin), and the
optimal position of the population is
Pm � (pm1, pm2, . . . , pmn).
Step 2: in the k-th iteration, the position and velocity of
the d-dimension of the i-th particle are updated as
follows:

v
k+1
id � ωv

k
id + c1 rand P

k
id − x

k
id􏼐 􏼑

+c2 rand p
k
m d − x

k
id􏼐 􏼑,

x
k+1
id � x

k
id + v

k+1
id ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(14)

where w is the inertia weight, c1 and c2 are learning
factors and rand random numbers in the range of (0, 1).
Step 3: the particle optimal position updating method is
as follows:

P
k+1
i �

X
k+1
i , f X

k+1
i􏼐 􏼑<f P

k
i􏼐 􏼑,

P
k
i , f X

k+1
i􏼐 􏼑≥f P

k
i􏼐 􏼑,

⎧⎪⎨

⎪⎩
(15)

where f is the function to be optimized.

4.3. Principle of Particle SwarmOptimizationAlgorithmBased
on Beetle Antennae Search. +ere are many unknown pa-
rameters in the optimization scheduling system model
studied in this paper. In this paper, a particle swarm opti-
mization algorithm (BSO) based on a longicorn whisker
search is proposed based on the idea of the BAS algorithm
and PSO algorithm. +e initial position and velocity process
of the beetle antennae algorithm are consistent with that of
PSO. However, due to the lack of local information ac-
quisition around the current particle individual in the
evolutionary direction strategy of PSO, it is unstable and
prone to local optimal solution in the case of multidi-
mensional complexity. +e BSO proposed in this paper uses
the idea of beetle antennae search and has its own judgment
on the environment space in each iteration process; that is,
individuals compare the fitness function values of left and
right whiskers in each iteration and compare the values of
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the two. +rough this method, the adaptive problems of
different groups and iterative stages can be improved, and
the instability and local optimal solution problems of the
algorithm are solved. +e specific steps are as follows:

Step 1: suppose that the population size of longicorn
beetle population in n-dimensional space and the
standardized direction vector generated by each indi-
vidual are

p
→

i �
rand(n, 1)

‖rand(n, 1)‖
. (16)

According to the relationship between the optimal
position of the group and the optimal position distance
of the individual, the distance between the left and right
whiskers of the i-th longicorn in the k-th iteration is
calculated as follows:

d
k
i � β Pm − Pi

����
����. (17)

Step 2: according to the fitness function of the left and
right sides of an individual, by comparing the values on
both sides, the speed generated by the fitness of each
individual in the population is updated as follows:

Δvi � p
→

i sign f x
k
il􏼐 􏼑 − f x

k
ir􏼐 􏼑􏼐 􏼑. (18)

Step 3: in the k-th iteration, the velocity and position of
the i-th individual are updated as follows:

V
k+1
i � ωV

k
i + c1 rand · P

k
i − X

k
i􏼐 􏼑 + c2 rand · P

k
m − X

k
i􏼐 􏼑

+ d
k
i rand · p

→
i sign f x

k
il􏼐 􏼑 − f x

k
ir􏼐 􏼑􏼐 􏼑,

X
k+1
i � X

k
i + V

k+1
i ,

(19)

where w is the inertia weight and c1 and c2 is the
learning factor and the matrix dot multiplication
represents the multiplication of corresponding ele-
ments of the same type matrix.
Step 4: after completing the iteration process, the global
optimal solution can be obtained.

5. Simulation Results

It is considered that there are three household users par-
ticipating in intelligent power consumption under a sub-
station transformer, and each user has three different types
of power load (see Table 1 for details). If a smaller resolution
is adopted, different parameter L can be selected to obtain
more accurate results, but it will bring a certain computa-
tional burden. For simplicity, the day is divided into 24 small
periods, i.e., L� 1.

+e electricity charge is collected by piecewise function
(1), where the parameter is ai � 0.5, bi � 0.8, and L∗i � 2.5. If
reverse generation is used, the subsidy tariff is calculated
according to function (4), where the parameter is ci � 0.2
and L∗∗i � 2.

For comparison, first, it is considered that all users do
not participate in intelligent power consumption and power
generation. Under the premise of no loss of generality, the
load is assumed to be uniformly distributed during the
scheduling time; for α-type dynamic load, the load is evenly
distributed within the dispatching time, while for β-type
dynamic load, the load is evenly distributed within the
dispatching time and does not participate in power gener-
ation. Actually, there is no difference between α-type and
β-type dynamic load in this case. By a simple calculation,
Figure 2 shows the power load of each time period in this
case.

+rough the formula

Ei Li( 􏼁 �
aiLi, 0≤Li ≤L

∗
i ,

aiL
∗
i + bi Li − L

∗
i( 􏼁, Li ≥ L

∗
i , 0< ai ≤ bi,

⎧⎪⎨

⎪⎩

PAR �
Lpeak

Lavg
,

(20)

the peak to average ratio is 1.9786, and the total electricity
charge is 47.7286.

If the intelligent dispatching optimization control al-
gorithm proposed in this paper is adopted, where λ � 3, the
daily power load is shown in Figure 3.

If the intelligent dispatching optimization control al-
gorithm proposed in this paper is adopted, the power load of
one day is shown in Figure 3.

By solving the optimal problem,

minf l
i
j􏼐 􏼑 � 􏽘

H

i�1
Ei 􏽘

j∈Γ
l
i
j

⎛⎝ ⎞⎠ + Si 􏽘
j∈Γ

l
i
j, 􏽘

j∈Γ
g l

i
j􏼐 􏼑⎛⎝ ⎞⎠⎛⎝ ⎞⎠

+
λH

􏽐j∈ΓPj

· ρ,

(21)

PAR �
Lpeak

Lavg
. (22)

According to the calculation, the peak to average ratio is
1.1670, increased by 41.02%; the total electricity charge is
24.2140, including 15.3871 income from power generation,
saving 49.27% in total. +erefore, based on the intelligent
power consumption strategy, it not only maximizes the
interests of users but also effectively participates in peak
shaving and valley filling of the power grid.

To have a comparison among different kinds of optimal
algorithms for solutions (21) and (22), as shown in Table 2,
some popular optimal algorithms are employed: beetle
swarm optimization (BSO) algorithm, particle swarm op-
timization (PSO) algorithm, particle swarm optimization
with dynamic adjustment of inertial weights (PSO-w), and
beetle antennae search (BAS) algorithm.

In this paper, the mean value of the optimal value, the
standard deviation of the optimal value, and the running
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time of the algorithm to complete 1000 iterations are used as
the main comparison data. Clearly, the performance of the
BSO algorithm is obviously better than BAS and PSO
algorithms.

6. Conclusion

Taking residential users participating in intelligent power
consumption as an example, this paper considers the op-
timal scheduling control algorithm of several typical loads
including energy storage equipment and proves the supe-
riority of the method based on the adaptive algorithm for
beetle swarm optimization with variable whisker length.
Based on mathematical modeling, real-time price, and
generation subsidy price mechanism, the optimal control
model is given. +e optimal objective function not only
considers the maximization of the user’s income but also
takes into account the peak valley difference in power load.
+e proposed algorithm provides a technical basis for the
realization of intelligent power consumption and distributed
generation. +e next step is to study the influence of various
parameters on the optimization objectives.
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*is paper described that the stator current-based model reference adaptive system (MRAS) speed estimator is used for the
induction motor (IM) indirect vector speed control without a mechanical speed sensor. Due to high sensitivity of motor pa-
rameters variation at low speed including zero, stability analysis ofMRAS design is performed to correct anymismatch parameters
value in the MRAS performed to estimate the motor speed at these values. As a result, the IM sensorless control can operate over a
wide range including zero speed. *e performance of the stator current-based MRAS speed estimator was analyzed in terms of
speed tracking capability, torque response quickness, low speed behavior, step response of drive with speed reversal, sensitivity to
motor parameter uncertainty, and speed tracking ability in the regenerative mode. *e system gives a good performance at no-
load and loaded conditions with parameter variation. *e stator current-based MRAS estimator sensorless speed control
technique can make the hardware simple and improve the reliability of the motor without introducing a feedback sensor, and it
becomesmore important in themodern AC IM.*e sensorless vector control operation has been verified by simulation onMatlab
and experimentally using Texas Instruments HVMTRPFCKIT with TMS320 F28035 DSP card and 0.18 kw AC IM.

1. Introduction

Induction motors chosen for variable speed drives due to
primarily low material and manufacturing cost and also
reliable, associated with the squirrel cage induction motor,
are proposed by [1, 2]. As a result, induction motors are
typically used in low and medium cost drive applications,
which required moderate performance, such as conveyor
belts, fans, and pumps. In [3–5], the authors proposed that
accurate speed identification is required for all high-per-
formance vectors that controlled IM drives. *e speed
identification of the IM can be performed by a shaft speed
encoder. However, compared to speed estimation, a shaft
speed encoder has several disadvantages such as an increase
in cost, size, complexity, and maintenance requirements and
a decrease in the reliability and robustness.

Shaft speed encoders are expensive and introduce reli-
ability concerns for vector-controlled AC motor drives. *e
use of this encoder implies additional electronics, extra

wiring, space, and careful mounting, which detracts from the
inherent robustness of cage inductionmotors been proposed
in [6]. *erefore, it has been a great interest in the research
community in developing a high-performance induction
motor drive that does not require a speed or position en-
coder for its operation. Different literatures proposed that
the rotor speed of the inductionmotor has been estimated by
various techniques. In [7], the rotor speed was estimated
using angular velocity and slip calculation, the researchers
used stator current and voltage as the reference model, and
the performance of the system at operating (rated) speed was
robust and simple to implement. However, the accuracy is
not very good due to the great sensitivity to motor parameter
variation. In [8], the state estimator for the induction motor
was based on the extended Kalman filter. *e estimation of
rotor speed is by using nonlinear state estimation and is
more robust to the IM parameter changes or identification
errors but much more complicated in practical realization.
*e method required complexity mathematical analysis, and
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the system needs high speed computation memory. *e
solution for rotor speed estimation is based on stator cur-
rent-based MRAS principle, in which an error vector is
formed from the outputs of reference and adaptive models,
models both dependent on different motor parameters. *e
error is driven to zero through adjustment of the parameter
that influences one of the models. *e MRAS approach has
advantages such as simplicity and easy to implement and has
direct physical interpretation. So, stator current-based
MRAS solves the problem due to aging, unmodel dynamics,
and parameter variation even at low speed.

*e stator current-based MRAS speed estimator has
been designed and test through various software tools. In
this paper, design and implementation of an adaptive es-
timator using the Matlab simulation and implementation
using Texas Instruments TMS320F28035 control card on the
general purpose AC induction motor was performed.

2. Indirect Field-Oriented Control

In the indirect field-oriented control (IFOC), the rotor flux
angle is being measured indirectly, instead of using air gap
flux sensors. IFOC estimates the rotor flux by computing the
slip speed.*e stationary d and q axes are fixed on the stator,
and the rotor d and q axes are fixed on the rotor flux. *e
synchronous d and q axes are rotating at a synchronous
speed, and so, there is a slip difference between the rotor
speed and the synchronous speed. In order to ensure
decoupling between the rotor flux and the torque, the torque
component of the current should be aligned with the syn-
chronous q-axis, and the stator flux component of current
should be aligned with the synchronous d-axis.

In [9], the stator and rotor voltage equation of the in-
ductionmotor in the field orientation synchronous reference
frame was described.*e general block diagram of the stator
current-based MRAS speed estimator is shown in Figure 1.

3. Model Reference Adaptive System Design

Speed estimation methods usingMRAS can be classified into
various types according to the state variables. *e most
commonly used are the rotor flux-based MRAS, reactive
power MRAS, back emf-based MRAS, and stator current-
based MRAS. In [10, 11], in the rotor flux-based MRAS, the
rotor flux is used as an output value for themodel to estimate
the rotor speed. In rotor flux-based MRAS, the presence of
an open integration in the stator leads to problems with
initial conditions and drift. A low-pass filter may be used
instead of the pure integration; however, it has a degrading
effect on speed estimation at low speeds and introduces time
delay. *e model reference adaptive approach based on back
emf rather than the rotor flux offers an alternative to avoid
the problem of pure integration. *e pure integration is
avoided in this approach, and there are no low-pass filters
that create a bandwidth limit. A more severe source of
inaccuracy is a possible mismatch of the reference model
parameters and particularly of the stator resistance proposed

by Rashed and Stronach in [12]. *e solution for these
problems is using the stator current-based MRAS speed
estimator based on the comparison between the measured
stator current of the IM and the estimated current obtained
from the stator current model, which is used to estimate the
rotor speed.

As shown in Figure 2, the stator current-based MRAS
speed estimation structure consists basically of a refer-
ence model, adjustable model, and an adaptive mecha-
nism. *e reference model, which is independent of the
rotor speed, calculates the state variable (isα, isβ) from the
induction motor model and the adjustable model, which
is dependent on the rotor speed, and estimates the state
variables (􏽢isα, 􏽢isβ) and (􏽢φrα, 􏽢φrβ). *e error between
measured and estimated state variables is then used to
drive an adaptation mechanism, which generates the
estimated speed, for the adjustable model as shown in the
block diagram of Figure 2.

3.1. Stator Current-Based MRAS Speed Estimator Design.
*e stator current-based MRAS speed estimator design is
based on the comparison between the measured stator
current of the IM and the estimated current obtained from
the flux current model as shown in Figure 3. Using stator and
rotor voltage and current equation, the mathematical model
of the rotor flux and the stator current are estimated in
stationary reference frames as follows.

d
dt

􏽢isβ �
1
σLs

vsβ − Rs
􏽢isβ −

L
2
m

LrTr

􏽢isβ +
Lm

LrTr

􏽢φrβ +
Lm

Lr

􏽢ωr􏽢φrα􏼠 􏼡,

(1)

d
dt

􏽢isα �
1
σLs

vsα − Rs
􏽢isα −

L
2
m

LrTr

􏽢isα +
Lm

LrTr

􏽢φrα +
Lm

Lr

􏽢ωr􏽢φrβ􏼠 􏼡,

(2)

d
dt

􏽢φrβ �
Lm

Lr

􏽢isβ −
1

Tr

􏽢φrβ + 􏽢ωr􏽢φrα,

(3)

d
dt

􏽢φrα �
Lm

Lr

􏽢isα −
1

Tr

􏽢φrα − 􏽢ωr􏽢φrβ.

(4)

In the stator current-based MRAS rotor speed estimator,
the adaptation algorithm is based on the error between
estimated and measured stator current based on the Lya-
punov function. *e adaptation mechanism can be derived
from the adaptive stator current, and rotor flux estimator is
constructed as follows. Considering the Lyapunov function
candidate [13], rearrange equations (1)–(4) in the matrix
form:

Let, _x � Ax + Bvs
→ and y � Cx, where system matrix A is

written as follows
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� εT
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T
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(5)

εT
A

T
+ A􏽨 􏽩ε< − Q, (6)

y � C􏽢x. (7)

Let εiα � iαs −􏽢iαs, and εs � is −􏽢is, where is �
iαs

iβs
􏼢 􏼣,

εiβ � iβs −􏽢iβs, and εω � ωr − 􏽢ωr.
v � v1 + v2 . Let v1 � εTε and v2 � ε2ω/c, and the deriv-

ative of this Lyapunov candidate function written as x − 􏽢x.
*e derivative of this Lyapunov candidate function

written as Q� ρIn and ρ> 0 , and it is an identity matrix.

Using the Lyapunov stability of the adaptive estimator
has been proved if two conditions are fulfilled. *e eigen-
values of the estimator are selected to have negative real
parts, so that the states of the estimator will converge to the
desired states of the estimated system. *e term in factor of
(ωr − 􏽢ωr) in equation (5) must be zero. *e expression of the
derivative of estimated speed becomes

k εiα
􏽢isβ − εiβ􏽢φrα􏼐 􏼑 −

1
c

d
dt

􏽢ωr � 0,

d
dt

􏽢ωr � ck εiα􏽢φrβ − εiβ􏽢φrα􏼐 􏼑,

􏽢ωr � M 􏽚 εiα􏽢φrβ − εiβ􏽢φrα􏼐 􏼑dt.

(8)

However, this adaptive law of the speed has been ob-
tained by adjusted M (finite positive constant). For im-
proving the dynamic of this estimator during the transitory
phase of the rotor speed, estimate the speed by a large PI
regulator; so, it requires a supplementary term proportional.
*en,

􏽢ωr � ki􏽚 εiα􏽢φrβ − εiβ􏽢φrα􏼐 􏼑dt + kp εiα􏽢φrβ − εiβ􏽢φrα􏼐 􏼑, (9)

where ki and kp are the adaptive gains for the speed
estimator.

3.2. StabilityAnalysis of theStatorCurrent-BasedMRASSpeed
Estimator. *e stability analysis of the stator current-based
MRAS speed estimator is tested from the point of the IM and
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Figure 1: General block diagram of MRAS-based sensorless speed control of the induction motor.
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PI controller parameter changes, on the basis of the esti-
mator transfer function. From the point of view of the rotor
speed estimation, the stator current-based MRAS speed

estimator can be analyzed as a system controlled by the
signal, which is the combination of the stator current and the
rotor flux used in the adaptation loop. To find the value of
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Figure 2: General block diagram of the stator current-based MRAS speed estimator.
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the PI adaptive gains, analyze the closed loop transfer
function of the stator current-based MRAS speed estimator
(Figure 4).

*e mechanical model of the system at stationary ref-
erence frame is obtained as follows.

d
dt

􏽢ωr �
3pLm

4JLr

φαriβs − φβriαs􏼐 􏼑 −
f

J
ωr −

Tl
J

. (10)

In order to drive the PI controller parameter, a linearized
transfer function between m(s) and ε(s) is obtained. Using
small signal analysis under the assumption of field orien-
tation, the difference between the measured and the esti-
mated value, with the operating point, is written as

Δy � CΔx � C(SI − A)
− 1ΔAx0,

Δ _x � AΔx + ΔAx0,
(11)

where Δx � (x − 􏽢x), and x0 � [ids0 iqs0 φdr0 φqr0]
T.

*e system matrix A is expressed as follows, considering
the rotor speed as the only variable parameter.

ΔA �

0 0 0 a

0 0 −a 0

0 0 0 −1

0 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Δωr,

where, a �
1
σLs

Lm

Lr

,

Δy �

iαs −􏽢iαs

iβs −􏽢iβs

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦

adj(SI − A) �

a11 a12 a13 a14

a12 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(12)

Δiαs

Δωr

Δiβs

Δωr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� C(SI − A)

− 1

0 0 0 a

0 0 −a 0
0 0 0 −1
0 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ids0 iqs0 φdr0 φqr0􏽨 􏽩
T
.

(13)

*en, substitute equation (12) into equation (13), and
solving Δwr from the mechanical model, the transfer
function of m(s) and ε(s) is obtained.

From equation (12) and the adjoint of (SI − A),

ε � −
a24 − a a22( 􏼁

SI − A
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏽢φ2
αr0Δωr. (14)

*en, the transfer function between ε(s) and m(s) is
obtained as

ε(s)

m(s)
� −

a24 − a a22( 􏼁

SI − A
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

1
(s +(f/J))

p

2J
􏽢φ2
αr0􏼨 􏼩. (15)

Let G(s) and ε(s)/m(s) are then the simplified closed
loop block diagram of the stator current-based MRAS speed
estimator as shown in Figure 5.

ωr

􏽢ωr

�
G(s) kpmras + kimras/s( 􏼁( 􏼁􏼐 􏼑

1 + G(s) kpmras + kimras/s( 􏼁( 􏼁􏼐 􏼑

⎧⎨

⎩

⎫⎬

⎭. (16)

*e design of kp and ki is introduced to ensure stability,
error tracking, and robust operation. *e design criteria for
this adaptive PI controller are performed using Matlab/
SISOTOOL, by using the transfer function of the plant and
set the time domain constraint. *e constraint considered in
this design is that the percentage of overshoot, settling time,
and rise time are less than five percentage, less than two
second, and less than two second, respectively.

As shown in Figure 6, the design is selected to ensure that
all the poles and zeros are located in the left hand side of the
s-plane, and this allows for the required fast and stable
response.

4. Simulation Results and Discussion

*e proposed control system represented in Figure 1 is
designed for simulation by the Matlab/Simulink model.
Simulation results are presented and discussed to show the
effectiveness of the proposed drive system based on the
stator current-based MRAS speed estimator and IFOC at
different operating conditions. For studying the perfor-
mances of proposed system, a series of simulations and
measurements have been carried out. In this respect, the
dynamic response of the proposed speed estimation algo-
rithm is studied under different speed commands.

4.1. Simulation Results. *e simulation result of MRAS-
based sensorless speed control of the induction motor drive
was carried out to assess its performance. Knowledge of
motor’s parameter is important for this simulation, since the
estimator is highly parameter dependent, and the effect of
the parameter variation was tested based on different con-
ditions that are put on their effects on robustness of the
speed control.

*e first simulation result for the MRAS-based sen-
sorless speed control of the induction motor is the three-
phase stator current, which is generated by the three-phase
voltage source inverter. *is three phase voltage source
inverter is controlled by SVPWM blocks for appropriate
stator current generation. *ese three phases of current
should be of equal magnitude and 120° phase shift with each
other for appropriate rotating flux generation as shown in
Figure 7.
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As it has been seen from the Figure 7, the appropriate
stator phase current is generated with good accuracy. Hence,
the system can feed the appropriate stator voltage to the
motor. If the voltage applied to the motor is applied with
appropriate magnitude and frequency, the speed of the
motor is respected as a set to the reference value.

*e simulation results of the proposed stator current-
based MRAS speed estimator for sensorless speed control of
the induction motor drive is discussed in terms of set point
tracking capability, torque response quickness, low speed
behavior, step response of drive with speed reversal, sen-
sitivity to motor parameter uncertainty, and speed tracking
ability in the regenerative mode.

4.1.1. Set Point Tracking Capability. It is always crucial to
know the performance of an estimator based on the
ability of the estimated speed to converge the actual value,
especially during the transient response. *is criterion
has been well accepted as a primary indicator when
benchmarking the performance of a sensorless speed
estimator. Using the same parameters in the induction
motor and the stator current-based MRAS speed esti-
mator, the tracking performance of the estimator can be
examined by changing the speed reference of the system.
As shown in Figures 8(a) and 8(c), the proposed estimator
tracks both the step and square signals reference input.
*is shows the tracking performance of the estimator,
and the actual speed to the reference speed can be ex-
amined by changing the reference of the system with the
maximum steady state error of 0.0027% and good tran-
sient performance with rise time less than 0.1 second. As
shown in Figure 8(b), the estimated angle follows with the
actual angle with the maximum error of 0.1 rad.
Figure 9(a) shows the variable speed driving of the in-
duction motor with step speed response, the actual, and
the estimated speed track the reference speed at every 0.13
seconds. As shown in Figure 9(b), the actual speed and
the estimated speed follow the reference with variable
step input for 0.75 seconds and the input change to sine to
check its tracking capability for different inputs. From
this result, the proposed system operates for different

PI_MRAS G (s)
– Δωr

+

ω̂r

ωr

Figure 5: Closed loop block diagram of the stator current-based MRAS speed estimator.

0.040.090.140.20.280.4

0.56

0.8

0.040.090.140.20.280.4

0.56

0.8

100
200
300
400
500
600
700

100
200
300
400
500
600
700

Root locus

–800

–600

–400

–200

0

200

400

600

800

Im
ag

in
ar

y 
ax

is 
(s

ec
on

ds
–1

)

–50–100 0 50–200 –150–300 –250–350
Real axis (seconds–1)

Figure 6: Root locus of the closed loop adaptive control system.

15

10

St
at

or
 cu

rr
en

t (
m

A
)

5

0

0 0.5
Time (sec)

1 1.5

–5

–10

–15

1a
1b
1c

Figure 7: *ree-phase stator current at 100 rad/s.

6 Journal of Control Science and Engineering



inputs with a good accuracy of steady state and transient
responses.

4.1.2. Torque Response Quickness. To find the torque re-
sponse quickness, the motor is started with 1Nm load
torque, and this value is increased to 2Nm, and after 0.2
second, this results in a drop in the motor speed. *is
happens because of the mismatch in the torques, i.e., the
developed torque is less than the load torque. To compensate
for this mismatch, the controller increases the developed
torque; then, the motor speed increases and comes back to
the set point as shown in Figure 10.

4.1.3. Low and Zero Speed Behavior. *e aim of this test is to
evaluate the performance of the stator current-based MRAS
speed estimator at low speed. Figure 11(a) shows that the
estimated speed follows the actual speed exactly, the

reference speed is very close with the steady state error of
0.024 rad/s, and a good transient performance rise time less
than 0.1 second. *ere is also good field orientation down to
zero speed as shown in Figure 11(b). *is means that the
system is stable at zero spee 􏽢ωrd, and continuous operation is
possible. *ere is a short period, and the ωr−act and settle to
their respective steady state values.

4.1.4. Step Response of Drive with Speed Reversal.
Figure 12 shows the simulation result for speed reversal in
step input. *e motor reference speed is changed from
75 rad/s to −35 rad/s at 0.5 seconds, and again, speed is set to
75 rad/s at 1 second. *e result shows that the actual and
estimated speed takes 0.09 second to follow the reference
speed with good accuracy transient response. Reference
speed and actual speeds are plotted in the same scale to
observe the accuracy of the stator current-based MRAS
speed estimator.

Sp
ee

d 
(r

ad
/s

)

0

20

40

60

80

100

120

–20
0 0.1 0.2 0.3 0.5 0.75 1 1.5

Time (sec)

wr_reff
wr_actual
wr_esti

(a)
A

ng
le

 (r
ad

)

0

2

4

–4

–2

0 0.5
Time (sec)

1 1.5

Actual angle
Estimated angle/3

(b)

wr_reff
wr_actual
wr_esti

Sp
ee

d 
(r

ad
/s

)

0
20
40
60
80

100

150

–20
0 0.1 0.2 0.3 0.4 0.5 0.75 1 1.51.25

Variable speed drive

Time (sec)

(c)

Figure 8: Speed response for square and step reference speed in rad/s and the estimated angle.

Journal of Control Science and Engineering 7



wr_reff
wr_actual
wr_esti

Sp
ee

d 
(r

ad
/s

)

0
20
40
60
80

100
120
140
160

–20
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

Time (sec)

(a)

wr_reff
wr_actual
wr_esti

V
ar

ia
bl

e s
pe

ed
 (r

ad
/s

)

0

20

40

60

80

–60

–40

–20

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.2 1.3 1.4 1.5
Time (sec)

(b)

Figure 9: Variable speed step response in rad/s with a load torque of 2Nm.

wr_reff
wr_actual
wr_esti

Load torque increase to 2N

Load torque initially 1N

Sp
ee

d 
(r

ad
/s

)

0
20
40
60
80

100
120
140
160
180

0 0.1 0.2 0.5 1
Time (sec)

Figure 10: Load torque effect on stator current-based MRAS.

0 0.1 0.2 0.5 1 1.5
Time (sec)Time offset: 0

wr_reff
wr_actual
wr_esti

0

2

4

6

8

10

12

Sp
ee

d 
(r

ad
/s

)

(a)

wr_reff
wr_actual
wr_esti

0

0

0.5
–0.5

0.5

Time (sec)
1

1

1.5

Sp
ee

d 
(r

ad
/s

)

(b)

Figure 11: Step response for 10 rad/s and zero rad/s speed response with no load torque.

8 Journal of Control Science and Engineering



4.1.5. Parameter Sensitivity. *e sensitivity to the motor
parameters change has been tested for three reference speeds,
namely, 100%, 50%, and 25% of the nominal speed; pa-
rameters Rs, Ls, Rr, and Lr have been changed by 75% from
their nominal value. As shown in Figure 13, the sensitivity to
motor parameter changes of the sensorless field oriented
control with the stator current-based MRAS speed estimator
is less sensitive to motor parameter variation. As shown in
Figure 14, when the motor parameters decrease by 75% of
their nominal value, the estimated speed exactly follows the
actual speed and closely to the reference speed with a good
accuracy of transient with rise time less 0.1 second with steady
state error of less than 0.028 rad/s. In Figure 14, the speed
estimator is much less sensitive to the IM parameter changes
at low speed, and the sensitivity increases to some extent when
the speed is near to its nominal speed, i.e., 140 rad/s.

*e effect of stator and rotor resistance on the stator
current-basedMRAS speed estimator. Assume that the rotor
and stator resistance vary by increasing 50% and decreasing
50% with their nominal value, and the other parameters are
constant, with the speed 100%, 50%, and 25% of the rated
value. As shown in Figures 15 and 16, when the stator re-
sistance varies by 50% of its nominal value, the estimated

speed exactly follows the actual speed and closely to the
reference speed with a good accuracy of transient and steady
state responses. As shown in Figures 17 and 18, when rotor
resistance changes 50% from its nominal value, it has a good
accuracy while the motor is running at low speed, while
increasing the speed near to the nominal value, settling time
and rise time increase compared to the lower speed. From this
result, further increasing of the rotor resistance may affect the
motor speed, while it runs near to its nominal speed.

Sp
ee

d 
(r

ad
/s

)

0
20

–40
–20

40
60
80

0 0.5
Time (sec)

1 1.5

wr_reff
wr_actual
wr_esti

Figure 12: Step response of drive with speed reversal with load.
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4.1.6. Regenerative Mode. Motor speed is changed from
+50 rad/s to −50 rad/s keeping the load torque constant at
2Nm. *e drive is operated in the motoring mode up to 1
second. *ereafter, it enters in the regenerating mode of
operation for 0.5 seconds and comes back to motoring
region after 0.5 seconds. As shown in Figure 19, the esti-
mated and the actual speed follow the reference speed
successfully.

From Figure 20, due to the increase of stator current in that
region, i.e., for 0.05 second, starting of the motoring region,
and at 0.5 second, the operation enters to the regenerating
mode, and finally, it turns back to themotoringmode after one
second.*e stator current increases for transient response and
turns to their rate value for the steady state response.

Staircase tracking waveform includes the low speed
region: a reference speed of 5 rad/s was initially applied at
t� 0.05 seconds, increased to 25 rad/s, 50 rad/s, and 100 rad/
s at t� 0.5 seconds, t� 0.75 seconds, and at t� 1 second,
respectively. As shown in Figure 21, the estimated and the
actual speed follow the reference speed with good accuracy,
and it takes 0.09 seconds to track the reference speed at
different levels of speed including the low speed region.

5. Experimental Implementation

To test the performance of the proposed scheme, experiment
is carried out on the IM with the same parameters simu-
lation. Experimental setup of the induction motor control
developed system is shown in Figure 22, which is based on a
high voltage motor control developer’s kit produced by
Texas Instruments Company. *e PWM frequency for the
experiment is 60 kHz, and the ISR frequency of 10 kHz is
selected for best operation of the motor. Experimental data
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are captured for display and analysis via a graph tool in the
Code Composer Studio (CCS).

*e overall experimental system contains both hardware
and software. *e hardware includes the high voltage motor
control kit with TMS320F28035 DSP control card, three-
phase induction motor, PC with Code Composer Studio
(CCS v6.0) installed, digital oscilloscope, digital multimeter,
JTAG probe, rheostat, and high voltage DC power supply.

*e software includes different coordinate transformation
algorithm, controller’s algorithm, stator current-based
MRAS speed estimator algorithm, space vector pulse width
modulation algorithm, and the kit interrupt software al-
gorithm. *e overall experimental block diagram contains
mainly three modules: Piccolo TMS320F28035 control card,
high voltage motor control kit, and induction motor as
shown in Figure 22.
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As shown in Figure 22, the high voltage motor control
kit module includes gate driver, which controls the three-
phase voltage source inverter, analog signal conditioning
circuit used to sense stator current and DC bus voltage, and
three-phase invertor to drive the motor. *e second
module is Piccolo TMS320F28035 control card consisting
of control algorithms and hardware module. Control al-
gorithms include the FOC, PI speed controller, phase
current and voltage reconstruction, stator current-based
MRAS speed estimator, and SVPWM algorithm. *e
hardware modules are indicated by purple color in
Figure 22.

*e digitalmotor control software library is the collection of
digitalmotor control softwaremodules.*e library supports the
AC IM and comprises both peripheral dependent software
drives and TMS320F28035 control card dependent modules.

*e overall system algorithm is based on two modules as
shown in Figure 23. *ese are the initialization module and
interrupt subroutine module.

5.1. Experimental Setup. *e experimental setup of the
MRAS-based sensorless speed control of an inductionmotor
is shown in Figure 24. *e experimental setup includes the
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Figure 25: *e six PWM output signals from DSP while the motor is running at 0.2 pu.
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host computer, which is used to program the system al-
gorithm through Code Composer Studio v6.0. *e
HVDMCMTRPFC kit is connected with the host computer
by a USB cable through the FTDI driver.

*e source code on the host computer is debugged and
loaded to the memory of the Piccolo TMS320F28035 control
card through this cable. Controller power comprises of the
15V, 5V, and 3.3V that the board uses to power the control
card and the logic and sensing circuit present on the board.
*is power can be sourced from auxiliary power supply
module (M2). Auxiliary power supply module (M2) can
generate 15V and 5V DC from rectified AC. DC bus power
is the high voltage line that provides voltage for the inverter
stage to generate three phases of AC voltage to control the
motor. [Main]-BS5 and [Main]-BS6 are the power and
ground connectors for this inverter bus, respectively.

5.2. Experimental Result. *e main target in this experi-
mental investigation is to control the motor at variable
speed by generating the PWM signal, which generates the
appropriate sinusoidal current on the stator of the motor
through DSP. *is makes the motor to rotate at the re-
quired speed and control the motor at different speeds
including zero speed. *e six PWM output signals are
shown in Figure 25 while the motor is running at 0.2 pu.

It can be seen in Figures 26 and 27 that the inductionmotor
tracks the desired speeds well in wide ranges, which demon-
strate the effectiveness of the proposed scheme. From these, the
rotor speed has been a good accuracy and almost similar with
that of the simulation result shown in Figure 11. *e imple-
mentation result shows that the stator current-based MRAS
speed estimator can estimate the rotor speed with 0.00458pu of
steady state error, and a good transient performance has been

Figure 26: Snapshot of CCS programming interface while the motor is running at 0.2 pu.
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achieved. *e implementation result shows that the stator
current-based MRAS speed estimator can estimate the rotor
speed with good performance of steady state and transient
responses for sensorless speed control of the induction motor.

6. Conclusion

In this paper, design and implementation of the stator cur-
rent-based MRAS speed estimator that overcomes the
problem due to mechanical speed sensor and parameter
sensitivity for speed control of IM have been investigated.*e
computational techniques used to simplify the stator current-
based MRAS speed estimator design and its implementation
on Texas instrument TMS320F28035 control card are dis-
cussed. *e simulation results show that stator current-based
MRAS can estimate the rotor speed with a good performance
speed, and the position error of 0.024 rad/s and 0.1 rad for
speed control of the induction motor has been achieved. As it
is shown in Figure 8, the stator current-based MRAS speed
estimator estimates the rotor speed of the induction motor
with a steady state error of 0.028%, and a good transient
response with rise time of less than 0.1 second and settling
time 0.15 second has been achieved. *e performance of the
stator current-based MRAS speed estimator was analyzed in
terms of speed tracking capability, torque response quickness,

low speed behavior, step response of drive with speed reversal,
sensitivity to motor parameter uncertainty, and speed
tracking ability in the regenerative mode. *e system gives a
good performance at no-load and loaded condition. Hence, it
can work with different load torque conditions and with
parameters variation. *e closed loop experimental investi-
gation is implemented using Texas instrument, Picco-
loTMS320F28035 control card. Demonstration results in
smooth speed control and with a maximum steady state error
of 0.00458 pu, and a good transient response has been
achieved.
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*is paper presents a novel modulation scheme known as the nonzero staircase modulation scheme for switching DC-DC boost
converters. *is modulation scheme generates two distinct pulse trains/firing signals when a 50Hz nonzero staircase modulating
signal is compared with a 1.5 kHz triangular wave signal. Unlike the conventional modulation schemes, the proposed novel
modulation scheme provides two distinctive trains of pulse-width modulated signals for mitigating low and high harmonics. It
also possesses 0.56% total harmonic distortions (THD) of the output voltage waveform system, a power output of 4591W, and
THD of 1.12% in the DC-DC boost converter system. It has a simple design and low power loss of 209W. *e proposed scheme
enables the single switch boost DC-DC converter used to have an efficiency of 96%.*e proposed scheme can be applied in single
switch or double switch boost DC-DC converter based-hospital equipment.

1. Introduction

*e DC-DC boost converter is a power electronic converter
that is placed most especially between a low unregulated
voltage power source and a load. Its key function is to step up
low voltage power sources to suit the needed application.
Some areas of application of DC-DC boost converters are in
DC microgrid systems, pulsed lasers, electric trains, X-rays,
uninterruptible power systems, inverters, satellites, and
wireless power transfers [1]. In the course of its application,
it can change an unregulated fixed voltage as in the case of a
battery or variable voltage to a controlled variable output
voltage depending on the level of the duty cycle (D) [2]. Its
input voltage sources could be obtained from solar power
supplies, rectified AC voltage supplies, battery, fuel cells,
biomass, and supercapacitors [3]. It consists of three non-
storage elements (power electronic switch, freewheeling
diode, and power diode), and two storage elements, inductor
and capacitor. *e DC-DC boost converter can operate both
in continuous current mode (CCM) and discontinuous
current mode (DCM) based on its area of application.

In switched mode condition, power is transferred from
the source to the load by triggering power electronic
switches such as MOSFETs or IGBTs. A number of works
have been presented on different modulation schemes used
in firing different DC-DC boost converters [4, 5]. Some of
them are Single pulse-width modulation, multiple pulse-
width modulation (MPWM), DC/triangular compared
modulation scheme, square-wave modulation, and many
others with their merits and demerits [6, 7]. In single pulse-
width modulation, there is only one pulse in each half cycle
and the width of the pulse is varied to control the output
voltage of the converter. Moreover, in this type of PWM
scheme, a carrier signal is compared with a square reference
wave. *e frequency of the carrier is twice the frequency of
the reference signal. *e triangular wave has a constant
amplitude and the square reference wave has a variable
amplitude, so that the width of the pulse can be varied to
eliminate low harmonic distortion.*emajor demerit of this
scheme is that as the pulse width increases, it contributes
heavily to switching losses, increases the harmonic content,
and decreases efficiency. In MPWM, many pulses of the
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same width are produced in each half cycle and the greater
harmonic contents can be reduced unlike in the single pulse-
width modulation. In a square-wave modulation, one pulse
is generated in one-half cycle with a width of 50% of the full
cycle.*is is formed when a reference sine wave is compared
with a zero input potential voltage. It only reduces the low
harmonic distortions and pushes the high harmonic dis-
tortions to large discrete output filter components. *is also
increases the cost of production, weight, and the volume of
the system.

A conventional staircase modulation scheme as pre-
sented in [8] was applied in controlling a hybrid multilevel
inverter topology with a reduced number of power elec-
tronic components. In [9], another zero crossing digital
staircase pulse modulator was used in maximizing the
fundamental component and eliminating certain low har-
monics in DC/AC converters. Apart from considering only
low harmonics, a complex computational analysis was also
analysed.

In this paper, a novel modulation scheme known as
nonzero staircase modulation scheme with simplified
analysis for switching DC-DC boost converters is proposed.
It has two distinctive trains of pulse width features for
mitigating both low and high harmonic distortions (total
harmonic distortion) for power loss reduction in power
electronic systems.*e proposed modulation scheme is used
for single-switched PWM DC-DC boost converters but can
also be applied in double-switched DC-DC converters.

*e major advantages of the proposed scheme are as
follows: (i) it minimizes the cost of using high system filter
components since it has the capability of mitigating both low
and high harmonics. (ii) It enables the DC-DC boost
converter system to experience low power losses. (iii) It
increases the quality of output power due to its low total
harmonics distortions. (iv) It has a simple design. (v) It
assists the DC-DC converter in operating in a continuous
current mode. (vi) It enhances high power system efficiency.

2. Single-/Double-Switched DC-DC Converter
Modulation Schemes

*e efficiency enhancement of DC-DC boost converters by
parallel switch correlation (connection) was carried out by
the authors in [10]. *e single switch used in their work is
triggered by a uniform 25 kHz pulse. *e 25 kHz firing pulse
was obtained with the aid of an Arduino UNO micro-
controller which achieved a conversion efficiency of 70%.
However, the uniform pulses generated can only minimize
low harmonics. Many DC-DC converter topologies were
reviewed by authors in [11] based on their different degrees
of efficiencies. Meanwhile, only circuit configuration
modulation schemes which also contribute greatly to the
efficiency of DC-DC converters were not considered by the
authors in their work.

*erefore, considering the modulation techniques used
in single switch DC-DC converters/double switch DC-DC
converters, the most common ones used are DC voltage
compared with Sawtooth modulation scheme (DCVCSM)/
chaotic frequency modulation [12], DC voltage-triangular

based modulation scheme (DCVTBM), zero potential
compared sinewave modulation scheme (ZPCSMS), recti-
fied-triangular modulation scheme (RTMS), and sliding
window-based pulse-width modulation (SWBPWM)
[13–18]. RTMS can also be applied in a converter with more
than one switch converter [19].

A rectified-triangular modulation scheme (RTMS) is
presented in Figure 1(a). It produces the pulses in
Figure 1(b), while Figure 1(c) illustrates the power output
and its spectral analysis. A power output of 2928W, total
harmonic distortion (THD) of 9.79%, and a modulation
index of 0.9 was realized using the RTMS technique on the
boost DC-DC converter in Figure 2.

*e DC-voltage compared with Sawtooth modulation
(DCVCSM) scheme is shown in Figure 3(a). *e pulses
generated by comparing DC voltage and Sawtooth signal
(ZPCSMS) is shown in Figure 3(b), while Figure 3(c) shows
the spectral analysis of output power of the boost DC-DC
converter using DCVCSM.

*e DCVTBM technique and its generated triggering
pulses are shown in Figures 4(a) and 4(b). *e harmonic
analysis of the power output of the boost DC-DC converter
using DCVTBM is presented in Figure 4(c). It can be seen
that Figure 4(c) contains a DC output power and THD of
4204W and 4.65%, respectively. *e DCVTBM possesses a
modulation index of 0.9.

A sinusoidal reference voltage is compared with a zero
potential difference as shown in Figure 5(a). *is produces
the switching pulses in Figure 5(b). *e pulses generated
were used to switch the circuit in Figure 2 in order to
generate the DC power output waveform shown in
Figure 5(c). From the spectral analysis illustrated in
Figure 5(c), it is observed that a DC power output and THD
of 2229W and 33.74% was achieved, respectively.

3. Principle and Design Method for Generating
the Nonzero Staircase Modulation

*e nonzero staircase modulation scheme is a type of
modulation scheme that generates two distinct pulse trains/
firing signals when a nonzero staircase modulating signal is
compared with a triangular wave signal. In this type of
modulation technique, the wider section of the generated
pulses reduces the low order harmonics, while the narrower
region minimizes the higher-order harmonics. *e number
of the nonzero staircase modulating signal has ascending
and descending regions. *e descending region is a mirror
image of the ascending region. *e height of the modulating
signal is equivalent to the amplitude of the voltage signal.
Overmodulation occurs when the nonzero staircase refer-
ence is greater than the carrier wave. *erefore, the mod-
ulating nonzero staircase signal should be less than the
carrier wave.

To design this, a mode of half-sine wave is needed to be
partitioned into equal parts following other designer’s
considerations. In this work, a mode of half-sine wave was
partitioned into twenty equal parts with time scales. *e
peak at each point is relative to the switching angle at that
position. In order to actualize the nonzero position of the
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proposed staircase scheme, the zero angle and 180° are not
used in the design. In addition, an offset level, ho is chosen.
*e key idea here is to ensure complete avoidance of dis-
continuous current mode and to accomplish high harmonic
reduction (in either low and high order harmonics or total
harmonic reductions). *e total number, N, of the proposed
system should be an even number.*e height of the nonzero
staircase is equivalent to the signal voltage. *e proposed
schemes design is presented in Figure 6.

In Figure 6, it is observed that the heights of staircase
reference from h11 to h20 are the mirror images from h1 to h10.
*is simply means that h1 � h11, h2 � h12, h3 � h13, h4 � h14,
h5 � h15, h6 � h16, h7 � h17, h8� h16, h9 � h19, and h10 � h20.

*e switching angles, θi , for 20 steps of the staircase are
calculated using the formula in equation (1) and the results
are presented in Table 1.

θi �
J × 180
2N

, (1)
where J is an odd number, i.e., 1, 3, 5, 7, 9, 11, 13, 15, 17, 19,
and N is the total number of steps. i� 1, 2, 3, 4, 5, 6, . . . 20.

3.1. Computation of Switching Angles. Using equation (1),
where N is 20, Table 1 is obtained.

For i� 1 and J� 1, θ1 is obtained as θ1 � (1 × 180)/
(2 × 20) � 4.5°.

*e height of each staircase signal from the zero-axis is
Hi and is determined using the following equation:

Hi � Ap cos θi − 90( 􏼁, (2)

where i= 1, 2, 3, . . .. . .. . .. 20.

3.2.Computation ofHeights of StaircaseModulatingReference
Signal fromZeroX-Axis. *e heights of staircase modulating
Reference Signal from Zero X-axis; Hi are computed using
equation (2) as follows:

Hi � Ap cos θi − 90( 􏼁, (3)

For i= 1 and using the calculated value of θ1 = 4.5°, as-
suming Ap = 10m throughout the process, then

H1 � 10 cos(4.5 − 90) � 0.78m. (4)

*e remaining heights of the staircase modulating ref-
erence signal from the zero-axis were computed and are
presented in Table 2.

*e height of each staircase signal from the nonzero-axis
is hi and is calculated using

hi � Ap cos θi − 90( 􏼁􏽨 􏽩 − ho � Hi − ho. (5)

3.3. Computation of Heights of Nonstaircase Modulating
Reference. *eoffset, ho, is assumed to be 0.05m throughout
the calculation of hi. *erefore, forH1 = 0.78m as calculated,
and ho � 0.05m,

h1 � 0.78 − 0.05 � 0.73m. (6)

*e other heights of the nonstaircase modulating ref-
erence signal were obtained and are presented in Table 3.

Having computed h1, h2, h3, h4, h5, h6, h7, h8, h9, and h10
of the nonzero staircase modulation scheme, we obtain h11,
h12, h13, h14, h15, h16, h17, h18, h19, and h20 as the mirror im-
ages of h1, h2, h3, h4, h5, h6, h7, h8, h9, and h10.

*e complete computed results of equations (1), (2), and
(5) for the generating nonzero staircase reference signal with
their ϴi, Hi, and hi mirror image values which were used in
MATLAB/Simulink modulating block shown in Figure 7 are
presented in Table 4.

*e carrier signal is generated in Matlab/Simulink using
the following equation:

Cr �

1
fc

−
1

fc

1
2fc

1
fc

y − M y y − M

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7)

where Cr is the carrier signal,fc is the carrier frequency, y is
the amplitude of the carrier wave, and M is an integer. In
equation (7), “y” must be equal to “M” in magnitude. In
order to produce the triggering signals with two distinctive
pulse trains for firing the IGBTswitch connected in the DC-
DC boost converter, equation (2) is compared with equation
(5).

*e values of the storage elements L and C of the DC-DC
boost converter are computed using equations (8) and (9) as
given in [2].

Lmin �
D(1 − D)2R

2fc

, (8)

Cmin �
D

R ΔVo/V( 􏼁fc

. (9)

Lmin, Cmin, Vo, and R are the minimum capacitance,
minimum inductance, output voltage, and output load re-
sistance of the converter.

4. The Feedback Control System

4.1. Circuit Diagram of the PI Controller. In the feedback
control unit, the proportional-plus-integral controller is
utilized [10–12]. *e circuit diagram is shown in Figure 8
[20–22]. *e figure shows the circuit diagram of the PI
controller with the following components, sensed voltage,
Vsensed, DC referenced voltage, Vref1, error voltage (input
voltage to the PI controller), Ve, resistances, R1, R2, R3, R4,
R5 and feedback capacitance, C.

*e transfer function of the PI controller in Figure 8 is
expressed as follows [23]:

T(s) �
Vout

Ve

� Kp +
Ki

s
. (10)

4.2. Tuning Principle of the PI Controller. *e PI controller is
tuned or adjusted based on the level of the output voltage
across the load connected to the DC-DC boost converter.
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*is was done to keep the output voltage constant. *e PI
tuning principle is stated as follows:

Ve �

Vsensed − Vref1 , whenVsensed >Vref1, then PI decreases theW1 andW2 in Figure 9(b),

Vref1 − Vsensed, whenVsensed <Vref1, then PI increases theW1 andW2 in Figure 9(b),

0, whenVsensed � Vref1, thenW1 andW2 in Figure 9(b) remain constant.

⎧⎪⎪⎨

⎪⎪⎩
(11)
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Figure 1: (a) RTMS. (b) Firing pulses of RTMS. (c) Spectral analysis of the output power of boost DC-DC converter using RTMS.
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Figure 2: Proteus Circuit of DC-DC boost converter [13].
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When the sensed voltage is greater than the DC reference
voltage, it means that the output voltage at that point in time
is greater than the desired output voltage of the system; then,
the error voltage goes into the PI controller. Immediately
after this, the current will flow from the capacitor, C, to Vref1
through R5, R3, and R2 to discharge the capacitor. As the
capacitor, C, discharges, the width of switching signals, W1
and W2 are reduced to bring back the output voltage to the
desired output voltage level. On the other hand, if the sensed
voltage is lower than the DC reference voltage, it means that
the output voltage at that moment is lower than the desired
output voltage of the system; then, the error voltage goes into the
PI controller to increase the width of switching signals,W1 and
W2, making the power switch to operate faster. During this
period, the current flows from Vref1 to charge the capacitor
through R2, R3, and R5. Furthermore, if Vsensed is equal to Vref1,

the error voltage becomes zero. When no current flows into or
out of the PI controller, the voltage across the capacitor, C,

clamps the widths of the pulses. At this point, the output voltage
across the load becomes stabilized. *e electrical interactions of
Ve,Vout,R2,R3,C, andR5 produce the proportional constant,Kp,
and integral constant, Ki that controls the switching action in
order to stabilize the output voltage of the system.

4.3. Determination and Computation of Proportional Con-
stant and Integral Constant of the PI Controller. *e pro-
portional and integral terms Kp and Ki used in this work are
deduced as follows:

Considering the inverting terminal of the operational
amplifier in Figure 8 and applying the Kirchhoff’s current
law, the current entering node L is equal to the current
leaving it; therefore,

Ve − VL

R3
�

VL − Vout

R5 + ZC

, (12)

×10–3
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Figure 3: (a) DCVCSM. (b) Firing pulses of ZPCSMS. (c) Spectral analysis of the output power of boost DC-DC converter using DCVCSM.
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where VL and ZC are the inverting terminal voltage and
capacitive impedance, respectively. *erefore, by rear-
ranging equation (12) to make VL the subject of the
formula, equation (13) is obtained.

VL �
VeR5 + VeZC + R3Vout

R3
. (13)

Furthermore, considering the noninverting terminal and
node, m, the noninverting voltage becomes

Vm � 0. (14)

*en, equating equations (13) and (14), and getting the
ratio of Vout to Ve of the PI controller and taking its ab-
solute expression, equations (15) and (16) become

−
Vout

Ve

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
�

R5 + ZC

R3
�

R5

R3
+
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􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (15)
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�
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+

1
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. (16)

Subsequently, comparing equations (10) and (16), the Kp
and Ki becomes
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Figure 4: (a) DCVTBM. (b) Firing pulses of ZPCSMS. (c) Spectral analysis of the output power of boost DC-DC converter using DCVTBM.
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Kp �
R5

R3
, (17)

Ki �
1

R3C
. (18)

Moreover, the time constant for charging and dis-
charging the feedback capacitor in Figure 8 is expressed by
the following equation:

τ � R3C, (19)

where τ is the time constant for charging and dis-
charging, C. Assuming that R5 � R3 � 10kΩ, and

τ � 1.74 seconds. Substituting the values of R3 and τ in
equation (19), then, C becomes 174 μF. *en substituting
the values of C and R3 in equation (18), Ki becomes 0.57.
When the values of R3 andR5 are substituted in equation
(17), Kp becomes 1.0.

5. Total Harmonic Distortion

5.1. Computational Formula of Total Harmonic Distortion.
*e current and voltage of total harmonic distortions
(THDs) are computed using the expressions in the following
equations [2, 24]:
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THD(for current) �

������
􏽐
∞
n�2 I2n

􏽱

I1
, (20)

THD(for voltage) �

�������
􏽐
∞
n�2 V2

n

􏽱

V1
, (21)

where In and Vn are amplitude harmonic components of the
current, I1, and the voltage, V1.

*e computation of THD current and voltage wave-
forms using equations (18) and (19) is an approximate
method presented in [23]. *is method was found to be a
very cumbersome, difficult, and time-consuming [23].
*erefore, to save time and get precise values of THD of the
system, we employed a tool known as power graphic user
interface Fast Fourier Transform, PGUIFFT, or power
graphic user interface analysis tool, PGUIAT in Matlab/
Simulink environment, 2014.

5.2. Steps in Using Power Graphic User Interface Fast
Fourier Transform

Step A: configure the proposed system in the Simulink
environment.
Step B: select the PGUIFFTAT from the Simulink li-
brary browser.
Step C: double click on workspace block and single
click on “parameters” inside the workspace. *en click
on “History” and adjust its “Format” in “Structure with
time” and click “OK.”
Step D: run or simulate the proposed system.
Step E: double click on PGUIFFTAT discrete block, it
will display “simulation and configuration Option.”
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Figure 6: Design scheme for the nonzero staircase reference.

Table 1: Calculation of switching angles.

S/n i J θ
1 1 1 θ1 � 4.5o

2 2 3 θ2 � 13.5o

3 3 5 θ3 � 22.5o

4 4 7 θ4 � 31.5o

5 5 9 θ5 � 40.5o

6 6 11 θ6 � 49.5o

7 7 13 θ7 � 58.5o

8 8 15 θ8 � 67.5o

9 9 17 θ9 � 76.5o

10 10 19 θ10 � 85.5o

Table 2: Calculation of heights of staircase modulating reference
signal from zero-axis.

S/n i θ Hi (m)

1 1 θ1 � 4.5o H1 � 0.78
2 2 θ2 � 13.5o H2 � 2.33
3 3 θ3 � 22.5o H3 � 3.82
4 4 θ4 � 31.5o H4 � 5.22
5 5 θ5 � 40.5o H5 � 6.49
6 6 θ6 � 49.5o H6 � 7.60
7 7 θ7 � 58.5o H7 � 8.53
8 8 θ8 � 67.5o H8 � 9.72
9 9 θ9 � 76.5o H9 � 9.72
10 10 θ10 � 85.5o H10 � 9.96

Table 3: Computation of heights of nonstaircase modulating
reference.

S/n i Hi (m) hi (m)

1 1 H1 � 0.78 h1 � 0.73
2 2 H2 � 2.33 h2 � 2.28
3 3 H3 � 3.82 h3 � 3.77
4 4 H4 � 5.22 h4 � 5.17
5 5 H5 � 6.49 h5 � 6.44
6 6 H6 � 7.60 h6 � 7.55
7 7 H7 � 8.53 h7 � 8.03
8 8 H8 � 9.72 h8 � 9.19
9 9 H9 � 9.72 h9 � 9.67
10 10 H10 � 9.96 h10 � 9.92
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Step F: single click on “FFTanalysis;” it will display four
subsections: signal section, FFT analysis section,
available signal section, and FFT setting section.
Step G: finally, click on the display button; the FFT
analysis section, it will show the total harmonic dis-
tortion level of the output wave in percentage value and
in bar chart form.

6. Boost DC-DC Converter Power Circuit and
Its Efficiency

*e DC-DC boost converter circuit used in this work is
shown in Figure 2. It is the power circuit where the nonzero

staircase modulation scheme is applied. It operates as follow:
during the positive first half cycle, as soon as the power
electronics switch, SM is ON, the fast switching power diode,
Dm will switch OFF, and then the magnetic energy flows
linearly at the input storage device, L. At this moment, load,
R depends solely on the electric energy stored in the ca-
pacitor, C. During the negative half cycle, the switch SM is
turned OFF which alternately sets Dm ON. At this point, the
already stored magnetic energy in L discharges to charge C
to feed the Load. A similar process takes place during other
cycles.

Efficiency, ε, of the converter can be defined as the ratio
of power output, Po, of the converter to its power input, Ps,
expressed in percent [25].

ε �
Po

Ps

∗100. (22)

*e parameters used in the power circuit, frequencies,
and feedback system of this work are listed in Table 5, while
the parameters of the proposed system are shown in Table 4.
Table 5 also contains the output power of the DC-DC
converter using the proposed modulation scheme.

*e MATLAB Simulink block and the control unit of
Figure 2 are shown in Figure 7. Figure 7 consists of the
staircase modulation scheme, power circuit, Simulink
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Figure 7: MATLAB/simulink model of the proposed system.

Table 4: Computed values for nonzero staircase modulation
scheme.

Serial number (i) ϴi (°C) Hi (m) hi (m)
1 4.50 0.78 0.73
2 13.50 2.33 2.28
3 22.50 3.82 3.77
4 31.50 5.22 5.17
5 40.50 6.49 6.44
6 49.50 7.60 7.55
7 58.50 8.53 8.03
8 67.50 9.24 9.19
9 75.50 9.72 9.67
10 85.50 9.97 9.92
11 85.50 9.97 9.92
12 75.50 9.72 9.67
13 67.50 9.24 9.19
14 58.50 8.53 8.03
15 49.50 7.60 7.55
16 40.50 6.49 6.44
17 31.50 5.22 5.17
18 22.50 3.82 3.77
19 13.50 2.33 2.28
20 4.50 0.78 0.73
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Figure 8: Circuit diagram of a proportional-plus-integral
controller.
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measuring blocks, and negative control feedback. *e
control feedback is made up of voltage sensors, dc-negative
reference, and PI controllers.

7. Simulation Results

*is work was simulated in MATLAB/Simulink 2014 en-
vironment. Figure 9(a) shows a comparison of triangular
waves (carrier signal), Cr, with nonzero staircase reference,
(NZSR) waveform. It was observed that when NZSR is
greater than Cr, a firing pulse is formed as shown in
Figure 9(b). Figure 9(b) displays two distinctive trains of
pulses with different pulse widths. *e pulse at the position
ofW1, reduces the low order harmonic distortions, whereas
the pulse at the position of W2 in Figure 9(b) mitigates the
high order harmonics in the proposed system. *e pulses in
Figure 9(b) are used to trigger the IGBT switch, SM, in
Figures 2 and 7 before any output waveform can be
produced.

In Figure 10(a), a plot of the source voltage of 48V versus
time is illustrated, while in Figure 10(b), the current flowing
through the inductor, L, is displayed. *e transient stage of
the current occurred at a time duration of 0≤ t≤ 0.5 seconds
with the highest current value of 150A. *e current
waveform later stabilized at 0.5≤ t≤ 1 seconds at a currentof
100A with some ripples.

*e output voltage and current versus time of the
proposed system are plotted in Figures 10(a) and 10(b)
respectively. *e results show that oscillations occur in
the waveforms between zero (0) seconds and 0.5 seconds
until they are stabilized immediately after 0.5 seconds with a
voltage and amplitude of 480.3 V and 9.56A respectively.

*e characteristic performance of the output voltage and
current are illustrated in Figures 11(a) and 11(b). *e
transient and steady states occurred at 0≤ t≤ 0.031 seconds
and 0.54≤ t≤ 1 seconds.

*e power input and output of the DC-DC boost con-
verter of the proposed system are plotted against time in
Figures 12(a) and 12(b). In Figure 12(a), at 0≤ t≤ 0.031 sec-
onds, the power input rises to 8000Wand at t=0.18 seconds, it
sharply dropped down to 6000W. *en between 0.0321
seconds and 0.5 seconds, it fluctuates at different ratings due to
the unstable state of the system during the transient stage.
Beyond 0.5 seconds, the power input is stabilized at 4800W
throughout the operation. Figure 12(b) shows that during the
transient stage, the power output did not drop sharply, rather it
reached its peak point (60015W) and finally stabilized at
4591W.*e stabilization of the output power and also that of
current and voltage were due to the proportional integral (PI)
controller incorporated in the system. *e results show that
under steady state operation of the system, a power loss of
209W and an efficiency of 96% is realized.

Table 5: Parameters used in the proposed system.

Parameter Ratings
Duty cycle and load resistance 0.90 and 50Ω
Capacitance, C 780 μF
Input inductance, L 3mH
Input and output voltages, vs and Vo 48V and 500V
Power IGBT switch 600V, 160A
Power diode 1000V
Switching and reference frequencies 1.5 kHz and 50Hz
Proportional and integral values 1.0 and 0.57
Output power 4591W
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Figure 9: Nonzero staircase modulation scheme.
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*e spectral analysis of the output voltage realized in
this work is portrayed in Figure 13. It is observed from
the figure that the THD of the voltage output waveform
obtained is 0.56% at 50 Hz fundamental frequency of the
staircase reference signal.

*e spectral analysis of the output power is shown in
Figure 14. It can be observed from Figure 14 that the power

output is 1.12% of the THD. *is implies that the total
current harmonics distortion is equal to 0.56%.

Figure 15 shows the tracking probability of output
voltage waveform during transient and steady state on the
normal statistical reference judgment. It was observed
that during transient state, the output voltage waveform
is beyond the judgment line with a probability value of
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Figure 11: (a) Output voltage versus time and (b) output current versus time.
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0.12. *is contributes relatively to high loss during the
transient state. During the stable state, the probability of
tracking is 0.90. *is implies low power loss during the
steady state.

A comparative analysis of different modulation schemes
such as RTMS, DCVCSM, DCVTBM, and ZPCSMS, with
the proposed scheme shown in Figure 2 is presented in

Table 6. *e comparison distinguishes the RTMS,
DCVCSM, DCVTBM, and ZPCSMS schemes from the
proposed scheme with respect to the nature of the firing
signals, power input, power output, power losses, and THDs.
Using the same criteria for all schemes, it was observed that
the proposed scheme exhibits the lowest power loss as well as
the highest power output and efficiency.

Selected signal: 50 cycles. FFT window (in red): 1 cycles

D
C 

vo
lta

ge
 (V

)

100
200
300
400
500
600

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
Time (s)

(a)

DC = 480.3, THD = 0.56%

M
ag

 (%
 o

f D
C)

0
0.002
0.004
0.006
0.008

0.01
0.012
0.014
0.016
0.018

2 4 6 8 10 12 14 16 18 200
Harmonic order

(b)

Figure 13: Spectral analysis of the output voltage.
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Table 6 presents a comparison of conventional modula-
tion schemes with the proposed scheme. *e comparative
analysis with existing schemes used in single switch boost DC-

DC converters as shown in Figures 1, 3–5 as well as in Table 6,
shows that the proposed nonzero staircase modulation
scheme performs better than other conventional schemes.
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Apart from its outstanding performance, the proposed
scheme also has a moderate impact during the transient
state. Furthermore, we envisage that in real time imple-
mentation, it might require large operational amplifiers.*is
can be improved by using microcontroller-based nonzero
staircase modulation schemes for practical purposes. *e
proposed modulation scheme can be applied in single switch
or double switch boost DC-DC converter-based-hospital
equipment such as in implantable cardiac pacemaker [26],
oxygen concentrators, pulse oximeters, phototherapy device
in rural healthcare centers, and ultrasound power supply
units [27].

8. Conclusion

*is paper presented a novel modulation scheme otherwise
known as the nonzero staircase modulation scheme for
switching single-switched DC-DC boost converter. *e
proposed scheme possesses the followings properties: power
input of 4800W, power output of 4591W with 1.12% total
harmonic distortion (THD), output voltage and current of
480.3 V and 9.56A with 0.56% THD each, and efficiency of
96% and power loss of 209W.*e comparative analysis with
existing schemes shows that the proposed scheme outper-
forms other existing modulation schemes.
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