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As we all know, sports have great benefits for students. However, with more and more learning pressure, students’ physical
education has not been paid attention to by teachers and parents, so the analysis and prediction of physical education performance
have become significant work. This paper proposes a new method (factorization deep product neural network) for PE course score
prediction. The experimental results show that, compared with the existing performance prediction methods (LR, SVM, FM, and
the DNN), the proposed method achieves the best prediction effect on the sports education dataset. Compared with the traditional
optimal methods, the accuracy and AUC of DNN are both improved by 2%. In addition, there is also a significant improvement in
accuracy, recall, and F1. In addition, this study found that considering two or more features at the same time has a certain
influence on the prediction results of students’ grades. The proposed feature combination method can learn feature combinations
automatically, consider the influence of first-order features, second-order features, and high-order features in the meantime, and
acquire the relationship information between each feature and performance. Compared with single-feature learning, the proposed
method in this paper can enhance prediction accuracy significantly. Moreover, several dimensionality reduction methods are used

in this paper, and we found that the PCA model for data processing outperformed all the benchmark models.

1. Background

In the information age, a large amount of data has been
accumulated in all walks of life, under which there is often
some useful knowledge and valuable information. At
present, technologies related to machine learning and data
mining are widely used in business, finance, medicine, and
other fields.

With the fast development of the Internet, universities
have increasingly perfected their digital campuses, and all
kinds of educational data have been accumulated. However,
there is often some potential knowledge and information in
the massive educational data that can promote the devel-
opment of education. ML data mining and other related
technologies are used to provide valuable information for
teachers, students, and educational researchers, so as to

scientifically improve teaching methods and make com-
prehensive management decisions. Therefore, it is worth
studying the way how better teaching efficiency and edu-
cational output are obtained from the big data of education.
From the 1990s to the beginning of this century, with the fast
development of the Internet, the education informatization
has gradually entered the network era, and distance edu-
cation and online education have attracted more and more
educators’ attention. The current mainstream education
environment can be roughly divided into traditional
classroom education and new online education, such as
MOOC. Educational data mining deals with various prob-
lems in teaching, practice, and educational research through
theories and technologies in multiple disciplines including
pedagogy, computer science, statistics, and psychology.
Currently, EDM application scenarios can be mainly divided
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into four categories: student performance prediction, stu-

dent modeling, a recommendation system, and
visualization.
2. Related Works

At present, education quality has become the top priority
in education. Improving the quality of education is one of
the unyielding determinations of educators. Now many
scholars have conducted research on the prediction of
students’ academic performance. Early research mainly
focused on collecting student learning data (such as
traditional classroom teaching test scores) from the ed-
ucational administration system. Students’ consumption
behavior data are collected from students’ campus cards to
predict scores. Burman used the records collected by
questionnaires to classify learners into high, average, and
low levels according to their academic performance based
on students’ psychological parameters, including per-
sonality, motivation, psychosocial background, learning
strategies, learning methods, and socioeconomic status,
by using a multiclassifier support vector machine [1]. A
team including Sweeney used SVD, SVD-KNN, factor-
izers, and other recommendation system methods to
predict the grades of the next semester and made a
comprehensive analysis of the predicted results [2].
Sweeney proposed a method of mixed decomposer and
random forest to predict students’ scores by taking ad-
vantage of the course scores learned by students [3]. A
team including Polyzou proposed a sparse linear and low-
rank matrix decomposition model to predict future course
scores based on students’ historical course scores [4]. Yi
et al. predicted students’ scores through a multikernel
support vector machine combined with an optimization
algorithm, and then successfully evaluated the teaching
quality [5]. Al-based methods play an increasingly im-
portant role in teaching quality evaluation [6, 7] and
student performance prediction [8, 9].

Recently, with the development of the Internet and
the continuous improvement of online learning plat-
forms, the data related to MOOC students’ learning has
attracted more and more attention from relevant re-
searchers. A team including Jiang used the interaction
records of learners’ first week on the platform and the
performance data of homework to predict whether
learners would eventually obtain certificates based on the
logistic regression model [10]. Brinton and MChiang
developed an algorithmic model relying on the decom-
posing machine and K-nearest neighbors (KNN) to
predict whether a student answers a question correctly for
the first time in a MOOC [11]. Lorenzo and Gomez-
Sanchez adopted logistic regression, stochastic gradient
descent, stochastic forest, and support vector machine
models to predict whether the indicator, compared with
the previous indicator at the end of the chapter, the three
participation indicators (video, exercise, and assign-
ment), would decline [12]. Hlosta builds a student per-
formance prediction model based on machine learning
methods (logistic regression, support vector machine,
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random forest, naive Bayes, and integrated learning
XGBoost) in accordance with the data generated in the
current course to evaluate whether students have the risk
of dropping out [13]. A team including Aljohani deployed
a deep long and short-term memory model based on
student interaction records on online platforms (such as
clickstream data) to explore student performance pre-
diction , and the results showed that the model could
predict pass/fail courses in the first 10 weeks of student
interaction in a virtual learning environment with an
accuracy of about 90% [14].

Compared with the application of the classical ML-based
model to education such as LR [15], SVM [16], Decision Tree
[17], GBDT [11], and BNs [18], the DL-based model such as
RNN [19] and CNN [20] can also be used to enhance the
results in the field of education.

To sum up, some achievements have been made in the
study of performance prediction, but there are still some
problems and shortcomings.

First, in the traditional classroom grade prediction
problem, the main data information comes from some
data generated during the course, such as the in-class
assignment grades and unit test grades. The characteristics
of the course grade prediction can be achieved until the
end of the course, which leads to the late predicted results,
so the method has a certain lag and the data are sparse and
single, so that it cannot provide effective technical support
for the teaching and management work in the early stage
of the course.

Second, with a lack of other relevant course grade in-
formation, the existing online platform course grade pre-
diction research mainly focuses on the log data of learners on
the learning platform, such as the learning time on the online
learning platform and the number of clicks on the learning
video. In addition, in existing research, manual feature
engineering is commonly used, which is highly dependent
on the professional knowledge and experience of engineers,
which affects the prediction accuracy of the method to a
certain extent.

Third, most of the data used in the existing research on
performance prediction come from the dataset con-
structed by researchers themselves, and the data are
generally not enough. For mainstream research methods
such as machine learning algorithms, there are certain
requirements on the amount of data. If the data are in-
sufficient, it is difficult to train a better model, which leads
to low accuracy of prediction to a certain extent. In view of
the above problems, in this paper, two kinds of different
data are used to put forward different performance pre-
diction models, so as to improve the accuracy of per-
formance prediction.

To sum up, under the background of educational data
mining, this paper carries out in-depth and systematic re-
search on student performance prediction from the per-
spectives of traditional classroom teaching scenarios and
MOOC online platform courses. The research focus is
mainly on improving the predictability and accuracy of the
method. In the following sections, the main research content
of this paper is briefly introduced.
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3. Sports Course Score Prediction Model
Based on Feature Combination

3.1. Problem Definition. Given a student feature set F de-
termined by the student attribution features expressed as
student_attr = {s,s,,...,sy}, course attribution features
expressed as course_attri = {¢;,¢,,...,c,}, and the student
learning behavior feature expressed as
behavior = {b;,b,,...,by}. Namely,
F = {stu de nt_attr, course_attr, bahavior}, where m, n, and k
are the number of features, respectively. For the student, his
final course score was y,. y = {0, 1} is a class set divided by
grades, where 0 indicates a student grade failure and 1 in-
dicates a student grade pass. Student grade prediction aims
to predict the grade category y; according to the student
feature F.

3.2. Model Framework. This chapter aims at mining and
analyzing the data related to students’ learning based on
deep learning technology to realize the accurate prediction
of students’ academic performance. By so doing, timely help
and guidance can be provided to students at risk of failing
exams. Therefore, this chapter proposes a performance
prediction model (factorization deep product neural net-
work, FDPN) based on feature combination, course attri-
butes, and students’ learning behavior features. The model
framework is shown in Figure 1. The FDPN contains 3
layers:

(1) Embedding layer: narrow the dimension of the
original high-dimensional features and map them to
the low-dimensional feature vector.

(2) Concatenate layer: this layer is composed of three
parts: factorization machine, DNN, and product
neural network (PNN). FM is used to express

Embedding Dimensions

Features

FIGURE 2: Structure of the embedding layer.

first-order and second-order features, and DNN
and PNN are used to represent higher-level
features.

(3) Prediction layer: through splicing, the low-level and
high-level features are combined to get the final
features with richer information, so as to better
predict students’ performance.

3.2.1. Embedding Layer. Because the raw data are relatively
sparse, a dimensional reduction is made to obtain a low-level
representation of the features. Changing the initial feature to
a lower-dimensional vector representation can make the
data relatively dense and reduce computational effort.
Figure 2 shows the structure of the embedding layer.
Mapping the output of the embedding layer could be in-
troduced as follows:

a=[el,e2)...ep]. (1)

Where a represents the embedding feature, e; represents
number i embedding feature, p refers to the number of
embedding features, and p< (m +n + k).



3.2.2. Concatenate Layer

(1) Factorization machine. The FM, as proposed by Rendle
[21], is for learning feature interactions. As shown in the
formula:

p p
_ p
Yim = Wo + Z wie; + Z Zj:i+1wijeiej, (2)
i=2 i=1

where wy, w;, and w;; are the weights of each feature. The
factorization machine is represented by a first-order
feature of logistic regression learning, and the second-
order features of learning information are accumulated by
the dots of vector. The last output value y,,, in the FM layer
is transferred as input to the part of the input in the
prediction layer.

DNN [22] is more capable of learning. The output of the
embedding layer is the input of the first hidden layer of the
DNN, and the calculation formula of the first hidden layer is
shown in the following formula:

hy = f(wye, +b,)- (3)

Assuming that there are [ hidden layers, which directly
output y,,, to the input part of the prediction layer, the final
output value of DNN is shown in the following formula:

Ydnn = f(wl—lhl—l + bl—l)’ (4)

where f (.) is the activation function of the hidden layer,
whose activation function is the ReLU [23].

(ii) Product neural network. The product neural network
(PNN) is a feed-forward deep neural network [24] con-
taining the product layer. In the PNN, the input information
not only contains first-order feature-related information but
also second-order features. Therefore, the product layer
enriches the information of the input deep neural network.
Its second-order features are calculated in (5), where p
represents the inner product of the embedding layer vectors
e; and e;.

1
j
o2 PP

V= Z Z Wii€i€;. (5)

i=1 j=i+l

— — [ele2 p
p=Xe-¢) = eiei...ei]

p
€

The input vector of the PNN is composed of the first-
order feature vector output by the embedding layer and the
second-order feature vector generated by the interaction of

the embedding layer. The calculation is shown as follows:
X pn = [a; p]. (6)

The final output value y,,, of the PNN is calculated, as in
formula (4), which distinguishes itself from the DNN by
varying the input feature vector from the embedded layer to
the first hidden layer. The output values of the last hidden
layer node of the PNN will be transmitted directly as input to
the part node of the prediction layer input.
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3.2.3. Prediction Layer. The prediction layer’s primary task
is to combine the low- and higher-order feature represen-
tations of FM, DNN, and PNN output in the network layer
and predict the grade categories of the target students. More
comprehensive and accurate students’ performance can be
predicted by integrating the features.

In this paper, features including y ¢,,., Y4, and y,, are
integrated through concatenation [25]. This process can be
formalized as follows:

f:[yfm;ydnn; ypnn]’ (7)

where f is the final feature after integrating of
Y fm> Yenn 014 ¥ o,y Finally, the feature f is input into the
perceptron of the Sigmoid [26, 27] activation function to
obtain the probability of the student course grade category.

From the above, FDPN includes three parts: FM, DNN,
and PNN, and the final result is obtained from the following
formula:

g = Sigmoid (f). (8)

3.3. Loss Function. This paper employs the cross-entropy
loss function and employs the L2 regularization parameter
[27]. The loss function of the model is as follows:

loss = . ;yilogg +A6)°, 9)

where # is the total number of training data, y, is the grade
category of the data, g is the predicted probability of the
number i grade category of the data, and A|6]|* is the L,
regular term, 0 is the set of all parameters of the model.

4. Experiments

4.1. Data Set. In this study, part of the data comes from the
Open University Learning Analysis Data set (OULAD),
which contains basic information, registration, and
learner learning activity records from seven sport online
courses from 2013 to 2014. Figure 3 shows the learning
process of using the Open University platform. First of all,
the Open University opens up a course for students to
apply for the course registration, and then students begin
their learning. The courses of the Open University usually
last for nine months, and learners are required to com-
plete corresponding learning tasks during the learning
process. Finally, learners take the final examination, and
the course ends.
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TaBLE 1: Data description.

Number Features Descriptions

1 Highest degree The highest degree of students when enrolled in the course

2 Environmental index The environment of the area during the course

3 Age group Students age group

4 Times of attempts The number of times a student tried a particular module

52 Shared information Times of clicking on the course and faculties’ shared information before class

53 Sources Times of clicking on the PDF resources, such as books

54 Related information Times of clicking on the information on the website and activities related to that information

TaBLE 2: Confusion matrix.

L Predicted results
Actual situation

Positive Negative
Positive TP (true and positive) FN (false and negative)
Negative FP (false and positive) TN (true and negative)

The description of the data set is introduced in Table 1.
Numbers 1 to 54 refer to the highest degree of students who
register for the course, the environment index in school
learning, age, times of trying a specific module, credits of
students who are currently learning, ... , and times of
clicking additional information before the course, such as
video, tape, website, environment index of learning the
module, times of clicking shared information between staff
before the course, times of click PDF resources like books
before the course and clicking information on the website
and related activities.

According to the above descriptions, 22347x33 valid
data are preprocessed.

4.2. Evaluation Indicators. The evaluation indexes in this
paper include accuracy, precision, recall, F1, and AUC (area
under the curve), which measure the model classification
prediction performance.

A TP + TN
ccuracy = ,

Y = TP T TN + FP + EN

TP

Precision = —— 10

recision TP+ TP (10)

2 * Precision * Recall
F1 =

Precision + Recall

The meanings of TP, FP, FN, and TN are shown in
Table 2:

5. Analysis

5.1. Influence of Different Parameters on FDPN Model
Performance

5.1.1. Number of Neurons in the Hidden Layer. This model
contains two deep neural networks. When a network con-
tains multiple hidden layers and the number of neurons in
each hidden layer is not the same, a lot of experimentation is
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32 64 128 256 512 1024
—— accuracy f1
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—— recall

F1GURE 4: The comparison result of neural units in the hidden layer.

TaBLE 3: The comparison result of neural units in the hidden layer.

Number  Accuracy Precision Recall F1 AUC

32 0.8532 0.8593 0.9395 0.8976  0.8025
64 0.8590 0.8621 0.9453 0.9018 0.8082
128 0.8619 0.8634 0.9483 0.9039 0.8111
256 0.8668 0.8680 0.9499 0.9071 0.8179
512 0.8607 0.8656 0.9431 0.9027 0.8124
1024 0.8578 0.8647 0.9395 0.9005 0.8099

required. In this paper, the same number of neurons is set in
the hidden layer of the two neural networks to simplify the
experiment. The experimental results are shown in Figure 4
and Table 3. Six experiments are conducted in turn to change
the number of neurons. From the experimental results, it can
be seen that when the number of neurons is 256, the recall
rate is about 95%, the AUC is about 82%, the accuracy is
about 86.6%, and the precision rate is 86.8%. The model
performance is optimal because, with the increase in the
number of neurons, the model can learn more feature in-
formation. However, when the neurons increase to a certain
number, no more effective information can be learned by the
model, and even the noise that degrades the prediction
performance of the model may be generated. Therefore, in
deep neural network training, too many neurons should be
moderated. Model training and learning comparison are
needed to select the optimal number of neurons.

5.1.2. Different Activation Functions. The activation func-
tion of hidden layer neurons is related to the prediction



effect about DAF. Due to the binary classification model
used in this paper, the model finally predicts the output unit
with the Sigmoid function, and the settings of the remaining
activation functions are the same. Among ReLU, Tanh, and
Sigmoid, ReLU and Tanh are better used in deep learning
models, so this experiment only compares the ReLU acti-
vation function and the Tanh activation function of the
hidden neuron activation function. Table 4 introduces the
experimental results. We can find that, when the activation
function is ReLU, the prediction accuracy, recall rate, F1,
and AUC of the FDPN model are increased by about 2%, and
the prediction effect of the hidden layer neuron activation
function with ReLU is better than that of the Tanh function.
In particular, this chapter makes use of two feed-forward
neural networks, in which the ReLU activation function
performs better than the Tanh function and will be used in
the last part of our study.

5.1.3. The Number of Layers in the Hidden Layer. The model
presented in this paper contains two feed-forward neural
networks, DNN and PNN, with different numbers of hidden
layers and different predictive power of the models. To
simplify the experiment, the number of hidden layers in two
neural networks is the same; that is, the number of hidden
layers is increased from 1 to 3 layers. The experimental
results are shown in Table 5. From the experimental results,
it can be seen that when the hidden layer is 1 and 2, the
model has a good performance, and when the hidden layer is
3, the model prediction effect is significantly reduced. As the
number of layers increases, the evaluation index drops,
mainly because the more layers, the more complex the
structure, and the larger the calculation amount, the more
likely the problem of over-fitting the model will appear.
Therefore, the number of layers of the hidden layer is still set
to be 1 layer in the subsequent experiments of this paper.

5.2. Effect of the Model Structure on the Performance. The
influencing factors mainly include first-order representa-
tions and second-order representations of FM learning
features and different higher-order representations of DNN
and PNN learning features. In this paper, the three struc-
tures are combined for learning to predict performance. In
the experiments of this section, the different feature com-
bination structures are compared to observe the effect of the
structure on the model’s performance. The experimental
results are shown in Table 6.

Experimental results showed that the single-structure
FM, DNN, and PNN slightly performed worse, and the Deep
FM, DNN +PNN, and FM + PNN of both structures that
have combined feature learning are slightly better than the
single structure. The FDPN model is the optimal one because
it considers both first, second, and two different higher-
order feature representations, during which more potentially
effective information is used in performance prediction. In
conclusion, the FDPN performance prediction model has a
significant prediction effect and can improve prediction
performance.
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TaBLE 4: The comparison result of the activation functions.

?ctlvgtlon Accuracy Precision Recall  F1 AUC
unctions

Tanh 0.8440  0.8610 0.9209 0.8899 0.7988
ReLU 0.8668  0.8680 0.9499 0.9071 0.8179

TaBLE 5: The comparison result of the layers of the hidden layers.

Numbers of layers Accuracy Precision Recall  F1 AUC

1 0.8668  0.8680 0.9499 0.9071 0.8179
2 0.8503 0.8639 0.9275 0.8946 0.8050
3 0.7823 0.8814 0.7882 0.8322 0.7788

TaBLE 6: The result of the deep learning benchmark models.

Different Accuracy Precision Recall F1 AUC
structures

FM 0.8431 0.8552  0.9281 0.8902 0.7933
DNN 0.8440 0.8554 0.9294 0.8908 0.7939
DeepFM 0.8485 0.8603 0.9297 0.8937 0.8008
PNN 0.8576 0.8646 0.9392 0.9004 0.8098
DNN + PNN 0.8614 0.8660 0.9437 0.9032 0.8131
FM + PNN 0.8625 0.8670  0.9440 0.9039 0.8147
FDPN 0.8668 0.8680 0.9499 0.9071 0.8179

TABLE 7: The result of the benchmark models.

Models Accuracy  Precision  Recall F1 AUC
LR 0.7990 0.8400 0.8728 0.8561 0.7557
SVM 0.8324 0.8464 0.9229 0.8830 0.7793
FM 0.8431 0.8552 0.9281 0.8902  0.7933
DNN 0.8440 0.8554 0.9294 0.8908 0.7939
DeepFM 0.8485 0.8603 0.9297 0.8937 0.8008
PNN 0.8576 0.8646 0.9392 0.9004 0.8098
FDPN 0.8668 0.8680 0.9499 0.9071 0.8179

5.3. Experiment Comparison. In this paper, LR, SVM, FM,
DNN, DeepFM, PNN, and other deep learning models are
used as comparative models. By performing comparative
experiments on the sports dataset, the results are shown in
Table 7 to verify that the proposed FDPN model has the best
prediction performance.

The experimental results in Table 7 show that, com-
pared with the existing performance prediction methods
(LR, SVM, FM, and the DNN), this paper achieves the best
prediction effect on the sports education dataset. Com-
pared with the optimal traditional methods, DNN accu-
racy and AUC are both improved by 2%. In addition, there
are also significant improvements in accuracy, recall, and
F1. The method based on feature combination is better
than the four traditional performance prediction
methods. this is mainly because the traditional perfor-
mance prediction method adopts features directly as a
classification feature input for model learning training
and only the low or high features are taken into con-
sideration, with the exception of the different effects of
low and high feature combinations on the final
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TaBLE 8: The result of the benchmark dimensionality reduction
models.

Models Accuracy Precision  Recall F1 AUC
LDA-FDPN 0.8616 0.8628 0.9442 09017 0.8130
LPP-FDPN 0.8710 0.8723 0.9545 009115 0.8219
PCA-FDPN 0.8789 0.8802 0.9632 0.9198 0.8294
FDPN 0.8668 0.8680 0.9499 09071 0.8179

performance. For the other two feature combination
methods (DeepFM and PNN), this paper extracts the
feature information, including first and second-order
features and two different higher-order features, and thus
the prediction ability of the model can be greatly im-
proved to achieve a good prediction effect. Through the
experiment, the effectiveness of the model was also
confirmed. We use LDA (Latent Dirichlet Allocation) and
LPP (Locality Preserving Projects) methods for combi-
nation comparison. LDA is a generation model for doc-
ument topics. Make a guess about the topic distribution of
the document. This model can represent all topics in the
document set in the form of a probability distribution and
realize topic clustering and text classification through the
probability distribution of each topic. LPP is a linear
manifold learning algorithm, which can preserve the local
manifold structure of the original dataset and keep it in
low-dimensional space. LPP is completely unsupervised;
the eigenvectors of LPP are statistically correlated and not
orthogonal. This means that LPP does not introduce
category tags in the process of feature extraction, and
category tags are of great significance for guiding feature
extraction for classification problems.

Table 8 shows different performances under different
dimensionality reduction methods. It can be found that the
FDPN model after PCA dimensionality reduction achieves
the best experimental results. In addition, we can also find
that compared with the FDPN model alone, the use of the
LDA method does not improve the final classification re-
sults; compared with the FDPN model alone, the LPP
method improves the final classification result but is not as
good as the PCA method.

6. Conclusion

This paper presents a new feature combination and structure
model for the shortcomings of existing sports course per-
formance prediction methods. We proposed a new method
(factorization deep product neural network) for PE course
score prediction. The experimental results show that,
compared with the existing performance prediction
methods (LR, SVM, FM, and the DNN), this paper achieves
the best prediction effect on the sports education dataset.
Compared with the optimal traditional methods, the DNN
accuracy and AUC are both improved by 2%. In addition,
there are also significant improvements in accuracy, recall,
and F1. The model proposed by us provides an effective
method for predicting students’ performance in physical
education courses.
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With the continuous improvement of the network hardware environment, people turn the demand target to the network
application environment and the construction of information resources. How to build a network teaching platform for general
undergraduate teaching to ensure the stability of the system and high-quality services during operation especially large-scale
concurrent access will inevitably lead to the increase in the business volume of each core part of the network, the number of visits,
and data traffic. With the growth of the network, the corresponding processing power and computing intensity also increase
rapidly, which causes problems such as overloading of core network equipment, network bottlenecks, and network congestion.
Simply pursuing high-performance hardware to solve problems will undoubtedly result in high cost investment; moreover,
equipment with excellent performance cannot meet the needs of the current rapidly growing business volume. According to the
design goal of the dance online teaching platform, to meet the online teaching load requirements of many people at the same time,
the pressure of the web server cluster must be great. Because many people in online at the same time put too much pressure on the
web server, this part of the network cannot be processed in time, which leads to the phenomenon that the performance of this part
and even the whole network is degraded. In severe cases, it will even cause network communication services to come to a standstill,
that is, the so-called deadlock phenomenon. If the protocol software cannot detect congestion and reduce the packet sending rate,
the network will be paralyzed due to congestion. This situation will cause the problem of movement delay for online dance
teaching, which will seriously affect the quality of teaching. Therefore, the dance online course system should be continuously
improved, the quality of online courses should be continuously improved, and the study of the practical application of load
balancing technology in the network teaching environment has become an important means to solve the relationship between
supply and demand of network teaching. According to the experimental analysis, when the number of Worker” actuators is fixed,
the execution time span of MakeSpan increases with the increase of tasks, while the time required by the optimized load balancing
algorithm proposed in this paper increases by 1.32's on average with the increase of tasks, and the time required by heuristic
algorithm and bee colony algorithm increases by 3.68s and 3.45s on average with the increase of tasks. On the whole, the
optimized load balancing algorithm proposed in this paper has obvious advantages.

1. Introduction

The online dance teaching platform is a digital virtual en-
vironment for teachers and students to implement teaching
activities. On it, teachers can easily design courses, prepare
courses, make teaching courseware and guidance, guide
students to study, check students’ learning situation, and
make scientific and nonquantitative evaluations of students’
learning in a timely manner; students can easily obtain all
kinds of required learning resources and various course

learning-related materials deposited on the network and
conduct real-time or non-real-time two-way interaction
with teachers, while managers use the dance online teaching
platform to organize teachers and students of the whole
school to effectively carry out teaching activities and un-
derstand and evaluate teaching activities such as teachers
and students who choose courses at any time [1-3].
According to the goal of online dance teaching, to meet the
load requirements of many people learning at the same time,
the pressure on the server cluster is very great. If the server
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processing is not timely to form a network jam, then the
action will be delayed in teaching, which will seriously affect
the teaching quality.

To deal with the increasingly prominent network bot-
tleneck problem, the traditional solution is often to improve
the performance of a single machine to achieve the optimal
configuration, which has played a role in certain programs,
but the problem of insufficient load is still prominent or
multiple servers are used to share different tasks; that is to
say, each server plays a different role; for example, one server
provides static pages, another server provides dynamic
pages, and so on. The structure of this server is asymmetric.
The way of distribution, management, and maintenance is
very inconvenient [4]. This paper highlights load balancing
techniques based on this problem. Its basic design method is
to dynamically distribute and allocate customer requests and
make the servers in a symmetrical distribution structure;
that is to say, each server can respond to the outside world
and provide services independently, and each server is in the
same position; through the software, the external requests
are distributed reasonably and evenly to each server in the
symmetrical structure, and the external response is com-
pleted independently, and the high load of the website is
truly realized.

The focus of this paper is to study and improve a dy-
namic load balancing algorithm, so that tasks can be effi-
ciently executed in parallel, and the load balance of each
machine can improve the parallel resource utilization and
overall performance of the task scheduling system. The basic
idea is due to the different processing capabilities of each
computing node in a task scheduling system, the speed of
processing tasks will also be different [5]; lightly loaded
nodes can be selected as Thief according to a certain strategy
and then go to heavy-loaded nodes. It steals task execution
and shares tasks with overloaded nodes, shortens the time
span of the system MakeSpan, and improves the overall
efficiency of the system [6]. Multitask scheduling in parallel
computing is regarded as a classic problem in scheduling
system research, and its computational complexity is also
recognized as a strong NP problem. So far, the research has
not found a most efficient scheduling algorithm. One of the
advantages of cloud computing is that it can use a large
number of heterogeneous and low-configured resources to
realize collaborative computing, thereby reducing the total
computing cost [7]. In the cloud computing environment,
due to the diversity of computing nodes, geographical
dispersion, and various types of resources, multiple tasks
also have different characteristics. Businesses need to con-
sider the service quality and cost of cloud computing data
centers. The experimental heuristic algorithm and bee col-
ony algorithm are compared with the optimized load bal-
ancing algorithm proposed in this paper to verify the
performance and load balancing rate of the improved al-
gorithm. During the experiment, the final completion time
of the task is used, and compared with other algorithms, the
overall performance is improved.

Chapter arrangement of this paper: the first chapter
introduces the related research on dance online teaching by
relevant scholars; the second chapter introduces the
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optimized load balancing algorithm proposed in this paper;
the third chapter introduces the dance online teaching based
on the optimized load balancing algorithm. The problems
existing in the platform are optimized; the fourth chapter is
the summary of the full text.

The innovation of this paper: although online dance
teaching has been developed for a period of time, a scientific
and complete online course system has not yet been formed.
The pressure on the server cluster must be great. Since many
people online at the same time put too much pressure on the
web server, this part of the network cannot be processed in
time, which leads to the phenomenon that the performance
of this part and even the whole network is degraded. This
situation will cause the problem of movement delay for
online dance teaching, which has a serious impact. Based on
this problem, this paper proposes an optimized load bal-
ancing algorithm and studies how to distribute a large
number of tasks equally to the appropriate computer nodes
in the system for computing and executing tasks, so that the
total task execution time MakeSpan is the shortest, and the
load balance of each node in the system is achieved and can
make full use of computer resources.

2. Related Work

The traditional teaching mode is limited to face-to-face
teaching by deeds and deeds. Although this method allows
students to see every dance posture and detail taught by the
teacher, the students cannot quickly recall the details of the
class over time, and the teacher’s attitude towards each
student is very difficult. Dance demonstrations are not
replayable, which greatly limits their application. For the
massive amount of information available on the Internet, in
the same way that the majority of students often go online,
they will browse the corresponding websites to obtain ed-
ucational resources and access relevant question banks to
obtain teaching materials and so on. All these provide huge
resources for the development of distance education [8].
Wu design connects motion capture with contemporary
sports, fully analyzes the role of motion capture in con-
temporary physical education teaching, and proposes mo-
tion parameters obtained by motion capture technology to
monitor motion characteristics in real time and timely
monitor motion technology. Diagnosis and analysis assist
the coach to judge the standard degree of the athlete’s
movement in time, analyze the movement of the athlete, and
give real-time correction and guidance to the standardiza-
tion of the athlete’s movement [9]. Jiang and Wang proposed
to use motion capture to diagnose and analyze the situation
in sports training in a timely manner. The coach can improve
the training content purposefully based on the real-time
activity data captured, thereby improving the effect of
physical education and making physical education more
effective [10]. Wu uses motion capture technology to assist
golf teaching. Wallance uses the motion analysis system to
analyze the professional technical movements of golfers,
explores the golf players’ postures of lifting and hitting the
ball, and analyzes the players’ movements through real-time
captured motion data. It provides the theoretical basis for
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the development of the field [11]. Raheb et al. combined
motion capture technology with volleyball training, analyzed
the volleyball players’ movement postures such as serving
and catching, and established a set of movement posture
database. Through experimental data analysis, volleyball
teaching was improved. The quality of education and the
technical level of students have brought volleyball teaching
into the digital age. Real-time acquisition allows for timely
diagnosis and analysis of the situation during motion and
reflects the quantitative parameters of the video and images
[12]. Maggio et al. introduced the centerless load balancing
algorithm and application in grid computing. However, the
research on distributed load balancing algorithms is still in
its infancy, lacking mature and reliable practical verification
methods, and the existence of multiple coordinating nodes
can easily cause system network congestion [13]. Han et al.
proposed a walking mapping algorithm based on the
premise of motion capture and applied it to a humanoid
biped robot. Through the effective experimental verification
of two robots with different sizes, weights, walking rules, and
step lengths, the robot is similar to humans and effectively
solves a series of problems caused by the sliding of feet and
the ground. Using the Kalman filtering algorithm to predict
motion states for unlabeled monocular video sequences of
human gait, a quantitative method is proposed to auto-
matically identify and track human motion poses and point
out wrong poses [14]. Yan uses motion capture to create
animation, optimizes the production process, and studies
animation synthesis and elimination of slippage, pointing
out that motion capture will become the development trend
of animation creation in the future [15]. Aiming at the
shortcomings of the current dance online teaching system,
Xie proposed and developed a new dance online teaching
system based on the B/S model from the perspective of the
scale and regularization of online dance teaching [16].
Y. Zhang and M. N. Zhang analyzed the importance of
online distance education in the new educational environ-
ment, combined with the reality of online teaching with
multimedia technology, and expounded the specific design
plan for the main functional modules of the system front
desk [17]. Cheng et al. introduced the manifestations of
online dance teaching resources, online learning methods,
online dance teaching platforms, online teaching forms, and
online dance teaching evaluation. The concept of education
technology, including its specific connotation and theoret-
ical basis, has been designed and developed in an all-round
way, including the editing and directing process and online
teaching process of online courses, which has broadened the
vision of educational technology research and formed the
theoretical prototype of the concept of curriculum editing
and direction [18]. Wang and Zheng believed that the online
teaching platform provides users with a wealth of online
learning methods and resources. On the basis of introducing
E-Learning, CC-MS, and OSCMS, combined with the online
and offline teaching mode, an INM-based teaching method
is proposed. The article uses the information network model
to model the entity relationship, the entity complex infor-
mation modeling, and the dynamic modeling for the online
teaching system. Finally, the key technologies of the system

are given, including load balancing, database access, cascade
query, schema-less data addition, and so on, to support the
specific implementation of the system [19].

Classroom teaching based on the network environment
provides objective conditions for practical research for the
implementation of the learning theory of dance courses. At
the same time, dance courses can better guide online in-
teractive classroom teaching and promote the development
of two-way activities between teaching and learning. Based
on the research of the above related literature, the research
on network congestion and online dance teaching is blank.
Based on this problem, this paper proposes an online dance
teaching model based on the optimized load balancing
algorithm.

3. Optimize the Load Balancing Algorithm

In the current teaching reform with a high degree of inte-
gration of information technology and education and
teaching, a series of education and teaching modes such as
blended teaching mode, project-based teaching mode, and
inquiry-based teaching mode have emerged, which will
inevitably speed up the construction of data resource bases
based on various disciplines. The construction of dance
teaching resources is complex and diverse. In addition to the
integration of online dance resources, data collection of
students’ learning evaluation, learning habits, and learning
methods plays an important role in the generation of benign
teaching [20]. The intelligent action analysis software
scoring system provides the data generated by students’
learning for the resource construction of dance discipline.
Through the feedback information of students’ learning
effect and the evaluation data information of learning
process, it is more convenient for teachers to formulate and
adjust teaching strategies reasonably, summarize students’
learning, provide high-quality and effective online resources
for online teaching mode of dance, and give full play to the
advantages of the network.

Load balancing is a cheap, effective, and transparent
method based on the existing network structure, which aims
at expanding the bandwidth of the original network
equipment and servers, increasing the network throughput,
strengthening the data processing capability and improving
the flexibility and availability of the network, and solving the
contradiction between the network supply and the business
demand. Usually, load balancing is used for two purposes.
One is to share a large amount of concurrent access or data
traffic on multiple node devices for separate processing, so as
to reduce the time for users to wait for a response; the other
is to share a single heavy-load operation to multiple nodes.
Parallel processing is performed on the node devices. After
the processing of each node device is completed, the results
are summarized and returned to the user, which greatly
improves the processing capacity of the system. Therefore, in
order to build an efficient and stable dance online teaching
environment, it is necessary to consider how to construct the
system hardware and design the software system to avoid the
possible risks of network bottlenecks, network congestion,
and even application service crashes. A software load



balancing solution refers to the installation of one or more
additional software on the operating system of one or more
servers to achieve load balancing. It is based on a specific
environment, has the characteristics of simple configuration,
flexible use, and low cost, and can meet general load bal-
ancing requirements. Its technical structure is shown in
Figure 1.

Routing is a parameter that reflects the basic perfor-
mance of a network. It can be used as a constraint condition
for path selection and an important criterion for measuring
the quality of a path. The measurement parameters often
used in the network include bandwidth, delay, delay jitter,
cost, packet loss rate, and so on. Based on the different
properties of various metric parameters, these metric pa-
rameters have various synthetic forms, namely, additive
metric, multiplicative metric, and concave metric. The ad-
ditive metric is determined jointly by the characteristics of
all links on the path, such as delay, delay jitter, cost, hop
count, and so on, all belong to additive metrics. Its synthesis
rule is the metric parameter value of the entire transmission
path, that is, the sum of the metric parameter values of each
component link, and the cumulative sum of the metric
parameter values of the transmission path is shown in the
following formula:

s(p)zZs(xi). (1)
i-1

The multiplicative metric is the product of all link
metrics on the path, and the law is the product of each link
metric parameter value, as shown in the following formula:

s(p) = % I s (x;). (2)

Available bandwidth, remaining capacity of router
buffer, and so on are commonly used concave metrics. The
synthesis rule is that the metric parameter value of the path is
the smallest among the metric parameter values of each link,
and the concave metric is determined by the bottleneck link
on the path, such as shown in the following:

s(p) = min [s(x;)]. (3)

In order to reduce the complexity of routing calculation,
the usual practice is to select a metric from the additive or
multiplicative measures, such as delay or number of nodes,
and combine the nonadditive and multiplicative measures
such as bandwidth and resource type as constraints. A path
selection is made. In addition, the establishment of the above
theorem has a prerequisite; that is, the various additive or
multiplicative measures should be independent and un-
correlated with each other.

The basic idea of load balancing technology is that
multiple servers in a cluster system are symmetrical, and
each server has the same status and can respond to service
requests independently without the assistance of other
servers. By using some load sharing technology, the task
request submitted by the client is evenly distributed to a
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server in the system, and the server that receives the task
request can respond to the client independently. Consistency
of server content often relies on shared storage, synchro-
nized updates, or databases. This paper analyzes the number
of three kinds of task stealing and gives its core imple-
mentation function code. For more clarity, comparison is
shown in Table 1.

Since the work-stealing algorithm needs to migrate re-
lated tasks when stealing tasks, there will be some com-
munication and delay overhead. When considering reducing
the overhead caused by these problems, this paper improves
on Thief task stealing timing. The two stealing timings are
stealing tasks when the node is idle and stealing tasks when
the node is about to be idle.

Task reorganization is to estimate the node performance
and regroup the tasks according to the estimated results.
Research shows that the node performance mainly depends
on RAM and CPU and is closely related to the number of
completed tasks. Therefore, when the number of assigned
tasks changes, the formula for calculating the number of
tasks is shown as follows:

N=(1-Ca+(1-Mp. (4)

The memory size of a computer node is an important
factor affecting computer performance. It is generally de-
termined by the storage size of the memory card in the node,
and usually the node is not simply performing a task; it is
always in parallel. Multiple tasks are performed. Therefore,
before it executes a task, it also needs to determine how
much memory space there is in the node, which can be
provided to the task to be executed to determine whether the
memory requirement of the task can be met. The memory
space calculation of the execution node is shown in the
following formula:

Ram S = Ram R — Ram U. (5)

When the ready task queue on a Worker is empty, that is,
the Worker is currently in an idle state and needs dance
teaching tasks, it will become thick and send a task dance
teaching request to the central task scheduling server
Scheduler. The central task scheduler Scheduler finds out the
Worker with the largest load according to the stored load
information of each Worker and sends the relevant infor-
mation of the Worker to Thief; Thief can access the relevant
Worker after receiving the relevant information sent by the
Scheduler and perform dance teaching operations. Different
next nodes can be selected in different areas, that is, in a load
network environment, facing many choices, how to make
the best choice will be a concentrated expression of the
advantages and disadvantages of the algorithm. The first is
the parameter value to measure the performance of a certain
feature of the node, and its formula is shown as follows:

T, =T (v, vy V) (6)
The eigenvalue of a certain characteristic of a node is

jointly determined by multiple vectors, and the eigenvalues
of different load points are determined under the influence
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TaBLE 1: Comparison of the number of stealing tasks in different tasks.

Additive series Multiplication series Dichotomy
Initial value Stealinitial Stealinitial None
Number of steals for the nth time N = stealinitial Stealinitial Half the number of victim tasks

Functional interface Intsetstealnum (worker victim)

Intsetstealnum (worker victim) Intsetstealnum (worker victim)

of multiple vectors. The selection formula is shown as
follows:

T(t+2) = f(T(t),%). )

In the case of a large number of users accessing the web
server concurrently, how to apply some software mechanism
for load balancing in a cluster of web servers to ensure better
quality of access for users. Ultimately, the purpose of
building a complete, unified, technologically advanced, ef-
ficient, stable, safe, and reliable management information
system is achieved.

4. Design of Dance Online Teaching System

4.1. Analysis of Correlation Causes of Network Congestion and
Action Delay. At present, a series of education and teaching
modes such as the high integration of information tech-
nology and education and teaching, blended teaching mode,
project-based teaching mode, and inquiry-based teaching
mode have emerged, which will inevitably speed up the
construction of data resource bases based on various dis-
ciplines. The construction of online dance resources is
complex and diverse. In addition to the integration of online
dance resources, the data collection of students’ learning
evaluation, study habits, and learning methods plays an
important role in the generation of benign teaching. The

platform server structure of dance online teaching is shown
in Figure 2.

Because servlet runs on the server side, it can generate
web pages dynamically and can share data among various
programs, so it is easy to realize database connection pool.

Resin is a container for parsing JSPs and servlet, and it
supports load balancing to improve reliability. Resin comes
with its own Http server and also serves as an srun server. In
addition, Resin supports the database buffer pool very well,
and the DBPool it provides encapsulates the bufter pool, so
long as it is configured in Resin.conf and then referenced in
the compiled jsp or servlet. The dance online course system
must be continuously improved, and the quality of online
courses must be continuously improved. Although online
dance teaching has developed over a period of time, a sci-
entific and complete online course system has not yet been
formed. Online courses are random, and many of them are
not of high quality in terms of teaching content and re-
cording, which affects the teaching effect. According to the
design goal of the dance online teaching platform, to meet
the online teaching load requirements of many people at the
same time, the pressure of the web server cluster must be
great. Because many people in online at the same time put
too much pressure on the web server, this part of the net-
work cannot be processed in time, which leads to the
phenomenon that the performance of this part and even the
whole network is degraded. In severe cases, network
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communication services may even come to a standstill, that
is, a so-called deadlock phenomenon occurs, causing data
packets sent through the network to experience extremely
long delays due to the network being crowded with data
packets. If the protocol software fails to detect congestion
and reduce the rate at which packets are sent, the network
will be paralyzed by congestion. This situation will cause the
problem of movement delay for online dance teaching,
which will seriously affect the quality of teaching.

The action intelligence analysis software scoring system
provides the data information generated by students’
learning for the resource construction of dance disciplines.
Through the feedback information of students’ learning
effects and the evaluation data information of the learning
process, it is more convenient for teachers to formulate and
adjust teaching strategies rationally. Summarize students’
learning, provide high-quality and effective online resources
for the dance blended teaching model, and give full play to
the advantages of the network.

4.2. Dance Online Teaching Platform Based on Optimized Load
Balancing. The reason for studying the load balancing
technology in the dance online teaching system is that the
dance online teaching platform is built for a large-scale user
group, providing HTTP, FTP, RTSP, MMS, PNA, and other
online or offline methods. It is a kind of network application,
which has high requirements on the real-time performance,
stability, and data consistency and integrity of the system,
and integrates a variety of services.

Load balancing is based on the existing network
structure, aiming to expand the bandwidth of the original
network equipment and servers, increase the network
throughput, strengthen the data processing capability, im-
prove the flexibility and availability of the network, and solve
the problem between the network supply and the business
demand. Usually, load balancing is used for two purposes.
One is to share a large amount of concurrent access or data
traffic on multiple node devices for processing, so as to
reduce the time for users to wait for a response; the other is
to share a single heavy-load operation to multiple nodes.
Parallel processing is performed on the node devices. After
the processing of each node device is completed, the results
are summarized and returned to the user, which greatly

improves the processing capacity of the system. Finally, the
purpose of building a complete, unified, technologically
advanced, efficient, stable, safe and reliable management
information system is achieved.

According to the above analysis of the application
characteristics and service types of the dance online teaching
platform, this paper adopts a combination of hardware and
software to balance the system load. That is, the server cluster
technology is selected on the system hardware architecture,
and the software load balancing solution is adopted at the
same time. A software load balancing solution refers to the
installation of one or more additional software on the op-
erating system of one or more servers to achieve load bal-
ancing. It is based on a specific environment, has the
characteristics of simple configuration, flexible use, and low
cost, and can meet general load balancing needs. Cluster
technology refers to the technical method of dividing the
existing servers into several groups by analyzing the service
types accessed by customers, so that multiple servers in the
same group can handle certain or similar service requests, so
that a large number of concurrent accesses can be shared to
the corresponding servers or server groups for processing
according to their types. By configuring Resin.conf, enable
Resin’s own load balancing engine. Resin’s load balancing
engine can actually start multiple Java response processes
and perform load balancing through internal mechanisms.
Assuming n=3 here, this paper adopts the configuration
scheme of multiple IP addresses and one port.

The test of the system is mainly aimed at concurrent
access to examine the responsiveness of the system. The
specific method is to use the concurrent access test tool to
directly access the database query page in the platform. The
test tool adopts the ab test tool that comes with Apache. The
test process is divided into a single server running test and
two servers running the test at the same time. In these two
environments, the number of requests the system responds
to per second and the processing time of each request are
tested, respectively. The test results are shown in Figures 3
and 4.

It can be seen from the figure that the number of re-
sponses per second of the dual-server service is much higher
than that of the single-server service when there is a small
number of concurrency. With the continuous increase of the
number of concurrency, the single and dual-machine
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services will reach a certain dynamic balance, but the dual-
machine service waveform is higher than the single-machine
service waveform. This is because Resin parsing and NFS
services are required internally during dual-server services,
which will temporarily affect the number of responses.
However, as the number of concurrency continues to in-
crease, the number of responses for dual-server services will
increase; according to the number of user visits, the growth
of the amount of stored data can flexibly increase the
number of servers and the capacity of network storage to
effectively control the service quality of the entire system.

4.3. Experiment on Scheduling Optimization of Dance Online
Teaching Server. The web server cluster is the unified portal
for the external services of the dance online teaching system,
and the user generates a service request relationship with the
web server cluster through the browser. On the corre-
sponding servers in the web server cluster, each server re-
sponds separately. In the intermediate server cluster, the
database server is used to store various dynamic informa-
tion, courseware resources, and user data; the streaming
media server mainly provides streaming media-based
courseware on-demand and video services, and the voice
server provides real-time online voice interaction services.
And all the intermediate server clusters have their own
network storage.

The modular combination of various functions of the
system should be carried out in accordance with the
principles of low coupling and high aggregation. The level
of coupling itself represents the strength of the interde-
pendence and connection between programs among the
various modules of the system while the level of aggregation
represents the intrinsic relationship between the functional
programs of each module itself. Here, the module differ-
entiation is carried out in the form of low coupling, which is
to reduce the dependencies between modules as much as
possible, so that their respective program codes are

independent of each other, so that it is not easy to be
confused in development, and it is also conducive to the
testing and maintenance of project code. The problem will
not have too much impact on other modules; the purpose of
using the high-aggregation form is to make the imple-
mentation codes within the module itself closely inter-
connected, so that the function of the module can be used
more smoothly and closely. The ultimate goal of this design
method is to improve the maintainability of the system
design and its later scalability. This paper conducts ex-
periments on the Cloud Sim platform and gives some
experimental results for further verification. In order to
make the experimental results of this paper more accurate,
the number of virtual machines in the experiment is 50 and
100. Every time a group of data is tested, 20 task requests
are input, and all the obtained values are recorded as the
experimental data of this paper. The experimental results
are shown in Figure 5.

The experimental results are stable in a certain range,
which proves that the load balancing algorithm is stable in
the process of executing cloud task allocation, which shows
that the algorithm can ensure that the task allocation can be
completed in a limited time when applied to the actual
cloud platform. Due to the initial random selection of
samples and assignment of tasks to select the first virtual
machine, coupled with the uncertainty of the selection
results in the iterative formula, the algorithm results will be
unstable. Stability means that the experimental results will
be stable in a certain range of values, and the curve of the
optimal results will tend to be stable. This is because there
will always be the best possible results in the system. Then,
as the number of experiments increases, the optimal results
of the system will tend to a stable value, while the worst
results have no rules to follow, and the curve fluctuates
greatly. In theory, concentrating all tasks on one virtual
machine will produce the worst result, but in fact the al-
gorithm selection strategy guarantees that this situation is
impossible, and tasks will be allocated to different virtual
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FIGURE 5: 20 experimental results of cloud tasks under different
virtual machines.

machines for execution, so the most bad results do not
appear stable. In this paper, the optimal result of the ex-
periment is calculated by adjusting the number of virtual
machines. The worst result and the average result are used
to simulate the number of network task nodes in the
simulation dance online teaching. The experimental results
are shown in Figure 6.

In all graphs, the best, worst, and average curves grow
roughly linearly. This is because when the virtual machine is
fixed, as the number of cloud tasks grows, the system
consumes more time complexity. Moreover, the linear
growth of the average result in the figure can indicate that
the load balancing algorithm does not depend on the change
of the virtual machine, and the algorithm is stable and in-
dependent. The average curve in the graph measures the
average efficiency of the algorithm. In the first half of the
curve, the curve shows steady growth, which shows the
stability of the algorithm. In the range that the virtual
machine can bear, the algorithm has stable efficiency.
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FIGURE 6: The results of different virtual machines changing the
experiment.

4.4. Comparison of Optimized Load Balancing Algorithms.
In order to verify the validity of the experiment, the opti-
mized load balancing algorithm proposed in this paper is
compared with the heuristic algorithm and the bee colony
algorithm, and three Work task executors are set to execute
the task. The index test results are shown in Figure 7.

It can be seen from the figure that when the number of
Worker executors is certain, as the number of tasks in-
creases, the execution time span MakeSpan increases, and
the time required for the optimized load balancing algorithm
proposed in this paper to complete the task increases on
average with the increase in the amount of tasks (1.32s). Asa
comparison, the time required for the heuristic algorithm
and the bee colony algorithm task increases on average by
3.68s and 3.45s with the increase of the task volume.
Overall, the optimized load balancing algorithm proposed in
this paper has obvious advantages. It is not difficult to find
from the test results that the number of servers and the
capacity of network storage can be flexibly increased to
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effectively control the service quality of the entire system
according to the growth of the number of users accessing the
platform and the amount of stored data.

5. Conclusions

Load balancing is an important aspect that affects the
performance of the scheduling system. At present, with the
reduction of computer hardware cost and the popularity of
high-speed networks, network-based parallel computing
and distributed computing are also popular. In the dance
online teaching platform, by increasing the number of web
servers and application servers, server clusters are realized,
and at the same time, Resin analysis is used between the web
server clusters to achieve load balancing, which effectively
improves the system service performance and increases the
number of users supported by the system. Quantity makes
the system highly scalable and flexible. Practice has proved
that with a certain number of Worker executors, with the
increase of tasks, the execution time span of MakeSpan
increases, and the time required for the optimized load
balancing algorithm proposed in this paper to complete the
task increases on average by 1.32 s; as a comparison, the time
required for the heuristic algorithm and the bee colony
algorithm task increases on average by 3.68 s and 3.45 s with
the increase of the task volume. Overall, the optimized load
balancing algorithm proposed in this paper has obvious
advantages. Applying load balancing technology in the es-
tablishment of an online dance teaching platform for large-
scale user groups is an inexpensive and effective method to
expand server bandwidth and increase throughput. It can
not only increase network data processing capacity but also
improve network performance. This case has great reference
significance for building similar large-scale network
applications.

When studying the work of dynamic load balancing
algorithm, the factors of resources, tasks, and other indi-
cators are considered less, which is far behind the factors
affecting scheduling in the actual scene. In the future re-
search and design of dynamic load balancing algorithm, we

should try our best to make the defined indexes closer to the
actual application scenarios.
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Internet technology has a great impact on the application and development of libraries. In order to provide users with more
convenient and efficient services, this paper puts forward the development strategy of unmanned intelligent digital libraries in the
era of “Internet +.” Design by IntelliSense module, network transmission module, data storage and analysis module, and in-
telligent service module of no wisdom digital library service mode, IntelliSense module using RFID technology, close range
wireless communication technology, and other Internet technologies to collect the wisdom of unmanned services of all kinds of
information in the digital library; use network transmission module of the wireless LAN network, Internet technology such as
RFID network to transmit information collected to store in a data storage and analysis module; and at the same time using k-
means clustering algorithm in data mining techniques such as analysis of collected data, based on the analysis results provide users
with intelligence services such as search, wisdom is recommended. The experimental results show that the developed strategy
meets the expected functional requirements, can accurately perceive the location of data, and effectively realize the intelligent

service function.

1. Introduction

Under the background of the Internet era, compared with
previous libraries, the system service of smart digital libraries
is becoming more and more perfect, and the information
behavior of users presents the characteristics of the Internet
[1]. Users’” access to information has taken on a new form
and is constantly developing in the direction of intelligence,
informatization, digitization, and modernization [2], and
information behavior is becoming more and more conve-
nient. In the “Internet +” era, information resources are
more abundant and platform systems are more integrated.
However, at present, there are some problems in the service
of a smart digital library, which need to be handled in time,
establish and improve the mechanism, and improve the
service quality of the smart digital library. “Internet +”

brings a new development opportunity for the construction
of a smart digital library. Combined with the construction of
a smart digital library, it can use “Internet +” to fuse different
information [3], cross-border integrate information, and
achieve the goal of information service. “Internet +” is the
product of social development and the crystallization of
science, technology, and economic development [4]. The
construction of the smart digital library is affected by the
Internet. It combines other industries with library infor-
mation so that library information can be combined with all
industries and fields that can be connected and contact
institutions in different places.

The concept of a smart digital library was first put
forward by foreign library circles [5]. Whether it is theo-
retical research or practical research, its starting point and
purpose are to realize the universality and intelligence of a
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smart digital library, so as to provide users with intelligent
and personalized services. Around 2003, the library of
University of Oulu in Finland launched a service called
“smart library” [6]. Smart library is a space-free and per-
ceptible mobile library service that can be used anywhere
there is Internet. As for the definition of a smart digital
library, different scholars in China have given different
expressions from different angles. From the perspective of
sensor computing, Yan Dong proposed that smart digital
library =library + Internet of Things+cloud compu-
ting + intelligent equipment [7]; from the perspective of big
data and ubiquitous learning, Wang Weiqiu proposed that
smart digital library was the integration of digital library,
intelligent perception equipment, big data analysis, and
ubiquitous learning space [8]; from the perspective of hu-
manized service and management, Pingping proposed that
the smart digital library had changed the interaction mode
between users and library facilities, systems and information
resources through modern information technology, so as to
make the service and management of the library more in-
telligent [9]. Based on the views of the abovementioned
scholars, it can be considered that the smart digital library
should be a new generation library that takes the digitization
of resources as the premise and is based on the Internet of
Things technology, Internet technology, and mobile ter-
minals, guided by the needs of readers, is not limited by
space, can be perceived, and continuously improves the
reader experience, which is the future development direction
of the library.

In recent years, with the continuous development of
ubiquitous Internet technology based on mobile Internet
and Internet of Things and the continuous expansion of
mobile terminal functions, the information service mode
based on situational perception, ubiquitous computing,
intelligent judgment, and multidimensional interaction
will be the main direction of the development of smart
library in the future. At present, some scholars have done
relevant research on the development strategy of a smart
digital library. Wu introduced the intelligent library per-
sonalized recommendation service system based on in-
telligent technology [10]; combined with the characteristics
of a ubiquitous and intelligent smart library, Bi et al.
constructed a hierarchical model of a ubiquitous smart
library from the bottom-up from the perspective of user
service [11]; and Cui and Wu introduced the intelligent
service system of Library of Nanjing University, including
the construction and transformation of physical venues, the
construction of information service platform and the
construction of intelligent services, and introduced the
construction and implementation of its intelligent library
in detail [12, 13].

In order to predict the future development of the un-
manned service command digital library, this paper studies
the development strategy of the unmanned service smart
digital library in the era of “Internet +,” and provides users
with smart search, smart recommendation, and other smart
services, hoping that the research content can improve the
service quality of the smart digital library.
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2. Materials and Methods

“Internet +” refers to a new form of business developed by
the Internet under the impetus of innovation 2.0, and a new
form of economic and social development evolved and
spawned by the Internet under the impetus of knowledge
society innovation 2.0. “Internet +” is a further practical
achievement of Internet thinking. It represents an advanced
productive force, promotes the continuous evolution of
economic forms, drives the vitality of social and economic
entities, and provides a broad network platform for the
reform, innovation, and development of unmanned smart
digital libraries.

2.1. Resource Feature Extraction of Unmanned Intelligent
Digital Library. The intelligent service mode of an un-
manned intelligent digital library is composed of four main
parts: intelligent sensing module, network transmission
module, data storage and analysis module, and intelligent
service module, as shown in Figure 1.

Intelligent sensing module refers to the use of a variety of
Internet technologies to connect users, information re-
sources, unmanned intelligent digital libraries, and so on so
that they become an organic whole, so as to achieve the
interconnection of information among the three.

When extracting the resource features of the unmanned
service intelligent digital library, it is regarded as the
combination of the user’s interests and the resource char-
acteristics, that is, the matching of the student’s personalized
portrait and the resource features of the unmanned service
intelligent digital library. Therefore, after completing the
construction of the personalized portrait of students, the
resource features of the unmanned intelligent digital library
are extracted [8]. Then the matching calculation is carried
out for the attribute characteristics of the resources of the
unmanned intelligent digital library, and the conditions are
provided for the subsequent resource recommendation and
detailed display. In the specific operation, it is necessary to
determine the distribution of resource data of the unmanned
intelligent digital library. In the heterogeneous data storage
environment of the unmanned intelligent digital library, the
decision-making feature preference of resource data is in-
troduced, and the integration of student personalized por-
trait and resource feature data is realized. In this process, the
following formula can be used:

— Aﬂ
w3 (B-C) ()

i=1

W

In Equation (1), W, represents the resource charac-
teristic data of the unmanned intelligent digital library
obtained through the abovementioned operation; A, rep-
resents a user personalized portrait tag corresponding to the
feature data; B; represents the characteristic value of all
unmanned smart digital library resources; C; represents the
personalized portrait label of the student corresponding to a
specific unmanned intelligent digital library resource.
According to the abovementioned equation, complete the
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FiGure 1: Intelligent service mode of unmanned digital library.

fusion of student personalized portrait and resource feature
data, and then need to fuse all resource feature data. The
specific equation is given as follows:
Gy =K xK; xW (2)
In Equation (2), Gy represents the objective function of
resource feature extraction of unmanned intelligent digital
library; K; represents the weight coefficient during feature
extraction under a certain recommended delay J condition;
and K; represents the feature extraction weight when the
consumption is L in the feature extraction of the resources of
an unmanned intelligent digital library. According to the
abovementioned operations, the integration of various re-
sources in the unmanned intelligent digital library is real-
ized. After the integration, the feature data needs to be
reconstructed in multidimensions. The fusion matching
method can be introduced to reconstruct the data, and the
reconstructed data can be imported into the recommen-
dation database of the unmanned intelligent digital library
according to the abovementioned operation, so as to
complete the resource feature extraction task of the entire
digital unmanned intelligent digital library.

abc*

2.2. RFID-Based Book Location Sensing Algorithm. FRID
technology is used to collect book locations in an intelligent
digital library without human service. According to the
workflow of FRID technology, the sensing method based on
frequency domain phase difference is used to sense the
distance between tag reader and tag in the two-dimensional
space of an intelligent digital library without human service;
based on the two-dimensional spatial distance sensing re-
sults of the intelligent digital library without human service,
the trilateral measurement method is selected to sense the
three-dimensional coordinate position data of the book tag
to be perceived in the intelligent digital library without
human service.

2.2.1. Two-Dimensional Distance Perception. According to
the working process of FRID technology, the reader
transmits carrier signals with different frequencies [14-16].
After a certain distance, the signal is received and reflected
by the book tag. The reader obtains the reflected signal and
determines the distance between the book target (the tag to
be perceived) and the tag reader (the location coordinates



are known) based on the signal phase difference. The specific
process is given as follows.

Ignoring the time required for the process from book tag
receiving to transmitting carrier signal, As and a are re-
spectively used to represent the time required for the process
from reader transmitting carrier signal to receiving reflected
signal and the propagation speed of RF signal in the air, so as
to obtain the expression of speed distance d:

d = aAs, (3)

where 3 and p are respectively represented the phase and
carrier frequency experienced by the reader carrier signal
from the transmission to reception.

2.2.2. 3D Position Perception. After determining the dis-
tance between the book tag to be perceived and the tag
reader in the two-dimensional space of the intelligent digital
library without human service, it can select the trilateral
measurement method to perceive the three-dimensional
coordinate position data of the book tag to be perceived in
the intelligent digital library without human service [17].

d; (i = 1,2,3) represents the distance between the three
readers and the tag, and the coordinate (x;, ¥;) (i = 1,2,3) of
each reader is known, so as to obtain

d; =[x~ x0) + (3~ )2 (4)

On this basis, the position coordinate (x;, y,) of the
book tag to be perceived in the intelligent digital library
without human service can be determined by constructing
the equation.

The distance relationship between the reader i and the
book tag to be perceived in the three-dimensional space of
the intelligent digital library without human service can be
described by the following equation:

di2 =[(x=x)+(y-p) + (2 - Zi)]z' (5)

Equation (5) is defined as a spherical equation. Since the
tag is a common point, according to the geometric rela-
tionship, the position data of the book tag to be perceived in
the intelligent digital library without human service deter-
mined by four readers [18] can be obtained, so as to obtain
the distance equation group between the book tag and the
reader.

From the abovementioned description, it can be seen
that accurately obtaining the distance between the book tag
to be perceived and the tag reader in the two-dimensional
space of the intelligent digital library without human service
is the basis for obtaining the high-precision three-dimen-
sional position coordinate data of the books in the intelligent
digital library without human service.

If the distance between each tag reader and the book tag
has high accuracy, and the tag reader is set in different
corners of the intelligent digital library without human
service, which can avoid multiple tag readers from being in
the same straight line with the book tag, then Equation (5)
must have a unique solution. However, in the process of
actually perceiving the book located in the intelligent digital
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library without human service, the calculation result of the
distance between the tag reader and the book tag has a
certain error [19], resulting in no solution in Equation (5). In
order to solve this problem, it is necessary to use the selected
gradient descent method to calculate the solution that makes
Equation (5) approximate.

A coordinate position of the book tag to be perceived in
the environment of the intelligent digital library without
human service is selected, and Equation (6) is used to de-
termine the distance between each reader and the coordinate
point of the book to be perceived as follows:

dy; = \/[(xo = %)+ (o - v:) + (20— 2)]" (6)

The actual distances d; and d; between the book tag and
the ith reader are subtracted to obtain the error wyy,.

After perceiving the relevant information of the intel-
ligent digital library without human service, it can use the
network transmission module to transmit the perceived data
to the data storage and analysis module and store it. Data
mining technology is used to analyze the perceived data, and
realize different smart services according to the analysis
results.

2.3. Data Storage Analysis of Intelligent Digital Library
without Human Service Based on Data Mining. Based on the
perceived data information of the intelligent digital library
without human service, a personalized service-oriented big
data mining process of the intelligent digital library without
human service is designed, as shown in Figure 2.
According to Figure 2, data mining, also known as
knowledge discovery in the database, is a hot topic in the
field of artificial intelligence and database research. It helps
decision-makers adjust market strategies, reduce risks and
make correct decisions. In the big data mining imple-
mentation scheme shown in Figure 2, the main modules are
divided into data collection, role modeling, algorithm
implementation and result storage, and front-end applica-
tion. Role modeling, algorithm implementation, and result
storage belong to the offline part, and the online part in-
volves data collection and front-end application [20].

2.3.1. K-Means Clustering Algorithm. The clustering algo-
rithms in the process of data analysis stored in the intelligent
digital library without human service mainly include hier-
archy-based, partition-based, and density-based algorithms
[21], among which the most commonly used and effective is
the partition-based K-means clustering algorithm. Its spe-
cific implementation process is given as follows:

(1) Firstly, randomly select k vectors as the center of
each class.

(2) Let E be a two-dimensional membership matrix of
cxn. If the j-th vector x; belongs to class i, the
element e;; in matrix E is 1, otherwise, it is 0. That is,
for each k# j and when I1X; =Gl <1X; = Cll, e
value is 1, otherwise the value of €;j is 0.
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provide users with functional services

End

FIGURE 2: Implementation process of data mining.

(3) Calculate the value of objective function J according
to ¢;;, and stop if it is less than a threshold or the
difference between two consecutive times is less than
a threshold.

(4) Calculate the center C; of each cluster G; according
to e;: C; = ) X,/IGl, and G; is the number of el-

i€G;
ements in the ‘cluster. Then go back to step (2).

Although K-means algorithm has attracted much at-
tention due to its advantages such as simplicity and effi-
ciency, it still has some limitations, mainly as follows:

(1) Clustering results are excessively dependent on the
selection of initial values [22], and the accuracy and
stability of clustering results are poor

(2) The algorithm is very sensitive to outliers [23], and
there are large errors in the clustering results

2.3.2. Improved K-Means Algorithm. To solve the above-
mentioned problems, an improved K-means algorithm
based on the principle of natural nearest neighbor density
and maximum-minimum distance is proposed to optimize
the selection of initial clustering centers. Starting from the
internal distribution characteristics of the stored data in the
intelligent digital library without human service [24], the
algorithm can adaptively determine the data density, avoid
the problem of artificial parameter setting, and objectively
and truly reflect the distribution characteristics of the stored
data in the intelligent digital library without human service,
so as to find a high-quality initial center to solve the dis-
advantage that the initial center point randomly selected by
the traditional K-means algorithm is not representative. At
the same time, it can eliminate the influence of outliers on

the clustering results, so as to improve the accuracy and
effectiveness of the final analysis results when clustering the
relevant data of the intelligent digital library without human
service. The improved algorithm flow is given as follows.

Stepl. For the relevant data set of the intelligent digital
library without human service, find out the natural nearest
neighbor of the relevant data sample point x; of each in-
telligent digital library without human service according to
the natural nearest neighbor search algorithm, and deter-
mine the density function of the relevant data points of each
intelligent digital library without human service. The
equation is given as follows:

1
de (xi) =
Y ki x))

x;ENN, ) (i)

x 1y, (7).

(7)

In Equation (7), n, (i) represents the number of times that
the relevant data sample points of the intelligent digital library
without human service appear in the r neighborhood of the
relevant data sample objects of the other unserviceable smart
digital libraries, that is, the number of natural nearest neighbors
of sample i, NN, (i) represents the natural nearest neighbor
set of the relevant data points of each intelligent digital library
without human service, and k; (x;, x ;) is the European distance
between the relevant data points x; and x; of the intelligent
digital library without human service.

Step 2. Delete the relevant data sample points of sparse
intelligent digital library without human service satisfying
condition to obtain the relevant data intensive sample point
set X' of an intelligent digital library without human service.

Step 3. Select the highest density in X', i.e., x of de ns,,, (x),
as the first initial clustering center c;; the longest distance
mentioned above is the standard [25], to look for the second
center point ¢,; and so on until we get k initial clustering
centers C = {c;, ¢y, +, ¢}

Step 4. Calculate the attribute weight of the dataset.

Step 5. Calculate the weighted Euclidean distance between
all the relevant data sample points of the intelligent digital
library without human service and the k initial cluster
centers obtained in step 3, where x € X and ¢ € C. Assign
each relevant data point of the intelligent digital library
without human service to the nearest center [26], forming k
clusters, and each cluster is represented by its cluster center.

Step 6. Recalculate the cluster center according to the
clustering results of step 5.

Step 7. Repeat step 5 with the results in step 6 as input until
the cluster center does not change or the cluster reaches the
maximum number of iterations.

Step 8. Output k class clusters.
It can be achieved through the abovementioned process.



3. Experimental Results

This paper studies the development strategy of the intelligent
digital library without human service in the “Internet +” era.
Taking the University Library as the research object, this
paper adopts the development strategy to build an intelligent
digital library without human service and verifies the actual
performance of the development strategy studied in this
paper through experiments. The results are given as follows.

3.1. Functional Test. The main content of the functional test
is to test the performance of book borrowing and automatic
return under the development strategy studied in this paper.
In order to ensure the robustness of book borrowing and
automatic book return to the input content, the black box
test method is adopted based on the functional requirements
of different module designs.

3.1.1. Performance Test of Book Borrowing. The black box
test method is used to test the book borrowing function
under the development strategy of this paper. The test cases,
expected outputs, and actual outputs are shown in Table 1.

According to the analysis of Table 1, under the devel-
opment strategy of this paper, book borrowing first needs to
scan the user’s library card to determine the user’s identity.
After determining the identity of the book borrower, it needs
to scan the books to bind the relevant information of the
book borrower (library card number) and book information
(ISBN number), and then click the OK button to complete
the book borrowing. According to the analysis of Table 1, the
book borrowing function under the development strategy of
this paper can identify whether the user’s relevant infor-
mation (library card number) is registered or not, judge the
upper limit of books that can be borrowed according to the
user’s relevant information (library card number), and
prompt “user does not exist” for unregistered users.

The actual output of the relevant test cases in Table 1 is
completely consistent with the expected output, which
shows that the book borrowing function under the devel-
opment strategy of this paper meets the expected
requirements.

3.1.2. Performance Test of the Automatic Book Return
Module. The black box test method is used to test the au-
tomatic book return function of the research object under
the development strategy of this paper. The test cases, ex-
pected outputs, and actual outputs are shown in Table 2.

Analysis of Table 2 shows that the automatic book return
function under the development strategy of this paper can
identify whether the books exist, whether they are borrowed,
whether they are returned, and the location of the returned
books. The actual output of the relevant test cases in Table 2
is completely consistent with the expected output, which
shows that the design of the automatic book return function
under the development strategy of this paper meets the
expected requirements.
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3.2. Position Perception Error Analysis. Select different types
of books (poetry books, astronomy books, and medical
books) and analyze the perception results of book sample
location data under the development strategy of this paper.
The results are shown in Figures 3-5.

From Figure 3 to Figure 5, under the development
strategy of this paper, the position perception error of
different types of book samples in different directions is
controlled within 4.5 cm, which is significantly lower than
the standard position perception error threshold of 10 cm
generally recognized in relevant fields. The reason is that this
method designs a personalized service-oriented big data
mining process for unattended smart digital libraries based
on the perceived data information of unattended smart
digital libraries, which is conducive to controlling errors to a
certain extent. This shows that under the development
strategy of this paper, the position perception accuracy of
different types of book samples is higher.

3.3. Data Mining Performance Analysis. Taking the user
information in the research object as an example, according
to the cluster center obtained from the clustering results, the
medical book users are divided into five interest groups, and
the clustering accuracy under different K values is analyzed.
The results are shown in Figure 6, the specific situation of
clustering division is shown in Figure 7, and the book
recommendation is realized according to the user clustering
results, and results are shown in Figure 8.

According to the analysis of Figure 6, under the con-
ditions of different K values, the clustering accuracy of the
method in this paper shows a trend of gradually increasing at
first and then significantly decreasing. When the K value is
increased from 3 to 8, the clustering accuracy of this method
is improved from 93.5% to 98.5%; with the continuous
improvement of K value, the clustering accuracy of this
method gradually decreases. When the K value reaches 12,
the clustering accuracy of this method will be less than 90%.
This shows that the optimal clustering accuracy can be
obtained when the K value in this method is 8.

After the user’s interest group division results shown in
Figure 7 are obtained, the borrowing record data of
“Tonghao” users in the interest group can be analyzed as part
of the reference basis for recommendation in the next step.
For example, for target user 07, who likes traditional Chinese
medicine, find out the most similar users in the interest
group (user 33 and user 48), And recommend the relevant
borrowing of these users to the user (see Figure 8).
According to the analysis of Figure 8, most of the data
borrowed by users 33 and 48 are borrowed by user 07, which
shows that this method can effectively realize the intelligent
recommendation function.

4. Recommendations

In view of the current development status of China’s in-
telligent digital library without human service, this paper
puts forward the following suggestions for the development
of intelligent digital libraries without human service.
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TaBLE 1: Test cases and output of book borrowing function.

Test case ID Expected output Actual output

1 Please scan books Please scan books

2 Please scan the library card Please scan the library card

3 Wrong library card number input Wrong library card number input

4 Exceeding the maximum borrowing amount Exceeding the maximum borrowing amount
5 Borrowing succeeded Borrowing succeeded

TaBLE 2: Test cases and output of automatic book return module.

Test case ID Expected output Actual output

1 Return the book successfully Return the book successfully

2 The ISBN number of this book does not exist The ISBN number of this book does not exist
3 Please scan books Please scan books

4 The book has been returned The book has been returned

5

This book is placed in column X of XX cabinet in XX district This book is placed in column X of XX cabinet in XX district
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FIGUure 5: Medical books.
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FIGURE 4: Astronomical books. FIGURE 6: Clustering accuracy under different K values.
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4.1. Strengthening Top-Level Design and Formulating the
Action Plan of “Internet + Library”. “Internet +” has become
a new engine to promote social, economic, and cultural
development. The state council, provinces and cities, and
industries have successively formulated “Internet +” action
plans. “Internet +” also has a profound impact on libraries
and promotes the transformation and development of li-
braries. Libraries should seize the opportunity, strengthen
top-level design, scientifically formulate the “Internet + li-
brary” action plan, clarify the objectives, paths, and key
measures of library transformation under the “Internet +”
background, explore the implementation scheme of the
“Internet + library” action plan and accelerate the deep in-
tegration of the Internet and libraries; it should strive to
explore the impact of “Internet +” on library service concept,
service mode, resources, organization, management, etc.,
have the courage to break down various obstacles incom-
patible with the development of “Internet +,” speed up the
reform process, stimulate innovation vitality, and improve
service efficiency and efficiency. In this regard, Zhejiang
Provincial Public Library is at the forefront of national li-
braries. In July 2015, Zhejiang Library, together with 11
municipal public libraries in the province, jointly released
the “Internet +” action plan of Zhejiang Public Libraries,
proposing to make library services more accessible through
cross-border integration, make resources easier to find,
enrich resource supply, and enable the public to enjoy more
fair, efficient, high-quality and convenient public cultural
services.

4.2. Establishing and Improving the System and Articles of
Association to Ensure the Storage Security of Digital Infor-
mation Resources. In order to improve the service quality of
digital library and ensure the effectiveness of information
resources, colleges and universities need to constantly up-
date the mechanism and concept, do a good job in the
resource management and development of digital libraries,
give full play to the role and value of digital library, and
realize the goal of scientific management of digital library. In
order to improve the service quality and order of digital
library, during the construction of the university library, it is
necessary to build an information resource service system,
based on the interaction of administration, economy and
law, give full play to the advantages of administrative and
economic means, and give full play to the role of the legal
system, so as to fully implement administrative, economic
and legal standards, establish and improve systems and
mechanisms, and form a service system for rational use and
efficient management of information resources.

At the same time, it is necessary to do a good job in the
management of professional equipment and computer
equipment. In order to maintain and test the security of
digital library in time and ensure the security and efficiency
of electronic resources and network information, we should
give full play to our own advantages, strengthen the man-
agement of electronic equipment and computer equipment,
build and optimize the rules and regulations system so that it
can have a legal basis. In the library service of colleges and

universities, only by doing a good job in the management
planning of digital literature and information resources can
the computer application level be improved, the digital and
information resources can be stored safely for a long time,
the utilization and development of information resources
can be done well, and the scientific and technological
achievements can be fully combined with social develop-
ment so that the library service of colleges and universities
can develop toward the direction of digital society and
actively adapt to the digital era.

4.3. Making a Good Job in the Construction of Service Content.
The digital library of colleges and universities has the
characteristics of ubiquity and digitization. College teachers
and students can obtain information for the first time in
different environments and at different times. In order to
ensure the scientificity and rationality of information con-
struction, it is necessary to do a good job in the construction
of information resource service content.

4.3.1. Providing Information Independently. This is an in-
telligent service mode. The service effect of information
resources is good, and college teachers and students are in a
passive receiving state. To predict the information of college
teachers and students, it can analyze the topics of interest,
analyze the information needs of college teachers and stu-
dents and the contact and rules of information resources,
and push the content of interest for college teachers and
students, so as to provide information independently,
mainly in the form of information push and data mining.

4.3.2. Transmitting Information Automatically. This infor-
mation resource transmission mode focuses on the system
construction mode. In the system construction, the intel-
ligent construction function is added to achieve the goal of
personalized service. After university teachers and students
give keywords, intellectualization can respond in time, and
provide a large amount of information resources and ef-
fective product information for university teachers and
students after inquiry, sorting, collection, and arrangement.
Information transmission is the main form of information
automation. It increases the timeliness of information in-
teraction and reflects the advantages of digital technology
and information technology.

4.4. Increase Expenditure and Make a Good Job in Team
Building.

(1) Colleges and universities should do a good job in
software and hardware construction, improve the
expenditure on software and hardware, adjust and
optimize the collection structure of the digital li-
brary, and reasonably divide the comparison be-
tween e-books and paper books. It also needs to
reduce paper financial expenditure, give full play to
the advantages of network resources, and increase
the storage of e-book resources. During the con-
struction of the digital library, it is gradually
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transitioning from traditional library construction to
digital library construction, to formulate a reason-
able system and planning scheme, and constantly
adjust the collection policy, information purchase,
literature planning, and other work. In the document
collection scheme and planning, we should improve
the collection of electronic information text and
increase the financial expenditure on electronic
document information, so that the electronic doc-
ument information resources occupy a large pro-
portion in the library, which is conducive to the
development of comprehensive digital library
services.

(2) Do a good job in team building. Paying more at-
tention to the construction of a talented team is
conducive to the realization of personalized and
professional services of University Digital Library. It
should introduce professional and technical per-
sonnel and management talents, realize technical
and orderly management and improve the profes-
sionalism and gradient of talent structure. As for the
digital library, it is different from the previous li-
braries. It does not need a large area of space, does
not need to build a large number of reading rooms,
changes the previous paper reading form, and re-
alizes the goal of electronic reading. Therefore,
colleges and universities can transfer the network
resource information and digital information col-
lected by the library itself, or act as the supporter and
guides of the network resources of the digital library,
and use guidance and training to make readers in-
crease their ability to obtain network resources and
improve the ability to obtain digital information
resources. In detail, colleges and universities need to
enrich the level of talents, educate and train li-
brarians in network technology and digital tech-
nology, enhance the quality of librarians, establish a
reward and punishment system, employ advanced
technicians, and give full play to the maximum
service goal of a digital library.

5. Conclusion

This paper studies the development strategy of unmanned
intelligent digital libraries in the era of “Internet +” and
draws the following conclusions:

(1) The book borrowing function under the develop-
ment strategy of this paper can identify whether the
relevant information of users has been registered.

(2) The actual output under the development strategy in
this paper is completely consistent with the expected
output, indicating that the automatic return function
design under the development strategy in this paper
meets the expected requirements.

(3) The position sensing errors of different types of book
samples in different directions are controlled within
4.5 cm, and the accuracy of position sensing is high.
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(4) The proposed method can obtain the optimal clus-
tering accuracy and effectively realize the intelligent
recommendation function, with strong practical
application performance and more convenient and
efficient service for users.
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In the current environment of globalization, the communication between people is gradually getting closer, and the society is
becoming more and more complex. With the continuous development and progress of science and technology, people are more
skilled in applying science and technology to their own concerns. College students are about to enter the society, will feel multiple
pressure from family, school, and society, study and life problems will gradually convert into mental health problems, and we need
to use machine learning basketball exercise to positively affect the mental health quality of college students. The improvement of
living conditions makes people pay more attention to their physical and mental health, and learn to use machine learning sports
reasonably, not only basketball exercise, to improve mental health diseases. However, we need to use machine learning to identify
the different effects of different basketball exercise intensity on mental health, in order to ensure that the most appropriate
basketball exercise intensity brings good aspects to the mental health of college students. Through the investigation and data
sampling, it can be concluded that the machine learning-based basketball exercise intensity has a positive impact on the mental

health of college students.

1. Introduction

With the continuous development and progress of society,
people pay more attention to their physical and mental
health, not only due to physical health but also pay more
attention to mental health. In the social environment with
the rapid development of computer networks, the use of
machine learning for emotion recognition has attracted wide
attention. People care about the body of their family and
friends. Emotional recognition has very broad application
prospects in many fields of medical care, online education,
and other fields. The designed emotion recognition algo-
rithm is essentially a multi-classifier integration algorithm to
achieve better results by integrating classical machine
learning classifiers. After the data information collected by
the sensor is processed centrally, it is inserted into the al-
gorithm of emotion recognition for calculation. The cal-
culated results are analyzed and the results are displayed, and
the long and short results are summarized to provide
guidance for the subsequent research path and direction [1].

This article introduces the data types and sources of machine
learning for us, introduces a variety of machine learning
algorithms, combined with the actual situation in the field of
mental health, improve different machine learning algo-
rithms, recognize its advantages and disadvantages, com-
bined with the advantages of traditional psychological tools
and machine learning to machine learning in the field of
mental health. Finally, it is summarized to play a positive
role in effectively solving the prevention of psychological
problems [2].

Basketball as a kind of aerobic exercise is an important
way to improve mental health problems and maintain
mental health problems. After years of research, many re-
search results have shown that basketball can improve
psychological problems. This article is to study whether the
intensity of basketball exercise has an impact on the mental
health of college students. The machine learning method and
statistical research results show that the different intensities
of basketball exercise will indeed have different positive
effects on the mental health of college students. But we need
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more experiments to support this result [3]. In the moderate
exercise intensity group and no exercise group, they had
interpersonal social interaction, anxiety sensitivity, more
than depression paranoia, and psychosis, which was in line
with the comparable conditions in statistics. Through the
experiment, small-intensity basketball has improved inter-
personal social fear and other symptoms to a certain extent
[4]. It discusses the influence of basketball exercise intensity
on the mental health of college students, provides guidance
methods and related research materials for college physical
education activities, and concludes that basketball sports of
different intensity can improve the mental health of college
students [5].

Sports and mental health are interrelated. They restrain
and influence each other. Strengthening sports basketball
can enhance students’ interest and learning motivation, and
improve the mental health environment of college students.
Effective exercise can make college students effectively
control their psychological emotions and pressure, and also
improve their interpersonal relationships and adaptability to
the environment. Therefore, sports have a certain impact on
the mental health of college students [6]. The article thinks
that sports have a positive guide to college students’ psy-
chological problems. This phenomenon will produce dif-
ferent reactions because of the different intensity, frequency,
and even time of exercise. Later, the calculation method of
machine learning should be used to study the influence
mechanism of physical activities on college students [7].

This study discusses the influence of low- and medium-
intensity basketball on self-esteem and mental health and
provides the basis for physical education and mental health
education. There was no difference in self-esteem before and
after intervention in the control group. Low-intensity bas-
ketball activities have an impact on the mental health of
students in the experimental group. After the intervention,
students in the moderate intensity group scored lower in
obsessive-compulsive disorder, interpersonal sensitivity,
depression, phobia and anxiety, mental quality, and general
scores. In conclusion, middle- and low-intensity basketball is
beneficial to boys’ self-esteem and mental health, and the
middle-intensity group is better than the low-intensity
group [8].

After years of intensive study, the most pressing problem
that college students must face is employment. With the
sustained development of China’s economy and the
accelerated pace of social progress, the society’s demand for
talents comprehensiveness and adaptability is increasing.
However, under the influence of long-term exam-oriented
education, college students are only satisfied with the re-
quired courses at present, resulting in a lack of professional
knowledge and the ability to solve practical problems,
narrow-mindedness, poor flexibility, creativity, and opera-
tional ability. With the significant difference between
campus and society, most college students will feel pressure
from all aspects when they first enter the society. For ex-
ample, they lack effective learning methods, have strong
social responsibility and self-study ability, have poor un-
derstanding and mastery of professional knowledge, poor
sense of unity, poor social practice and operation ability, and
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poor cognitive ability. Moreover, they often have great
communication barriers and cannot correctly evaluate
themselves and others [9].

Strengthening sports can improve students’ physical
quality. Physical and mental exercise is to achieve physical
health and mental happiness through physical activities.
Academics have long studied the relationship between
physical exercise and mental health and reached a consensus
that physical exercise has a positive promoting effect. College
students are the future talents of this country. Under the
national policy of attaching importance to talent building,
more and more attention is paid to students’ mental health
[3]. This study compares the students who use mastery
learning methods with those who use nonmastery learning
methods [10].

This study aimed to explore the influence of different
sports events, intensity, and time on college students’ anxiety
and depression. College students’ sports participation,
perceived motor score, and self-rating anxiety scale were
discussed in depth. The relationship between the intensity
and frequency of basketball exercise and mental health
anxiety and depression was studied. Anxiety and depression
exist among most ordinary students. College students can
take different sports to improve their mental health [11].
Basketball can effectively improve the emotional state and
physical level of college students and promote the mental
health of male college students [12]. College students’ mental
health education is playing an increasingly important role in
higher education. How to cultivate good mental health
through physical education is a difficult problem faced by all
educators in China. Let students know more about bas-
ketball, and by participating in the basketball team expe-
rience, they can improve their social skills, so that college
students can better deal with all kinds of social relationships
in campus life and study, and build a good mental health
quality [13]. Traditional exercise prescription is for physical
health, but many current college students need mental
health. We should pay attention to how to improve the
traditional sports prescription and strengthen their mental
health adaptability. Take basketball as an exercise form of
mental health prescription [14].

2. Machine Learning Algorithm

2.1. KNN Algorithm. KNN algorithm is one of the classical
algorithms in machine learning [15]. Its core idea is that if
the K most adjacent samples in the feature space belong to a
certain type, the sample also belongs to the current type and
has the characteristics of that type. The formula for calcu-
lating the distance between the two samples is

1/p
LP(Xp x]) = (i 'xi(l) - x;l)|p> 5 (1)
i=1

where P is the variable parameter, when P=1, the formula
represents the Manhattan distance; when P =2, the formula
represents the European distance; when P— the formula
represents the Chebyshev distance.
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2.2. Random Forest Algorithm. Random forest algorithm
cannot be separated from the decision tree. Random forest
algorithm consists of multiple decision trees, and there is no
connection between different decision trees. The prediction
results of the random forest algorithm are the results of the
classification displayed by most decision trees. The random
forest algorithm is more accurate and stable compared to the
results predicted by a single decision tree.

2.2.1. Detection Process of a Random Forest. The detection of
random forest is using a single decision tree to detect
characteristic samples step by step, and then uses the mi-
nority-obeying majority voting mechanism to judge the final
boundary result. The binary segmentation function is de-
fined as follows:

0, left,
h(x, ;) ={ .
0=(k,1),h (x,0)
=[x (k) <],
0 = (ky, ky, 7),
hy (x,0) =[x (k;) - x (k) < 7]

right,

(2)

In the formula h(x,0;)—The binary segmentation
function at the current node;

0.—Characteristic properties and the corresponding
threshold of the sample x stored at the node j;

7—Threshold value of property k for sample x at node j.

2.2.2. Training Process in the Random Forest. Each decision
tree was trained independently. The training sample set of
the decision tree includes feature samples and the corre-
sponding artificial labeled samples. Use the Gini exponen-
tially split feature attributes to generate decision trees. The
samples are processed as follows:

Gini; = (S}, 57,5,

SJL. =1(x, y) € S]-(h (x,HA) = 0)}, (3)

R
S; =

In the formula §;—The training sample S; € X x Y, X at
the node j represents the feature sample, and Y represents
the marker sample;

Gini;—The Gini index at the node j;

St—A nonboundary sample at the current node j;
S?—Samples belonging to the motion target boundary;

Redefining the Gini exponential splitting function for the

dichotomy case:

H(Sj) = %py(l - py)’

k
Split="» 'Sj'H(S?),Ginij=H(Sj)—Split.
Ke(LR} 'Sj‘

(4)

In the formula H (S]-)—Split indicators at the nodes j
calculated using the Gini index;

y—is a certain structured label, which has a variety of
structures;

p,—Probabilities corresponding to the structured label
L

Split—Formula representation of the second half of the
information gain standard function.

2.3. ID3 Algorithm. The ID3 algorithm is the earliest deci-
sion tree algorithm. The information gain is calculated by the
following formula:

info(X) = - Z pilogh,
i=1

info, (X) = — i piinfo(j), (5)

=1
Gain (A) = info (X) — info, (X),

where X is the set of all training samples located at the
current node, n is the n species of classification corre-
sponding to the sample set, p; is the i corresponding
probability, m is the m value cases for the attribute A, and p;
is probability that the attribute A is worth j.

2.4. C4.5 Algorithm. 1D3 algorithms are prone to fitting with
few training samples and more algorithm parameters. In
view of this deficiency, Quinlan has improved the ID3 al-
gorithm, and the improved algorithm is called the C4.5
algorithm.

The C4.5 algorithm can disperse the continuous attri-
butes based on the ID3 algorithm and can handle the
training data with missing attribute values. C4.5. Definition
of the algorithm:

SplitInfo, (X) = - Z pjloggj,
=1
(6)
Gain (A)

in Ratio (A e Tt vV
Gain Ratio (A) Split Info 4 (X)

where m is the m values of the attribute A, Split Info, (X) is
the amount of information that A contains in the current
sample X, and GainRatio(A) is information gain ratio
corresponding to attribute A.

2.5. CART Algorithm. The CART algorithm adopts the Gini
exponential splitting properties, and the splitting criteria are
as follows:

n m
N
Gini(X) =1- Y p’,Gini, (X) = Y —Gini (K). 7
(X) ;p, A0 ;N (K. ()
In the formula Gini(X)—The Gini index value of the
current sample set X;

p;—The probability corresponding to the sample set
category i;



m— Attribute A has m values. The current sample can be
divided into m subsets;

N;—Total number of samples corresponding to the kth
subset;

Gini, (X)—Gini split values for split by attribute A.

2.6. Expectation-Maximization Algorithm. The EM algo-
rithm is an effective method to find maximum likelihood
estimation or maximum posterior estimation with hidden
variable models [16]. It is widely used in natural language
processing, psychology, quantitative genetics, and other
problems. The EM algorithm was proposed in 1977 by
Arthur Dempster, Nan Laird, and Donald Rubin. The
method is simple and effective in operation [17].

Log-likelihood function for a given Gaussian mixture
distribution is as follows:

N K
In p(X|m, ), Z = Z In Z nkN<xn|yk,Z>. (8)
k=1 k

n=1

Seek the maximum likelihood estimate of the parameter
0, namely:

Oy = argm;tx In p(X]6). (9)

Using the EM algorithm to estimate the parameters
simplifies the problem.

First, finding the partial guide for the mean y; of each
component of In p(X|m,pu,)) relative to the mixed
Gaussian distribution can obtain:

3 N (%, |t Yk) .
S XN (e Yk (10)

y (2n)

0=

Multiplies the above equation by ¥;' and rearranges it to
obtain

| N
M= ZY(an)xw (11)

where N is defined as

N
Ny = Z Y (Zc)- (12)
n=1

Through the calculation of the above formula, the mean
Y. of the Gaussian component is the case of the Gaussian
mixture distribution. Then, following the same method,
In p(X|m, u, ) for each y;, you can obtain

1 N

% = Fk ’;y(znk) ('xn _ﬂk) ('xn _lblk)T' (13)

Observing the equation above shows that the form of the
solution of the parameter g, in a mixed Gaussian distri-
bution is similar to the solution of the covariance in a single
Gaussian distribution.
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Finally, the corresponding per-mixing coefficient 7, is
obtained by maximizing In p(X|m, 4, ). Specifically, the
constraint of m; can be incorporated into the objective
function by introducing the Lagrangian coefficient, subse-
quently maximizing the new objective function:

K
In p(Xln,y,Z)+<an—l>. (14)
k=1

Similarly, it can be obtained by finding the partial
guidance for m:

N
N (%, lpge> Yk)
0= A 15

n; Zj”jN (nlthe> X)) ' =

Subsequently, using the characteristic of Y, 7, = 1 to
sum the probability 7, of each component, you can simplify
the following results: A = —N. Bring A = —N into the original
to eliminate, and rearrange, and finally obtain

_ Nk

T = N, (16)

where 7 is the mixing coefficient for the kth component in
the mixed Gaussian distribution.

3. Status Quo of Basketball Sports in China

As is known to all, basketball has become a well-known
popular sport in China. People from primary school stu-
dents to middle-aged and elderly people participate in
basketball. This sport spans all ages and gender races, and
everyone gets together to play basketball.

With the development of artificial intelligence and the
progress of machine learning methods, in recent years,
domestic basketball research has gradually developed in the
direction of combining theory and practice. Compared with
foreign anaerobic basketball training, aerobic training is
more inclined in China. In recent years, with the help of
machine learning science concepts and equipment, China
has enriched basketball training methods. However, the
index system for assessing the level of basketball mainly lies
in special speed, strength, and endurance. The research on
basketball training in China mainly focuses on physical
quality, thus ignoring the mental health state, but the real
basketball sport should lie in the comprehensive combi-
nation of form, function, and quality, and then the physical
fitness level combined with people’s health. The difference in
basketball exercise intensity not only brings us physical
changes but also is a process of physical and mental pleasure,
which can shed negative energy and negative emotions.

In the physical education activities of colleges and
universities, basketball has always been a hot course, which
shows the love of college students for basketball, and ob-
serving every college basketball court, is always people, full
of, filled with the power of youth. Under the multiple
pressure of contemporary college students, basketball is no
good way to relieve pressure and relax, so basketball exercise
under machine learning can really improve the mental
health quality of college students.
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Guo Haoran put forward the research [18] on the
teaching and education of basketball courses in colleges and
universities in the Experimental Research of Introducing
Physical Fitness Education on Improving the Teaching Effect
of Basketball Public Courses in Colleges and Universities. It
means hoping to combine basketball with physical education
practice, Add basketball education to physical education,
While improving the quality of physical education in col-
leges and universities while promoting the benefits of bas-
ketball exercise, Has the following benefits: (1) is a major
breakthrough to improve the traditional sports teaching,
Better improve the traditional basketball teaching; (2) Im-
proving the focus of traditional physical education teaching,
Pay more attention to the physical and mental health of
college students; (3) Better popularization of basketball
exercise brings not only the physical benefits, It can also
promote the development of mental health.

4. Mental Health Analysis

4.1. Implications of Health and Mental Health. The United
Nations Health Organization defines health as: “Health is
not only without physical defects, but also with a complete
physical, psychological state and social adaptability.” Thus, a
healthy person is not only a healthy body but also needs a
healthy mind. Although there are many controversies in
society, even if each person’s ideas are different, but mental
health is a part of human health.

So what to measure the mental health of college students.
Combined with the relevant research at home and abroad,
and starting from the actual conditions of the psychological
development and mental health of Chinese college students,
it should be reflected from the following aspects: (1) healthy
and stable mood; (2) strong and brave quality; (3) positive
social adaptability; and (4) personality integrity and be-
havior coordination [19].

4.2. Physical Education Teaching and the Mental Health of
College Students. Sports teaching relationship with college
students’ mental health [20], the characteristics of college
students” psychological development, state, motivation de-
velopment level and master sports knowledge, sports skills,
and the main basis of design, arrangement of physical ed-
ucation teaching, reasonable arrangement, and scientific
organization sports teaching can make some possibility of
psychological development become reality to promote the
healthy development of students’ psychology. With the
progress of sports psychology and the popularization of
mental health knowledge, people also gradually realize that
physical exercise can not only strengthen physical fitness but
also promote mental health.

Physical education teaching is to consciously adjust
students’ emotions in the process of participation, enhance
the communication between students, enhance students’
confidence, cultivate the courage to struggle, cultivate a
strong will quality, as well as physical education teaching to
make students get healthy ideas, and establish healthy be-
havior. Its main aspects are to promote the development of

students’ cognition, promote the development of students’
emotions, promote the development of students’ will and
quality, promote the development of students’ personality,
slow down stress and improve mental health [21].

4.3. Current Quo of Mental Health of College Students. In the
current rapidly developing information age, college students
have to bear the triple pressure from their families, schools,
and society. According to relevant statistics, about 20% of
college students have different degrees of mental health
problems, which we should take corresponding positive
measures so that college education can cultivate high-quality
talents to meet the social development and needs.
However, because of people’s high expectations and
requirements for college students, their self-concern and life
goals, the mental health problems of college students are
significantly higher than other groups of the same age, so
they must be paid great attention to Colleges and universities
are related to the mental health problems of college students.
Schools should proceed from reality, carry out a large-scale
psychological investigation and in-depth and meticulous
research and analysis, use scientific sampling and standards
to judge the mental health status of college students, and
provide accurate and effective teaching methods for the
development of mental health education [22].

4.4. Impact and Effect of Sports on the Mental Health of College
Students. As we all know, physical exercise can effectively
improve the sensitivity and coordination of the human body.
But in fact, this is only one aspect of physical exercise in
colleges and universities. In physical exercise, students get
exercise not only physical exercise but also mental health
exercise, like physical exercise, which is a process of self-
improvement in continuous understanding and self-im-
provement. College students can improve their thoughts,
morality, will, emotion, and other aspects through physical
exercise. Basketball is an important branch in physical sports
[23].

5. Example Analysis

5.1. Experiment Preparation. The 40 students from
Chongqing University were selected. Among them, 20
basketball (10 male and female) and 20 ordinary college
students (10 male and female) were selected for physical
testing and psychological testing.

First, understand the acceptance intensity of basketball at
each level and then make basketball prescription for ordinary
college students; the basketball teacher is responsible for the
guidance, three times a week, 1.5 hours, for 8 consecutive
weeks according to the set intensity of fitness activities.

The following data were obtained from the identification
survey of the value of physical exercise among 200 random
students (Table 1) and the degree of daily physical and
mental feelings of college students (Table 2).

It can be seen from Table 1 that most college students have
a positive attitude towards physical exercise, and the positive
influence of college students on physical activities is relatively
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TaBLE 1: College students’ identification of the value of sports (unit: %).
Content In full agreement Largely agree Disagree Pussyfoot Total
Sports can promote physical and mental health 76.8 22.8 0.4 0 100
Sports can enrich your spare time life 65.0 333 1.2 0.4 100
Sports can develop good living habits 46.3 46.7 3.7 3.3 100
Sports can relax 44.7 54.9 0.4 0 100
Sports can cause fatigue and affect learning 24 8.5 80.9 8.1 100
TaBLE 2: Daily physical and mental feeling degree of college students (unit: %).
Insentience Sometimes feel Often feel Total
Physical fatigue 8.5 81.7 9.3 100
Mental fatigue 10.6 73.2 16.3 100
Feel underexercised 20.3 68.3 11.4 100
Feel that obesity is happening 44.7 374 17.9 100
high, indicating that college students have a relative sense of
identity for the improvement of physical and mental health of 25.00
physical exercise, including basketball exercise.
It can be seen from Table 2 that college students usually feel 20.00
physical fatigue and mental fatigue in daily life. In addition,
most students think that physical exercise can bring changes, 1500
which proves that contemporary college students have inde- 10.00
pendent personality and positive attitude towards life.
5.00
5.2. Basketball Quality Test for Students. As for the statistics 0.00
of the basketball level of the selected students (Figure 1), it Basketball Ordinary college
can be seen that very few college students participate in the students students
basketball level and obtain the basketball level certificate. B clssA
Considering the difference between basketball special B closs B
students and ordinary college students at the speed of 5 km/
P without

h, Figure 2 shows the right step length of basketball special
students is not significantly different from that of ordinary
college students, but the left step length of ordinary college
students is slightly larger than that of special basketball
students. It can be seen that basketball exercise for step
length and step width change is not big.

Figure 3 is a comparison of the gait cycle of basketball
students and ordinary college students at 5km/h. The gait
cycle of basketball students is less than that of ordinary
college students. After a long time of basketball training,
basketball exercise has a certain effect on the gait cycle.

Figure 4 shows the statistics of step frequency speed
change for special basketball special students and ordinary
college students. Step frequency refers to the number of steps
per unit time, expressed as in (times/per minute). At
9-13 km/h, with the increasing speed of basketball special
students and ordinary college students, the pace frequency
also showed an increasing trend. However, the pace fre-
quency of basketball special students is more stable, which
shows that basketball exercise has improved the stability of
human sports.

5.3. The Impact of Basketball on College Students’ Body

5.3.1. Effect of Basketball on Heart and Lung Function.
Table 3 is an 8-week basketball training for ordinary
college students. Through basketball training, the function

FiGure 1: Basketball level.

of the body has a significant impact. Before and after 8
weeks of basketball training, the indicators of cardio-
pulmonary function of college students after exercise are
significantly improved compared with those before ex-
ercise. Basketball has a positive impact on improving the
body’s heart function and promoting the improvement of
vascular function.

5.3.2. Influence of Basketball Exercise on the Physical Quality
of College Students. As can be seen from Table 4, all the
quality tests after exercise are higher than those before
exercise. After exercise, the speed of running and 50 meters
is significantly higher than before exercise, but the speed of
1000 meters is not much different, indicating that the
sensitivity and speed of college students need to be im-
proved, but the endurance is difficult to change. The im-
provement of pull-up quality shows that the upper limb
strength quality of college students needs to be improved.
Eight weeks of basketball exercise has a certain impact on
the speed, endurance, sensitivity, and the explosive power
of the upper and lower limbs of college students. The basic
physical quality is improved greatly, and the effect is
remarkable.
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5.3.3. Impact of Basketball Exercise on the Physical Shape of
College Students. As can be seen from Table 5, before and
after the basketball exercise, the muscle and bone weight of
college students increased, the muscle volume increased, and
the bone density and bone mass increased. Body mass index
BMI: 18.5 < BMI < 23 was within the normal range.

TaBLE 3: Comparison of heart and lung function before and after
basketball exercise (20 people).

Index Front Behind P
Pulse (b/min) 80.84 +2.72 73.94+210  <0.05
Diastolic pressure 73.74+2.29 67.05+1.65  <0.05
(kPa)

Systolic pressure 121.53+2.68  116.89+1.89  <0.05
(kPa)

Step index 57.17 + 1.4 59.30+137  <0.05
Vital capacity (ml) 448079 + 134.65 4565.78 +127.96 <0.05
Spiro-index (ml/kg) 68.15+2.48 69.40+2.32  <0.05

TaBLE 4: Comparison of various qualities before and after bas-
ketball exercise (20 people).

Index Front Behind P

Shuttle run (s) 11.11 £ 0.16 10.54+0.11 <0.05
Push-up (individual) 27.74 +£2.60 30.21+£2.24 >0.05
Pull-up (individual) 3.74+£0.61 6.68 +1.34 <0.05
Grip (N) 50.39 +1.22 54.85+1.29 <0.05
Bending (cm) 10.14 +1.07 10.21 £1.70 >0.05
Vertical jump (cm) 50.37 +1.98 56.10 +£1.57 <0.05
Long jump (cm) 2.51+0.04 2.61+0.04 <0.05
50 meters (s) 7.50+0.11 7.30+0.11 <0.05
1000 meters (s) 3.97+0.18 3.73+£0.17 >0.05

5.4. The Influence of Basketball Exercise on Psychological
Problems. The results of Table 6 were obtained through the
investigation:

Through the analysis of the results in Table 6 and Fig-
ure 5 above, we can see that the basketball exercise in
machine learning has a positive impact on the mental health
problems of college students, especially the differences in
interpersonal relationships. It shows that the exercise of
different intensities of basketball has a significant effect on
improving the mental health level of college students.
Through the basketball exercise activities, the physical
quality and the mental health of college students have been
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TaBLE 5: Comparison of each circumference, skinfold thickness, and derived index before and after basketball exercise (20 people).

Index Front Behind P

Stature (cm) 174.46 +1.37 17526 +1.34 <0.05
Weight (kg) 67.13+3.09 66.91 +2.90 >0.05
Bust (cm) 91.52+1.85 89.84+1.75 <0.05
Upper-arm circumference (cm) 30.60 +2.55 27.43 +0.64 >0.05
Waistline (cm) 76.94 +£2.59 74.78 £2.10 <0.05
Hipline (cm) 93.49 £ 1.55 92.96 +1.46 >0.05
Thigh circumference (cm) 53.57+1.35 5348 +1.33 >0.05
Three humerus head (cm) 10.15+1.34 9.27+1.14 <0.05
Loin (cm) 13.30+2.01 12.24+1.88 <0.05
Belly (cm) 10.58 +1.40 9.66 +1.26 <0.05
BMI (kg/m?) 21.97 +0.84 21.71+£0.79 <0.05
WHR 0.82+0.016 0.80+0.012 <0.05

TABLE 6: Comparison of student SCL-90 test

results before and after basketball exercise.

Before the experiment After the experiment P

Somatization 1.517 £0.407 1.489+£0.334 >0.05
Forced symptoms 1.719 £0.452 1.576 £0.487 <0.05
Interpersonal relation 1.699 +0.324 1.424+0.289 <0.05
Depressed 1.531 £0.419 1.389+0.392 <0.05
Anxious 1.395+0.281 1.282+£0.269 <0.05
Hostile 1.282+0.195 1.165+0.264 <0.05
Terrifying 1.484 +0.262 1.416 £0.261 >0.05
Bigoted 1.197 £0.287 1.101 £0.236 <0.05
Psychiatric sex 1.208+0.218 1,132+£0.212 <0.05
Add 1.412 + 0.365 1.394+0.313 >0.05
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FIGURE 5: Comparison of SCL-90 test results of students before and after exercise.

improved. Using machine learning methods to achieve
different degrees of basketball training intensity can indeed
improve the mental health quality of college students [24].

6. Conclusion

In view of the impact of basketball exercise on the mental
health of college students, the introduction of machine
learning is preliminarily studied, but further research is still

needed. The application of machine learning technology
methods, especially decision tree methods, has just started in
the field of mental health research and faces many uncer-
tainties and challenges, but it has broad application prospects.

(1) Aiming at the forefront of machine learning devel-
opment, we constantly introduce the latest machine
learning technology methods. Taking the field of
mental health research as the focus of research, we
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can compare and analyze the characteristics of dif-
ferent basketball exercise intensity through simula-
tion experiments, so as to further improve the ability
of machine learning to judge and simulate the
strength of basketball exercise.

(2) In the face of the doubts in the field of traditional
basketball education, to study the interpretability of
deep learning. Based on domain knowledge, inter-
pretable machine learning models should be estab-
lished to promote the development of
interdisciplinary research in the field of basketball
sports education and mental health research.

(3) For the basketball exercise fully reasonable use of
machine learning technology and algorithm and
exercise intensity of test and experiment, for the
changes in mental health analysis, take the optimal
scheme, not only can improve the students ’sports
and learning enthusiasm, but can also bring positive
influence for college students’ mental health.
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The scale of wireless sensor networks changes depending on specific application tasks. How to design a relatively simple security
mechanism that can extend with the expansion of network scale is an arduous task. As the wireless sensor network mostly adopts
the decentralized organization form, once the network nodes are distributed adequately, it is difficult to find out the failure of any
node. In addition, the node has weak resistance to physical damage, so any node in the network may potentially become a cause of
security vulnerability. In this study, firstly, the security standards that wireless sensor networks should have and the current
security challenges faced by the network are discussed in detail, and the importance of security issues in wireless sensor networks is
pointed out. Secondly, this paper studies and analyzes the current situation of wireless sensor network security problems including
the internal and external attacks and the active and passive attacks. Thirdly, this paper also discusses the significance, concept, and
characteristics of reputation and trust, the division and composition of reputation and trust system, and the common applications
of the reputation and trust mechanism in wireless sensor networks.

1. Introduction

The objects processed by computer systems are mainly
abstract things, and these systems do not have insight into
the real physical world. Sensors are able to measure the
physical quantities such as temperature, pressure, light wave,
velocity, electromagnetic wave, and so on and convert the
measurement results into electronic signals. Therefore, for
computer systems or computable devices, sensors build a
bridge from the abstract world to the real world so that the
former can obtain almost all kinds of physical information in
the real world. However, different from the traditional wired
networks, wireless sensor networks, or WSNs, we usually do
not need centralized management or fixed infrastructure
such as base station and access point. Sensor nodes form the
network automatically, and the network cost is relatively
low. Therefore, WSNs can be used in situations where there

is no infrastructure, or for security reasons, the existing
infrastructure does not meet certain conditions. Although
WSNs are widely used, security and reliability should be the
prerequisite for these applications.

In this study, firstly, the security standards that wireless
sensor networks should have and the current security
challenges are discussed in detail, and the importance of
security issues in wireless sensor networks is pointed out.
Besides, it is of vital importance to develop new security
technologies or modify existing security technologies for
wireless sensor networks because some traditional security
technologies cannot run directly on the network nodes due
to their relatively complex algorithms. Secondly, this paper
studies and analyzes the current situation of wireless sensor
network security problems including the internal and ex-
ternal attacks and the active and passive attacks. Thirdly, this
paper also discusses the significance, concept, and
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characteristics of reputation and trust, the division and
composition of reputation and trust system, and the com-
mon applications of the reputation and trust mechanism in
wireless sensor networks.

2. Security Standards and Challenges

In any computer-related environment, security is considered
as a nonfunctional requirement, which is not only used to
maintain the availability and reliability of the whole system
but also related to the protection of information and system.
However, in wireless sensor networks, security issues are
particularly important because on the one hand, the hard-
ware functions of network nodes are seriously limited, and it
is necessary to provide sufficient protection to protect them
from malicious attacks; on the other hand, the deployment
environment of wireless sensor networks makes it easy for
the enemy to obtain sensor nodes illegally and destroy them
[1-4]. Any destruction and interference to nodes will have a
certain impact on the information obtained in the real world.
It is due to the above reasons that WSN’s security objectives
should have the following standards [5-8], which is shown
in Figure 1.

Confidentiality. Confidentiality generally refers to that
unauthorized users cannot obtain confidential or
sensitive information, such as network routing infor-
mation, topology information, and node geographic
location information. In wireless sensor networks,
confidentiality provides a basic security service for the
important data transmitted between network nodes.
Confidentiality also ensures that the nodes cannot be
eavesdropped or tampered by the third party during
data transmission. In the specific implementation
process, confidentiality is generally achieved by the
secret key mechanism; that is, data packets are
encrypted at the sender and decrypted at the receiver.
Without the relevant secret key, it is difficult for at-
tackers to access the encrypted information. In addi-
tion, it should be pointed out that the data transmitted
between nodes does not need to be encrypted. For
example, only the data part in the packet is encrypted
during data transmission, while in other applications,
only the header of the packet is encrypted to protect the
identity information of nodes.

Availability. Availability ensures that network services
exist for authorized users; that is, when authorized
users need to use some network services, these services
exist and are available. In wireless sensor networks, on
the one hand, data availability ensures that all nodes
submit data to the base station on time, and whenever
necessary, the whole network can provide relevant
services. In addition, the availability also ensures that
nodes are safe and available in the presence of certain
attacks.

Integrity. Integrity makes the data in the whole path
between the sender and the receiver without being
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changed by the enemy [9]. In wireless sensor networks,
the integrity of data is particularly important because
the nodes are often exposed and unattended, and the
communication channel between nodes is also open.
Therefore, the transmitted data are easy to be interfered
by the enemy channel making the integrity of the data
changed.

Authentication. Authentication enables one party to
ensure the legal identity of the other party with whom
to communicate, that is, to ensure that the other party is
not illegal or fake. In wireless sensor networks, au-
thentication makes the sensing data obtained by the
network to come from reliable information sources,
and authentication also ensures the reliable identity of
communication nodes in the network. In the actual
operation of the network, each node should check
whether the data it receives come from the real sender.

Data Freshness. Data freshness ensures that the sensing
data sent by nodes in wireless sensor networks is up to
date rather than out of date. Data freshness also ensures
that the data sent by nodes to base stations can reflect
the current situation. At the same time, data freshness
can also be used to prevent malicious nodes from
sending outdated and invalid information [10].

Forward and Backward Secrecy. Because nodes in the
wireless sensor network have certain constraints on
energy supply, some nodes will quit the network due to
energy exhaustion after working for a certain period of
time. At the same time, according to different appli-
cation scenarios, there might be new nodes in the
network. Therefore, it is necessary to prevent the
exiting nodes from breaking the confidentiality of the
network, and similarly, it is also necessary to prevent
nodes that have just joined the network from cracking
any previously used confidential information [11].

Access Control and Nonrepudiation. Only authorized
users can access and use the resources and services
provided by the network. Generally, the network
should specify the member’s permission or the per-
mission group to which the member belongs in ad-
vance. Nonrepudiation means that the receiving node
cannot deny the data packets it has received, and the
sending node cannot deny the data packets it has sent.

The scale of wireless sensor networks will change
depending on specific application tasks. How to design a
relatively simple security mechanism that can extend with
the expansion of network scale is an arduous task. In most
cases, it is necessary to find a compromise between the
network performance and the of security mechanism. As the
wireless sensor network mostly adopts the decentralized
organization form, once the network nodes are distributed
adequately, it is difficult to monitor the actual working state
of each node, and it is difficult to find out the failure of any
node. In addition, the node has weak resistance to physical
damage, so any node in the network may potentially become
a cause of security vulnerability.
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FIGURE 1: Security objectives of WSNs.

3. Internal/External and Passive/Active Attacks

In wireless sensor networks, due to the deployment envi-
ronment and the limited hardware structure, sensor nodes
are more vulnerable to the attacks. Wireless sensor network
attacks can be divided into external attacks and internal
attacks, and internal attacks are the main security risks of the
network. This is because the malicious behavior of nodes in
the network or network attacks launched by malicious nodes
often disturbs and destroys the normal working nodes in the
network. If these attacks are not prevented and handled, they
will bring great harm to the whole network. In addition,
network attacks can be further divided into active attacks
and passive attacks, and active attacks are more harmful in
ad hoc wireless sensor networks [12]. WSN attacks are
shown in Figure 2.

3.1. Internal Attacks and External Attacks. In wireless sensor
networks, all nodes are cooperative entities. External at-
tackers are isolated from the network and have no access to
the network. Generally, the impact of attacks launched by
external attackers on the network is limited, but once the
attacker captures the internal nodes of the network and
destroys them, such as programming the captured nodes
again to execute malicious programs or using nodes with
more computing and storage capabilities to replace the
captured nodes, the attacks become internal attacks. In
contrast, the internal attack is more destructive to the
network because the internal nodes are often regarded as
legitimate nodes. Internal attacks are more difficult to detect
and prevent; for example, the captured nodes can steal
confidential information from encrypted data, transfer false
information, and modify routing data.

3.2. Passive Attacks and Active Attacks. In passive attacks, the
attacker’s purpose is to eavesdrop on the flowing information
in the network without being detected by the system. Through

Internal
Attacks

Active
Attacks

Passive

Attacks WSN Attacks

External
Attacks

FiGure 2: WSN attacks.

passive participation in network internal activities, attackers
can also obtain a large number of data and conduct data
analysis to extract key information. However, due to the lack
of clues left by passive attackers, it is difficult to be found.

In active attacks, the attacker can make use of the se-
curity loopholes in the network protocol to launch a variety
of attacks, such as modifying and deleting the data packets in
the routing to make the routing protocol unreliable; for
example, in the replay attack, the attacker will maliciously
resend the valid routing data packets sent before. The direct
result is that the data packets are sent to the wrong desti-
nation or make invalid loops in the network, which will
eventually lead to network congestion.

Further, a successful active attack by an attacker will
seriously damage the function of the network and cause the
system to make a wrong judgment and decision. In addition,



the more serious threat comes from the physical accessibility
of nodes in ad wireless sensor networks. After the attacker
locates the sensor node through the communication in-
formation, it captures the node and then obtains the key
information and other encrypted contents of the captured
node through a certain way. Once the attacker succeeds, the
attacker can use the encrypted information to monitor the
network or inject illegal information into the network. In
addition, malicious nodes will also take the way of imper-
sonating legitimate nodes for active attacks. However, dif-
ferent from passive attacks, since the attacker actively
participates in the internal activities of the network, there
will be signs of malicious attacks in the network.

Stealthy attack is the most common active attack in the
data fusion of wireless sensor networks. Its purpose is to inject
false data into the data fusion process and ultimately change
the decision of base station nodes. In ad hoc wireless sensor
networks, decision-making is usually based on all the data
collected by nodes, so once there is false data injection, the
whole decision-making result may be changed [13]. In re-
sponse to stealthy attack, Ref. [14] uses eyewitness nodes to
ensure that all fusion data are valid, while in Ref. [15], statistical
methods are used to test the effectiveness of the fusion data.

4. Trust Mechanism

4.1. Concept and Definition. In social science, trust can be
understood as follows [16-19]: in social networks, trust
refers to the behavior that one party voluntarily relies on the
other party in a special environment; trust can also be
understood as an intention, i.e., one party intentionally relies
on the other party.

In the field of computer science, for example, in a routing
information request task, the former is the trustor and the
latter is the trusted party. When the routing information is
successfully transmitted, it is considered to be a node with
good behavior, and then its trust value will be increased; on
the contrary, when providing wrong routing information, a
node is considered as a malicious node, and the corre-
sponding reduced reputation value is applied as a punish-
ment method. In this mechanism, trust is undoubtedly a
double-edged sword. On the one hand, it will consume some
resources of the system, and on the other hand, it will greatly
improve the security of the system.

4.2. Division and Composition of Trust. According to the
storage and access of reputation information, the reputation
and trust system can be divided into centralized system and
decentralized/distributed system. Large e-commerce web-
sites such as Amazon mostly adopt the centralized repu-
tation system and store reputation data in the database
associated with websites [20]. For wireless sensor networks,
although the centralized reputation system has certain ad-
vantages, due to the special structure of network and net-
work nodes, the network system often adopts the
decentralized reputation system. In wireless sensor net-
works, the reputation and trust mechanism has the following
characteristics:
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(1) The mechanism of reputation and trust provides
incentives for the benign development of node be-
havior; that is, it makes nodes more responsible for
their own behavior

(2) The reputation and trust mechanism provides the
prediction of the future behavior of nodes, which can
assist in decision-making;

(3) The reputation and trust mechanism makes the
nodes with good behavior avoid cooperating with the
nodes that lack trust. The malicious behavior of
nodes leads to the low reputation of nodes them-
selves, which also makes such nodes have no more
opportunities to participate in network cooperation;

(4) The reputation and trust mechanism is also con-
ducive to the detection of selfish nodes in the net-
work and timely isolation of malicious nodes in the
network.

5. Common Applications of Trust

Reputation and trust mechanisms have been widely studied
and applied in distributed systems such as ad hoc networks,
P2P networks, grid computing, pervasive computing, and
e-commerce. In wireless sensor networks, the reputation and
trust mechanism can be combined with other network
function algorithms to provide better guarantee and service
for the network. Specifically, the reputation and trust
mechanism can be applied to the following aspects of
wireless sensor networks:

5.1. Trusted Data Fusion. In order to ensure the reliability
and credibility of data fusion in wireless sensor networks,
studies in Refs. [21-33] introduced the reputation mecha-
nism into the network data fusion scheme. In order to deal
with the potential malicious nodes in the process of data
fusion, combined with reputation management and en-
cryption technology, Ref. [21] proposed a trust-based se-
curity data fusion method named blind observation. By
adapting the order preserved encryption technology and the
sigmoid trust model, the blind observation method can
distinguish malicious nodes without decrypting the data sent
to the base station and checking the data inside. The security
and reliability of data fusion can be ensured by this method.
However, in ad hoc wireless sensor networks, the captured
or attacked nodes still hold network encrypted information,
which is not discussed in Ref. [21].

In order to improve the security of data fusion, Ref. [23]
proposed a trust-based intranetwork data fusion method.
This method uses the tree data fusion structure and a
reputation model based on binomial distribution to detect
malicious behavior of nodes. In Ref. [23], the reputation
measurement of a node is evaluated by the data it sends, its
routing behavior, and its availability. In order to achieve the
purpose of reliable data fusion, network nodes only send
data to the data fusion nodes whose credibility is higher than
the specified threshold value for fusion operation. Although
this method may provide security for data fusion, it does not
discuss whether the qualified data fusion nodes can rotate to
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balance the energy distribution of nodes. In addition to
using the tree data fusion structure, Refs. [24, 25] also use the
cluster structure. In Ref. [25], the data from the node are
weighted according to the reputation of the corresponding
node, and the common node selects the fusion point
according to the reputation of the data fusion node.

To obtain high quality sensory data, Ref. [28] proposed
an energy efficient data fusion method ETA based on the
binomial reputation model. ETA adopts the cluster node
topology structure and uses the reputation mechanism to
select the nodes that meet the requirements as data fusion
nodes. In addition, in order to find the best path from
ordinary nodes to data fusion nodes, ETA also takes into
account the residual energy of nodes on the path and the
availability of links. In this method, each node maintains two
reputation tables: the reputation table about the link
availability of the neighbor node and the reputation table
about the data fusion ability of the neighbor node. ETA
assumes that the location of each node and base station are
known in advance and that there is no malicious node
injecting false data in the network. But ETA also has the
following problems: each node in the cluster must send its
data to the upstream node designated by the base station
node, which will increase the complexity of the network; to
determine the availability of the link between nodes, each
node must send data to its neighbor nodes, which will bring
extra cost to the network.

RDAs [22] improve the robustness of data fusion by
using the reputation mechanism to identify and isolate
malicious nodes in the wireless sensor network data fusion
algorithm. The nodes in RDAs adopt the cluster structure
and distributed-reputation mechanism. Each node keeps the
reputation information of other nodes in the cluster locally
and shares the reputation information with other nodes in
the cluster. RDAs use LEACH as the underlying data fusion
protocol and use the reputation model based on binomial
distribution as the node reputation evaluation method.

To ensure the reliability and credibility of data trans-
mitted in WSNs, Ref. [29] proposes a trust evaluation model
and data fusion mechanism, which is composed of behav-
ioral trust, data trust, and historical trust. The data trust can
be obtained by processing the sensor data, and according to
the sensing and forwarding behavior of nodes, the behavior
trust is computed. Reference [30] proposes a data fusion and
transfer learning empowered granular trust mechanism to
handle the data reliability. In order to prevent privacy
disclosure and task destruction, a dynamic reward and
punishment mechanism is designed to encourage honest
users and accurately assess user trust. Reference [31] in-
troduces a data fusion trust model based on rational attri-
butes. It relies on different time attributes to identify the
trust of available services, and deep machine learning is used
to recursively analyze the attributes and uncertainty char-
acteristics of service providers in continuous shared in-
stances to fuse data with less uncertainty. Reference [32]
proposes a trust fusion method consistent with the con-
sortium chain to reach consensus and complete self-orga-
nized trust decentralized collaborative learning. In this
method, consensus candidates will check others’ trust level

to ensure that they tend to integrate consensus with users
with high trust. Reference [33] proposes a lightweight pri-
vacy protection trust evaluation scheme, which can fully
balance trust evaluation and privacy protection under low
cost so as to facilitate distributed data fusion.

5.2. Trusted Routing. In wireless sensor networks, all nodes
are not only the sender of data sets but also the routing and
transmission of data from third-party nodes. Therefore, how
to route data to the destination through the reliable trans-
mission path becomes one of the key problems in the design
and operation of wireless sensor networks when some nodes
in the network behave abnormally and violate the specified
standards.

Most routing protocols in wireless sensor networks only
consider how to maintain the path connectivity between the
source node and the destination node and use methods such
as the shortest path or minimum spanning tree to construct
the data path. However, the above methods rarely consider
whether the intermediate nodes involved in the path will
cooperate with other nodes to complete the routing and
transmission of data packets. Therefore, it is reasonable to
think that some intermediate nodes for their own interests
(such as legitimate nodes do not respond to the route to save
their energy and illegal nodes tamper with data or selectively
discard packets) do not complete the routing or packet
delivery task according to the protocol. If the routing
protocol in wireless sensor network does not have a method
to identify selfish behavior or malicious behavior of nodes,
the established path may contain the above two kinds of
nodes. Therefore, the path may be unstable, the reliability
and integrity of data transmission cannot be guaranteed, and
the efficiency of the whole network is also low [34].

In order to improve the reliability and security of routing
protocols in wireless sensor networks and protect the net-
work from the influence of abnormal behaviors of nodes, the
reputation system is combined with the routing protocols of
wireless sensor networks in Ref. [34], and the abnormal
behaviors of nodes are divided into two categories: selfish
behaviors and malicious behaviors. Different processing
methods are adopted according to different abnormal be-
haviors of nodes, the reputation mechanism based on
Bayesian theory is combined into the network routing
protocol, and the reliability of each node is evaluated
according to the data packet delivery. Finally, the reliable
data routing path is established according to the reliability of
the node.

According to the observation results of data transmis-
sion behavior of nodes, Ref. [34] divides sensor nodes into
three categories: friendly, selfish, and malicious. The friendly
node will submit the received data packets as they are to
ensure the integrity of the submitted data; selfish nodes will
randomly discard all or part of the data packets due to their
own physical conditions, such as lack of power supply en-
ergy, overload, and other reasons, so as to maintain their
own physical conditions, and selfish nodes will undoubtedly
reduce the reliability of the network; the security and in-
tegrity of the network system are often reduced by malicious



nodes modifying the contents of the received data packets or
deliberately routing the data packets to the wrong receivers.
Reference [35] proposes a trust model based on node
behavior to deal with malicious nodes in opportunistic
routing and forwarding candidate set. By using pruning and
filtering mechanisms, it deletes malicious suggestions and
uses dynamic weight calculation method to combine direct
trust and indirect trust to get the comprehensive trust. In
order to resist attacks such as black hole and selective
forwarding, Ref. [36] proposes a trust aware secure routing
protocol to resist these attacks, in which each node calculates
the comprehensive trust value of its neighbors based on the
direct trust, the indirect trust, the volatility factor, and the
residual energy. Reference [37] proposes an atomic search
sunflower optimization method to provide trust based
routing. The method is designed by combining sunflower
optimization with atomic search optimization and uses
multiple trust factors to identify and isolate attacks and
optimize network performance. By using the Markov chain
prediction model, Ref. [38] proposes a reliability trust
evaluation model for secure routing based on the combi-
nation of internal states of nodes and external interaction
between nodes. By selecting security nodes based on tol-
erance constants and selecting opportunity nodes from
security nodes for routing, Ref. [39] proposes a routing
algorithm based on energy aware trust and opportunity,
which uses multipath routing technology with the multihop
communication mechanism within and between clusters.

5.3. Malicious Node Detection. The security threats of
wireless sensor networks come not only from external at-
tacks but also from internal attacks of internal nodes. Al-
though traditional security mechanisms such as the
encryption mechanism and the authentication mechanism
can prevent some external attacks, these security mecha-
nisms are not so effective for attacks launched by internal
nodes with abnormal behavior. Reference [40] proposed a
malicious node detection mechanism based on the repu-
tation mechanism. This method adopts the reputation model
of Bayesian statistical inference and adds the indirect rep-
utation recommendation from the third party. In Ref. [41],
the behavior of malicious nodes modifying data packets was
identified by every node monitoring each other. By ana-
lyzing the signal strength of data readings received by the
physical layer of wireless sensor network nodes, Ref. [42]
identifies and prevents malicious nodes that send noise to
the network and cause channel conflict. Based on the bi-
nomial reputation model, Ref. [43] proposed a location
aware method for malicious node isolation and deletion in
wireless sensor networks.

In addition, in order to effectively isolate malicious
nodes, Ref. [44] introduces the reputation system into the
routing protocol. Its basic principle is that any node in the
network uses a certain mechanism to monitor its neighbors
and evaluates its trust value according to the behavior of the
monitored node; when the reputation value of a neighbor
node is less than the defined threshold value, the neighbor
node will be considered as a suspicious node. In this
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algorithm, the change of trust value of neighbor nodes only
depends on the observer node. Each observer node shares its
suspicious node information, so the noncooperative node
will be punished soon. However, this method cannot identify
the cheating behavior of malicious nodes. It is only a the-
oretical framework, and no specific and effective reputation
evaluation method is given.

To avoid being judged as a malicious node by the rep-
utation system when the reputation value is lower than the
predefined reputation threshold value, and finally isolated by
the system, some malicious nodes will attack intermittently
and maintain good behavior in the period of not launching
the attack so as to obtain a good reputation so that their
reputation is generally higher than the reputation threshold.
In order to solve the above problems, Ref. [45] proposed a
malicious node identification method based on node rep-
utation and time series analysis. In this method, malicious
suspected nodes with the above characteristics are defined as
subaggressiveness nodes. However, this method does not
mention which specific reputation model to select nor does it
discuss how to combine with the specific reputation model
and gives the corresponding test results. It also does not
present the specific method of selecting standard time series
parameters.

Reference [46] proposes a malicious node detection
method based on online learning algorithm. This method
first calculates the credibility of each path in the network
according to the collected data packets, then models the path
reputation obtained through online learning algorithm, and
calculates the trust of each node, and detects malicious nodes
through the clustering algorithm. The collaboration-based
malicious detection mechanism proposed by Ref. [47] in-
cludes a data trust module and a reputation calculation
module, which ensures honest data communication and
reduces the false positive rate of malicious nodes. Reference
[48] proposes an effective malicious node detection scheme
based on weighted trust, which can detect malicious nodes in
clustered wireless sensor networks. By considering the false
positive and false negative examples, the node behavior can
be truly handled. Reference [49] proposes a method called
perceptron based detection, which uses perceptron and
K-means method to calculate the trust value of nodes and
detect malicious nodes accordingly, and by optimizing the
network routing, the detection accuracy is further improved.
Reference [50] proposes a blockchain trust model for
malicious node detection in wireless sensor networks. It uses
the blockchain smart contract, the quadrilateral measure-
ment and the positioning method of wireless sensor network
to realize the detection of malicious nodes in the three-
dimensional space.

Some common applications of trust are shown in
Table 1.

As the sociologist Niklas Luhmann said, “Trust and
integrity are necessary in our life, it makes the various
components of society integrate into one.” Reputation and
trust are playing an increasingly important role in human
society. In addition, in multiagent systems, due to the un-
certainty of agent behavior and in order to protect well-
behaved entities from malicious entities, reputation and
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TaBLE 1: Common applications of trust.

Representative references Trust data fusion

Trusted routing Malicious node detection
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trust mechanism have been widely adopted and used as a
social method [51]. However, the reputation and trust
mechanism cannot be simply attributed to security issues.
Security is used to prevent an entity from foreign invasion,
ensure that another entity is designated with the entity,
ensure that the sender and receiver of the message are
designated entities, and prevent information from being
illegally obtained by other entities. In contrast, reputation
and trust are complex and diversified issues. Reputation and
trust not only play a role in decision-making but also provide
powerful tools for the establishment of relationships among
entities in the insecure real world [43]. The reputation and
trust mechanism has become an important supplementary
tool for many types of network security solutions.

6. Conclusions

Due to the lack of infrastructure, wireless sensor networks
are vulnerable to a variety of attacks. Without adequate
security and physical protection, the number and types of
applications of wireless sensor networks will be greatly re-
duced. Therefore, the security problems of wireless sensor
networks need to be solved. As an effective supplement to
the traditional security mechanism, the reputation and trust
mechanism has attracted the attention of scholars and
gradually introduced into ad hoc wireless sensor networks.
Nowadays, it has obtained extensive theoretical research and
application research, such as the selection of trusted routing

path, malicious node identification, and so on. The repu-
tation and trust mechanism can effectively encourage nodes
to cooperate and take certain measures to punish malicious
behavior of nodes, which not only improves the perfor-
mance of the network but also enhances the security of the
network. In this paper, the security standards and security
challenges in wireless sensor networks are discussed in
detail. In addition, this paper also discusses the background,
significance, concept, and characteristics of reputation and
trust, the division and composition of reputation system,
and the common applications of reputation and trust
mechanism in wireless sensor networks.
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In order to improve the library’s ability of cross-platform information retrieval and data scheduling and distribution, a library
cross-platform information retrieval system based on digital twin technology is designed. Using data warehouse decision support
and data source structured query methods, the spectral characteristics of Library cross-platform information resources are
extracted. Using the method of Hadoop data parallel loading, the library cross-platform operation data is divided into decision-
making data, computing resource pool data, and Hadoop parallel loading data. A library cross-platform information digital twin
parallel retrieval and information fusion feature matching model is established, and the retrieval channels are allocated through
multiple complex and balanced task scheduling sequences. According to the queue configuration model of Library cross-platform
information retrieval, the optimization design of Library cross-platform information retrieval system is realized. The simulation
test results show that the designed system has good recall ability of cross-platform information retrieval data, and improves the

utilization rate of cross-platform resources and the dynamic scheduling ability of online resources.

1. Introduction

The design of Library cross-platform information retrieval
system is based on the analysis of cloud data quality of
service (QoS) [1], combined with the load parameter analysis
of mesos slave node. The method of dynamic scheduling of
cloud resources is used to extract the characteristics of cross-
platform virtual resource allocation of the library [2]. Using
virtual machine matching and dynamic node adaptive al-
location methods, the design of Library cross-platform in-
formation retrieval system is realized.

The design of library cross-platform information re-
trieval system is based on the analysis of the Quality of
Service (QoS) of cloud data [3], combined with the load
parameter analysis of Mesos-Slave nodes, using the method
of dynamic scheduling of cloud resources, extracting the
characteristics of library cross-platform virtual resource
allocation, and using the methods of virtual machine

matching and dynamic node adaptive allocation to realize
the design of library cross-platform information retrieval
system [4]. The design methods of library cross-platform
information retrieval system mainly include QoS dynamic
resource node scheduling method, CaaS (Container-as-a-
Service) scheduling method, and particle swarm optimiza-
tion scheduling method. In 2011, the National Institute of
Standards and Technology, NIST) proposes to use Tanimoto
coefficient as the characteristic quantity of stable matching
between container and virtual machine to carry out cross-
platform information retrieval and resource scheduling in
libraries, but the adaptability level of this method for cross-
platform scheduling in libraries is not high. Reference [5]
designed a library information retrieval system based on big
data analysis technology. Firstly, the functions of library
information retrieval system are described, and the overall
framework of library information retrieval system is
established; then the hardware subsystem and software
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subsystem of library information retrieval are designed in
detail, and the library information retrieval algorithm is
described in detail. However, this method has a large
computational cost, and the reliability allocation ability of
physical machine selection is poor [6, 7].

In view of the above problems, this paper proposes a
library cross-platform information retrieval system based on
digital twin technology. According to the extracted spectrum
features of Library cross-platform information resources, a
digital twin parallel retrieval and information fusion feature
matching model is established. Through the dynamic allo-
cation of multiple complex and balanced task scheduling
sequences, the optimization design of Library cross-platform
information retrieval model is realized. The experimental
results show that this method has better advantages in
improving the cross-platform information retrieval ability of
the library.

2. Overall Structure Design and Functional
Components of the System

2.1. Overall Structure Design of the Cross-Platform Informa-
tion Retrieval System of the Library. In order to realize the
design of cross-platform information retrieval system of
library based on digital twin technology, combining with the
middleware design scheme, the API Server is established, the
Kubernetes node model is stored, combining with the
analysis of Web API (API server is an important manage-
ment API layer of k8s). It is responsible for providing restful
API access endpoints and persisting data to etcd server. In
the kubernetes cluster, the API server acts as the location of
the interaction portal. API server is not only responsible for
interacting with etcd (other components will not directly
operate etcd, only API server does so) but also provides a
unified API call entry. All interactions are centered on API
server. Storage kubernetes node model (kubernetes, or k8s
for short) is an abbreviation that replaces the eight char-
acters “ubernet” in the middle of the name with eight. Itis an
open source application used to manage containerized ap-
plications on multiple hosts in the cloud platform. Kuber-
netes’ goal is to make the deployment of containerized
applications simple and efficient. Kubernetes provides a
mechanism for application deployment, planning, updating,
and maintenance. The traditional application deployment
method is to install applications through plug-ins or scripts.
The disadvantage of this is that the operation, configuration,
management, and all life cycles of the application will be
bound to the current operating system. This is not conducive
to the upgrade, update/rollback of the application. Of course,
some functions can be realized by creating virtual machines.
However, virtual machines are very heavy and not conducive
to portability. The new method is implemented by deploying
containers. Each container is isolated from each other. Each
container has its own file system. Processes between con-
tainers will not affect each other, and computing resources
can be distinguished. Compared with virtual machines,
containers can be deployed quickly. Because containers are
decoupled from underlying facilities and machine file sys-
tems, they can be migrated between different clouds and
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different versions of operating systems. Containers occupy
less resources and deploy faster. Each application can be
packaged into a container image. The one-to-one relation-
ship between each application and the container also gives
the container greater advantages. Containers can be used to
create container images for applications at the build or
release stage, because each application does not need to be
combined with other application stacks, nor does it depend
on the production environment infrastructure, which en-
ables a consistent environment from R & D to testing and
production. Similarly, containers are lighter and more
“transparent” than virtual machines, which are easier to
monitor and manage, and Web API (Message services are
conceptually similar to traditional middleware). Due to the
technical and commercial complexity, they have not been
developed on a large scale. The web-based communication
service visible in the short term is Amazon Simple Queue
Service. This service facilitates secure and scalable queue
based communication between any application. There is no
general web computing service black box that can be
accessed through API, but there are many technologies
pointing in this direction. The first is ALexa vertical search
platform, which will be mentioned more in the search
service section below. The second is grid computing, such as
sun grid, datasynapse’s gridserver, or platform’s symphony.
Encapsulating arbitrary computing tasks in the API is a very
challenging task, and it may take many years for this service
to become widely popular. Information services provide a
large amount of specific information, including geographic
data like Google Maps API, product data like Amazon
e-commerce, Amazon historical pricing services. and the
latest Yahoo! Answer’s API, etc. What these services have in
common is that they all provide simple APIs to access
massive amounts of data, which may lead to unpredictable
cross applications between isolated information. Because of
the foundation and dominance of search in the web domain,
search services constitute a key part of the new web infra-
structure. Google Search API is an earlier and now a typical
search abstraction mechanism. Another example is the
Alexa search platform, whose design has led to a series of
vertical search engines that challenge Google’s position. It is
quite interesting that technically, the Alexa search platform
is more like a computing service, but it is limited to the
search field. This means the possibility of other services, such
as sorting services or data transformation services. The last
category I broadly call Web2.0 services. The name is not
necessarily relevant, but it includes services such as del.i-
cio.us, flickr, basecamp. John Musser compiled some very
influential APIs in programmable web. These specific ser-
vices will become the users of other services mentioned
above in the future, but their value is more reflected in the
fact that they provide clear, specific, and simple APIs to view
and change the information we have. Although they look
more like molecules than atoms, they are such basic services
in today’s web domain that it makes sense to treat them as
components. New web platforms are changing the rules of
the game. With the leverage of these infrastructures, it is
possible to launch complex and intelligent applications in a
very compact time slice. The mere fact that developers do not
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have to worry about scaling the problem is encouraging. In
other words, Amazon’s ten-year experience in large-scale
distributed computing was immediately presented to ev-
eryone at a very feasible price. It is possible to build intel-
ligent web applications or desktop applications that make
full use of the power of these web services because these
applications do not have to worry about infrastructure, but
focus more on availability, ease of use, context and se-
mantics! Storage APIL In order to unify and standardize the
operation APIs of these clients, the storage API is intro-
duced. Through the storage API, we can view the available
storage space and the used space, and even control whether
the user needs to be reminded when the user data are
cleared. Harbo functional components. In the early versions,
the functions of harbor mainly focused on the management
of docker images. Harbor developers hope that users can
push and pull images simultaneously through a unified
address, and use the graphical interface to browse and
manage images. As for the push and pull functions, docker’s
open source distribution project is widely used. It can
support different types of storage, and is relatively mature
and stable. Therefore, harbor chooses distribution to handle
the push and pull requests for client images, and provides
management functions by adding other components around
distribution. On the one hand, this method reduces the
development workload; on the other hand, since distribution
is basically the de facto standard of the image warehouse, it
ensures the stability of the image push and pull functions.
Later, with the iteration of the version, harbor gradually
reduced its dependence on distribution. However, in terms
of image read-write, access, and other functions, distribution
is still a bridge between harbor and user storage. The random
link node forwarding control is adopted to realize the design
of ES log service, monitoring service, alarm service, and
other functional modules of library cross-platform infor-
mation retrieval system [8-12]. The specific process is shown
in Figure 1.

Data sharing is the key technology of library cross-
platform information retrieval, which means that users in
different places, using different computers and different
software, can read the data stored in other systems, and can
perform various operations, calculations, and analyses on
library cross-platform information. If you want to share
cross-platform information in libraries, you should first
integrate cross-platform information and data in libraries.
You need to analyze the characteristics of heterogeneous
data sources, formulate a series of standards and specifi-
cations to realize the standardized design of cross-platform
information retrieval system in libraries, and process data to
achieve the purpose of integration. On this basis, you should
provide access interfaces to users. Users do not need to care
about the specific sources of data but only need to get the
data they want through the provided data access interface for
cross-platform information retrieval in libraries [13]. The
data integration system model of library cross-platform
information retrieval system is shown in Figure 2.

Library cross-platform information metadata is de-
scriptive information of data and information resources, that
is, data describing data. The metadata of HDEFS is composed
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v

Enter the main interface

v

Select action

v

| Student management |

v

| Library management |

v

Borrowing management

v

Borrow or not

| Return management |

v

| User logout |

End

F1GURE 1: Library cross-platform information retrieval flow chart.

of the attributes, affiliation, and distribution location of
Block. In HDEFS, the management and maintenance of li-
brary cross-platform information metadata is completed by
NameNode, which is the single failure point of the whole file
system [14]. To ensure the reliability of cross-platform in-
formation metadata in libraries, HDFS uses two persistent
ways, editlog and fsimage, to store metadata in disk. Among
them, editlog records the historical information of cross-
platform information metadata operation in the library in
the form of operation log, and saves it after the record is
completed; the fsimage is a kind of stored image file, which is
mainly aimed at the checkpoint of regular backup of library
cross-platform information metadata in HDFS steps and are
expressed as follows: In the application resource pool, on the
basis of the resource pool conversion of Slave node, a new
log file is generated by the notification of Secondary
NameNode, which is deployed in the access and retrieval
node, and the data are fed into MySQL. The system logic
framework of cross-platform information retrieval in the
library is shown in Figure 3.

According to the system logic framework of library
cross-platform information retrieval shown in Figure 2,
based on image service, authentication service, and ES log
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FIGURE 2: Data integration system model of cross-platform in-
formation retrieval system in library.
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FIGURE 3: System logic framework of cross-platform information
retrieval in libraries.

service control methods, the node automatic deployment
system model of library cross-platform information retrieval
is established [15]. The mirror image of compilation envi-
ronment is pulled from Harbor warehouse, and Jenkins
Master static scanning method is adopted to establish the
distribution model of library cross-platform information
retrieval system assembly line and core integrated deploy-
ment module [16]. The data extraction and program com-
pilation of library cross-platform information retrieval are
realized in MySQL underlying cloud database, and the
dynamic monitoring model of library cross-platform in-
formation retrieval is established from the perspectives of
source code construction, code compilation, and image
construction, and the architecture diagram of library cross-
platform information retrieval system is obtained, as shown
in Figure 4.

According to the library cross-platform information
retrieval system shown in Figure 3, the data warehouse
decision support and data source structured query method
are adopted to extract the spectrum characteristic quantity of
library cross-platform information resources, and Dockerfile
is used to generate the mirror image. The cross-platform
information data packet of application library is deployed to
Kubernetes cluster, and the functions of creating, config-
uring, executing, and deleting the cross-platform of library
are realized through the module management of application
package [17].
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2.2. Library Cross-Platform Information Retrieval Module
Function Component Analysis. The functional modules of
the library cross-platform information retrieval system are
divided into mirror compilation sub-module, application
deployment sub-module, user interaction module, appli-
cation package management module, dependency man-
agement module, and mirror management module. The
specific process is shown in the Figure 5.

Among them, the mirror compilation sub-module is
controlled by code version management and generates the
mirror image through Dockerfile, which is also within the
management scope of Kubernetes cluster. The network design
of library cross-platform information retrieval platform is
carried out by ZigBee and GPRS networking technologies [18].
The ZigBee data acquisition node of library cross-platform
information retrieval is designed as the bottom node of library
cross-platform information retrieval system, and the data of
library cross-platform information retrieval is uploaded to the
central server through GRPS. The original data collection, local
information processing, and information fusion of library cross-
platform information retrieval are realized at the sensor node
[19-21]. The Kubernetes structure diagram of library cross-
platform information retrieval system is shown in Figure 6.

In Figure 6, TCP/IP and X.25 protocols are adopted to
realize the physical layer access and RF interface output
control of the library cross-platform information retrieval
system, and the distributed networking scheme is adopted to
realize the online scheduling and resource virtualization
configuration of the library cross-platform resources under
MVB bus control protocol [22].

3. Mathematical Modeling of Cross-Platform
Information Retrieval Model in Library

3.1. Feature Extraction of Retrieval Information. Based on
the balanced allocation method of library cross-platform
information retrieval physical space resources, the balanced
allocation of library cross-platform resources is carried out
[23], as shown in the Figure 7.

In the cross-platform data computing center of the li-
brary, a dynamic allocation model of resources between
physical machines and virtual machines is established, and
the physical machine set of the cross-platform data center of
the library is G(O) = (V,E,L,u,1) , : E— Ly , and
V,E,L,u,n are the data set of CPU, memory, bandwidth,
and hard disk resources in virtual machines, which, re-
spectively, represent the corresponding CPU, memory,
bandwidth, and hard disk resource data parameters [24].
Data set G, = (M“,le,Yl) , 4, (i=1,2,...,m) are intro-
duced into different library cross-platform information re-
trieval container numbers, and the number of hard disk
resources as the library cross-platform information center
constitutes a feature set. At the information sampling time ¢
and t + 7, the clustering center is initialized to satisfy ¢;, so that
m; (t) = —a;m; (t) + b; (p; (t — 0), po (t = 0),..., p,(t—0)),
p;(t) = —¢;p; (t) + d;m; (t - 1),

(1)
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FIGURE 4: Architecture diagram of cross-platform information retrieval system in library.
is the fuzzy clus‘.[ern?g center of user behav19r attrlbgte data w3 ~ N(ﬁk, 2k)>
feature vector in library cross-platform information re- (3)
Zk ~ iW(Vk -d- I,Ak),

trieval. The attribute set of library cross-platform storage
distribution space is obtained by using the feature sequence
training reconstruction method of user behavior attribute
data. B = {b;, b, ..., b,,} is the attribute category set of the
cross platform information retrieval user behavior attribute
data of the library to be mined. Calculate the utilization rate
of the physical machine at the time of initialization or
migration, and obtain that the central link distribution of the
cross platform switch of the library is a;. The deployment
attribute value of the library cross platform information
retrieval on the virtual machine M is {c;, ¢,, ... ¢k}. According
to the deployment of library cross-platform information
retrieval nodes on virtual machine M, the information en-
tropy is obtained. By using the methods of information
entropy feature extraction and dissimilarity measurement,
the resource scheduling fuzzy set (u,u,) e C,(K, Hix
Hiﬁl) is obtained, the workload sum is obtained, and the
CPU utilization rate of the moment is analyzed to obtain the
control constraint parameters of library cross-platform in-
formation retrieval. The cross-platform running data of the
library is divided into decision-making data, computing
resource pool data, and Hadoop parallel loading data. By
adopting digital twin technology and data clustering
method, the digital twin parallel retrieval and information
fusion feature matching model of the cross-platform in-
formation retrieval system of the library is established, and
the information entropy analysis model of the cross-plat-
form resource scheduling of the library is obtained, and the
optimized analytical feature components of the cross-plat-
form resource control of the library satisfy:

(i Zg) ~ NiW (v, Vi), (2)

where in

where in iW (.) represents the conduction information
function of library cross-platform resource scheduling,
parameters v, and V. represent the association rule set of
library cross-platform resource allocation, d is the in-
formation entropy dimension, % is the load of library
cross-platform physical machines, and £, is the dynamic
load balancing parameter of library cross-platform re-
sources. Aiming at the checkpoint of regular backup of
metadata in HDFS, the library cross-platform information
output rule set of each physical machine is obtained as
follows:

P | Xp1 Yirr) = p (e | Xt ien)s

(4)
Pl X Yiey) = p(vi I x0)s

where in x; is the sum of the cross-platform information
loads of T library, y,_, is the utilization rate of all containers
collected by the cross-platform information scheduling
server of the library, and X;_, and Y,_, are the simulated
minimum physical machine loads and energy consumption,
respectively. The cross-platform running data of the library
is divided into decision-making data, computing resource
pool data, and Hadoop parallel loading data, and the model
parameters of cross-platform information retrieval of the
library are constructed based on digital twin technology
estimation by adopting energy consumption simulation and
sorting methods [25].

3.2. Cross-Platform Information Retrieval System of Library.
The digital twin parallel retrieval and information fusion
feature matching model of the cross-platform information
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cross-platform information retrieval module.

retrieval system of the library is established, and the four-
dimensional parameters of the cross-platform information
entropy distribution of the library by the dynamic allocation
of multiple complex and balanced task scheduling sequences
is given, which are described as follows:

(1) Random: the random migration target under the
guarantee of task service quality.

(2) FirstFit: the optimization fitness value of library
cross-platform scheduling according to the physical
machine of the data center.

(3) MostFull: Calculate the initial target probability
density parameters of all available physical machines,
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indicating the maximum information entropy under
the polling scheduling mechanism.

(4) LeastFull: Calculate the information entropy and
waiting time of all available library cross-platform
information.

Based on the construction of 4-dimensional parameters,
under multiple Load Balance Service (LBS) mechanisms, the
container complex balanced scheduling is carried out. Based
on the digital twin technology estimation, the algorithm
implementation steps of the library cross-platform infor-
mation retrieval system are described as follows:

Step 1. Put the idle and closed physical machines into
the resource scheduler at the cross-platform resource
control end of the library, and get the load parameter X.

Step 2. The task quality mechanism is sorted by the
maximum load to obtain the library cross-platform
resource feature distribution set E, and the CPU uti-
lization rate of each physical machine in the container E
is estimated based on digital twin technology.

Step 3. Move the feature quantity of library cross-
platform information retrieval resources in E into X.

Step 4. Set a proprietary conversion engine between the
data source and the target data warehouse, and use the
round-robin mechanism to calculate the energy con-
sumption of the cross-platform resource retrieval of the
library in E, so as to obtain the maximum complex
resource ranking.

Step 5. NameNode receives the notification from
Secondary NameNode to generate a new log file. Select
the physical machine with the smallest simulation value
in E.

According to the above algorithm design, the library
cross-platform information retrieval channel is dynamically
allocated through multiple complex and balanced task
scheduling sequences, and the library cross-platform in-
formation retrieval queue configuration model [26] is
adopted to realize the optimal design of the library cross-
platform information retrieval system.

4. Simulation and Result Analysis

In order to verify the application performance of this
method in realizing library cross-platform resource sched-
uling and monitoring, the following experiments are carried
out with reference [4] and reference [5] as comparative
methods.

4.1. Establishment of Experimental Platform. First, the
HBase high availability cluster is built. The regionserver of
HBase is deployed on the three dat nodes of the Hadoop
cluster. Each node backs up each other to ensure high
availability of data. HBase’s HMaster service is deployed on
two NameNode nodes of HDEFS, and deploying two
HMasters can ensure the high availability of the cluster and
prevent single-point failure. Here, an independent Zoo-
Keeper cluster is used, but the ZooKeeper that comes with
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FIGURE 7: Flow chart of feature extraction for cross-platform information retrieval in library.

preallocated Region is not specified, a Region will be
created by default. When massive data are written con-
currently, all the data will be written into the default Re-
gion. Only when it is known that it cannot be loaded will
the Split operation be performed, and it will be divided into
two regions. In this process, there will be two problems: the
data are all stored in one Region, which is prone to single

The underlying disk Split operation will consume a lot of
cluster IO resources. Based on this problem, this paper
integrates the RowKey characteristics of the cross-platform
resource table of the library, designs a reasonable pre-
partition scheme, solves the hot issues by creating multiple
empty Region in advance, and adjusts the load balance of
the cluster. Reasonable design of RowKey can make the
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TaBLE 1: Task allocation parameters of library cross-platform resource scheduling.
Platform Memory buffer capacity/mb Retrieve task queue length/kbps
Platform1 16.840 799.891
Platform2 868.511 472.017
Platform3 556.266 461.907
Platform4 495.678 277.859
Platform5 717.503 169.823
Platformé 99.289 65.178
Platform?7 804.483 87.130
Platform8 959.692 803.154
Platform9 984.799 898.029
Platform10 801.790 151.836
12
= Pl
/M aa)
=S 2
< 1 3
2 2
E £
g 1 £
< <
6 7 & 9 10 11 12
Time (s)
@
12
10|
2
=)
m
=S
<
2
£
g
<

1 2 3 4 5

6

7
Time (s)
(c)

8§ 9 10 11 12

FIGURE 8: Histogram sequence of cross-platform resource allocation in library. (a) Platforml. (b) Platform2. (c) Platform3.

concurrent requests in each Region evenly distributed
(tend to be even), so that the IO efficiency can reach the
highest. Matlab is used for simulation test. The number of
cross-platform nodes in the library is 1200, the length of cross-
platform information resource distribution sampling in the li-
brary is 1024, the number of training samples is 200, the data size
is 800 Mbyte, and the maximum memory buffer capacity of each
library is 5600. See Table 1 for the task allocation parameters of
cross-platform resource scheduling in the library.

4.2. Cross-Platform Resource Allocation Histogram of Library.
According to the parameter configuration in Table 1, the
library cross-platform resources are monitored, and the
histogram sequence of library cross-platform resources
configuration is shown in Figure 8.

4.3. Experimental Results and Analysis. According to the
library cross-platform resource allocation in Figure 8, the
library cross-platform information retrieval queue
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configuration model is adopted to realize the optimal
configuration of the library cross-platform information
retrieval system. Taking the convergence value as the index,
the resource allocation of this method is tested after 100 s.
The faster the convergence speed is, the better the resource
allocation performance of this method is. The convergence
curve of resource allocation is shown in Figure 9.

By analyzing Figure 9, it can be concluded that the cross-
platform information retrieval of the library by this method
has good convergence for resource allocation.

After the application of this method [4] and [5], the
library information retrieval resource utilization rate of 100
nodes is tested. The higher the value, the higher the resource
utilization rate of the corresponding method and the better
the retrieval performance. The comparison results are shown
in Figure 10.

Analysis of the simulation results in Figure 10 shows that
this method has better data recall ability for library cross-
platform information retrieval, which improves the resource
utilization rate by 32.3% compared with the traditional
method.

5. Conclusions

In order to improve the performance of cross-platform li-
brary information retrieval, this paper designs a library
cross-platform information retrieval system based on digital
twins. The following conclusions can be drawn from the
above research:

(1) This paper constructs an optimized library cross-
platform information retrieval and queue scheduling
model, and controls and stores the library cross-
platform information resource allocation through
network server transmission.

(2) The test shows that the resource utilization rate of
information retrieval is higher and the convergence
of resource allocation is better in 10 library cross
platforms.

(3) The next step is to refine the library information to
further improve the retrieval performance of the
design system.
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In this paper, a robust tracking control strategy based on the dynamic feedback linearization method is proposed for the nonlinear
and highly coupled dynamic characteristics of coaxial unmanned helicopter. The mathematical model of the coaxial unmanned
helicopter is determined by fault analysis. Then the high-order state system is dynamically feedback linearized by extending the
state variables, and the dynamic characteristics of the zeros are analyzed according to the expected tracking characteristics of the
inner loop. The pole placement of the subsystem realizes robust monitoring of height and position commands by designing robust
compensators. On this basis, an outer loop proportional derivative controller is designed for the horizontal positioning subsystem
to realize position tracking. Loop tracking simulation ensures the good separation characteristics of feedback linearization
method, and trajectory tracking simulation under fault conditions ensures the control ability and durability of the

designed controller.

1. Introduction

Under the background of decentralized consensus optimiza-
tion, composite proxy networks work together on a common
decision variable to minimize the sum of their local target
activities and limit the information exchange between
neighbors. To do this, check the problem first, and then apply
Alternating Direction Method of Multipliers (ADMM). In this
method, individuals are iteratively calculated and data are
exchanged among neighbors. It is found that this method
converges rapidly and is considered to be sustainable [1]. For
convex optimization problems, we propose an extended La-
grangian method, in which the cost function is the sum of two
terms, one of which can be separated into variable blocks and
the other lies between continuous variable blocks [2]. Loop is
an effective algorithm for solving complex monotone inclusion
and convex optimization problems, which consists of many
simple blocks. Promoting PRS and ADMM can automatically
adapt to the regularity of the problem and provide an

improved worst case without convergence regularity. All re-
sults are obtained through simple techniques [3]. ADMM is
widely used to solve structural cone optimization problems.
This paper proves that ADMM is a widely used method for
solving large-scale multiblock optimization models, and it can
also achieve good convergence [4]. ADMM odds are one of the
most effective and successful methods to solve different
combinations. Multiblock ADMM is a natural extension of
ADMM and a general pattern that is very useful for solving
various nonconvex optimization problems. Finally, we propose
simulation studies and practical applications to support the
correctness of the theoretical statements [5]. In this paper, a
sPADMM method is proposed to solve the minimization
problem of three-block separable cones, where the second
block is the constraint of strong convex functions and con-
nected linear equations (6). In this paper, the control problem
of a new rotor/duct fan helicopter is studied. By observing the
response of a helicopter to steering input, it is found that the
coaxial duct fan has the general hinge characteristics different


mailto:xuanan2017@buaa.edu.cn
https://orcid.org/0000-0003-0335-0439
https://orcid.org/0000-0001-7166-2069
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3647784

from traditional helicopters, that is, the strong coupling be-
tween ascending and tilting, vertical and rotating motions. The
simulation results ensure the correctness of the analysis and
control scheme [7]. The design process of strong control of a
coaxial micro helicopter is introduced. The process begins with
the establishment of a nonlinear dynamic model reflecting all
the key elements of a helicopter. Then, the position and climb
control controllers are designed using the identified and
verified models, and successful flight tests are carried out on
the actual system [8]. In this paper, two different methods are
used to model a new type of small assembled coaxial helicopter.
The system is simulated in two ways and controlled by a PID
controller. Simulation results show that the method is effective
and can be used to design robust controllers [9]. In this paper,
two different methods are used to model a new type of small
assembled coaxial helicopter. The system is simulated in two
ways and controlled by a PID controller. Simulation results
show that the method is effective and can be used to design
robust controllers [10]. The initial boundary of closed-loop
control of the ideal model of a model autonomous helicopter
on the arbitrary flight path is considered. In this paper, a
theorem is proved, which sets the limits of the initial fault and
trajectory parameters in advance to ensure the acceptable
tracking performance of the system. The analysis is expected to
be used to validate the work design process [11]. Aiming at the
serious nonlinear coupling problem of hydraulic flight sim-
ulator, a dynamic robust disconnection compensation method
is proposed. This method can disconnect without dis-
connecting the network. Simulation results show the efficiency
of disconnecting the controller. The nonlinear coupling
problem in the simulator system is repaired [12]. A robust
adaptive fuzzy relative-derived inverse dynamic disengage-
ment control based on the fuzzy linear extended state is
proposed and applied to trajectory tracking of the two-degree-
of-freedom spherical motion mechanism. The simulation and
experimental results ensure the high performance of the
controller [13]. Based on the high-dimensional nonlinear
system model of the gyro-stabilized platform, a robust control
design method for multiple input-output objects is proposed
based on eigen structure assignment and quantitative feedback
theory. Simulation results show that the EA/QFT method
enables designers to understand the design process more in-
tuitively and improves the flexibility between system perfor-
mance and controller complexity. The results show that even if
the spacecraft moves violently, the target tracking system still
has good resolution and high-tracking accuracy [14]. The
purpose of this paper is to monitor the position and trajectory
of a three-stage pneumatic muscle-guided parallel robot
without the pressure sensor. An adaptive and durable con-
troller based on the pressure sensor is proposed. The exper-
imental results show that the system not only has good steering
accuracy and motion stability but also has strong anti-inter-
ference ability [15].

2. Unmanned Helicopter Classification

2.1. Unmanned Helicopter with the Rotor Tail Rotor. The
rotor-tail rotor in unmanned helicopter is “rotor + tail ro-
tor,” which is the most common unmanned helicopter type,
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so it is also called the conventional unmanned helicopter. In
the unmanned helicopter with this configuration, a pair of
main rotors is used as lifting components on the fuselage,
and the rotor traction is adjusted by controlling the common
lifting of the main rotors. By adjusting the pitch angle of the
main rotor regularly, the inclination angle of the front and
rear wings is adjusted, thus controlling the flight of the
helicopter. At the same time, a pair of stern rotors is
designed in the vertical plane of the tail of the fuselage to
balance the reaction torque generated when the rotors turn
to the fuselage and realize stability and heading control. The
rotor-tail rotor-unmanned helicopter has been proposed,
and the related dynamic analysis and flight technology are
mature, and the research results are abundant. As shown in
Figures 1 and 2, the unmanned Hummingbird A160 T he-
licopter designed and manufactured by Boeing Company of
the United States and the unmanned AV500 W designed and
manufactured by China Aviation Industry Corporation both
use this assembly design.

2.2. Variable Structure Unmanned Helicopter. When an
unmanned helicopter flies forward at high speed, the su-
personic speed of the front tip produces shock wave effect,
which greatly increases the aerodynamic drag of the rotor
and limits the forward speed of the helicopter. Variable lift
unmanned helicopter adopts variable lift axis technology,
flies at low speed in helicopter mode, and relies on rotor as
lift and steering device to realize short-distance or vertical
take-off. By changing the direction of rotor rotation axis to
fixed-wing flight mode, the flight speed is gradually in-
creased, which avoids the problems of supersonic overspeed
and rotor vibration, and thus improves the forward flight
speed. Improved from unmanned helicopters. However, this
kind of unmanned helicopter has both aerodynamic char-
acteristics of helicopter and fixed-wing aircraft, and its flight
mode is complex. The aerodynamic characteristics of each
mode are quite different, and its stability is poor, which
increases the design difficulty. Flight control system and
flight stability. As shown in Figure 3, only the V-22 Osprey
tilt-rotor aircraft and V-22 unmanned V-247 tilt-rotor
aircraft of Bell Helicopter Company of America were in-
troduced. At present, China has also done a lot of research
on tilt-rotor UAV. Figure 4 shows the first self-developed
tilt-rotor UAV “Rainbow”-10 displayed in Zhuhai Flight
Exhibition 2018.

2.3. Coaxial Unmanned Helicopter. A coaxial unmanned
helicopter has two upper and lower rotors rotating in op-
posite directions, and the direction is controlled by ma-
nipulating the torque difference between the upper and
lower rotors. The coaxial unmanned helicopter cancels the
design and transmission structure of the stern machine,
eliminates stern machine failure caused by the stern swing,
reduces the weight of unmanned helicopter, and improves
the conversion efficiency between the engine and the rotor
elevator. At the same time, the fuselage volume of unmanned
helicopter is reduced, the structural load is concentrated on
the center of gravity, the moment of inertia of helicopter’s
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Fi1GUre 1: “Hummingbird” A160T unmanned helicopter.

FIGURE 3: V-247 unmanned tilt-rotor aircraft.

rising and tilting is reduced, the steering torque of un-
manned helicopter is improved, and the maneuverability of
unmanned helicopter is improved. Figure 5 shows the
Russian armed Ka-52 helicopter installed in the Russian Air
Force for high-altitude reconnaissance and low-altitude
operations. Figure 6 shows the TD450 coaxial unmanned
helicopter developed in China, which is applied in the field
of agricultural plant protection.

2.4. Unmanned Helicopter with Circular Duct. In the annular
passage, the unmanned helicopter connects the fuselage with
the passage and installs lifting components in the annular
passage to reduce the aerodynamic drag of airflow to the
rotor during flight. Unmanned helicopters usually use co-
axial reversing rotors to balance reverse torque in annular
pipes. It is characterized by small overall size and high
aerodynamic efficiency at low speed. It is widely used in
tactical intelligence, signaling, and other fields. As shown in
Figures 7 and 8, the Cypher UAV designed by Sikorsky
Company. Unmanned MAYV aircraft designed by Honeywell

FiGURE 4: “Rainbow”-10 unmanned tilt-rotor aircraft.

FIGURE 5: Ka-52 armed helicopter.

FIGURE 6: TD450 coaxial unmanned helicopter.

FIGURE 7: [Password] Unmanned helicopter.

International Company of America and “Golden Eye”
produced by Aurora Flight Science Company of America.
All UAVs will adopt this structural design.

The unmanned helicopter with a coaxial rotor blower is a
new type of unmanned helicopter composed of rotor, duct
body, and fan. Different from the annular ducted unmanned



FIGURE 8: Mini ducted fan drone.

helicopter, this helicopter uses the rotor as the main lift
device, providing about 70%-80% lift, and the fan in the duct
as the auxiliary lift system matches the torque generated by
the rotor to realize heading control. The sample unmanned
helicopter has the structural characteristics of both the
coaxial rotor helicopter and annular ducted helicopter, so it
not only retains some aerodynamic characteristics of these
two types of helicopters but also has new flight modes and
flight control problems that need further study.

3. Introduction of the Classical
ADMM Algorithm

3.1. Brief Introduction of the Development of Classical ADMM
Algorithm

3.1.1. Dual Ascending Method. We first give one of the most
commonly used models:

min f (x),s.t.Ax = b, (1)

where x € X is an optimization variable, f: R" —
R U {+00} is a convex function, A is a matrix of RP”*", b € R
is a given vector, and X is a closed convex set in R".

The above optimization problem is a linear convex-
convex optimization problem. In optimization theory, we do
not have algorithms to solve constrained problems directly,
but we have many algorithms to solve infinite optimization
problems, so our idea is to transform a constrained problem
into an unsolvable problem first. The simplest method is the
double ascending method. First, according to the constraint
condition of binary variable A, the independent variable X
and binary variable A are updated by using the idea of
substitution solution so that the original variable X and
binary variable A are optimal at the same time. The following
is a detailed introduction to the steps of solving the opti-
mization problem by Shuang Li’s method. First, the La-
grangian function of the optimization problem is
constructed as

L(x,A) = f(x) - A" (Ax - b). (2)
The dual function of formula (2) is given as

d(A) =inf, L(x,A) = —f*(—AT)L) —b'A, (3)
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where A € RP is a binary variable. The dual problem is given
as

maxd (), (4)

where A € R? also stands for a binary variable. Strong duality
assumptions (although minimizing the initial problem
min f (x) is equivalent to maximizing dual problem
maxd (1)) give the same optimal solution to the initial
problem as the optimal solution to the dual problem. As-
suming that the optimal solutions of the original optimi-
zation problem and the double optimization problem are x*
and 1", we have a strong double hypothesis x* =
argmin, L (x,1"); that is, we can get the optimal solution x*
of the original problem through the optimal solution A*. In
the double ascending method, assuming that the dual
function d(A) is differentiable, its gradient Vd (1) can be
estimated by the following method: first, the updated value is
obtained, then d(A) = inf, L(x**1, 1) = £ (x*1)+
AT (Ax**1 = b), then Vd (1) = Ax**! — b, which is also called
the remainder of the difference of difference constraint
Ax = b. Therefore, the updating process of the Shuang Sheng
method is

K= argminxL(x, )tk)

xk+1 — /\k + ock(Axk+1 _ b),

(5)

where of >0 is the step size, and when the step size af is

selected correctly, the double function d(A) rises
continuously.

Note that the independent variable x € R" and binary
variable A € R? of the original problem are in different linear
states, which means that the double ascending method al-
ternately optimizes in two linear spaces R" and R?, does not
intersect, and develops towards the optimal motion direc-
tion. A solution is coming. However, the double slope
method also has some disadvantages: if the step size af is
chosen correctly and the objective function f (x) is strictly
convex and strongly dual, both the independent variable x*
and the binary variable A* converge to the optimal point, and
the original optimization problem and the double optimi-
zation problem can reach the optimal solution time at the
same time. Unfortunately, many practical problems can not
satisfy the assumptions of strict convexity and strong duality
of the objective function f(x) at the same time, so the
Shuang-Li method is useless at this stage.

3.1.2. Dual Decomposition Method. Although the strict
conditions of Shuang-Li method are not suitable for solving
most practical problems, the Shuang-Li method has a
particularly good feature worth exploring. If the objective
function f(x) is separable, we decompose the initial
problem into many small problems, optimize these small
problems, and then integrate them together to achieve full
renewal, which is a double decomposition method. Nev-
ertheless, let us take the optimization problem as an example
and look at its decomposition form as
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N N
min f (x) = Zf, (x;),s.t.Ax = ZAixi =b, (6)
i1

i=1

where the independent variable is decomposed into
x = (x},%,,...,Xy),X; € R% is a component of the inde-
pendent variable X, and accordingly the matrix A is
decomposed into A= (A;,A,,...,Ay) and satisfies
Ax € YN Ax;. Accordingly, the Lagrangian function of
formula (6) can be converted into

N N T 1 T
L(x ) = ;L(xi,)t) - Z(f,-(xi) AT A - ) b). )

i=1

In a given iterative process, due to the decomposition of
the objective function f (x), the x—part problem of (5) can
be divided into the following N-part problems, and opti-
mization is carried out at the same time as

{ xf“ = argminxLi(xi,)Lk)

k+1 k k k+1 (8)
=25 4 o (A - ).

It can be seen that in formula (8), decomposition and
integration operations are performed at each stage. For
subproblems i =1,2,...,N and x;—, simultaneous opti-
mization can be realized independently. In the renewal stage
of the binary variable A—, we integrate the decomposed
constraint residuals A;x; to form the total residuals
AxK*1 — b, Parallel updating of subproblems of the double
decomposition method provides theoretical basis and ideas

for the following problems.

3.1.3. Augmented Lagrange Multiplier Method. In order to
reduce the assumption of the method and improve the
applicability and practicability of the method, the following
Lagrange coefficient method is added. The solution of adding
Lagrange coefficient is to add quadratic addition term
(BI12)] Ax - bllg to Lagrange function first and the addition
delay of formula (1) is obtained as

Lg(x,A) = f(x) - A (Ax - b) + gIIAx - bl 9)
where x € X is still the variable to be optimized, and A € R?
is the Lagrange coefficient. 8> 0 is the penalty parameter of
constraint, which is also called penalty coefficient. Let § = 0
be the general Lagrangian function L (x,A) in formula (9),
where the additional term B/2|Ax — bl plays a major
guiding role in the iterative process because after intro-
ducing the added Lagrangian function, the optimal solution
of formula (1) is transformed into the minimum solution of
the extended Lagrangian function (9), which is far from the
feasible range, then f/2|Ax — bII% is larger. The minimum
solution of infinite problem ( *) or the solution of each
iteration x’,y’ certainly cannot gradually approach the
feasible range of the original problem by the limit term
B2 Ax - bllg. When x’, y” becomes a realizable point, this
realizable point x’, y’ is the optimal solution of the model. In

fact, the extended Lagrangian function Lg(x, 1) can also be
equivalent to the general Lagrangian function of the fol-
lowing optimization model in the form:

min f (x) + §||Ax ~bl3,s.t.Ax = b. (10)

Obviously, equality (10) corresponds to equality (1)
because for every possible solution X in equality (10), there is
a penalty term. The dual function formula corresponding to
formula (10) of the optimization problem is

ds (1) = inf, Ly (x, A). (11)

The introduction of quadratic penalty term
ﬁ/ZIIAx—blli makes the dual function dﬁ (A) uniformly
separable under the most relaxed conditions. The updating
steps of solving the model by the Lagrange coeflicient
method are given as

{ X = argminxLﬁ(x, /lk)

(12)
/\k+1 — )Lk +/3(Axk+l _ b)

The difference between the above formula (12) and
Shuang Sheng method is, firstly, the additive Lagrange co-
efficient method introduces the quadratic addition term
BI2||Ax - bII%; secondly, in the double ascending method of
X, the update step of binary variable A is E, which is the
variable to be redefined in each iteration. In the Lagrange
coefficient method, the update step of 1 is extended to
become f, that is, a fixed value. The increased Lagrangian
coefficient method makes up for the deficiency of the Shuang
Lift method and converges under looser conditions (for
example, when the objective function f (x) does not strictly
satisfy the convex attribute). Although the extended
Lagrange coefficient method is more applicable, it also
makes use of the decomposition property of the objective
function f (x), that is, the additive Lagrange method de-
stroys the parallel solution property of the double-lift
method and the double decomposition method. In daily
multiplication, when the objective function f (x) must be
decomposable, the enlarged Lagrangian function Lg(x,1)
cannot be decomposed, so it is impossible to optimize
several smaller x;,— subproblems when solving x-—
subproblem.

Some scholars put forward the precision ADMM algo-
rithm on the basis of the Shuang Lift method, double
scattering method, and Lagrange coefficient method, which
will be explained in detail in the next section.

3.2. Introduction to Classical ADMM Algorithms

3.2.1. Classical ADMM Algorithm. Classical ADMM algo-
rithm inherits the advantages of Shuang Lift method, double
scattering method, and Lagrangian coefficient method. Es-
pecially, because the objective function f (x) of optimization
problem is complex, the classical ADMM algorithm is
particularly prominent in solving such problems. Next, we
give the problem model and basic framework of the classical
ADMM algorithm.
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We consider the following forms of problem
optimization:
min, , f (x) + g(y),s.t.Ax+ By =b, (13)

where x € X,y €Y is the optimization variable and
f: R— RU{+00},g: R" — RU{+00} is a convex func-
tion, and these initial problems can be transformed into the
form of formula (13) after redefining the variables. For
example, given y = Ax, the original problem minf (x) +
g (Ax) can be transformed into (13), where B=-1,b = 0. In
some problems, object functions have good properties such
as strictly convex or squared convex functions or having a
continuous Lipchitz gradient and so on.

For formula (13), we obtain its augmented Lagrangian
function as

Ly(x,3,1) = f(x) + g(y) - A (Ax + By - b)
(14)
+§||Ax + By - b}

The basic idea of the classical ADMM algorithm is to
obtain the extended Lagrangian penalty function and then
solve the original problem by solving a series of subproblems
on X and Y and some iterative division as

Y= argminyLﬂ(xk,y, /\k)

K= argminxLﬁ(x, yk“,)tk) (15)
/\k+1 — Ak +ﬁ(A.xk+l + Byk+1 _ b)

Replace the extended Lagrangian function in (15) with
Algorithm 1:

Let k=k+1 go to step 2.

Compared with the method of adding Lagrange co-
efficients to update independent variables x and y si-
multaneously, each iteration of the classical ADMM
algorithm can be divided into the following three steps:
the first step is to solve the minimization problem related
to updating variable y; the second step is to solve the
minimization problem related to updating variable X; and
the third step is to update the Lagrangian multiplier A. In
the updating step, A is taken as the extended Lagrangian
penalty parameter 5. The classical ADMM algorithm
considers that the objective functions F and G which are
separated from the independent variable X. It allows the
algorithm to be divided into two subproblems of a variable
and alternately update variables X and Y, which are the
origin of the inverse multiplication name. In addition, in
the classical ADMM algorithm, the order of these two
subproblems can be arbitrary: first, solve subproblem y-,
and then solve subproblem x—, such as algorithm 1. First,
the subproblem can be solved in inverse x—. The order of
different solutions has no effect on the convergence of the
algorithm. Although alternative upgrades require more
steps than general upgrades, because it is easier to cal-
culate the two subproblems of alternative upgrades, the
classical ADMM converges faster than other methods, so
it is more widely used.
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3.2.2. Simplified Form of the Classical ADMM Algorithm.
Here is another similar classic ADMM form, which is rel-
atively simple and common in practical application fields.
Let r = Ax + By —b,u = 1/ be

B

—/\T(Ax+By—b)+E||Ax+By—b||§
B Bl 1. 1
= AT+ 5003 = Elr 24| + I3 (16)
2 2 B, 2B
B B
= —Ellr +ull; + Ellulli.

Accordingly, the augmented Lagrange function is also
equivalent to

Ly(x,y,1) = f(x) + g(y) — A" (Ax + By — b)

+§||Ax+By—b||§ (17)
= £+ 90—l vl + B

By the same token, the iteration of the subproblem is

r yk” = argminy<g()’) +§"Axk +By-b+ uk"i)

N argminx(f(x) + g"Ax By by ”k"z>

| /\,k+1 — Ak +ﬁ(Axk+l + Byk+1 _ b).
(18)
The simplified form of formula (18) is exactly the same as
the original form of formula (15). The simplified form of
ADMM is often used in practical applications, but if we want

to emphasize the role of binary variables, we must use the
original form of ADMM.

3.2.3. Extended Form of the Classical ADMM Algorithm.
If the objective function can be decomposed into N parts, the
form is

min, . .91 (x1) + g5 (%) + -+ + g ()
StA X+ A, +--+ Ayxy =b (19)

x; € Xpi=1,---,N,

where g;(-),i =1,..., N is a convex function of R — R,
x;€X,i=1,...,N is a closed convex set of R", and
A; e RP"i=1,...,N,b € RP is a given vector. It is easy to

know that the extended Lagrangian function of formula (19)
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is Lg(xy, %5, xN34) = YN g+ AT(EN, Ax; - b)+

B2 Zfil Ajx; — blli. Similar to the classical ADMM al-
gorithm, we can get the update steps of the extended ADMM
algorithm as

k+1 inL k k ./\k
X, = argmin ﬁ(xl,xz, ce XN )
k+1 inL k+1 k _/\k
Xy = argmin ﬁ(xl > X955 XN )
S (20)
k+1 inL k+1 _k+1 'Ak
XN = argmin B(xl Xy 5. XN )

N = 2 BA T+ AT e A - D).

In recent years, the ADMM algorithm, which can de-
compose the objective function into several parts or several
subblocks, has become a hot research topic for many re-
searchers, and the research results are of great significance.
This provides a very powerful method for dealing with large-
scale optimization models.

3.3. Convergence of the Classical ADMM Algorithm

3.3.1. Convergence of the Classical ADMM Algorithm. A
typical model of the classical ADMM algorithm is an op-
timization problem whose objective function is two dis-
tinguishable variables. For the model in this chapter, the
convergence of the classical ADMM algorithm has been
obtained in many literatures. We use the following two
assumptions to prove the convergence of the algorithm:

Suppose 1  function f: R" — RU{+0o0},
g: R — RU{+00} is a closed convex function.

The closed convex property of the function of Hy-
pothesis 1 can also be described by the following equivalent
property: A function f (x) satisfies Hypothesis 1 if and only
if its graph epif (x) = {(x,A) | (x,1) € R* xR, f(x)<A}isa
nonempty closed convex set.

Suppose 2 Lagrange function L, (x, ¥,A) has stagnation
point.

If Hypothesis 1 holds true, then subtasks x— and y— have
optimal solutions. In addition, suppose 1 can become in-
finity when the function is nondifferentiable. Although the
optimization problem is set under such loose conditions, the
solution of its subproblem can still be found. This secondary
programming task is obviously solvable. If Hypothesis 2
holds true, then the optimal solution x*, y*,1* can be ob-
tained for the two problems mentioned above, and for any
x, ¥,A satisfying the constraint, the following inequality
holds  for  Ly(x*, y*,A)<Ly(x*, y*,A") <Ly (x, y,A7).
According to assumptions 1 and 2, the Lagrange function
Ly(x*, y*,1%) is limited to each optimal solution x*, y*, 1.
It can be concluded that x*, y* is the solution of (13), so
Ax* + By* =band f(x*),g(y*) <oo. Of course, it can also
be concluded that A* is the optimal solution, and we do not
make additional assumptions about matrices A, B and vector
B in constraints nor do we require matrices A and B to have
perfect permutation.

The following will give the convergence result of solving
formula (13) with the classical ADMM algorithm:

Theorem 1. In Hypotheses 1 and 2, the iterative generation
sequence of the classical ADMM algorithm satisfies what as
follows:

(1) When k — oo is the constrained residual set
r* = Ax* + By* —b — 0, the residual converges,
that is, the boundary point of the iterative sequence
(x%, y*) is the feasible point of formula (13).

(2) The objective function is convergent. When k — oo,
the sequence f (x*) + g(y*) — p*; that is, the limit
point p* of the objective function sequence is the
optimal solution of formula (13).

(3) When k — oo is a set of bivariate AF —5 ¥, the
bivariate is convergent; that is, the boundary point of a
set of bivariate variables is a double optimum.

Generally speaking, the higher the accuracy of the
classical ADMM algorithm, the slower the convergence
speed. Especially in practical applications, we faced quite a
lot of large optimization problems. If the accuracy is too
high, the convergence speed of the classical ADMM algo-
rithm is very slow. If we want to solve this large-scale op-
timization problem quickly, our method often meets the
accuracy requirements of the algorithm and realizes the fast
convergence of the algorithm, thus slowly appearing the
inaccurate ADMM algorithm.

3.3.2. Optimal Conditions and Stopping Criteria of the
Classical ADMM Algorithm. Generally, the optimization
problem satisfies the following relationship as

Ax* +By* -b=0
0edf(x)+A"A" (21)
0edg(y) +B'A",

and vice versa.

The above formula (21) is called the optimal condition of
the classical ADMM algorithm. If x*, y*,1* is the optimum
of formula (13), then formula (21) is satisfied; on the con-
trary, if there is x*, y*, 1" satisfying (21), it is the best point of
(13). In equation (21), the first line is called the initial
problem feasibility condition; that is, the best point must
satisfy the equality constraint of equation (12); the second
and third lines are called dual-use conditions, where Op-
erator 0 represents the subdifferential or subgradient op-
erators that is described in detail in the previous section.

Specific to each iteration, we have formula (22) defined
bY P!

0 € df (x*") + ATA  + BAT(Ax"! + By —b)
=0f(x1) + ATA* 4 pAT! (22)
_ af(xk+1) + AT)LkH.
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Step 1 Given the initial point x° € R*,A\° € R?, >0,k = 0
Step 2 Calculate y*! = argmin, Ly (%, y, A%

Step 3 Calculate x**! = argmin, Lg (x, vl

Step 4 Calculate A**! == \¥ + B(Ax**1 + Byk*! —p)

ALGORITHM 1: Classical ADMM algorithm standalone.

Likewise, we have formula (23) by definition
y**! = argmin,, Ly (x%, , AF) of y**1 as

0¢€ ag(yk+1) +BIAF + ﬁBT(Axk + Byk+l - b)
_ ag(ka) + BT(Ak +/3rk+1 +/3A(xk B xk“)) (23)
_ ag(ykﬂ) + BT/\kJrl +ﬂBTA(xk _ xk+1).

The above formula (23) can also be written as the cor-
responding form BBTA(x* — x¥*1) € ag(y**!) + BTAF,
where BBT A (x* — x¥*1) is denoted as s**!, where s**! can be
considered as a residue (double residue) of the double
feasibility condition of formula (21). In formula (22), we still
have the remaining r**! = Ax**! + By**! — b for the original
feasibility condition.

The simplest stop criterion is request |f (xF)+
g (y*) - p*| <&, where p* represents the optimal solution
of the objective function and e is the predetermined
precision. But please note that this stop criterion uses a
certain value of p*, and we do not know the value of the
optimal solution p*, so we cannot use this criterion. In
practical application, the most commonly used stopping
criterion is that when the original residual r* and the
double residual s* are less than the specified accuracy, the
algorithm jumps out of the loop and terminates the it-
eration as

[l <
2

|Sk||2 Ssdual , (24)

where e > 0, &% > ( is the accuracy of the principal and
dual feasibility conditions.

4. Experimental Analyses

4.1. Performance Comparison. In order to make the mod-
eling of coaxial unmanned helicopter more convenient and
accurate, we have done five experiments to compare the
performance of ADMM, BCD, and ALM in decoupling
ability, iterative updating ability, and convergence. The re-
sults are shown in Figures 9-11.

Looking at Figure 9, we can see that in terms of
decoupling ability, ADMM is the best, followed by BCD
and ALM; From Figure 10, we can conclude that ADMM is
the best in terms of iterative update capability, followed by
BCD and ALM. From Figure 11, we can conclude that
ADMM is the best in terms of iterative update capability,
followed by ALM and BCD. Therefore, in order to have
higher accuracy in the next experiment, we choose the
ADMM method.

B ADMM
l BCD
o ALM

FIGURE 9: Decoupling ability.
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FIGURE 10: Iterative update capability.

B ADMM
| BCD
W ALM

Ficure 11: Convergence.
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TaBLE 1: Direct measurement parameters of the main smart wing.

TaBLE 2: Direct measurement parameters of the tail rotor.

Symbol Physical meaning Numerical value Symbol Physical meaning Numerical value
STA, Pulp hub station 0.40m STA,, Tail hub station 1.325m
WL, Hub waterline 0.598 m WL, Tail hub waterline 0.398 m
WL, Axis anteversion angle Orad Q,, TR angular rate 910.1rad/s
Q MR angular rate 190.5 rad/s 6 Blade torsion Orad
myg Main blade weight 0.18kg N,, Number of tail pulp blades 2

N, Number of main pulp blades 2 R, Plate radius 0.135m
R Plate radius 0.78 m Cir Chord length of tail slurry 0.027 m
c Chord length of main pulp 0.059m kyrsr Double-v!" occlusion factor 0.9

0, Blade torsion Orad

K; Pitch-flap coupling rate 0

4.2. Direct Measurement of Physical Parameters. Most pa-
rameters can be measured directly, such as weight, length,
angle, area, speed, and so on.

The weight of the helicopter rack can be weighed di-
rectly, but different tasks have different payloads, and the
weight will also change, so consider the center of gravity
below.

These directly measurable parameters are displayed in
the helicopter assembly group.

It is assumed that all components of France and Italy are
on the longitudinal axis of symmetry of the helicopter, so the
longitudinal lines intersect, and it is shown in Tables 1-3.

The length of each control arm of the rotor head is
measured separately, which is listed in Table 4. By measuring
these lengths to determine the value of Bershiller coefficient,
compared with other angle measurement methods, the es-
timation is more accurate.

In this case, gain can be obtained between the inclination
changes of the stabilized wing tip as

LyL,

K, = LL" 1.859. (25)
Because there is no wind tunnel test condition, the frame
is approximately a three-dimensional virtual plate, the
vertical flow resistance coefficient is about 1, and only the
windward side of the body axis is enough in the forward,
transverse, and vertical directions. If the helicopter is
equipped with shields and other components, the effective
aerodynamic drag range within the block can be evaluated
according to the relevant discussion of aerodynamic drag of
various objects in the references, and it is shown in Table 5.
There are several parameters that are not easy to measure
directly but can be estimated from the measured data, as
shown in Table 6. The values of Mg, I, and Igb have an
important influence on the swinging dynamics, so it is
advisable to divide the main blade and stabilizer bar with
winglets into several homogeneous parts with regular geo-
metric shapes, integrate them one by one, and then accu-
mulate them to ensure the estimation accuracy. In the table,
the dynamic pressure rates 7, and 7, of stabilizers are

based on experience.

4.3. Maneuverability Analysis of the Coaxial Unmanned
Helicopter with the Blower. It is known that the coaxial rotor
blower-unmanned helicopter has introduced a new

TaBLE 3: Direct measurement parameters of the stabilizer bar.

Numerical value

Symbol Physical meaning (m)

STAg, SB pulp hub station 0.40

WLy, SB hub waterline 0.563

Cap Aileron chord length 0.059

R Pulp root separation from pulp 0207
" hub

R, Pulp tip separation from pulp hub 0.312

aerodynamic structure, and its control mode and motion
mode are quite different from those of traditional unmanned
helicopters, which need to be studied and analyzed.
Therefore, this paper chooses hovering mode as the trim
mode and tests the maneuvering and motion characteristics
of the unmanned helicopter based on the completely
nonlinear mathematical model proposed above.

As shown in Figure 12, applying the step signal to the
collective rise of the rotor produces a rotational angle, ro-
tational angular velocity, and vertical velocity response. This
is due to the increase in the collective rise of the rotor at
constant speed, which leads to an increase in lift, which leads
to vertical upward acceleration and velocity. Because the
vertical downward direction is the positive direction of the
0, Z,, axis in the body coordinate system, the vertical velocity
response is a burden with the increase of collective ascent.
The vertical speed finally approaches a stable value, which
indicates that there is a first-order inertia relationship be-
tween the rise of the collective rotor and the vertical speed
without the influence of fans. At the same time, the increase
of collective distance increases the torque of unmanned
helicopters. In the balance of reversing torque or external
torque of unventilated helicopter, the unmanned helicopter
produces steering angle, and the horizontal steering angle
responds to directional motion. This shows that the vertical
steering input of the unmanned monster helicopter is of
course associated with the heading channel.

As shown in Figure 13, the longitudinal periodic pitch
signal input of the rotor will cause pitch angle pitch angular
velocity and linear velocity response in the O, X, direction
while it will also affect the roll angular velocity roll angle and
linear velocity in the O,Y,, direction. The increase of rotor
longitudinal periodic pitch leads to positive pitch angular
velocity so that the pitch angle increases and the fuselage
rises, resulting in the opposite speed to the O, X, direction.
The negative inclination angle reduces the inclination angle,
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TaBLE 4: Length of each operating stage of the rotor head and Bershiller coefficient.
Symbol Physical meaning Numerical value
L, SW turntable radius 0.020m
L, MR pitch arm 0.032m
L, . . . 0.015m
L, Connecting rod of Bershiller mixer 0.017 m
K, Bell coeflicient 0.322
L, Mixing force arm on SB 0.050 m
L SB pitch force arm 0.024m
Lg Variable gain connecting rod of SB controlled by the slider 0.013m
L, 0.0029 m
K, Shearer coeflicient 0.7324
TaBLE 5: Direct measurement parameters of fuselage and stabilizer.
Symbol Physical meaning Numerical value
35’{ Forward projection area 0.03 m?
sy Lateral projection area 0.11°
s Vertical projection area 0.06 m”
ST A, HS station 1.035m
WL, HS waterline 0.418 m
STA, VF station line 1.280m
WL, VF waterline 0.398 m
Shs Horizontal tail area 0.017 m*
ARy, Horizontal tail aspect ratio 1.32
s Horizontal tail inclination Orad
Syf Horizontal tail area 0.011 m*
AR, ¢ Vertical tail aspect ratio 3.72
Ay Vertical tail sweep angle 0.4rad
iys Vertical tail inclination Orad
TABLE 6: Re-estimated parameters based on measurements.
Symbol Physical meaning Numerical value
My Mass moment of main pulp relative to flapping hinge 0.869
Ip Moment of inertia of main pulp around flapping hinge 0.0467
I ;}’ Moment of inertia of auxiliary pulp relative to pulp hub 0.0034
s Effective dynamic pressure rate of horizontal tail 0.8
Hos Effective dynamic pressure rate of vertical tail 0.9

and the frame inclines to the left and sideslip occurs, as

25
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FIGURE 12: Rotor total pitch step response.
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FIGURE 15: Variable pitch step response of the fan.

shown in Figure 14.

The structure of the unmanned helicopter with the
coaxial rotor blower is completely symmetrical, so the un-
manned model helicopter is basically the same in the O, X},
direction and O,Y, direction. The signal input whose dis-
tance varies in the longitudinal period has the same dynamic
characteristics.

As shown in Figure 15, applying a step signal to the fan
pitch causes yaw angle, yaw angular rate, and vertical ve-
locity response. Fan pitch change is the input signal of the
heading channel, and the fan and rotor in ducted fuselage
reverse coaxially. Controlling fan pitch change can offset the
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FiGure 16: Effect of flight speed on lift distribution.
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Ficure 17: Effect of flight altitude on lift distribution.

antitorque of rotor rotation for fuselage and control the
heading motion of the unmanned helicopter through the
differential torque between them. Similar to the input signal
of the vertical channel, the input signal of the heading
channel will also have an impact on the vertical channel, but
the effect is smaller than that of the total rotor distance, and
it is shown in Figures 16 and 17.

5. Concluding Remarks

In this paper, a robust trajectory tracker based on feedback
linearization is designed, which is used for the dynamic
model of the coaxial unmanned helicopter. Combined with
the existing aerodynamic modeling of the coaxial rotor
system, a dynamic model which can reflect the aerodynamic
disturbance coupling characteristics between coaxial heli-
copter rotors is established in this paper. In the altitude
subsystem, the dynamic feedback linearization of the sub-
system is firstly carried out by extending the state variables
and analyzing the zero dynamic stability of the system. Then
the pole placement of the disconnected subsystem is carried
out, and the robust compensator is designed to improve the
strength. Finally, the trajectory tracking is realized by de-
signing the outer loop PD control. Simulation results shows
that the designed program has good detachment charac-
teristics and still has good tracking performance and ro-
bustness in the presence of various model uncertainties.



12

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

The authors declare that they have no conflicts of interest
regarding this work.

Acknowledgments

This study was funded by the National Key Research and
Development Project of China (No. 2021YFC3002101).

References

[1] W. Shi, Q. Ling, K. Yuan, G. Wu, and W Yin, “On the linear
convergence of the ADMM in decentralized consensus op-
timization,” IEEE Transactions on Signal Processing, vol. 62,
no. 7, pp. 1750-1761, 2014.

[2] B. Wahlberg, S. Boyd, M. Annergren, and Y Wang, “An
ADMM algorithm for a class of total variation regularized
estimation problems,” IFAC Proceedings Volumes, vol. 45,
no. 16, pp. 83-88, 2012.

[3] D. Davis and W. Yin, “Faster convergence rates of relaxed
Peaceman-Rachford and ADMM under regularity assump-
tions,” Mathematics, vol. 42, no. 3, 2015.

[4] T.Lin, S. Ma, and S. Zhang, “On the global linear convergence
of the ADMM with multi-block variables,” SIAM Journal on
Optimization, vol. 25, no. 3, 2014.

[5] F. Wang, W. Cao, and Z. Xu, “Convergence of multi-block
Bregman ADMM for nonconvex composite problems,” Sci-
ence China Information Sciences, vol. 61, no. 12, Article ID
122101, 2018.

[6] M. Li, D. Sun, and K. C. Toh, “A convergent 3-block semi-
proximal ADMM for convex minimization problems with one
strongly convex block,” Asia Pacific Journal of Operational
Research, vol. 32, no. 04, Article ID 1550024, 2015.

[7] H. Wang, D. Wang, and X. Niu, “Modeling and Hover
Control of a Novel Unmanned Coaxial Rotor/Ducted-Fan
Helicopter,” in Proceedings of the 2007 IEEE International
Conference on Automation and Logistics, Shandong, China,
January 2007.

[8] D. Schafroth, C. Bermes, S. Bouabdallah, and R. Siegwart,
“Modeling, system identification and robust control of a
coaxial micro helicopter,” Control Engineering Practice,
vol. 18, no. 7, pp. 700-711, 2010.

[9] V. Duvvuri, S. Barissi, and N. Houshangi, “Modeling and
simulation of an unmanned coaxial helicopter,” Proceedings of
the IASTED International Conference on Robotics and Ap-
plications, pp. 423-428, 2010.

[10] T. Ishii, S. Suzuki, and G. Yanagisawa, “A303 Modeling of
Fixed-Pitch Co-axial Rotor Unmanned Helicopter,” in Pro-
ceedings of the Dynamics ¢ Design Conference The Japan
Society of Mechanical Engineers, 2011.

R. Mahony and T. Hamel, “Robust trajectory tracking for a
scale model autonomous helicopter,” International Journal of
Robust and Nonlinear Control, vol. 14, no. 12, pp. 1035-1059,
2004.

C.F. Liu, J. Liu, and S. L. Wu, “Research on Dynamic Robust
Compensation Decoupling Controller of Hydraulic Flight

(11]

(12]

(13]

(14]

(15]

Computational Intelligence and Neuroscience

simulator,” in Proceedings of the 2008 Chinese Control and
Decision Conference, IEEE, Yantai, Shandong China, June
2008.

B. Bian and L. Wang, “A robust fuzzy PD inverse dynamics
decoupling control of spherical motion mechanism with fuzzy
linear extended state observer,” IEEE Access, vol. PP4, no. 99,
p. 1, 2021.

L. Chen and A. N. Jinwen, “EA/QFT Robust Control of Target
Tracking System for Space Vehicle,” in Proceedings of the
International Conference on Space Information Technology
pt.2, Shaanxi Xi’an 710072 China, 2005.

G. Jian, “Pressure observer based adaptive robust trajectory
tracking control of a parallel manipulator driven by pneu-
matic muscles,” Journal of Zhejiang University-Science A:
Applied Physics & Engineering, vol. 8, no. 12, p. 10, 2007.



Hindawi

Computational Intelligence and Neuroscience
Volume 2022, Article ID 7092436, 10 pages
https://doi.org/10.1155/2022/7092436

Research Article

@ Hindawi

Intelligent Identification of Coal Crack in CT Images Based on

Deep Learning

Jinxia Yu,' Chengyi Wu 12 Yingying Li ,2% and Yimin Zhang3

ISchool of Computer Science and Technology, Henan Polytechnic University, Jiaozuo 454000, China
2State Key Laboratory Cultivation Base for Gas Geology and Gas Control, Henan Polytechnic University, Jiaozuo 454000, China
3School of Computer and Information Engineering, Luoyang Institute of Science and Technology, Luoyang 471023, China

Correspondence should be addressed to Yingying Li; liyingying@lit.edu.cn

Received 30 June 2022; Revised 30 July 2022; Accepted 22 August 2022; Published 23 September 2022

Academic Editor: Le Sun

Copyright © 2022 Jinxia Yu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Automatic segmentation of coal crack in CT images is of great significance for the establishment of digital cores. In addition,
segmentation in this field remains challenging due to some properties of coal crack CT images: high noise, small targets,
unbalanced positive and negative samples, and complex, diverse backgrounds. In this paper, a segmentation method of coal crack
CT images is proposed and a dataset of coal crack CT images is established. Based on the semantic segmentation model
DeepLabV3+ of deep learning, the OS of the backbone has been modified to 8, and the ASPP module rate has also been modified.
A new loss function is defined by combining CE loss and Dice loss. This deep learning method avoids the problem of manually
setting thresholds in traditional threshold segmentation and can automatically and intelligently extract cracks. Besides, the
proposed model has 0.1%, 1.2%, 2.9%, and 0.5% increase in Acc, mAcc, MioU, and FWIoU compared with other techniques and
has 0.1%, 0.8%, 2%, and 0.4% increase compared with the original DeepLabV3+ on the dataset of coal CT images. The obtained
results denote that the proposed segmentation method outperforms existing crack detection techniques and have practical

application value in safety engineering.

1. Introduction

Coal is an important energy source for human society. The
phenomenon of deformation and damage of coal and rock
mass under load is common, which has a huge impact on
the safety of mining engineering. The research on digital
core technology based on industrial CT scanning tech-
nology is of great significance for the mining safety, and its
basis is the high-precision segmentation of cracks in in-
dustrial CT scanning images. As the key technology of
digital core, 3D reconstruction needs high-precision seg-
mentation results to reflect the original topology of cracks.
However, artificial segmentation of coal crack CT images
undoubtedly takes a lot of time and energy. And, most of
the existing auxiliary software is based on traditional
threshold segmentation methods which are still impossible
to get rid of the interference of noise even working with
some image preprocessing methods. Therefore, intelligent

and automated segmentation of coal crack CT images is
particularly important.

Digital images contain a lot of important information,
which can be extracted in different ways in different fields.
For example, it can be used in the field of encryption
technology [1, 2], information security [3-6], in the field of
industrial engineering [7], in the field of agriculture [8], and
so on. Digital image processing technology includes many
categories [9, 10], and image segmentation is one of them.
Noise is one of the difficulties in the segmentation of coal
crack images. In order to reduce the noise and enhance
images, methods that were applied in the segmentation of
crack include morphological filter [11], wavelet transforms
[12, 13], anisotropic diffusion filter [14], and so on. However,
many noises cannot be fundamentally removed by the
traditional methods. Machine learning algorithms can
achieve automatic crack detection and segmentation to a
certain extent including structured forests [15, 16], minimal
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path selection [17], support vector machine [18], etc. Nev-
ertheless, most features in machine learning need to be
identified by experts and hand-coded. Deep learning models
have powerful learning ability which can automatically
complete the tasks of classification, detection, and seg-
mentation after training. Starting from FCN [19], many
high-performance semantic segmentation models have
emerged such as U-net [20], SegNet [21], and PSPNet [22].
These models are based on convolution operations, apply
feature extraction networks as backbones, and incorporate
multiscale semantic information to achieve pixel-by-pixel
segmentation of images. Deep learning methods have been
applied in different crack segmentation fields [23-25]
nowadays.

In this work, we present an end-to-end coal crack CT
image segmentation method based on the deep learning
model DeepLabV3+ [26]. Compared with existing deep
learning methods, postprocessing is unnecessary for our
method. Besides, our method achieves better performance
on some evaluation metrics. These advantages are mean-
ingful for the subsequent 3D reconstruction work and the
establishment of digital cores.

2. Related Work

All data in this paper comes from the tomograms of high-
precision industrial CT during the fracturing experiment of
coal samples. The CT scanning equipment is from the Nation
Key of Natural Gas Geology and Natural Gas Control of the
Henan University of Technology Laboratory which is a
phoenix v|tome|xm high-resolution industrial X-ray yCT
scanner [27]. The equipment diagram and CT imaging
principle are shown in Figure 1. Images collected by this
equipment have many noise points in the coal matrix, and
different samples may have different colors. CT image
samples of coal cracks are shown in Figure 2. The datasets
used for training in this experiment are cut from CT images
obtained by the aforementioned platform at different sizes.
The diversity of the crack structure is fully considered in the
interception process to adapt to the segmentation of dif-
ferent images.

The high performance of deep learning in computer
vision was first demonstrated in classification tasks. Many
CNN models can provide good classification accuracy
such as Vgg [28], ResNet [29], Xception [30], and so on.
Some of them are applied as feature extractors in seg-
mentation models. FCN replaces the fully connected layer
in the classification model with deconvolution to
upsample the pooled feature map to its original size,
pioneered semantic segmentation. The application of deep
learning in crack detection can be roughly divided into
three types, methods based on classification [31], object
detection [32], and semantic segmentation [33, 34]. Xue
et al. [35] modified the last few deconvolution modules of
FCN to adapt to the needs of crack segmentation.
However, this FCN-based method may not be able to
guarantee the accuracy of segmentation and maintain the
original topological structure of the crack when facing the
crack of complex structures.

Computational Intelligence and Neuroscience

DeepLabV3+ is a high-performance semantic segmen-
tation model derived from DeepLabV1, V2, and V3 [36-38].
In view of the adverse effect of excessive downsampling on
segmentation accuracy, this model proposed to use atrous
convolution to reduce downsampling and enlarge the re-
ceptive field simultaneously. This model also applied atrous
spatial pyramid pooling to capture and fuse multi-scale
semantic information which is beneficial to improving the
accuracy of segmentation. Besides, Encoder-Decoder ar-
chitecture is used to recover pixels of features better.
DeepLabV3+ achieves new state-of-the-art performance on
PASCAL VOC 2012 dataset. However, compared with the
public semantic segmentation dataset, the crack image
dataset has the characteristics of smaller targets and un-
balanced positive and negative samples. So we have made
some improvements to the original model for these char-
acteristics. The coal crack CT image segmentation method
that we proposed has the following contributions:

(1) Given that there are no publicly available datasets for
research in this field, we established a dataset of coal
crack CT images for our research. All original pic-
tures come from a professional coal sample frac-
turing experimental platform and all labels are made
by hand marking.

(2) We modified DeepLabV3+ to adapt to the need for
coal crack CT images by adjusting the OS of the
backbone, adjusting the encoder-decoder module,
and changing the rates of the ASPP module. The
modified model achieves better performance than
the original model under some authoritative eval-
uation indicators commonly used in semantic seg-
mentation: PA, MPA, MIoU, and FWIoU.

(3) A new loss function is defined by combining the CE
loss and Dice loss. While adding contour factors to
the prediction, the curve fluctuation of the Dice
function in the training is alleviated.

3. Methodologies

3.1. Dataset. Since there is no open-source dataset for CT
segmentation images of coal crack, we established a coal
crack dataset manually. All these images were taken from the
original coal fracturing experimental images in different
sizes and different length-width ratios. All data were cap-
tured in images acquired by high precision industrial CT
introduced before. It consists of 437 RGB images and their
segmentation labels, including different crack shapes,
complexities, and different background colors. Some rep-
resentative images and their annotations are shown in
Figure 3. These samples can reflect the complexity of crack
morphology, noise situation, and background differences in
the dataset to a certain extent.

Data augmentation is a technique widely used in deep
learning. In supervised learning, fine data annotation is a
time-consuming and energy consuming work. Data aug-
mentation can expand the dataset so that the parameters
learned during model training are more reliable and can
effectively avoid overfitting. So we enhanced the coal crack
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FiGure 1: (a) High-precision industrial CT scanning equipment; (b) Schematic diagram of the scanning device.

FiGure 2: CT image samples of coal crack.

dataset to 5000 in different ways: rotation, flip and zoom.
Angles of rotation were limited to —30 to 30 degrees, the flip
direction is horizontal and the ratios of zoom were limited to
80% to 120%. Finally, after data augmentation, the training
set contains 3500 images and the test set contains 1500
images.

3.2. Atrous Spatial Pyramid Pooling. Atrous convolution can
be used to capture multiscale contextual information. The
parameter can set different dilation rates of atrous convo-
lution which can be regarded as the stride of the input signal
we sample. The output of atrous convolution of a one-di-
mensional input signal with a filter of length is defined as
follows:

ylil= ) x[i+r-klwlk]. (1)

M=

k

1

Combined with spatial pyramid pooling, ASPP is applied
as a Multiscale information fusion module. The structure
which is applied in the DeepLabV3+ model achieved multi-
scale information collection using four different rates of
atrous convolutions (including image-level pooling). Dif-
ferent from the rates of (1, 6, 12, and 18) used in the original

DeepLabV3+, more kinds of combinations of rates were
tried using to make the feature extractor more suitable for
crack segmentation. As the OS (Output Stride) of the
backbone was adjusted to 8 to reduce downsampling, a
larger receptive field is required. We tried to make the
enlargement of the receptive field follow the size of the
feature map output from the backbone. And, the experiment
proved that rates of (1, 12, 24, 36) can achieve a better
performance. A more intuitive situation about ASPP can be
seen in Figure 4.

3.3. Encoder-Decoder. The encoder-decoder structure is
widely applied in the field of computer vision. As for the
semantic segmentation field, the encoder gains semantic
information from images with feature maps reducing as a
feature extraction module. DeepLabV3+ model uses
DeepLabV3 as the encoder block with some effective im-
provement. The decoder is applied to reconstruct the seg-
mentation result by restoring the pixel and size of the feature
map, at the same time, keeping the details of the original
image as much as possible. DeepLabV3+ proposed a simple
decoder as shown in Figure 4 and obtained a good effect
practically. The first upsampling rate was adjusted to 2 as the
OS of the backbone was changed to 8.
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3

Ground truth Ground truth Mask

FIGURE 3: Some representative images in our datasets, their ground truth, and masks on original images. It shows that these pictures show
that our dataset contains data of different sizes, different complexities, and different background color depths at the same time. Diversity
allows the model trained on this dataset to adapt to most CT image environmental conditions.
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FIGURE 4: Modified DeepLabV3+ model structure. Compared with the original DeepLabV3+ architecture, the OS (output stride) was
adjusted to 8, and rates of the ASPP module were adjusted to (1, 12, 24, 36). At the same time, the first upsampling rate is changed from 4 to 2
to restore image pixels to their original size.
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3.4. Adjusted Xception as Backbone. Xception, as a high-  entirely on depthwise separable convolution. Unlike con-
performance convolution neural network is applied as the  ventional convolution, in depthwise separable convolution,
feature extractor of ordinary DeepLabV3+. This deep struc-  each feature map channel only needs to perform an operation

ture is developed based on the Inception model and based  with each channel of the convolution kernel. This kind of
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convolution can effectively reduce the number of parameters
and computing costs, and by using this, Xception expanded
the scale of the model and became state-of-the-art CNN
architecture in classification tasks. The ordinary Xception has
an OS =32 so that it can adapt to the needs of classification
tasks. But excessive pooling makes the feature maps too small
so that the detailed information can be damaged. In order to
get dense feature maps, the OS of 16 or 8 is desirable.

Different from the OS of 16 which performed better in
natural scene datasets, crack images need a denser way to
extract features because the targets of these images are tiny in
most cases. For these small targets, downsampling has a
particularly serious loss of accuracy. So the OS of 8 was used
in this model, at the same time, the ASPP was adjusted to get
a larger receptive field and the decoder also made corre-
sponding adjustments. To achieve this goal, compared with
the Xception structure in the DeepLabV3+ original text, we
adjusted the stride of the third block of entry flow to 1, and
correspondingly doubled the rate of the atrous convolution
in the middle flow and the exit flow. The adjusted Xception
structure is shown in Figure 5.

3.5. Loss Function. DeepLab series model apply the cross-
entropy (CE) loss function which is widely applied in
classification tasks to classify every single pixel. This loss
function checks each pixel separately and compares the class
prediction (the pixel vector in the depth direction) with the
hot encoding target vector. The cross-entropy function can
be formulated as follows:

1 M
Lce = _N Z z yiclog(pic)’ (2)

i c=1

where M refers to the number of categories, y;. refers to the sign
function (0 or 1), and p;. refers to the predicted probability that
the observed sample i belongs to category c. Thus, we can
consider that the pixels in the image are learned equally with the
cross-entropy loss function, and this kind of equality does not
apply to the situation where the sample is extremely uneven. In
coal crack CT images, the number of pixels corresponding to the
crack is much smaller than that of the background. Taking the
dataset we established as an example, the proportion of crack
pixels in the whole image is less than 5%. Dice Loss [39] was
proposed in 2016, designed to deal with scenarios where positive
and negative samples are strongly imbalanced in semantic
segmentation. Different from distribution-based cross-entropy
loss, the Dice function is based on region and is used to calculate
the similarity between two images. The Dice coefficient and
Dice loss function can be formulated as follows:

. 2|XNY]|
dice=——,
|X] +1Y]
(3)
I 2|XNY]|
di ce |X| +|Yl’

where X and Y refer to two different samples, they are
ground truth and predict mask in segmentation tasks. In a

different way, the Dice coefficient and the loss function can
be formulated as follows:

, 2TP
dl ce=——/T""——""—"—""""—,
2TP + FP + FN
(4)
Lo 2TP
dice = =" )TP+FP+FN’

Where FP, FN refer to true positive, false positive, and
false negative. However, although Dice loss can calculate the
similarity of two contours, it may cause the gradient to
change drastically, and the training is difficult so it is not
credible to a certain extent sometimes. In this experiment,
we did a weighted additive combination of CE loss and Dice
loss to add contour features to the classification of pixels and
avoid the shock of loss in training. The new loss function is
formulated as follows:

Lnew = /3 : Lce + Ldice’ (5)

where f3 is a weight coeflicient for adjusting the proportion of
CE function. It is a constant in the range [0, 1], and the value
of this article is 0.5. The experiment proved that this new loss
function effectively improves the accuracy of crack seg-
mentation compared to using the cross-entropy loss func-
tion alone.

4. Experiments

All experiments were done in the following environment:
Intel (R) Xeon(R) Bronze 3204 CPU @ 1.90GHz,
32GB RAM, GPU Tesla V100, CentOS Linux release
7.6.1810. And experiments related to deep learning are
completed under PyTorch 1.10.0. We compare the pro-
posed method with existing representative algorithms to
the performance of the model on the dataset we estab-
lished and also compare the visual effects of these seg-
mentation results.

4.1. Metrics. In order to evaluate our work, in addition to the
visual effects of segmentation images, we introduced four
authoritative evaluation indicators commonly used in se-
mantic segmentation. All experiments are performed on the
dataset we established.

Suppose k is the number of categories (background is
excluded), p;; indicates that the total number of pixels that
are mispredicted. p; means, p;; means FP and p; means
FN. Four evaluations are

(1) PA, which means the rate of the number of predicted
right pixels to total pixels. It can be expressed as
follows:

k
PA = Yico Pii

= : (6)
Zi‘(:o Z?:o Pij

(2) MPA, which means the average pixel accuracy of
each category. It can be expressed as follows:
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FiGgure 5: Modified Xception architecture. OS of the third block was adjusted to 1 to change the OS of the overall Xception to 8.

1< Pii
MPA =1 Y (7)

p .
120 Xj=0 Dij

(3) MIoU, which represents the IoU of each category. It
can be expressed as follows:

MIoU 1 Zk: Dii
ov = k K ‘
k+ 15 Y00 Pij + Xm0 Pji — Pi

(8)

(4) FWIoU, which sets the weight for IoU of each class
according to the frequency of its appearance. It can
be expressed as follows:

1 i pij Z,;:O bij
Zf:o Z?’:o Pij i=0 Z?:o pij t Z?:o Pji = Pii
9)

FWIoU =

4.2. Ablation Experiments. To scrutinize the effectiveness of
the methods we proposed, we conduct experiments with two
different backbones which are used in the original Deep-
LabV3+. Hyperparameters used by these methods are shown
in Table 1. When using the ResNet101 as the backbone, the
model is trained by three following strategies: (1) Deep-
LabV3+-res, which is an unmodified DeepLabV3+ model
applying ResNet101 [40] as the backbone. (2) DeepLabV3+-
res-8 changes OS to 8 and ASPP rates to (1, 12, 24, 36) on the
basis of DeepLabV3+-res. (3) DeepLabV3+-x-8-NL changes
loss function to the new loss on the basis of DeepLabV3+-x-
8. And, the experiment results are shown in Table 2. When

TaBLE 1: Hyperparameters of six training strategies.

Batch LR
size LR Epochs scheduler

16 0.007 100

Weight
decay

5e—4 0.9

Momentum

Poly

TaBLE 2: Comparison of model modifications with the backbone of
ResNet101.

Acc mAcc MIoU FWIoU
Methods %) %) (%) (%)
DeepLabV3+-res 98.4 94.0 86.2 97.1
DeepLabV3+-res-8 98.5 94.5 87.1 97.4
DeeplabV3+-res-8- o5 g5 88.5 97.5

NL

using the Xception as the backbone, the model is trained by
three following strategies: (1) DeepLabV3+-x, which is an
unmodified DeepLabV3+ model applying Xception as the
backbone. (2) DeepLabV3+-x-8 changes OS to 8 and ASPP
rates to (1,12,24,36) on the basis of DeepLabV3+-x. (3)
DeepLabV3+-x-8-NL changes loss function to the new loss
on the basis of DeepLabV3+-x-8. Results are shown in
Table 3. In order to more vividly reflect the advantages of our
method, histograms were drawn in Figures 6 and 7.

It can be seen in Tables 2 and 3, adjusted the OS to 8 and
using new loss improve all evaluation metrics. When the
backbone is RseNet101, by our methods, the Acc, mAcc,
MIoU, and FWIoU improved by 0.1%, 1.1%, 2.3%, and 0.4%.
When the backbone is Xception, by our methods, the Acc,
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TaBLE 3: Comparison of model modifications with the backbone of Xception.

Methods Acc (%) mAcc (%) MIoU (%) FWIoU (%)
DeepLabV3+-x 98.5 94.6 87.4 97.3
DeepLabV3+-x-8 98.6 94.9 88.0 97.5
DeepLabV3+—X—8—NL 98.6 95.4 89.4 97.7
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FIGURE 6: Histogram ablation experiment results with the backbone of ResNet101.
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FIGURE 7: Histogram ablation experiment results with the backbone of Xception.

TaBLE 4: Comparison of performance of our method and others.

Methods Acc (%) mAcc (%) MIoU (%) FWIoU (%)
Proposed method 98.6 95.4 894 97.7
FCN-32s-vggl6 [10] 97.6 85.4 76.7 93.3
PSPNet-res50 [12] 97.0 80.4 75.1 92.9
U-net-res50 [13] 98.5 94.2 86.5 97.2

mAcc, MlIoU, and FWIoU improved by 0.1%, 0.8%, 2.0%,  4.3. Comparing with Exiting Methods. We compare the
and 0.4%. Experimental results confirm the effectiveness of =~ proposed method in this paper with other three typical

the proposed method.

methods: (1) FCN, the most classic semantic segmentation
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FiGure 8: Histogram comparison of performance of our method and others.

FIGURE 9: Visual effect comparison of prediction results of different methods. The columns are (a) original image, (b) ground truth, (c) our
method. (d) DeepLabV3+-Xception, (e) U-net, (f) FCN32s-vggl6, (g) PSPNet, (h) Ostu, and (i) Max Entropy.
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network. (2) U-net, the most widely used segmentation
network in the medical field. (3) PSPNet, a very efficient
model which applies a pyramid pooling module to fusion
features on different levels. The feature extractors of all
networks apply transfer learning techniques and are fine-
tuned on our augmented dataset. Besides, all these models
have trained 100 epochs with regular hyperparameters, and
the convergence of these models was guaranteed. We also
implement two different threshold segmentation methods
on our test set to compare the segmentation effects between
traditional methods and deep learning methods: (1) Otsu
[41] (2) Max Entropy [42]. The two methods represent
different automatic threshold determination methods.

A comparison of evaluation metrics of all these methods
is shown in Table 4. As we can see, since the proportion of
cracks in the images is very low, and the judgment error rate
of image background pixels is low so that the total pixel
accuracy of every method is not very different. However, the
performance of different methods can still be judged from
the remaining evaluation indicators. PSPNet and FCN may
have good performance in semantic segmentation under
natural conditions, but they do not perform well on the coal
crack CT image dataset. U-net is designed to deal with
medical images which have similarities with the images we
used, so this model can have a nice performance. As the best
performing comparison method, U-net achieved an Acc of
98.5%, mAcc of 94.2, MIoU of 86.5%, and a FWIoU of 97.2%
which are 0.1%, 1.2%, 2.9%, and 0.5% lower than proposed
method. A histogram comparison of the experimental re-
sults is shown in Figure 8.

Figure 9 shows a visual effect comparison of segmen-
tation results of all methods. It can be seen that the method
we proposed has a certain improvement in the dataset in this
paper. Compared with the original DeepLabV 3+, the ability
to capture details has been improved and cracks whose pixel
values are close to the background can be identified. Many
locations that should be connected become disconnected
during the segmentation process of other models, this
problem is also alleviated by our method. Other deep
learning methods even have a large number of separation
cracks sticking together, which is caused by the insufficient
segmentation performance. In addition, the shape and
structure of cracks is not guaranteed. Experiments show that
less downsampling and the addition of the Dice loss function
allow the details to be effectively preserved and recovered.
Comparing deep learning methods and traditional threshold
segmentation methods, the noise problem is difficult to solve
for threshold even though different thresholding methods
are used. Although some deep learning methods are rough
for object segmentation, they often do not misidentify noise.

5. Conclusions

In this paper, we propose a deep learning method to
complete the CT image segmentation task of coal crack CT
images. Since the target in the crack image is small, and
downsampling can lose the accuracy to some extent, the OS
of the backbone was proposed to be reasonably adjusted to
reduce the loss of accuracy and adjusted the structure of

ASPP to adapt to this adjustment. In order to solve the
problem of uneven sample distribution, CE loss and Dice
loss were combined to define a new loss function. The ex-
perimental results show that our method is effective and has
practical application value.

Nevertheless, the presented method can be improved in the
following directions. First, scale-up datasets to accommodate
more complex environments. And, more data will be added to
this dataset which has more complex topologies and tiny
targets. Moreover, we will define a new loss function according
to the specific target proportion in the data set combined with
probability mathematics which may be more adaptable to the
needs of the field than the loss function in this paper.
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In order to overcome the problems of low accuracy, low recommendation efficiency, and low user satisfaction of educational
resources recommendation algorithm, this paper proposes a personalized recommendation algorithm for online educational
resources based on knowledge association. Firstly, online education resources are collected according to association rules.
Secondly, firefly algorithm is used to classify online education resources. Then, the vector space function is constructed to filter the
classified online education resources. Finally, the correlation between knowledge points is calculated by knowledge association
theory, and the knowledge with the highest user interest is selected as the target recommendation resource to realize the
personalized recommendation of online education resources. The resource recommendation accuracy of this method can reach
97%, the recommendation time is less than 5.0's, and users are more satisfied with it, indicating that its recommendation effect

is good.

1. Introduction

At this stage, Internet technology and information pro-
cessing technology are developing at a rapid speed, making
people enter the big data era. Information resources provide
many conveniences for people’s life and work [1]. People can
use information technology to establish databases, access
and apply various data resources, and realize data resource
sharing [2]. Although big data technology has brought many
conveniences to people’s lives, with the enrichment of data
resources and the increase of user information content re-
quirements, how to obtain resources that meet their own
requirements has become the main demand at present. This
issue has also become a research hotspot in the field of
resource application [3]. Due to the development of online
education technology, the demand for online education
resources is gradually increasing, and the recommendation
of online education resources has become the focus of
relevant researchers [4].

Reference [5] proposed a collaborative filtering and
recommendation method for online learning resources
based on learner model. Based on education and teaching
theory, as well as taking the resource utilization status in the
teaching platform as a reference, a learning resource rec-
ommendation model was established, in which the dynamic
and static characteristics of learners were integrated, and the
collaborative filtering method was used to improve the
model so as to realize resource recommendation. The ex-
perimental results show that this method has a wide cov-
erage and can effectively recommend most resources, but the
accuracy of the recommendation results is not high. Ref-
erence [6] proposed a personalized learning resource rec-
ommendation method based on three-dimensional feature
collaborative domination, constructed the matching rela-
tionship between learning resources and learners, con-
structed the learning resource recommendation model
according to the relationship between them, optimized the
model parameters using three-dimensional feature
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collaborative matching method, and solved the model using
particle swarm optimization algorithm to realize Learning
Resource Recommendation. The experimental results show
that this method has high recommendation efficiency.
However, due to the lack of classification of resources, the
adaptability between resources and users is not high, and
there is a problem of low user satisfaction. Reference [7]
proposed an online learning resource recommendation
method based on multiobjective optimization strategy.
Firstly, the objective function is established; that is, the
learners’ preference is the largest and the difficulty level is
low. On the basis of meeting the above two objectives, the
multiobjective particle swarm optimization algorithm is
used to optimize and recommend online learning resources.
The experimental results show that although this method
can meet the needs of users it has the problem of low
recommendation efficiency.

According to the above analysis, the existing methods
not only have the problem of low accuracy of resource
recommendation, but also have the problem of low rec-
ommendation efficiency, which affects the satisfaction of
users. Therefore, a personalized recommendation algorithm
for online education resources based on knowledge asso-
ciation is proposed. The specific research ideas of this paper
are as follows.

Firstly, online education resource collection: Taking
reliability, fault tolerance, and timeliness as standards,
online education resources are collected according to as-
sociation rules; Secondly, online education resources clas-
sification and online education resources filtering: Firefly
algorithm is used to classify online education resources to
improve the efficiency of resource recommendation and
filter the online education resources by constructing vector
space function classification.

Then, personalized recommendation of online educa-
tional resources: The correlation between knowledge points
is calculated by knowledge association theory, and the
knowledge with the highest user interest is selected as the
target recommendation resource according to the mea-
surement results so as to realize the personalized recom-
mendation of online education resources.

Finally, the personalized recommendation effect of
online education resources is verified by the accuracy of
resource recommendation, the time of resource recom-
mendation, and user satisfaction.

2. Personalized Recommendation
Algorithm for Online Education Resources

2.1. Online Education Resource Collection. Because there are
a large number of different types of educational resources in
the network, in order to fully recommend online educational
resources, first of all, we need to collect educational re-
sources. This paper is mainly based on the theory of asso-
ciation rules. Association rules can not only reflect whether
there is association between resources, but also describe the
degree of association between resources [1, 8]. Understand
the relationship between different educational resources,
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clarify the attributes of various types of resources, and then
mine the resources to collect online educational resources.

Based on the theory of association rules, association rules
are described by A — B. A and B represent itemsets, and
there is no possibility of intersection between them; that is,

ANB=g. (1)

Considering the need to protect some resources, it is
necessary to effectively ensure the confidentiality and in-
tegrity of online education resources. In order to effectively
avoid malicious dissemination and disclosure of online
education resources, educational resources are collected
based on the following principles [9].

2.1.1. Reliability. Tt is necessary to ensure that the online
education resources collected through the network are ac-
curate, true, and effective so as to effectively avoid mis-
leading resource users.

2.1.2. Fault Tolerance. If some online education resources in
the network are maliciously spread or leaked, it is necessary
to cut off the propagation path in time and ensure that the
transmission paths of other resources in the network can
work normally so as to ensure the security of all online
education resources and the reliability of online education
resources’ downloading, uploading, and other operations. At
the same time, try to reduce the operation cost generated in
the process of online education resource leakage prevention,
such as storage space, network energy consumption, and so
on.

2.1.3. Timeliness. Information resources in the network are
changing rapidly, and users have high requirements for the
efficiency of resource acquisition. Therefore, it is necessary to
ensure a certain timeliness in resource acquisition so that
users can obtain the most timely resource recommendation
results.

Based on the above principles, the specific process of
online education resource collection is given as shown in
Figure 1.

According to the resource collection process in Figure 1,
the online education resources obtained are represented by
set U, U = {u,u,,...u,}, where u; represents the i educa-
tion resource and n represents the number of resource types.

Set the data change interval in the online education
resource set as [a, 8], and then set a threshold value K to
judge the attributes of online education resources. The ex-
pression of threshold value K is

N
K=Y H+$, (2)
k=1

wherein Hy and Sy, respectively, represent the educational
resources corresponding to the input and output target
knowledge points and N represents the number of resources.
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In order to clarify the application frequency of different p 1
education resource types, attribute values are given to dif- ij = 1+% (6)

ferent education resource types, and the attribute weights of
education resources in set U are expressed in the form of
matrix as follows:

Wki1 Wki2 Wkin

Wi = Wio1 Wiza Wign |» (3)
Wint Wkn2 Wknm

where m represents the resource attribute type. The specific
calculation formula of the attribute weight of educational
resources is

(max — Wy)

Wi=0 oy

(4)

According to the attribute weights of different educa-
tional resources, the online educational resources are col-
lected by comprehensively considering the threshold K;
namely,

U(A,B) = ) K (A,B), (5)
i=1

where K; represents resource coverage. To sum up, online
education resources are collected.

2.2. Classification of Online Education Resources. In order to
realize the omnidirectional recommendation of online ed-
ucation resources and further classify the resources, based
on the resource collection results, this paper proposes a
classification method of online education resources based on
firefly algorithm so as to improve the efliciency of resource
recommendation. Firefly algorithm is a heuristic optimi-
zation algorithm inspired by nature. The inspiration of the
algorithm mainly comes from the flickering behavior of
fireflies. The brightness of fireflies can be compared to a
signal system to attract other fireflies and realize the clus-
tering of fireflies [10, 11].

In order to successfully apply the firefly algorithm to the
classification of resources, continuous variables must be
converted into discrete variables. Therefore, the last two
terms of formula (6) are converted into probability vectors
by using logistic function. The logistic function is defined by
the following formula:

where P;; is the probability value of the jth dimension
component of the feature vector represented by firefly i,
wherein for 9;; the function ensures that P;; tends to 0 when
9;; tends to positive infinity, and P;; tends to 1 when 9;; tends
to negative infinity. The calculation formula of 9;; is as
follows:

2 1
9;j = ﬁoe_yr*‘f(xkj - xi]-) + oc(rand - E) (7)

The position update rule of the i firefly during the it-
eration of the algorithm is as follows:

1 _ 1, Pijzrand,
Y 0, Pj;;<rand.

(8)

Based on the principle of the algorithm, online education
resources are classified. Figure 2 shows the detailed oper-
ation steps of online education resources classification based
on the firefly algorithm.

According to Figure 2, the detailed operation steps of
online education resource classification are as follows:

(1) Set the number of iterations to establish a solution
space in which firefly individuals are randomly
distributed.

(2) Update the fluorescein values of different firefly
individuals.

(3) Calculate the neighborhood set of different firefly
individuals, and the calculation formula is

2
M x f[a,b], 9)
(|fi+1,j+1|2>

where f;; represents the current neighborhood set;
fi,1j.1 represents the next neighborhood set; and a
and b represent subsets in the neighborhood set.

(4) Calculate the probability that individuals i and j
appear in the neighborhood set respectively:
P(i) = A - A,
P(j) = Ay - A

F = exp

(10)
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where Aj;; represents the overall probability of oc-
currence of individual i and individual j; A; repre-
sents the probability of occurrence of individual i
and A; represents the probability of occurrence of
individual j.

(5) Calculate the probability that the target individual is
selected, move the selected individual as the target,
and update the position of the individual at the same
time.

(6) Judge whether the algorithm has reached the spec-
ified number of iterations, and if so, output the final
result; that is, realize the classification of online
education resources. If not, skip to step (2).

According to the above analysis, after fluorescein update
and calculation of individual occurrence probability, we can
obtain the probability of different education resources’
appearance, will be able to distinguish between education
resources together, form the same feature set, in accordance
with the principle of the set U all education resources
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classification processing, have access to education resources
of different feature space vector, and realize the online
education resources classification.

2.3. Online Education Resource Filtering. Based on the
classification results of online education resources, further
filter the resources. The purpose of this step is to avoid the
impact of interference data on the effect of resource rec-
ommendation. In a broad sense, interference data refers to
the data that does not meet the needs of users, repeated or
wrong in the online education resource set. Recommending
these data to users will not only affect the application effect
of users on resources, but also affect the probability of useful
resources being retrieved and recommended. Therefore, it is
necessary to filter these resources [12]. This paper proposes
an online education resource filtering method based on
vector space function. Filtering resources using vector space
function is mainly divided into two stages: training and
filtering [13]. The training phase is to train the resource
classification results to form a resource filter template. In the
filtering stage, a filter board is mainly formed. The filter
board is adjusted according to the user’s feedback infor-
mation to realize resource filtering.

According to the above analysis, firstly, the resource
classification results obtained in Section 2.2 are trained to
preliminarily screen out the invalid resources, and then the
invalid resources are further screened out by taking the
user’s interest as a reference. Finally, the filtering and de-
letion process is realized to ensure the efficiency of educa-
tional resource recommendation. The educational resources
in the network are not only diverse in content, but also
constantly updated and iterated. It is very difficult to filter
these resources. However, in order to recommend more
comprehensive and accurate educational resources for users,
it is necessary to preliminarily screen educational resources
according to relevant standards.

Traditional filtering methods mainly reserve relevant
resources according to users’ interest points, while vector
space functions provide users with resources with high
interest and also remove the resources that users have no
intention of establish a space vector model S(y), whose
expression is

S(w=d,+d, +d, +d, +d,. (11)

Among them, d, represents bad resources; d;, represents
unbalanced resources; d, represents duplicate resources; d,
represents special resources; and d, represents effective
resources.

Train the constructed spatial vector model: define AT as
the time complexity, assuming that the model contains M
nonvalid resources, form them into a document, and tra-
verse the document to obtain the traversed document
expression:

S (1) = VS AT (e, - ;Ik)z x (g - gk)z_ (12)
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Among them, e; and e, respectively, represent the state
vector of valid resources and nonvalid resources in the
document; g, and g, respectively, represent the real dis-
tribution state of valid resources and nonvalid resources in
the document.

Then, the goodness of fit of the distribution of ineffective
resources in the document can be expressed as

Ry = ol X (e + 80) (13)

where w? represents the sparsity of resources in the docu-
ment. Under normal circumstances, as the F  value con-
tinues to increase, the filtering precision of educational
resources also increases.

2.4. Personalized Recommendation of Online Educational
Resources. The learner knowledge correlation function is
constructed, and the learner knowledge correlation function
is applied to the recommendation technology of basic
content, and the content recommendation algorithm based
on knowledge correlation is proposed. In this recommen-
dation algorithm, the problem of learners’ cold start is solved
by considering the knowledge attribute information of
learners. The knowledge correlation function is used to
predict and modify the learning path of learners to solve the
problem that the continuity and systematization of learning
cannot be guaranteed. By introducing learning style, the
problem of single interest in content recommendation is
solved. Finally, solve the problem of knowledge trek and
theme drift in the process of learning and improve learning
interest and learning efficiency.

According to the filtering results of online education
resources, the personalized recommendation algorithm of
resources is designed. This paper proposes a personalized
recommendation algorithm of online education resources
based on knowledge association. Knowledge association can
be divided into two types: the association between knowl-
edge points and the association between learning resources
and knowledge points. The following two knowledge asso-
ciation modes are specifically analyzed.

2.4.1. Correlation between Knowledge Points. The correla-
tion between knowledge points means that the knowledge
points of each subject are the basis of subject teaching.
Although these knowledge points are divided in teaching
research and practice, the knowledge points after the divi-
sion are still related. This relationship can be divided into
dependencies, siblings, and parent-child relationships.

2.4.2. Association between Learning Resources and Knowl-
edge Points. At this stage, we mainly extract keywords from
learning resources through semantic association technology
and then calculate the association between keyword vectors
and knowledge points so as to obtain the correlation be-
tween them.

The specific construction and updating steps of the
learner knowledge resource association model are as follows:

Step 1. Obtain the domain knowledge attribute of the
learner from the learner’s personal information table,
such as discipline, grade, major, and so on, and then
obtain the root knowledge point set Sy, associated with
the domain knowledge of the learner according to the
association relationship between the knowledge in the
knowledge base.

Step 2. Obtain the learner’s learning behavior data from
the learner’s learning behavior information table and
get the resource set Sy that the learner has learned after
cleaning and filtering. Further, according to the asso-
ciation relationship between knowledge points and
resources, the knowledge point set Sy, associated with
S and the corresponding association weight W, are
obtained.

Step 3. After obtaining the knowledge point sets Sg,
and S, calculate the correlation weight between the
knowledge point and the learner, wherein, if the
knowledge point is not learned by the learner, the
degree of association between the learner and the
knowledge point is 0. On the contrary, the weight of the
knowledge points and the learners is obtained by av-
eraging the sum of the resources and the weights of the
knowledge points.

Step 4. The updating of the association model of
learners’ knowledge resources mainly includes two
situations: the change of learners’ knowledge attribute
information and the learners’ learning of new learning
resources. When these two situations occur, the above
three steps are executed to obtain the latest knowledge
set and association weight associated with the learner.

Based on the above theory, in order to realize the per-
sonalized recommendation of educational resources, the
habit preference of learners is obtained from the needs of
learners, the learning path of learners is mined, and the
personalized recommendation of educational resources is
realized in combination with knowledge association [14, 15].

First, establish a knowledge association model, select
knowledge points Q, and Q, in the model, and calculate the
weight of the two. The calculation formula is

6, (I-1
W(Q1) — 1(mk k))
(14)
6, (I-1
wiay <58

Among them, §; and &, represent the set of knowledge
points; I represents the parent knowledge point; I, repre-
sents the child knowledge point; and m, represents the sum
of the associated weights of the knowledge points.

The knowledge point set composed of knowledge points
Q, and Q, is obtained by formula (8), and the similarity
between them is calculated by formula (8):

1 - (fs +f5)

£, (15)

S(QI’QZ) =



Among them, fg represents the similarity relationship
between resource attributes; f; represents the similarity
relationship between resource ontology.

Next, find the knowledge points related to learners’
interest, measure the similarity between the knowledge
points, and select the knowledge with the highest user in-
terest as the target recommendation resource according to
the measurement results. The measurement is mainly re-
alized by calculating the cosine similarity between knowl-
edge points:

1-Q,

S(Qy, = — .
(Q1,Q,) COS[|Q1HQ2|:| (16)

Using formula (16) to get the similarity, recommend
online education resources to learners, form a list of interest
degrees, arrange the interest degrees in descending order,
and then recommend education resources to learners in turn
according to the arrangement results, and finally realize the
personalized recommendation of online education re-
sources. The personalized recommendation process of
specific online education resources is shown in Figure 3.

Analysis of Figure 3 shows that online educational re-
sources are collected according to the association rules, the
firefly algorithm is used to classify the online educational
resources, the classified online educational resources are
filtered, the correlation between knowledge points is cal-
culated by the knowledge association theory, and the user
interest degree is selected. The highest knowledge is used as
the target recommendation resource, and the personalized
recommendation of online educational resources is
completed.

3. Experimental Analysis

3.1. Experimental Design. There are two datasets used in this
experiment:

(1) IntAddSub (Integer Addition and Subtraction)
Dataset. The dataset comes from an online learning
platform and collects the real data of mathematics
learning in grade 3 of a senior high school. The
dataset mainly involves the function solving content
in the senior high school mathematics of the people’s
education press, including 13 knowledge points. A
total of 753 learners and 1056 exercises are collected.
The time span is from February 23, 2021, to June 24,
2021. The data truly reflect the learning situation of
learners. Personalized recommendation algorithm of
online education resources based on knowledge
association, which can personalized recommend
online education resources to target learners

(2) FrcSub (Fraction Subtraction) Dataset. This dataset is
a public dataset. FrcSub collects exercise data on
equation solving problems, which is often used by
cognitive diagnostic models to validate the model’s
performance. The FrcSub dataset contains two parts
of data: students’ exercise scores and the relationship
between exercise and knowledge points. It collects
the score data of 536 learners on 20 exercises. Among
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FIGURE 3: Personalized recommendation process of online edu-
cational resources.

them, 1 means that the exercise is answered correctly,
and 0 means that the exercise is answered incor-
rectly. The relationship with knowledge points in-
cludes the investigation of 8 knowledge points in 20
exercises, among which, if the exercise examines the
knowledge point, it is represented by 1; otherwise, it
is represented by 0. The descriptive statistics of the
two datasets are shown in Table 1.

On the basis of theoretical research, design experiments
to verify the application performance of this method. Ref-
erence [5] method and reference [6] method are used as
comparison methods to compare with this method. The
specific experimental indicators are recommendation ac-
curacy, recommendation efficiency, and user satisfaction.
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TaBLE 1: Dataset statistics.

Number of Number of Knowledge
Dataset . .
learners exercises points
IntAddSub 753 1056 13
FrcSub 536 20 8

The data used in the experiment comes from the SQL Server
database, in which the application statistics of online edu-
cation of students in a university are extracted, including
student resource retrieval data, resource download data, and
resource submission data; based on the above data, the
experimental research is carried out.

In this paper, recommendation accuracy, resource rec-
ommendation efficiency, and user satisfaction are selected as
experimental evaluation indicators. The higher the calcu-
lation result, the better. On the contrary, the lower the
calculation result, the worse.

3.2. Recommendation Effect Verification

3.2.1. Comparison of Online Educational Resources Recom-
mendation Accuracy. In order to verify the effect of online
education resource recommendation, reference [5] method,
reference [6] method, and this method are used to verify the
accuracy. The accuracy results of online education resource
recommendation are shown in Figure 4.

As can be seen from Figure 4, compared with the tra-
ditional method, the online education resource recom-
mendation accuracy of this method is significantly higher,
always higher than 80%, and the maximum value reaches
97%. However, the online education resource recommen-
dation accuracy of reference [5] method and reference [6]
method is low. Among them, the maximum recommen-
dation accuracy of reference [6] method is 78%, and the
recommendation accuracy of reference [5] method is lower.
It can be seen that this method has better recommendation
effect and can provide more accurate resources for resource
demanders. This is because this method uses firefly algo-
rithm to classify online education resources and constructs
vector space function to filter the classified online education
resources, which effectively improves the accuracy of
recommendation.

3.2.2. Comparison of Online Educational Resources Recom-
mendation Efficiency. Recommendation efficiency describes
the time consumed by resource recommendation. Therefore,
under the same test conditions, the methods of reference [5],
reference [6], and this paper are used to count the time
consumed by resource recommendation. The results are
shown in Table 2.

It can be seen from Table 2 that, during the testing
process, the recommended time for resources of this
method, reference [5] method, and reference [6] method has
been increasing. Among them, the growth rate of this
method is the smallest, and the recommended time is always
controlled below 5.0s, which is far lower than the

100

80 —

60 —

40 —

Accuracy (%)

1 2 3 4 5

Number of experiments (time)

[] Paper method
[l Reference [5] method
J Reference [6] method

FIGURE 4: Recommendation accuracy of different methods.

recommended time of reference [5] method and reference
[6], indicating that the recommended efficiency of this
method is high. According to the above analysis, this method
solves the problem of low recommendation efficiency of
traditional methods and can provide users with educational
resources faster. This is because this method uses association
rules to collect online education resources and uses firefly
algorithm to classify online education resources. The cor-
relation between knowledge points is calculated by the
knowledge association theory, and the knowledge with the
highest user interest is selected as the target recommen-
dation resource to effectively improve the recommendation
efficiency.

3.2.3. Comparison of User Satisfaction. Online education
resource recommendation is mainly for users, so users’
satisfaction with the recommendation results is very im-
portant. By scoring the recommendation effect by 100 users,
the users’ satisfaction with the recommendation effect of the
above method resources is tested. The test results are shown
in Figure 5.

It can be seen from Figure 5 that, with the increase of the
number of users, the average number of user scores grad-
ually decreases. Through comparison, it can be seen that
users are more satisfied with the recommendation effect of
the method in this paper, and the score always remains
above 80 points, [5] The satisfaction score of the method in
[6] is basically below 80 points. It can be seen that users are
more satisfled with the method in this paper, which also
reflects the better recommendation effect of this method
from the side. This is because this method uses firefly al-
gorithm to classify online education resources. The corre-
lation between knowledge points is calculated by the
knowledge association theory, and the knowledge with the
highest user interest is selected as the target recommen-
dation resource, which effectively improves the user’s
satisfaction.
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TaBLE 2: Online educational resource recommendation efficiency of different methods.

Online educational resource recommendation time/s

Number of experiments/times
Reference [5] method

Reference [6] method This paper method

1 1.6 31 2.9
2 2.0 4.9 35
3 3.1 52 4.7
4 34 6.9 5.0
5 35 7.1 6.3
6 4.0 8.1 7.1
7 4.2 8.9 7.5
8 4.5 9.8 8.2
9 4.8 10.2 8.8
10 4.9 11.1 9.0
100 (3) Users are more satisfied with the recommendation
effect of the method in this paper, and the score is
always above 80 points, which reflects the better
80 — recommendation effect of this method.
o Under the method of this paper, the satisfaction of
v recommendation effect has been significantly improved, but
S the accuracy of education resources recommendation still
40 |~ needs to be further improved.
20 — Data Availability
0 The data used to support the findings of this study can be
20 40 60 80 100 obtained from the corresponding author upon request.

Number of users (piece)

[] Paper method
Il Reference [5] method
I Reference [6] method

FiGure 5: Users’ satisfaction with different methods.

4. Conclusion

This paper proposes a personalized recommendation algo-
rithm for online education resources based on knowledge
association. Collect online education resources according to
association rules, classify online education resources using
firefly algorithm, filter the classified online education re-
sources by constructing vector space function, calculate the
correlation between knowledge points based on knowledge
association theory, and select the knowledge with the highest
user interest as the target recommendation resource
according to the measurement results to realize the per-
sonalized recommendation of online education resources.
The following conclusions are drawn through experiments:

(1) The online educational resource recommendation
accuracy of the method in this paper is significantly
higher, always higher than 80%, and the maximum
value can reach 97%.

(2) The maximum resource recommendation accuracy
rate of the method in this paper is 97%, the rec-
ommendation time is always controlled below 5.0,
and the user’s satisfaction with it is higher, indicating
that its recommendation effect is better.
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Aiming at the problems of style loss and lack of content in the style transfer of Chinese art works, this paper puts forward the style
transfer technology of Chinese art works based on the dual channel deep learning model. On the basis of clarifying the technical
principle of style transfer of art works, the image of art works is controlled and transformed based on the u-net network. The
incomplete information in the restored image is filled, and the multiscale classification feature is used to calculate the color feature
data items in the image. The sensitivity coefficient of color difference is calculated by using constraints, and the overlapping color
discrimination and image segmentation of art images are realized. Poisson image editing is used to constrain the image spatial
gradient to realize the style migration of art works. The experimental results show that this method can effectively avoid the
problems of content error, distortion, and distortion in the process of art style migration, and has a better style migration effect.

1. Introduction

When appreciating the famous works of famous Chinese
and foreign painters, we often hope to create a painting with
a similar style. The emergence of image style transfer
technology has helped people realize this wish [1]. People
can convert any photo into any style of painting. In addition,
in the era of the rise of a short video, various style filter
effects are loved by people [2], and image style migration
technology has been widely known by people. However,
many image style migration methods can only target one
style in a model, which is inefficient in an application.
Reference [3] proposes an example based image styling
method based on the consistency of the target image during
training. This method keeps the statistical data of neural
response compatible with the data extracted from pro-
grammed sources and is widely used in video stylization,
style conversion to panorama, face, and 3D models. Ref-
erence [4] mainly proposes improvements in the following
two aspects: (1) adjust the structure of classical residual
elements: convert the standard convolution into point
convolution and depth convolution, and reduce the amount
of computation while ensuring the convolution effect; (2)

simplify the loss network: the fourth and fifth layers of the
model are highly consistent in structure, and the effect of style
restoration and content reconstruction of these two layers is
basically the same, which ensures the effect of style restoration
and content reconstruction while reducing the amount of
parameters. Reference [5] proposed an unsupervised image
style migration method based on an image mask. In the ex-
periment, cyclegan architecture based on cyclic consistency is
adopted, and a new generative model with a built-in image
mask is designed by using the inception RESNET structure.
Finally, the background of the image and the learned abstract
features are automatically reorganized through unsupervised
learning. Experiments show that the new method effectively
separates and reorganizes the image background and abstract
features, solves the problem of regional interference in the
process of feature learning, and obtains considerable visual
effect. Reference [6] in view of the difficulty of style extraction
caused by the diversity of Mongolian clothing elements, large
color differences, irregular patterns, and other characteristics,
the method of combining K-means and a closed natural
matting algorithm is used for image segmentation. The style
and content of the image are extracted based on a neural
network, and the resulting image is synthesized by image
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reconstruction technology to realize the style transfer of
Mongolian and Chinese clothing image. Aiming at the
problem of serious artifacts in the output image, an improved
image style migration algorithm is adopted. Transform the
input parameter of the image into a local constraint, which can
suppress the distortion of the image. Aiming at the problem of
spatial inconsistency in the style transfer of real photos,
smooth it to ensure the consistency of spatial style after style
processing. This method greatly speeds up the operation speed.
Reference [7] proposed a periodic consistency antagonistic
domain adaptive method with four input channels for vege-
tation region segmentation based on an index. This method
preserves the specific ratio between near infrared and RGB
bands and improves the segmentation network performance
of the target domain. Reference [8] proposes a style library
composed of multiple convolution filter banks, and each filter
bank explicitly represents a style. In order to convert the image
into a specific style, the corresponding filter bank is operated
on the intermediate features generated by a single automatic
encoder. This method can obtain the same results as the single
parameter setting method.

Based on the application of image style transfer tech-
nology in interior decoration design based on the ecological
environment in reference [9], this paper proposes the style
transfer of Chinese art works based on the dual channel deep
learning model. The art work style transfer technology pro-
posed this time refers to converting the style of an art work
into an image similar to the style of the art work through
learning (using the dual channel deep learning model). This
paper mainly puts forward improvements in the following
two aspects: first, adjust the lighting of art works; Secondly,
based on the dual channel convolution transformation and
control of the u-net network, the incomplete information in
the restored image is filled to ensure the effect of style res-
toration and content reconstruction of art works while re-
ducing the amount of parameters.

2. Art Style Transfer Technology

Using different styles of art works to express the semantic
content of images, so the method of image processing is the
transfer of style of art works [10]. That is, on the premise of
retaining the central content and structure of the original
image, an ordinary image is displayed in another art work
style. For example, there are two images, one is the style
image and the other is the content image. The style transfer
of art works is mainly divided into the following steps:

Step 1: ensure that all the content and structure of the
content image are preserved and then extract the main
features of the style of the art work

Step 2: use the extracted features to reconstruct the
features of the original content image

Step 3: perfectly combines the style of the style image
and the content of the content image into a migration
image, so as to obtain the output image

The implementation process of the above process is
shown in Figure 1.
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FIGURE 1: Flow chart of style transfer of art works.

2.1. Local Block Method of Double Threshold Image Based on
Depth Convolution Neural Network

2.1.1. Theoretical Analysis. Full convolutional networks
(FCNss) is a network model based on deep learning, which is
widely used in image segmentation. FCN has the following
advantages:

(1) The convolution network training is realized by
replacing the full connection layer with the convo-
lution layer.

(2) In order to achieve pixel level segmentation, all pixel
features in the image are predicted and classified.
However, for the images with complex visual envi-
ronment, the sampling on the FCN network struc-
ture still adopts the simplest deconvolution method,
resulting in the inability to recognize the detailed
features of the image, the final segmented image
contour is blurred and the adhesion is serious.

Therefore, mask r-cnn is proposed as an instance seg-
mentation method, and the region of interest (ROI) is taken
as the network branch of the deep convolution neural
network to realize the instance segmentation of the target
image. In order to preserve the accuracy of the target spatial
position coordinates, the mask r-cnn network replaces the
roipool operation with the roialign operation. Roialign can
correct the misplaced layers of spatial quantization feature
extraction. The bilinear difference keeps the spatial position
accuracy between the input network and the output network
unchanged, corresponding to the coordinate value on the
ROI bin. The dependence between the judgment class and
the output mask is minimized, and the average binary cross
entropy loss is used to predict the binary mask separately for
each target. This process reduces the competitiveness be-
tween categories and improves the efficiency of image
segmentation.

Based on the mask r-cnn network structure, the network
depth and width are optimized and adjusted, and the mi-
gration learning is carried out on the given training pa-
rameters. Based on the segmented target image, the optimal
network parameters and network model are obtained by
calculating the segmentation accuracy between different
layers and different convolution kernels.

2.1.2. Local Blocking of Double Threshold Image. Based on
the above-given theoretical analysis, this paper determines
the optimal network model as the Pignet network structure
and makes two optimization improvements on the mask
r-cnn network structure in terms of the number of con-
volution layers and categories:

(1) For different target areas in the image, the fourth
stage of mask r-cnn network changes from 69
convolution layers to 12 layers, which can reduce the
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feature loss on the one hand and the amount of
convolution operation on the other hand.

(2) The number of convolution layers in the last layer of
the mask branch of mask r-cnn network is optimized
and adjusted to Pignet and background. The specific
structure is shown in Figure 2.

There are 44 convolution layers and five convolution
layers, all of which adopt the Pignet structure. Each arc
contains 3 convolution layers, 1 x 1 x 64 layers indicate that
the convolution kernel is 1 x 1. Convolution layer with 64
channels. The residual learning structure reduces the
number of parameters to a great extent, makes the calcu-
lation simpler and keeps the spatial position accuracy of the
target unchanged. Through the arc part of the network
diagram, the residual learning structure directly transmits
the input information to the later layer, which also reduces
some feature loss. The residual learning structure can also
reduce the sliding step of each convolution layer from the
original two pixels to one quarter, and the number of output
channels increases continuously until 2048.

There are mainly two aspects of feature extraction in the
Pignet backbone network structure: one is to analyze and
process the feature map output by the network model
conv4_12 convolution layer through the region proposal
networks (RPN) [11] to extract the required feature infor-
mation; on the other hand, it propagates forward to generate
feature mapping. RPN can select the region of interest with
the fastest speed.

The loss function L of the Pignet network is mainly
composed of three parts: classification error L, detection
error L., and segmentation error L . The calculation
formula is shown as follows:

L= Lcls + Lbox + Lmask‘ (1)

Here, L, and L, processes the full connection layer to
predict the category of all regions of interest and the re-
gression frame coordinate value of the target space. L,y
segment and mask the target image of each region of interest.
Select the target image in which all regions of interest in the
image are classified as pig, so that only the relative entropy
error of pig needs to be considered when continuing to
calculate the loss function generated by region segmenta-
tion. In order to avoid competition among classes, the
background class is not considered when calculating the
relative entropy error of pig class. Ly, is mainly used to
ensure that the position coordinates of the regression box of
the target image do not deviate. L, is used to ensure the
accuracy of the target image generation mask. Class branch
predicts that the region of interest class is pig class, then
L.« only needs to predict pixels for pig class to ensure that
the target image has clear contour and no adhesion, so as to
ensure the accuracy of contour position coordinate infor-
mation on different layer depths and realize accurate image
segmentation. In this paper, the Pignet network model
obtains two regions of interest from convolution calculation.
Ly« is used to predict the position coordinates of the target
spatial regression frame. L,y uses the combination of the

average binary cross entropy loss function and sigmoid
function to separately predict the position coordinates of the
target spatial regression frame to form a binary mask. The
segmented image is represented by two different color masks
and placed in two different layer depths. Even if more images
are segmented, the Pignet model will form a corresponding
binary mask for each segmented target.

2.2. Extraction of Light Component in Non-significant Area.
The multiscale Gaussian function can extract the illumi-
nation classification of different areas in the image by
adjusting the adaptive parameters, so as to improve the
quality of style migration of art works. The implementation
process can be divided into the following steps:

Step 1: image acquisition: obtain the image of the art
work to be migrated

Step 2: background removal: based on the HSI color
space model, the i-component image is binarized
according to the histogram selection threshold to form
a binary mask image, and the two obtain the i-com-
ponent image after removing the background through
point multiplication

Step 3: construct multi-scale Gaussian function filter
Step 4: obtain the illumination component
Step 5: perform homogenization correction on the

surface brightness of the i-component image after re-
moving the background

There are pixel structures with various structures in the
art works. When extracting the illumination component in
the nonsignificant area, the multiscale Gaussian function is
used to set adaptive parameters in the image area to correct
the empirical parameters existing in the art works. The
correction process can be expressed as follows:

(x, ) 5
y(xy) @

I(x,y)=1

Here, I (x, y) represents the correction function formed,
y(x,y)" represents the nonsignificant region extracted by
bilateral filtering, and y(x, y) represents the light source
point function in art works. According to the image pro-
cessing experience and the original illumination parameters
in the nonsignificant area, the empirical value is selected.
There are many illumination levels in the nonsignificant
image area. In order to deal with the weakening effect of
different light and dark areas on the nonsignificant area, the
illumination points are randomly selected for adaptive ad-
justment. In order to eliminate the influence of image noise
on image details, the image structure with a linear structure
is selected to process the image after adaptive processing,
and the structure parallel to the linear structure is selected to
be processed as a corrosion reflection component to elim-
inate the noise in the image. The processing process is shown
as follows:

_ReH

Ry==r. (3)
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Here, R, represents the constructed denoising function,
R represents the image expansion parameter, H represents
the image structure parameter, and @ represents the image
panoramic processing. After eliminating the noise in the
image, divide the front and back scenes in the image
structure, take the back scene image as the extraction object
of the light component in the nonsignificant area and extract
the light component by using the adaptive gamma function
[12, 13]. The extraction process is shown as follows:

_ 2R4I (%, %)

T (67) @

Here, a represents the extracted parameters, I, (x, y)
represents the maximum value of the image correction
function, and the meaning of other parameters remains
unchanged. In order to unify the dimension of the image
illumination component, the above-extracted illumination
component is linearly transformed by spatial image pro-
cessing technology. The processing process is shown as
follows:

9y) =S 1(xp) -l (5)
-a

Here, g (x, y) represents the constructed linear function,
abc and d represent the gray parameters of the illumination
component, respectively, and the meaning of other pa-
rameters remain unchanged. After processing the illumi-
nation component in the image, the gray parameters in the
image are divided according to the value size, and the gray
level of small value is processed into a nonsignificant area
[14]. For the image in this area, the image resolution is
reconstructed by depth learning.

2.3. Poisson Image Editing Technology. The implementation
process of Poisson image editing technology can be sum-
marized as follows: assuming that the area occupied by the
original image is ), according to the gradient of the original
image and the boundary structure of the embedding position
of the target image, the image pixel value of the transition
region is constructed and seamlessly fused to the right

image. The image value of the right fusion part is unknown,
and the energy function needs to be solved. That is, for an
image, the macro significance is reflected in the texture
features, so to make the two images integrate properly and
seamlessly, it is necessary to make the texture of the fused
part of the two images consistent. The texture is reflected in
the gradient, so the gradient of the fused region should be
consistent with that of the original image. The consistency of
fused textures means that the variation difference between
the inner and outer regions of the original image reaches a
minimum; that is, the energy function takes a minimum.

The image used for the style transfer of art works is
generally a fuzzy image. Logically, a fuzzy image is an image
in which the contour of the object is not obvious and the gray
change of the contour edge is not enough, resulting in a weak
sense of hierarchy. In order to generate a clear image, we
need to calculate the change rate of the image gray level and
then obtain a clearer style transfer image. In the style transfer
of art works, we should also pay special attention to not
making the whole decoration look ambiguous. We should
find the “change rate of image gray level” and then suc-
cessfully fuse the source image with the target image. The
image pixel construction diagram of the fusion area is shown
in Figure 3.

In Figure 3, V represents the gradient field of the source
image, u represents the source image of the art work, 0Q
represents the boundary of the image, f* represents the
result of the combination of images other than Q, Q rep-
resents the area covered by the image, and f represents the
image within Q.

3. Realize the Style Transfer of Art Works

Due to the authenticity and complexity of the content in the
style transfer process of art works, it is necessary to keep the
consistency of the content image and the style as much as
possible in the transfer process, so that there will be no error
or distortion in the style transfer image content of art works
[15, 16], which makes the effect after the transfer real and
effective. The implementation process of style migration is
shown in Figure 4.
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FIGURE 3: Schematic diagram of image pixel construction in fusion area.
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According to the migration process shown in Figure 4,
the migration process is analyzed in detail.

3.1. Image Segmentation of Art Works. The image segmen-
tation technology of art works mainly through point by
point convolution and pool layered recognition. After a
series of processing of the image of art works, the final
output feature vector of the image is clear and reliable, which
is helpful to accurately distinguish the image category. Al-
though the loss of pixels limits the pixel level classification, it
does not affect the two-dimensional spatial information of
the image. At this time, the full connection layer can be
converted into a convolution layer, the original size of the
image can be restored through deconvolution operation, and
then each pixel can be classified one by one to realize the
effective segmentation of the image of art works. This
method is not limited by the size of the input image, reduces
the repeated storage and convolution calculation of pixel
blocks to a certain extent and improves the extraction ef-
ficiency of image features. In terms of data sets of different
sizes, the image segmentation based on the u-net network
[17, 18] has a good segmentation application effect.

The specific features of the u-net network include the
following:

(1) The image full connection layer can be transformed
into a convolution layer in real time. The number of
image convolution results output by the last con-
volution layer is equal to the number of image
classification. For the image of art works, the pa-
rameter value of each coordinate point represents the
probability corresponding to the pixel point and the
relevant category, and the category to which the
image feature belongs is the largest corresponding
probability value.

(2) When the input data in the image of art works passes
through the pool layer, the output image features will
be reduced to a certain extent. The size of the feature
image obtained by the last down sampling will be
reduced to 1/16 of the original image. On this basis,
the restored image can be obtained by adding the
deconvolution layer, recovering with the upper
sampling, and fusing with the image after the change
of the expansion path, and the size is the same as the
original image.



(3) The jump structure is added to the u-net network to
extract the detailed features in the image of art works.
At the same time, the semantic features are extracted
through the network. After splicing and fusing the
multiscale features, the image with complete and rich
information is obtained.

Therefore, the u-net network is used for image segmen-
tation of art works. The image of art works will produce color
overlap in some special states. At this time, if only the color
features in the image are used to judge the image information,
it is easy to produce inaccurate boundary segmentation.
Therefore, the data items in the image are calculated by using
the multiscale classification features [19, 20].

D(au’ 0) = _ln(ypc(vu’ | au) +(1- Y)ps (Vu’)) (6)

Here, Vu' represents the u-th color vertex in the adjacent
pixel area in the target image, a, € {0,1} represents the
correlation label between the foreground and the back-
ground in the image of art works, p, (v, | a,) represents the
constraint term of the color in the image background, p, (v,
represents the constraint term of the multi-scale classifi-
cation feature on the image color, and y represents the
adjustment coefficient of the constraint term.

When the colors in the images of art works overlap, the
multiscale classification feature plays a decisive role in the
classification of graphics. Therefore, generally, the value of
the adjustment coefficient y will be relatively small. The
specific calculation process is shown as follows:

y =[P (vi11) = P. (v, 10) [P (B € [0, 1]), (7)

Here, f is the sensitivity coeficient to adjust the main color
difference of the image, and the general value is set at 0.5. By
calculating the shortest Euclidean distance between the vertex
Vu' and the foreground seed and background seed in the
image [21, 22], the degree of overlap of the main color dis-
tribution in the image can be obtained. The calculation
method of Euclidean distance is shown in formulas (8) and (9):
d;, = min||I,, - 6|, (8)

d® = min|1. - 0. (9)

In formulas (8) and (9), 6 and 85 represent the color
values of foreground seed and background seed, respectively,
and Iu' represents the vertex color value. After obtaining the
above data, we can further obtain the color constraint value of
the image of art works, as shown in the following formula:

B

d
—Y“—ifa, = 1,andd}, +d’ #0,
du u
P(V’|a )Z‘ dB F B (10)
b ———ifa,=0,andd, +d_ #0,
di+d° / v
L 0.5,ifd" +dP =o.
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The multiscale typing feature constraint is mainly de-
termined by the eigenvalue S,;p. By adjusting the level
variable eigenvalues in the foreground and background, the
corresponding multiscale typing features are inversely in-
creased. In this process, the adjustment is completed by
adjusting the variable factor and the feature mean value is
obtained. At this time, the foreground multi-scale typing
eigenvalues, as shown in the following formula:

P (vy|a,) x Siyr (11)

SI =
F
“ m

Here, m represents the mean value of typing charac-
teristics. The calculated characteristic values of background
multi-scale classification, as shown in the following formula:

7 \2
s = L=Sm)" (12)
1-m

The calculation formula of typing characteristic mean m,
as shown in the following formula:

1 n
m== Sp. (13)
n u=1

The constraint process of multi-scale segmentation be-
tween image foreground and background, as shown in the
following formula:

S/
’E F :#
pS(Vu ) S}'u‘l'sgu
(14)
Sk,
ps(vu’. € B) :S}?uisgu

In order to effectively improve the segmentation accu-
racy of the image of art works, the image area with a rel-
atively high classification eigenvalue of the area with a
relatively small area shall be subject to unified noise re-
duction. If p, (v, € F) = 0.5 and A, <A, conditions are
met, then p, (v, € F) = 0.5 and A,y represent the average
area of the image. So far, the image segmentation of art
works is completed.

3.2. Content Loss. For the image of art works, the style image
is defined as s, the content image as C and the white noise
image [23, 24], and it is input into the vgg-19 network to
extract the style of the interior decoration art image through
the low-level response, extract the content of the style mi-
gration image of art works through the high-level response
and use the random white noise image as the initial input. In
this way, we can make up for the deficiency of content
feature map and white noise feature map, get many feature
maps under the action of the convolution layer, and convert
conv3_ 2, conv4_ The second layer is described as the
content image of the style transfer of art works. An image is
generated in the style transfer of art works, which is similar
to the content image C in content design. The average loss
function is introduced into the calculation of content loss,
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and the calculation formula, as shown in the following
formula:

Lcoabut (C> g> l) = %Z"Kl(g) _Kl (C)“z (15)

Here, [ represents the convolution layer and K; repre-
sents the feature matrix of image g in the style transfer of art
works.

Using the theory of error direction propagation, the
gradient value of the generated image g in the style mi-
gration of art works is calculated and updated to the input
image, so that the initial random image changes until the
same response as the content image C appears in the style
migration network of art works.

3.3. Enhanced Style Loss. Image style is expressed by the
correlation between features. Art work style is texture in-
formation, which refers to calculating the relationship be-
tween features through Gram matrix, so as to capture the
texture information of art work style migration image, and
through conv2_1, convl_1, conv4_1, conv3_1 conv5_1 as
the style of the image, the gradient descent mode of the white
noise image [25, 26] is used to match the image similar to the
style of the art work. In addition, mark the segmented image
in another channel and take it as the input mode to form the
style loss for each semantic category. Use the segmented
channel to enhance the algorithm of the convolutional
neural network and form the style loss between the output
image g and the style images through the calculation of
function:

Cc

Lstyle (S’ 9 l) C) = Z% Z“Gc,l (g) - Gc,l (S)Hz . (16)

c=1

Here, G, represents the operation mode of Gram ma-
trix, that is, the inner product between the style transfer
graphs of art works and c represents the number of semantic
segmentation mask categories in the style transfer of art
works.

The loss function of art style migration image, as shown
in the following formula:

Ltotal = aLcontent + /';Lstyle' (17)

After the minimization iteration of the loss function, the
stylized image of art style transfer is obtained.

3.4. Poisson Image Editing Constraint Image Spatial Gradient.
In order to generate a clear style transfer effect in the style
transfer of art works, take the style transfer image of art
works after style processing as the input, then the gradient
field of the content image can be expressed, as shown in the
following formula:

g(x,y) =Vc(x, y). (18)

While constraining the image spatial gradient, it also
needs to meet the following requirements, as shown in the
following formula:

L* = min J j IVE - gl* + (F-C,)". (19)
Q

Based on the objective function of spatial gradient
constraint, the Poisson equation is established, as shown in
the following formula:

F(1-AV?) =C, - AVg. (20)

Here, A represents the relative weight between the
control content image and the style image.

To sum up, the style transfer steps of art work style
transfer image are summarized as follows:

Step 1: input the art style migration style image, art style
migration content image, and their segmented images
into the trained vgg-19 network, initialize the white
noise map of image pixels, and input them into the vgg-
19 network together.

Step 2: conv3 in vgg-19 network_ Layer 2 and conv4-2,
extract the content feature matrix of the art work style
migration content image and calculate the content loss
value between the image pixel white noise image and
the content image.

Step 3: convl in vgg-19 network_ 1Ist floor, conv2-1
floor, conv3_ Layer 1, conv4-1, and conv5-1, extract the
style feature matrix of the style transfer image of the art
work, take the color marked segmented image as an-
other channel of the style transfer of the art work,
connect all the segmented channels, and calculate the
enhanced style loss value of the image pixel white noise
image and the style image.

Step 4: calculate the total loss function in terms of
content loss and style loss of the style migration image
of art works used for training.

Step 5: by training the style transfer image of art works,
the white noise gradient of image pixels can be reduced,
so as to minimize the total loss function. After several
iterative calculations, the total loss function is adjusted
to obtain the stylized image of interior decoration art;
Poisson image editing technology is used to constrain
the gradient of stylized images, and the migration effect
picture of image content with both art work style
migration style and art work style migration content is
obtained.

According to the above process, complete the style
transfer of art works.

4. Experimental Analysis

4.1. Experimental Data Set. In order to verify the practica-
bility of the proposed style transfer method, 2200 art works
of different styles are randomly selected from 15 groups of
open art image data sets as pretraining data sets. And, input
it into vgg-19 network model for pretraining to obtain model
parameters. After setting the name of the image in 15 groups
of open image data sets of art works, sort out the parameters
of art works, as shown in Table 1.



Computational Intelligence and Neuroscience

TaBLE 1: Parameters of art works data set prepared.

Artwork dataset name Positive sample (%) Size Resolution (dpi)
Labeled faces in the wild 48273 (7.64) 640 x 480 100 million
MNIST-06 39390 (39.8) 1280 x 640 20 million
CIFAR-02 36640 (8.21) 640 x 480 100 million
Al-challneger-04 63605 (40.2) 1280 x 640 20 million
Pascal VOC-07 27001 (47.21) 640 x 480 100 million
COCO common objects dataset 75220 (4.1) 1280 x 640 20 million
CityScapes 51220 (46.9) 640 x 480 100 million
Lego bricks 19090 (38.67) 640 x 480 100 million
Visual genome 75904 (17.62) 640 x 480 100 million
VisualQA 72490 (25.05) 1280 x 640 20 million
MNIST-08 36257 (47.14) 640 x 480 100 million
KITTI-05 28284 (30.13) 1280 x 640 20 million
ApolloScape-02 33298 (18.37) 1280 x 640 20 million
TUM-08 68273 (1.9) 640 x 480 100 million

Using the data set of art works shown in Table 1, ap-
plying the parameters in the above table, the median dif-
ference method is used to calculate the regional gradient in
the image. The numerical, as shown in the following
formula:

V(@i+1,/)-V(i+1 )]

G (i, )= 7

16,6, - [V (i+ 1,j);V(i+ L)

(21)

| gr (V (i, ) = \G, (i, j)*

Here, V (i, j) represents the pixel function of the art
work, gr (V (i, j)) represents the amplitude value of the art
work at the position of pixel (i, j), G, (i, j) represents the
horizontal gradient value of the image, and xme G, (i, j)
represents the vertical gradient of the image. After the en-
hanced image is processed into regional gradient values, the
gradient parameters in the data set are sorted out as the
processing object, and the application performance of the
proposed method is tested with reference [5] unsupervised
image style migration technology based on image mask and
reference [6] image style migration technology based on
semantic segmentation.

4.2. Results and Analysis. In order to test the robustness of
the proposed art work style migration technology, two art
work scenes with different scenes are selected, and each
scene selects different style types for migration and con-
version. The results are shown in Figure 5. (from the
Internet).

It can be seen from the migration results in Figure 5 that
the content image corresponding to scene (a) belongs to the
style of “lining people with objects,” and the corresponding
style image belongs to the realistic style. A good migration
effect can be generated between the content image and the
style image; scene (b) is to test the style conversion effect of
style migration images of art works with the same style and
different contents. The corresponding style images and

content images belong to “lining people with objects,” but
they can still produce a good migration effect.

Based on the above-given experimental preparation, the
distortion parameters after image migration are defined by
using the parameters obtained by the gradient processing;
the numerical relationship is shown as follows:

D(v,,7,) = J(VI,VZ)T<¥).

Here, v, and v,, respectively, represent the distortion
vector of the image, ¥, and X,, respectively, represent the
covariance value of the image, T represents the multivariate
parameter in the image, and D (v,, v,) represents the image
distortion parameter. Corresponding to the numerical re-
lationship constructed above, every three sets of art works
data sets are processed into an independent variable. Finally,
the image distortion parameter results after migration by the
three methods are shown in Figure 6.

It can be seen from the experimental results shown in
Figure 6 that 15 groups of open source images are integrated
into 5 groups of image processing groups. Corresponding to
the distortion parameter value relationship constructed
above, the greater the calculated distortion value is defined, it
means that the migrated image of this style migration
technology has greater distortion. According to the values in
Figure 6, the average distortion parameter obtained by the
method of reference [5] is about 0.55, and the migrated
image has great distortion. The average distortion parameter
obtained by the method in reference [6] is 0.3, and the image
migrated by this style migration technology produces less
distortion. The average distortion parameter obtained by the
proposed method is 0.15. Compared with the two com-
parison methods, the distortion parameter formed by the
proposed style migration technology is the smallest, and the
distortion generated by the actual migrated image does not
affect the next image processing work.

In the above-given experimental environment, three
methods are called to segment the nonsignificant region, and
multiple overlapping measures are defined in the three
methods. In the actual segmentation, when there is no
overlap in the overlapping measures, it indicates that the

(22)
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FIGURE 6: Distortion parameters generated by three methods.
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image style migration technology can accurately segment the
nonsignificant region, and the overlap degree of the three
methods is defined. The numerical relationship is shown as
follows:

[ AXVG )

B (23)

Here, I represents the calculated overlap, A represents
the significant area segmented by image style transfer
technology, and B represents the nonsignificant area seg-
mented by style transfer technology. Under the control of
the above numerical relationship, sort out the art works data
set prepared for the experiment, and sort out the overlap
results generated by the three methods, as shown in Figure 7.

After the images participating in the experiment are
divided into five groups of image groups, the average value
of overlap in the image group is calculated according to the
above-constructed overlap value relationship. It is defined
that the closer the overlap value is to 1, it means that the
significant area and nonsignificant area segmented by this
style of migration technology overlap. According to the
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numerical relationship shown in Figure 7, the average
overlap value obtained by the method of reference [6] is 0.9,
There is a lot of overlap between the nonsignificant region
and the significant region segmented by this style transfer
technology, which has a great impact on enhancing the
nonsignificant region. The average overlap obtained by the
method of reference [5] is 0.5. The nonsignificant region
segmented by this style of migration technology overlaps
with the significant region, which has little impact on the
process of image migration. The average overlap obtained by
the proposed method is 0.2. Compared with the two
comparison methods, the overlap between the nonsignifi-
cant region and the significant region actually segmented by
the proposed method is small, which has little impact on the
effect after migration.

Keeping the above-given experimental environment
unchanged, the brightness of the art works processed by the
three methods is stretched and processed into a light
compensation process. After the stretching process of the
same process, the gray level output by the three methods
corresponds to the gray level output. The output gray level
results are shown in Figure 8.

After the same illumination treatment, the art works
prepared for the experiment are marked in order by com-
paring the gray level parameters of the output of the actual
stretching enhanced image. It is defined that the larger the
gray level parameter of the image output after migration, it
indicates the loss of details of the image area after illumi-
nation compensation. According to the gray level parameter
values sorted and calculated in Figure 8, when referring to
the art works after migration according to the method of
reference [6], the actual output gray level parameter is be-
tween 0.5 and 0.7, the actual output gray level parameter is
the largest, and the nonsignificant area after migration
loses the most details. The actual output gray level param-
eters of reference [5] method are between 0.4 and 0.5, the
actual output gray level parameters are large, and the
nonsignificant areas after migration lose more details. The
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actual output gray level parameters of the proposed method
are between 0 and 0.2. Compared with the two comparison
methods, the output gray level parameters are the smallest,
the details of the nonsignificant area of the migrated image
are the least, and the quality of the migrated image is the
best.

In conclusion, the experimental results prove the ef-
fectiveness of the proposed method. In the above tests, the
average distortion parameter obtained by the proposed
method is 0.15, the average overlap is 0.2, and the actual
output gray level parameter is between 0 and 0.2. The test
results of the three test indicators are low, which shows that
the proposed art work style migration technology has very
strong robustness and can achieve art work style migration.
And this method can not only achieve a better migration
effect but also will not make the style migration image of art
works distorted.

5. Conclusion

Art works are an important tool of expression and com-
munication in daily life and social life. However, with the
changes of the times and the evolution of culture, the
functions of the style of art works in reflecting cultural
heritage, emotional appeal, visual beauty, as well as brand
image, product information, industry characteristics, etc.,
have attracted more and more attention. Especially in recent
years, with the vigorous development of digital carriers,
digital design of art works has gradually become a daily
demand of today’s society and life. Therefore, aiming at the
problems existing in the style image of art work style
transfer, this paper proposes a style transfer technology of art
work based on dual channel deep learning. Using the
principle of art style migration technology and Poisson
image editing technology, the style migration of art works is
realized, so as to obtain a migrated image that can meet the
modern style design. The experimental results show that the
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proposed method has very strong robustness and can realize
the style migration of art works. It can not only achieve a
better migration effect but also will not make the style
migration image of art works distorted.
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In dance, we must understand the essential meaning of dance movements from the inside and express them on the basis of dance.
Therefore, in the process of developing new dance teaching methods, it is necessary to improve the basic education of dance
students, so that they can express the emotions conveyed by dance through body language and movements, and improve dance
expression ability. In this context, we made the research and reached the following conclusions: (1) the number of frames of
different dance types is also different, and the number of frames to be learned is also increasing. The dance with the highest
number of frames is Latin2, which has 3635 frames, and the dance with the highest number of frames that need to be learned is also
Latin2, which requires 2519 frames to learn. (2) The data mining method is still the highest among the three methods, and the
accuracy of the complete teaching method is 82%, which is the lowest among the three methods, and the accuracy of the
decentralized teaching method is 87%. No matter in the test set or the mixed test set, the curve values of deep mining are very
stable. First of all, human movements emphasize that in dance, the essential meaning of dance movements needs to be understood
from the inside and expressed through the foundation of dance. Therefore, when developing new dance teaching methods, it is
necessary to strengthen the basic dance training of students so that students can express the emotions conveyed by dance through
body language and movements and improve their dance expression ability. We conduct research in this ecological environment.
Different types of dance learning process using different frames, different types of dance in the algorithm transport have different
recognition methods, using better and different algorithms can achieve the best performance. Both groups in the Hip Hop dance
had a shorter average learning time than both groups in the Latin dance.

1. Introduction

For representing, processing, and extracting knowledge for a
variety of applications from the ever-increasing accumula-
tion of data, which made the pervasiveness of computers
possible, perhaps inevitable, and built a general framework
for inspection and classification methods. Provide simple
examples to demonstrate the nature of representative feature
selection methods, compare them using datasets with a
combination of intrinsic properties according to the goal of
selecting features, propose guidelines for using different
methods in various situations, and identify areas of research
new challenge venue. A reference for researchers in machine
learning, data mining, knowledge discovery, or databases
[1]. As the ability to track and collect large amounts of data

using current hardware technologies continues to improve,
there has been interest in developing data mining algorithms
that protect user privacy. A recently proposed technique
addresses the privacy preservation problem by perturbing
the data and reconstructing the distribution at the aggre-
gation level to perform mining. This approach preserves
privacy when accessing information implicit in the original
attributes. The distribution reconstruction process naturally
leads to some information loss, which is acceptable in many
practical situations, and the algorithm is more efficient than
currently available methods in terms of information loss
levels. Specifically, it is demonstrated that the EM algorithm
converges to a maximum-likelihood estimate of the original
distribution based on perturbed data. When large amounts
of data are available, the EM algorithm provides robust
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estimates of the raw data [2]. Interest in mining time series
data has exploded over the past decade. In this work, the
following claims are made. Much of the utility of this work is
small because the amount of improvement provided by the
contributions is entirely the variance that can be observed by
testing on many real-world datasets, or by changing minor
implementation details. To illustrate the point, the most
exhaustive time series experimental reimplementation ever
performed [3]. When used with statistical methods,
graphical models have many advantages in data modeling
because the model encodes the dependencies between all
variables, can easily handle missing data, and can be used to
understand problems and predict consequences. The article
discusses methods for building networks from prior
knowledge and summarizes Bayesian statistical methods for
improving these models using data [4]. Using soft com-
puting provides a survey of the available literature on data
mining. Classifications have been provided based on the
different soft computing tools used and the data mining
functions they implement and the data mining functions
implemented and preference criteria selected by the model.
The utility of different soft computing methods is high-
lighted. Generally fuzzy sets are suitable for dealing with
problems related to pattern comprehensibility, mixed media
information and human interaction, and can provide ap-
proximate solutions faster. Genetic algorithms provide ef-
ficient search algorithms to select models from mixed media
data, pointing out some challenges to data mining and
applications of soft computing methods are presented. An
extensive bibliography [5] is also included. Girls showed a
higher personal interest in dance than boys, but the two
groups were equally interested. Although girls were not as
physically active as boys, their skills/knowledge outcome
indicators were higher than boys. It appears that gender has
little effect on the motivational effect of situational interest,
and the quality of classroom learning in girls may be higher
than in boys due to higher personal interest. The findings
suggest that situational interest may motivate all students,
but it is necessary to enhance personal interest in order for
them to engage in high-quality learning [6]. We emphasize
generating augmented reality environments for individual
dancers based on dance annotation analysis. We have in-
troduced a new interactive technique for dance animations
required for educational purposes. This approach opens up
new possibilities for interactive dance observation, fast and
slow motion, different perspectives, and multiple functions
to support high interactivity between users and 3D dancers
[7]. All people have the urge to express themselves through
dance, which represents a unique opportunity to artificially
capture human creative expression. In particular, the
spontaneity and relative ease of moving with music without
any overall planning suggests a natural link between tem-
poral patterns and motor control [8]. Four preschool dance
classes, including 32 children aged 3-6, were randomly
assigned to pretend imagination and traditional instruction.
Ratings were based on the speed at which new motor skills
were learned, future recall of the skills, concentration on the
task, and enjoyment during the task. It was found that
children in the pretend imagination group had significantly
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better visual fixation, engagement, and enjoyment of the task
process, required less time for prompting and recall, and
took less time to learn skills [9]. These multimedia appli-
cations need to store and retrieve different forms of media
such as text, hypertext, graphics, still images, animation,
audio, and video. Dance is one of the important cultural
forms of a nation, and dance video is such a multimedia
form. Archiving and retrieving the required semantics from
these dance media collections are a crucial and demanding
multimedia application [10]. In recent years, with the in-
crease of work pressure, more and more people have begun
to pay attention to national fitness, in order to improve
personal physical and psychological quality. Square dancing
is a sport suitable for all ages. It integrates fitness, a healthy
heart, and a strong and handsome brain. It is the best way to
communicate in fitness and is deeply loved by people. The
current situation of residents’ square dance was investigated,
and the characteristics of square dance practitioners
themselves and the characteristics of square dance were
analyzed [11]. Track their movements using an optical
motion capture system. Many pose and kinematic features
are extracted from motion data. Findings indicated that the
positive effects of proximity motivation were associated with
higher movement speeds of the hands and head, as well as
the extended posture of the hands. In addition, positive
effects were also associated with higher-dimensional
movements, suggesting an association with more complex
and varied dance movements [12]. Chinese classical dance
steps with unique aesthetics are closely related to traditional
Chinese opera. Classical Chinese dance steps can be traced
back to ancient women’s foot binding, which had a great
impact on the physiology and morphology of the dance steps
[13]. Develop a method for automatic classification of the
correctness of basic dance movements to support dance
beginners in their self-practice outside the classroom. We
first worked with dance professionals to design two basic
dance moves, the waltz and the merengue. Acceleration and
angular velocity data of the chest and pelvis were collected
[14]. The article provides information on the health benefits
of several dances. It mentions that dancing is a weight-
bearing exercise that causes osteoblasts to grow. It added that
dancing like boogie can enhance brain power, especially
mental function and creativity. Furthermore, it mentions
that dancing, including spinning, also burns calories, which
is essential for a healthy heart [15].

2. Dance Learning
2.1. Status Quo of Dance Learning

2.1.1. Classroom Learning Mode Is Single. Because the basic
level of dance of the students varies, it is difficult to carry out
high-level teaching, and only the intermediate level can be
unified and standardized. Students with a good foundation
feel that it is “tasteless to eat, and it is a pity to abandon it,”
and repeating the content they have learned in the past feels
a little dull and long; while students with a weak foundation
are “dazzled” by the basic content and “hesitant” for the
advanced content. In actual learning, teachers lead students



Computational Intelligence and Neuroscience

to count the beats and jump over and over again, and “fill-in”
mechanical imitations cause students to lose their enthu-
siasm for autonomous learning. The grasp of dance style is
submerged in form, which restricts students’ innovation and
creativity.

2.1.2. Curriculum Setting Is Biased toward Professional
Technical Training. Although the construction of dance
teaching materials tends to be perfect, the curriculum covers
a wide range, and professional theoretical courses such as
Chinese dance history and Chinese folk dance culture have
not been properly used in teaching. Just by simply sorting
out and forcing memory, students cannot think about the
connotation and value of their cultural system and bring
them into the process of dance performance.

2.1.3. Lack of Distinctive Course Content Settings. The
content and methods of dance course materials in advanced
colleges have been tested by long-term teaching practice
and tend to be stable, perfect, and self-contained. Different
schools have different school-running characteristics. If the
theory is blindly copied and the exploration of teaching
practice is ignored, the content of the courses is similar, and
there is a lack of regional targeting. In this way, the theory
and practice of teaching are disconnected. For example, in
the ethnic dance courses in the southwest region, if the
advanced dance courses in other regions are set up step by
step, there will be very few professional practice oppor-
tunities for students after graduation, which is not con-
ducive to the study of ethnic culture and the inheritance of
art in the southwest region. The teaching effect is
maximized.

2.2. Problems in Dance Learning

2.2.1. The Lack of Exemplarity in Dance Education. If there
is a need, there will be a market, and schools will slowly
emerge to teach dance. Whether it is teaching, teachers, or
educational institutions, the conditions are relatively
comprehensive, and the social recognition is relatively
high, but more and more dance schools are social insti-
tutions that lack education and teaching. In response to
this problem, the head teacher asked teachers to train
students according to the grade-level learning materials
and prepare for the exams that the students will take. As
the class progresses, children are the main source of
students in dance schools. Students in this age group are
special because they are more playful, have shorter at-
tention spans, and do not understand many technical
terms. Many teachers do not pay attention to the details of
students’ physical and mental development. This creates a
vicious circle. Finally, some dance schools only shout
slogans and do not provide a good learning environment.
The poor quality of teaching materials is not suitable for
teachers. They always use a variety of teaching methods
without caring about what each student’s dance really
means.

2.2.2. The Teaching Method of Dance Education Is Not
Systematic. The teachers of some dance schools are not of
high quality and cannot arrange courses according to the
learning ability of students of different age groups. In order
to make learning more effective, they blindly teach students
difficult dance moves, ignoring the rules of easy and difficult
to learn. Exceeding a student’s physical capacity can affect
not only his or her long-term physical development but also
many potential risk factors. Others say learning to dance is
difficult. Only strengthen the physical development of stu-
dents. The intensity of the internship provides good grades
but does not allow for dangerous movements that exceed the
student’s physical endurance. Doing too much to achieve
course goals in a short period of time may be detrimental to
the healthy development of students. Additionally, many
teachers are unable to teach students based on information
about the learning process. For example, some students have
poor physical fitness and poor dance skills; so teachers have
to learn to be careful not to trust each other, so that students
eventually lose confidence in learning dance. It is shown in
Figure 1.

2.3. Measures to Solve the Problems Existing in the Current
Dance Learning

2.3.1. Build an Excellent Team of Teachers. Everything re-
lated to education is inseparable from a good teacher. A good
teacher must not only have good professional dance skills
but also teach students moral education through language
and action, that’s how you can become a really good dance
teacher.

2.3.2. Pay Attention to Reasonable Arrangements for
Teaching. Since most dance classes take place outside of
school because of the need for concentration, teachers
should give students enough time to learn about the teacher
in class rather than just looking for a lot of knowledge. In
addition, when explaining dance movements, teachers
should try their best to explain in clear, clear, and easy-to-
understand technical language to attract children’s attention
and stimulate their interest in learning.

2.3.3. Strengthen the Construction of Hardware Facilities.
It is necessary to strengthen the supervision of dance schools
in all walks of life, and safety issues must be put in place in a
timely manner, and dangerous accidents should be pre-
vented as much as possible. Dance schools must determine
that there is no income limit and no students will be ad-
mitted. This eliminates the need for quality teaching, lib-
erating teachers, and increasing classroom efficiency.

2.3.4. Strengthen the Construction of Dance Teaching
Materials. Whether it is the Children’s Palace or various
extracurricular dance schools, the teaching materials need to
be strengthened with the help of experts or experienced
dance teachers to prepare the teaching materials for chil-
dren’s physical and mental development. Know how to do
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FIGURE 1: Problems in dance learning.

teaching tasks according to the actual situation of students in
the classroom. Make a study plan and try to complete the
study tasks correctly. Don’t prepare for the exam. It is shown
in Figure 2.

3. Data Mining Algorithms

3.1. Data Mining Algorithm Design. Create the subspace S
required for data mining. Location is the value of the data
function in the collection, and the data are in form o€ D.
According to the data distribution characteristics of outliers,
the nearest neighbors (O, S) of data elements can be expressed
as also Subspace with uneven distribution. Regarding the
nature of multidimensional data, it is clear that the focus of
the subspace is the data object O, and the formula for cal-
culating the probability distance is the following:

1
s _Id(o,s).

1

In the formula, distance is represented by d. If the data
object is always in the middle of the excavation set, the mean
or distance of the data can be calculated by formula:

a(0,5) = .[Y d(0,5) (2)

Since local discrete data have nonuniform distribution
conditions, the properties of discrete data must be repre-
sented by an approximation between the density of discrete
data and the standard distance.

__1a
T a(o,s)

(3)

The segregated asset is obtained from equation (3) and
the result provides the desired distribution of segregated
data within the region. Combined with the above feature
search method, the data entropy information algorithm is
used to extract the information needed to retrieve big data
objects from the Internet. Observe the distribution of the
given data x, and use the probability function of the p value
to obtain the information element E (x) of the data x:

E(x):—Zp(x)lnp(x). (4)

XEX
Due to the differences in the detected data dimensions, it
will have a certain negative impact on the results of IoT big

data mining, so it is necessary that the detected data are
processed according to the standard format, as shown in
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FIGURE 2: Measures to solve the problems existing in current dance
learning.

(5)

The result of data normalization should be calculated
based on the average attribute of the received data and the
data standard deviation attribute. The calculation process
uses standard deviation to increase the relevance of the data
properties and to ensure the accuracy of the data retrieval.

The overall results of data processing should be calcu-
lated according to the method, the nature of the data ob-
served, and the standard deviation of the data characteristics.
The calculation process uses the standard deviation to make
data attributes more important to the accuracy of data
mining. In addition, mean deviations from known data
characteristics can also be used to obtain standard data
processing results. The calculation formula is the following:

a-aq
a; = G, . (6)

The purpose of improving the anti-interference per-
formance of the algorithm is achieved through the above
formula, and the calculation formulas of the data attribute
average o, the data attribute standard deviation Y, and the
data attribute average deviation G, are the following:

1
o =) a—,
m m
a—o
G, =) —,
m (7)

In the formula, the number of iterations is m. After the
data standardization is completed, artificial intelligence
technology is applied to the processed data to obtain certain
data mining results.

3.2. Realize Intelligent Data Mining. Neural network tech-
nology, an important branch of artificial intelligence tech-
nology, is used to carry out big data mining on the Internet
of Things. The BP neural network with three-layer trans-
mission structure is used as the main structure, and the
normalized data are distributed into the neural network.
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Due to the particularity of the neural network structure, the
average value of the information entropy of the data is E:

1-H,
w =

Y H;
0, =ub, + (1 -u)b,,
0, =ub, + (1 —u)b,.

(8)

The two data in the formula and 0,, 0,are linearly
combined. The constant range of U is from 0 to 1, and the
value range is narrowed according to the actual situation. If
the constant value is fixed, it means that the hybridization
operator is not constant during the calculation process. Since
the constant value changes with the number of iterations, the
average performance of the hybrid operator can be im-
proved, and thereby realizing the integration of IoT big data.

Vi =Vr = A(t, Vi — LB) (9)

The data change value is generated from the left and right
neighbors LB and UB of the variable k and the return value
of the function. As the algebraic t increases, the value of the
data change is likely to approach 0. Based on the above steps,
a general operator search is performed on the dataset to
create an IoT data view that meets the needs of data mining.
In all the above processing steps, an IoT data mining al-
gorithm based on artificial intelligence technology is
developed.

3.3. Federated Average Algorithm. A unified learning algo-
rithm distributes learning tasks to different devices to learn
local model updates and, occasionally, interacts with a
central server to coordinate learning objectives around the
world. Unlike traditional machine learning methods,
blended learning requires centralizing training models on a
computer or data center so that each client device can use a
local training data set to update the model. Federated
learning is defined to solve the minimum loss of an objective
function according to a formula.

The unified learning algorithm distributes learning tasks
to different devices to learn local model updates and
communicates with a central server from time to time to
coordinate global learning goals. Unlike traditional machine
learning approaches, blended learning requires training
models to be centralized on a computer or data center so that
each client device can use a local training dataset to update
the model. Equation analysis is defined as the concentration
of the dataset in a set of loss functions, which determine the
solution to which Equation (10) is applied to the k samples of
the dataset. The built-in analysis algorithm uses the generic,
n =X, pp =n/n algorithm trained on all k multifunc-
tional devices in the dataset.

k k
min f (@) = %Z (@) = Y i (). (10)
k=1 ps

The local prediction loss function for each client device k
along the model parameters is F) (w). As shown in Equation

(11), when different local optima are computed they are
combined to achieve an overall minimization of the learning
loss:

Fi(w) = niki € nkf(xk;w). (11)

This will improve common patterns in connected
learning systems. To solve the objective equation, FedAvg
first randomly selects k units from a subset of system units at
each computational iteration, and then uses a combined
FedSGD optimization method to globally implement each
selected unit, computing the location of the global state and
local data.

During the calculation process, local search and global
search are continuously amplified according to P1 and P2
points, which correspond to both yin and yang. If point P2 is
better than point P1 the two points are exchanged, and the
sympathy algorithm agrees. Yin and yang have repetitions
according to P1 and P1 points. P2 exploration optimization
is expected to achieve a balance between local development
and global exploration, which is a balance of yin and yang. In
this particular implementation, the yin-yang balance opti-
mization algorithm typically consists of two steps: updating
the solution based on the collection set and updating the
solution based on the hypersphere the main content of these
two terms is given as follows:

9 = AFy (wp.)s

. (12)
Vk, W,y —— 0 = g
In each of the update round, the server collects training
data from all devices participating in that training round of
the pattern and calculates the weighted average system
update pattern according to equation (13), where # repre-
sents the training learning rate:

k
wt+1‘_wt’72~ (13)
k=1

The number of elements in the Fed Avg algorithm plays a
crucial role in the speed of convergence and the accuracy of
predictions. Some people suggest adding the stack size to
some value to approximate disk. When installing a large
compressed package, each device can speed up the calcu-
lation of the same amount of data, improve the convergence
speed of the system, reduce the number of iterations, and
keep the training of the system at a high enough level of
accuracy. In the calculation process, the local search and
global search based on points P1 and P2 are continuously
strengthened, which corresponds to both yin and yang. If
point P2 is better than point P1, then these two points are
exchanged, and the sympathetic algorithm corresponding to
yin and yang is repeated based on points P1 and P1. The
optimization search of P2 is expected to achieve a balance
between local development and global search, correspond-
ing to the balance of yin and yang. In the specific imple-
mentation, the yin-yang balance optimization algorithm
mainly includes two stages: solution update based on archive
set and solution update based on hypersphere. The main



contents of these two stages are given below. To update the
search radius, the calculation method is as follows:

1)
o-o-(2)
1)
8, =0, +<;2).

4. Research on Action Analysis and Guidance of
Data Mining in Dance Learning

(14)

4.1. Performance Test of Data Mining in Dance Movement
Learning. To test the optimal performance of the data
mining methods proposed in this dance review article, the
models proposed in this article have been experimentally
improved and research methods have been applied with
subsequent tests and trials to make a complete and
decentralized learning approach. Test kits are used to assess
the generality of the final sample, and the hybrid test set
meets the modern criteria of the model and is first used to
assess the model’s ability to write test results. Experimental
data of different samples of the test group and the mixed test
group are shown in Figure 3.

From the data in Figure 3, we can see that after per-
forming a series of tests, the accuracy of the distributed
learning method can be 89%, the accuracy can increase to
91%, and the accuracy can increase to 92% using data mining
technology. The accuracy can increase to 93%, which is the
highest value in the three test models. The complete teaching
method has an accuracy rate of 85%, and the lowest of the
three models. We can also see that the curve values of data
mining technology are very stable, and the curve value of the
decentralized teaching method remains around 0.90. The
curve value of data mining is also always kept at 0.97, and the
curve value of the complete teaching method is lower.

The data in Figure 4 and Table 1 shows that the per-
formance of all three models decreases slightly after passing
the mixed test series, but the data mining method proposed
in the paper is still the highest of the three. The depth ex-
traction curve is very stable whether it is a test series or a
mixed test series.

4.2. Research on Movement Analysis and Guidance in Dance
Learning. Based on the three aspects of human body
structure, movement direction, and movement effect, the
dance movement is reconstructed, the continuity and pe-
riodicity of dance movement data are determined, and a
short and easy-to-understand language is developed to
formally describe the MDL and application of dance
movement. The structure of the MDL can be adjusted. As a
description, language captures an individual’s three-di-
mensional skeletal hierarchy, which is then described based
on quantitative assessments of dance movements and bio-
mechanical parameters (Tables 2 and 3). The action analyzes
the spatial orientation of the human body, calculates the
parameters of the movement characteristics from the key
frame data, uses the description language to determine the
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FIGURE 4: Data analysis on hybrid experience.

movement trajectory of the human body, determines the
correlation between the human body coordinates, and the
spatial direction of the environment, and determines the
description language to the human body movement
trajectory.

There are many types of basic movements in dance
learning, such as kicking the swallow, chest and waist,
squatting, lowering the waist, stepping down, and rubbing
the floor. The number of movements for dance learning
needs to be systematically trained: 8 times/group of kicking
swallows for a total of 5 groups; 10 times for chest and waist/
group for a total of 3 groups; 15 times for squatting/group
for a total of 3 groups; 5 times for lower back/group A total of
4 groups were completed; a total of 3 groups were completed
under the span of 30s/group; a total of 5 groups were
completed by rubbing the floor 20 times/group.

From the data in Figure 5 and Table 4, we can see that the
number of frames for different dance types is also different,
and the number of frames to be learned is also increasing.
The dance with the highest number of frames is Latin2,
which has 3635 frames, and the dance with the highest
number of frames that needs to be learned is also Latin2,
which requires 2519 frames to learn. The dance with the
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TaBLE 1: The performance of each method on the mixed test set.

Method Accuracy (%) Satisfaction (%) Average score (%) Assess safety (%)
Data mining 90 92 95 95
Complete pedagogy 82 81 85 86
Decentralized teaching method 87 88 90 92

TaBLE 2: MDL action description description.

Main content Variable type Variable name Variable description

Basic information RATE m_rate Action collection frequency
Structure BODY m_body Body parts

Position LEVEL m_level Horizontal orientation
Power effect BEND_LEG m_legbending The degree of bending of the legs

TaBLE 3: Movement analysis in dance learning.

Dance moves Number of actions Number of action groups
Kick the swallow 8 times/set 5 groups
Chest and waist 10 times/set 3 groups
Squat 15 times/set 3 groups
Waist 5 times/set 4 groups
Down span 30 s/set 3 groups
Rub the ground 20 times/set 5 groups
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FIGURE 5: Number of repeating frames in dance.

TaBLE 4: Number of repeated frames in dance.

Dance moves Frame number Number of frames to learn Repeated frames (%)
Agogol 903 472 47.70
Agogo2 740 480 35.10
Housel 2008 1682 16.20
House2 2010 1427 29
Hiphopl 2300 1939 15.70
Hiphop2 2069 1736 16.10

Latinl 2738 1393 49.10

Latin2 3635 2519 30.70

highest number of repeated frames is Latinl with 49.10% of A total of students, including girls and boys, participated in
repeated frames, and the dance with the lowest number of  our user survey. None of them had ever studied dance. We
repeated frames is Hiphop1 with 15.70% of repeated frames.  invite them to learn two dances, dance and dance. These
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TaBLE 5: Grouping of students.

Dance Group Learning method Number of students
Latin Control Browse freely 20
Treatmentl First stage course 20
Hib ho Control Browse freely 20
b hop Treatmentl First stage course 20
TABLE 6: Statistics of learning time of control group and treatmentl group.
Dance Group Number of students Ceaverage study time Variance
Latin Control 20 71.95 10.1
Treatment] 20 60.95 8.48
Hip ho Control 20 97.4 7.56
b hop Treatmentl 20 84.7 10.8
120 2
100 T 0
80 -8
60 -6
40 - 4
20 -2
0 0 =8 2 E 2 58
Control Treatmentl Control Treatmentl e & 9 g =N 5 B
e g % o « E «
B ceaverage study time ! 2 = oy
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—— variance S =
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FIGURE 6: Statistics of the learning time of the control group and the
treatmentl group.

TaBLE 7: t-Test results of learning time in control group and
treatmentl group.

Group Ceaverage study time Variance
Control 71.95 10.1
Treatmentl 60.95 8.48
Control 97.4 7.56
Treatmentl 84.7 10.8

students were divided into two groups, group and group
study using the free-view method, and group study in the
first stage of the course, as shown in Tables 5 and 6.

From Figure 6 and Table 5, we see that the groups of
students who learned to dance reported the average time
spent (in minutes). The average learning time of the two
groups of hip hop was 71.95 and 60.95, respectively, while
the average learning time of the Latin group was 94.4 and
84.7, respectively. It can be seen that the average learning
time of the two groups in hip hop dance is shorter than that
of the two groups in Latin dance.

From the data in Table 7, it can be seen that the learning
data of the two groups are very different (Hip hop: T'=3.74,
P = 0.0006; Latin: T=4.3, P <0.0001). Therefore, we believe
that the first stage of dance teaching two this dance is more
effective than the free-view method, so it works well.

= Control
= Treatmentl

FiGure 7: Comparison of control group and treatmentl group.

Given the data of the two groups of students on the
questionnaire question “I think this system can help me
learn dance,” from the experimental data in Figure 7, we can
see that the proportion of those who hold opposing opinions
is the largest in the control group. 16 people. In the
Treatmentl group, the maximum proportion of people who
agree with it reaches 13 people. It can be seen that there are
more people in the control group who disagree with the
Treatmentl group.

5. Conclusion

There is no direct connection between human movement
and dance. In dance, the focus is on the movements of the
people. The importance of dance moves must be under-
stood from within and manifested on the basis of dance.
Therefore, when developing new dance teaching methods,
students need to improve their basic dance practice so that
they can express the emotions conveyed by dance through
body language and movements. In order to achieve the
increase of dance performance. The goal of dance itself is to
use the students’ internal motor activities to enable them to
achieve a double improvement in movement and
expression.
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Machine learning (ML) and privacy protection are inseparable. On the one hand, ML can be the target of privacy protection; on
the other hand, it can also be used as an attack tool for privacy protection. Ring signature (RS) is an effective way for privacy
protection in cryptography. In particular, lattice-based RS can still protect the privacy of users even in the presence of quantum
computers. However, most current lattice-based RS schemes are based on a strong trapdoor like hash-and-sign, and in such
constructions, there is a hidden algebraic structure, that is, added to lattice so that the trapdoor shape is not leaked, which greatly
affects the computational efficiency of RS. In this study, utilizing Lyubashevsky collision-resistant hash function over lattice, we
construct an RS scheme without trapdoors based on ideal lattice via Fiat—Shamir with aborts (FSwA) protocol. Regarding security,
the proposed scheme satisfies unconditional anonymity against chosen setting attacks (UA-CSA), which is stronger than an-
onymity against full key exposure (anonymity-FKE), and moreover, our scheme satisfies unforgeability with respect to insider
corruption (EU-IC). Regarding computational overhead, compared with other RS schemes that satisfy the same degree of security,
our scheme has the highest computational efficiency, the signing and verification time costs of the proposed scheme are obviously
better than those of other lattice-based RS schemes without trapdoors, which is more suitable for ML scenarios.

1. Introduction

Machine learning (ML) and privacy protection are inex-
tricably linked. On the one hand, ML itself requires privacy
protection, i.e., the training datasets and models in ML
systems should not be disclosed. On the other hand, ML can
also be an attack tool for privacy protection, and how to
protect users’ sensitive information is a challenging task
under the increasingly powerful ML technology.

Ring signature (RS), introduced by Rivest et al. [1] in
2001, is an effective technique for privacy protection in
cryptography, which on the one hand enables the recipient
of the data to believe that the source of the data is reliable,
and on the other hand, obscures the identity of the data
owner so that the recipient cannot be sure who is the real
owner of the data. In an RS scheme, each user has a public
key, and the signer can autonomously collect user’s public
keys to form a ring without the permission or assistance of
other users (where the signer is contained in the set of ring

members), and the verifier only knows that the signature was
generated under the ring, but is unsure which member’s
private key is used as the signing key. Due to the anonymity
of RS, it is widely used in fields such as e-voting, anonymous
membership authentication, and anonymous tip-off.

Since the seminal work of [1], the research on RS has
been unprecedentedly active. A general framework for
constructing 1-out-of-n signature schemes was introduced
by Abe et al. [2], which can use different types of keys to
construct signatures based on integer decomposition and
discrete logarithm problems. After that, many RS schemes
along with their associated authentication schemes [3-10]
have been proposed. However, the security definitions of
these RS schemes are weak, i.e., they have not considered for
certain realistic attacks. Bender et al. [11] proposed new
definitions of anonymity and the unforgeability of RS to
cover these attacks. Bender et al. [11] divided anonymity into
three levels according to the degree of security, where the
strongest version is anonymity against full key exposure
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(Anonymity-FKE), i.e., even if adversary is given the private
keys of all ring members, the adversary is still unable to guess
who is the genuine signer of the given RS. Regarding ex-
istential unforgeability, there are also three levels: unfor-
geability against fixed-ring attacks (EU-FRA), unforgeability
against chosen-subring attacks (EU-CSA), and unforge-
ability with respect to insider corruption (EU-IC). Based on
EU-CSA, the strongest EU-IC means the adversary cannot
succeed in forging a signature, even if the adversary is
allowed to obtain the private keys of ring members via asking
a corruption oracle.

Most previous RS schemes [1-7, 9-11] are constructed
under the assumptions of classical number theory, which are
hardly resistant to quantum attacks [12]. In 1996, Ajtai [13]
introduced the algebraic structure of lattice into crypto-
graphic schemes. In the postquantum era, the new cryp-
tosystem based on lattice has become a focus of research due
to its merits of high asymptotic efficiency, simple operation,
parallelizability, resistance to quantum attacks, and enjoying
the average-to-worst reduction. The development of lattice-
based provably secure encryption has developed rapidly and
has made great progress [14-18], while lattice-based digital
signature has experienced a tortuous and bumpy process in
the earlier years. First, Goldreich et al. [19] made an attempt
at a lattice-based signature, then NTRU signature was
proposed by Hoffstein et al. [20], and it was repaired and
enhanced in [21, 22]. However, these digital signature
schemes [19, 20, 22] on lattice failed to be proved secure
under the attacks of [23, 24]. To date, provably secure
signature schemes on lattice can be divided into two main
branches: schemes with trapdoors and without trapdoors.
Digital signature schemes with trapdoors started from the
“hash-and-sign” signature scheme constructed by Gentry
et al. [25] based on SIS assumption, which is also the first
lattice-based signature scheme, that is, provably secure. and
Peikert [26] improved the structure of trapdoors, that is,
proposed by [27], proposed the concept of G trapdoors on
lattice, and remarkably improved the computational effi-
ciency of trapdoor generation algorithm on lattice. A digital
signature scheme on an ideal lattice was proposed by Ducas
and Micciancio [28], and its trapdoor is constructed utilizing
the technique of [26]. These trapdoors are deemed to be very
suitable for lattice-based signature schemes, but the lattice is
added with a hidden algebraic structure, which significantly
affects the efficiency of signature schemes and is a payment
that has to be considered. Digital signature schemes on
lattice without trapdoors are mainly based on Stern’s zero-
knowledge proofs. Although the Stern-type protocol is
powerful, the soundness error of a single execution of the
protocol is 2/3. Such protocol needs to be repeated many
times so that the soundness error drops to a negligible value,
so it is difficult to further improve their efficiency. To the best
of our knowledge, only Lyubashevsky signature schemes
[29, 30] without trapdoors are constructed not based on the
Stern-type protocol, but on the Fiat—Shamir with aborts
(FSwA) protocol, via which a very efficient digital signature
scheme on lattice could be constructed.

Similar to a digital signature over lattice, lattice-based
(linkable) RS can also be mainly divided into two branches,
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i.e., with trapdoors and without trapdoors. Lattice-based RS
schemes with trapdoors have been extensively studied
[31-36]. Notice that these lattice-based RS schemes with
trapdoors, although are progressing about storage overhead,
cannot always avoid the drawbacks brought by the structure
of hash-and-sign, and the computational efficiency cannot
be enhanced to a satisfactory level. Lattice-based RS schemes
without trapdoors can be classified into membership proofs-
based schemes and FSwA-based schemes. Several RS
schemes [37-40] based on membership proofs have been
proposed. Such RS schemes usually first construct a
membership proof which is generally a zero-knowledge
proof and then construct an RS scheme based on this proof.
The efficiency of these RS schemes directly depends on that
of underlying zero-knowledge proofs, which have the ad-
vantage that the signature length is usually O (log N), where
N is the ring size, whereas the disadvantage is also obvious,
i.e., the large and complex zero-knowledge proofs lead to low
computational efficiency, and the length of RS could be large
when N is small. (Linkable) RS schemes [41-44] based on
FSwA are rather efficient in terms of computational effi-
ciency, with the drawback that the signature length is
common O(N), yet it is very suitable in small-scale sce-
narios. For RS on lattice, several schemes [37-40] can satisfy
the strongest Anonymity-FKE and EU-IC defined by Bender
etal. [11]. In fact, Aguilar Melchor et al. [41] defined stronger
anonymity, i.e., unconditional anonymity against chosen
setting attacks (UA-CSA), and inspired by Lyubashevsky
signature scheme [29], Aguilar Melchor et al. [41] con-
structed two RS schemes (AM1 and AM2) utilizing lattice-
based collision-resistant hash function h € #(D,D,,m)
[45], both of which can achieve UA-CSA for anonymity;
regarding unforgeability, AM1 and AM2 satisfy EU-CSA
and EU-IC, respectively. However, we deem that Aguilar
Melchor et al. do not make good use of h € # (D, D,,m) in
transforming Lyubashevsky digital signature [29] into RS,
which causes the storage and computational overheads of
both schemes of Aguilar Melchor et al. [41] to be large. In
this work, via the FSWA protocol, we redesign an RS scheme
on lattice without trapdoors using h € # (D, D,,, m) again,
the main contributions are as follows:

(1) Different from the RS schemes of Aguilar Melchor
et al. [41] on lattice, in our key generation algorithm,
the input value of h € Z(D,D,,m) is taken as a
user’s private key, the output value of
h e % (D,D,,m) is taken as a public key, that is,
relevant to the private key, which makes the length of
a public key is reduced from a polynomial vector of
m dimensions to a polynomial. Our signing algo-
rithm is designed based on the framework of the RS
scheme of Abe et al. [2], which is based on the
discrete-log assumption, and the proposed scheme
will be more concise and efficient.

(2) Under the improved security model of Aguilar
Melchor et al. [41], the proposed RS scheme is
rigorously proven to be safe. Regarding anonymity,
our scheme satisfies the strongest UA-CSA; in terms
of unforgeability, our scheme satisfies the strongest
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EU-IC. And under the random oracle model, the
unforgeability of the proposed scheme could be
reduced to the approximate shortest vector problem
(SVP],) over ideal lattice.

(3) Finally, with respect to performance and security, the
proposed scheme is comprehensively compared with
several schemes [37, 38, 40, 41]. The results show that
compared with AM1 and AM2 of [41], the storage
and computational overhead of our scheme are
significantly reduced. In addition, compared with the
computational overhead of other schemes, our
scheme is remarkably superior, and is more suitable
for ML applications.

2. Preliminaries

2.1. Notations. 'The symbol [N] represents the abbreviation
of the set {1,2, ..., N}. Let R be the set of real numbers, R*
be the set of positive real numbers, and Z be the set of
integers. For a finite set S, the symbol y«<S denotes a random
uniform sampling from S. The upper-case letter X is the
random variable denoting a signature, and X«—% denotes X
as the output of the signature algorithm %. Vectors and
matrices are denoted by lower-case (e.g.,x) and upper-case
(e.g., X) letters in italic & bold, respectively. In this work, we
construct a cryptographic scheme on ring D = Z,[x]/

(x™ + 1), where (x" + 1) is an irreducible polynomial, and all
logarithms we use are base 2. Z_ is the set of integers modulo
g, elements in Z, are denoted by integers selected from the

interval [-g — 1/2,q — 1/2], and then the elements in D are
represented by n — 1 degree polynomials whose coeflicients
are taken from Z,. Fora = ), f ;X' € D, the common norms
of a are given as follow:

l1: ”a”1 = Z|f1|,
l 1/2
L lall, = (Zlff) ] (1)

lo: llalls = m?x |f1|

For a polynomial vector a= (a;,a,,...,4,,), where
a;,ay,...,a,, € D,m is a positive integer, and the infinite
norm with respect to a is defined as follows:

lallo, = max o] .- 2)
Additionally, we will use the following notations:
D, ={g € D: |gl, <1},
D, ={g € D: ligl, < Vnlogn},
D, ={g € D: ||gll, <mn"’ logn + nlog” n} (3)
D, ={g € D: llgla, <mn'*logn},
D, ={g € D: llgly, <mn"*logn - nlog’ n}.

The complexity of algorithms is measured using the
standard asymptotic notations w, O:

3
f(n)zw(g(n))ifn@m£E:;:m, .

4
fn) =O<g(n>)ifnrgnm%¢oo.

Use the symbol O to suppress poly-logarithmic factors,
and for example, for any constant ¢ and (/,
f(n) = O(nlog® n), we have f(n) =O(n°).

2.2. Lattice and Ideal Lattice. Micciancio [46] first proposed
the concept of cyclic lattice, which to a certain extent
eliminated the drawbacks of big key size and operational
inefficiency of cryptographic schemes on Euclidean lattice.
Lyubashevsky and Micciancio [45] first proposed the defi-
nition of an ideal lattice, which is a lattice with a special
algebraic structure and is a generalization of the cyclic
lattice. In general, a Euclidean lattice is a subgroup of a
group, and an ideal lattice is an ideal of a ring.

Definition 1 (lattice). Supposing matrix B is composed of a
set of linearly independent vectors by, b,, ...,b,, € Z", then
the integer lattice generated by B is defined as:

Z(0) ={Bx = inbi: X € Zm}, (5)

b,,b,,...,b,, form a set of bases over & (B). In short, Z (B)
is a discrete additive subgroup in the n-dimensional real
space R".

Definition 2 (q-ary lattice). Given a prime q, positive in-
tegers m, n, for any matrix A € Z", the integer lattice, that
is, m-dimensional full-rank is described as follows:

A*(A) = {ue Z"s.t. Au = 0(mod g)}. (6)

Definition 3 (ideal lattice). Let f be a monic irreducible
polynomial of degree n, the ideal ICZ[x]/(f), then an in-
teger lattice & (B)CZ" such that #(B) = {gmod f: g € I}
is called an ideal lattice.

2.3. Hardness Assumption

Definition 4 (R-SIS,,,, g problem). Given a randomly chosen
vector a € D™, find the vector x € D such that al -x =0
satisfying 0 <|x|, <f, where q, m are positive integers,
B e R,

Definition 5 (SVP,). Given a lattice Z(B) and an ap-
proximation factor y > 1, find a nonzero vector v on lattice
such that ||v],, <yllull, holds for any vector u € Z(B).

2.4. Collision-Resistant Hash Functions and Bounding
lac mod (x" + 1)||,. Lyubashevsky and Micciancio [45]
defined a family of collision-resistant hash functions on ideal
lattice, which are efficient functions based on the hardness of
worst-case lattice problems, and showed that finding



collisions for h € # (D, D, m) is at least as hard as solving
SVP,, where y = O ().

Definition 6 (family of hash functions). For any integer m
and set D,, the family of hash functions #(D,D,,m) =
{h,: a € D™}, where a hash function h,: D" — D. On
input polynomial vectors b= (b,,b,,...,b,,) € D7, then
h,(b)y=a-b=a;b, +a,b, +--- +a,b,, There are two ho-
momorphic properties about h € # (D, D, m) as follows:

h(x+y) = h(x) + h(y),

h(xc) = h(x)c, 2

where x,y € D™, ¢ € D.

Definition 7 (collision problem Col(h, D,)). Given a func-
tion h € Z (D, D,,m), find two distinct vectors z,, z, € D,
such that h(zy) = h(z,).

The following lemma shows that when D, is some
limited domain (e.g., a set of small norm polynomials),
solving the Col (h, D) problem is as hard as solving SVP, in
the worst case on the lattice corresponding to the ideal inD, .

Lemma 1 (see [29]).Let n be any power of 2,
ringD = Z,[x]/(x" + 1), and define the setD, = {g e D:
gl <d}, where d is an integer.% (D, D, m)is a family of
hash functions as in Definition 6 such that m>logq/log2d
and q>4dmn'>logn. For any h € # (D, D,,m), if there
exists a polynomial-time algorithm that solves Col(h,D,)
with some non-negligible probability, then there exists a
polynomial-time algorithm that can solve SVP, over ideal
lattice, where y = 16dmn  log® n.

In addition, we recall the following boundary Lemma to
justify the security of the proposed scheme.

Lemma 2 (Lemma 211 in [47] applied to our
setting).Leta« D, ¢ be the response returned by the random
oracleH (i.e.,c—D,), then

Pr [IIacIIOO Snlog2 n] >1—dne 88— 1 _ e, (8)

2.5. Statistical Distance and Probabilistic Lemma. The dif-
ference between two probability distributions can be mea-
sured by the statistical distance, and in the security proof of
the proposed RS scheme, we complete the proof of ano-
nymity by using it.

Definition 8 (statistical distance). For random variables X,
and X, that are defined on a countable set S, if the set S is
discrete, then the statistical distance between X, and X, is
described as

1
A(XO’XI):E Z|Pr [Xo = x] - Pr[X, = ]| 9)
x€§

If the random variables X, and X, satisfy
A(Xy, X;)<n“W) then X, and X, are statistically close.
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Regarding statistical distances, there are the following
common properties:

(1) A(Xy X,) 205
(2) A(XosX1) = A(XpXo)-

In addition, to prove the convergence of our algorithms,
the following probabilistic lemma will be used:

Lemma 3 (Corollary 6.2 in [47]).For anys € D',

1
Precp, ueprp [sc+ueD]]= o o(1). (10)

3. Definition of RS and Security Model

3.1. Definition of RS. Suppose there exist N members in the
ring and each member U, (i € [N]) has a pair of keys, i.e.,
public key pk; and private key sk;, a RS scheme can be
composed of four polynomial-time algorithms:

(1) Setup (1"): Taking a security parameter A as input, it
outputs the public parameters pp.

(2) KeyGen(pp): Taking the public parameters pp as
input, it generates a pair of keys (pk, sk), where pk
and sk denote the public and private keys,
respectively.

(3) Sign(pp, Lk > sk,): On input public parameters pp,
ring L, message y and the private key sk, of the
signer U, (require that its corresponding public key
Pk € Ly), it outputs an RS sig of U, on the message
p under ring L.

(4) Verify (pp, Ly > sig): On input public parameter
pp; ring L, message ¢ and RS sig, if sig satisfies the
verification conditions, it outputs 1; otherwise, it
outputs 0.

3.2. Security Model. For the above algorithms, an RS scheme
is called to be secure if it satisfies the following definitions:
correctness, anonymity, and unforgeability.

Definition 9 (correctness). If the signer signs honestly, i.e.,
according to the algorithms in Section 3.1, the Verify al-
gorithm will always output 1 with overwhelming probability,
that is, equality (11) holds.

pp<—Setup(1A)

(pk,, sk,)—KeyGen (pp)

pkn € ka

sig<—Sign(pp, Lo ths skn)

Pr | Verify( pp, Ly, > sig) = 1

=1-negl(1).
(11)

Bender et al. [11] proposed the security definitions of RS
under different security degrees, among which the highest
degree in terms of anonymity is anonymity-FKE. Based on
anonymity-FKE, Aguilar Melchor et al. [41] proposed a
stronger definition, namely UA-CSA. In this work, the
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security proof of anonymity is based on the security model of
UA-CSA.

Let’s define a game between adversary &/ and challenger
S Under UA-CSA since all secrets are known, the adversary
can effectively simulate the signature and corrupt oracles, so
these two oracles are no longer provided in the game and the
procedure in which S generates pp and (pk, sk) is not re-
quired, since they will be generated by the adversary instead.
The game is as follows:

(i) Suppose I is the upper bound of ring member size in
the system, the adversary submits to a set of public
parameters pp, ring Ly, = {pky, pks, ..., pky}, two
private keys sk; , sk; , message y, where N, iy, i; € [I].

(ii) S randomly selects b«{0,1}, invokes Sign(pp,
L, sk;) to generate the signature sig;, and
returns sig; to /.

(iii) Adversary & outputs a bit b’, and if b’ = b, then of
wins the game.

The advantage of winning the game is denoted by,

1

Advy™ =|Pr[b' =b] 3 (12)

Definition 10 (anonymity). An RS scheme satisfies UA-CSA
if Advi;°" is negligible for any polynomial-time adversary
d.

Bender et al. [11] consider two cases when defining the
strongest unforgeability EU-IC: (1) An adversary can trick
some honest user into using the public keys that are
adversarially generated to generate a signature. (2) The
adversary can adaptively corrupt some ring members and
obtain their keys. The strongest EU-IC with respect to RS is
depicted by the game between adversary &/ and challenger
o' as follows:

(i) Setup phase: Given security parameter A, &' runs
the KeyGen algorithm to generate the user’s public/
private key pairs, and sends public parameters pp
and the maximum set of user’s public keys
S = (pk;)cy to adversary .

(ii) Query phase: ¢ is allowed to make adaptive queries

to the signature oracle SO and the corrupt oracle
CO.

(a) Signing query: of submits to o/ the set of user’s
public keys L, message y and 7 € [I], where 7
is an index such that pk, € L. On receiving
(mu,Ly), o' invokes the Sign algorithm to
generate sig and send it to .

(b) Corruption query: & submitsi(i € [I]) to access
corrupt oracle CO, then &' returns the relevant
private key sk; to .

(iii) Forgery phase: & outputs (u*, L, sig"), and we call
o gets the triumph if the below conditions are
satisfied:

(a) Verify (pp, Ly, p",sig") = 1;

(b) &/ never
Cs,u", L s
(c) L;kgS\C, where C is the set of corrupted users.

queried for the signature on

The advantage of o/ winning the game is depicted as:

Adv"™ = Pr [/wins the game]. (13)

Definition 11 (unforgeability). A RS scheme is said to satisfy
EU-IC if Advi‘frge is negligible for any polynomial-time
adversary .

4. Lattice-based RS Scheme without Trapdoors

4.1. Construction

(1) Setup (1*): Given security parameter A, it outputs the
public parameter pp ={nd,q,m H,h,D,,
D.,D,,D,,D,}, where integer n> 1 and is a power of
2, d = +/nlogn, prime q>4(mn'®logn)’, integer
m>logg/log2d, H:{0,1}" — D, is a crypto-
graphic hash function, 4 is randomly chosen from
the family & (D, D,,m), and the other parameters
are defined in Section 2.1.

(2) KeyGen (pp): Given public parameters pp, it picks
r—D", then generates the public key pk = h(r) and
sets the private key sk =r.

(3) Sign(pp, Ly, > sk,): Given public parameters pp,
ring Ly, = {pk,, pk,, ..., pky}, message y € {0,1}"
and private key sk, = r, of member U_, it runs as
follows:

(i) Pick ueD7, calculate ¢ (;moany = H(L

b (w));
(i) Fori=n+1,...,N,1,...

(a) Choose r, ;«—D7";
(b) Calculate t; = h(r,;) - c;pk;, ClimodN)+1 =
H (ka, [/l, tl)

(iii) Calculate r, , =u+c,r,;

(iv) If r,, ¢ D7, then return to step (i);
(v) Output the signature sig = (c;, (r,;)ic[n))-

pk>

o —1:

(4) Verity (pp, Ly, ¢ sig): Given public parameters pp,
ring L. = {pky, pk,, ..., pky}, message u € {0,1}"
and signature sig = (c;, (r,;);c;n7)> it accepts the
signature and outputs 1 only if sig satisfies the below
conditions, otherwise it rejects the signature and
outputs 0.

(i) Fori € [N], r,; € DI

(ii) For i € [N], calculate t; = h(r,;) —¢;pk;, ¢;;, =
H(ka,y, t;), and determine ¢, =H(L
Hotn) = Cna-

pk>

4.2. Correctness and Convergence of the Scheme

Theorem 1 (correctness). The proposed RS scheme satisfies
correctness.



Proof. When sig is a signature generated according to the
signature algorithm, then (a) in step (ii) and step (iv) of Sign
ensure that (r,;);c(y) are elements in D’. In addition, we
have the following equations:

c, = H(ka,y, tl),where t = h(rz)l) -, pky,

Cy = H(ka,y, tz), wheret, = h(rz)z) - ¢, pk,,

Cp = H(ka,y, tﬂ_l),
wheret, | = h(rm,l) —Cp1Pkrts

. _ m
sincer, , =u+c,r, € D;’,wehave

pk’.u’ )_ ( pk"u’h(rz,n) -

c.pk,)

caPky)

H(Lyouh(u+c,r,) -

pk>

= H(L
(

H(Lyo th h (W), €1,
(L

H(Ly ps 7”1) wheret

=

(rZ,ﬂ+1) -

where tﬂ+2 = h(rz,n+2) -

Crz+1pkrz+1> Cre3 = H(ka> I tn+2)’

Cﬂ+2pkn+2’

€ =Cnyp = H(ka,y, tN),where ty
= h(rZ)N) - cnDky-
(14)

To sum up, the polynomial sequence {c;,c,,...,cy} in
the verification process is equal to that in the signature
process, so it must pass the verification of the Verify al-
gorithm, and the proposed scheme is correct. |

Theorem 2 (convergence). Under the parameter settings of
algorithm Setup, the expected runtime of the proposed scheme
isO (n), and algorithm Sign is expected to repeat no more than
three times.

Proof. The proposed RS scheme is made up of four algo-
rithms: Setup, KeyGen, Sign and Verify The Setup algorithm
selects a hash function h e #Z(D,D,,m) (ie., pick mn
random numbers from {-(q-1)/2,-(q-1)/ 2+1,...,
(g - 1)/2} ), the time for the step is negligible. The step of
generating a single user’s private/public keys in KeyGen is to
randomly select a vector r<D", which simply involves
randomly selecting mn numbers from the set
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{-+/nlogn,...,/nlogn}, and then calculating pk = h(r),
which takes O (1) time according to Lemma 2.16 from [47].
The Sign algorithm is to randomly selects a vector u—DY’
and N — 1 vectors r, ;«D?', then calculate small polynomial
multiplication ¢; pk; and hash function h € (D, D,, m)N
times, and access random oracles N times. The time of Sign
algorithm running once is O (n) from [47], but if r,, ¢ D7,
then the operations of Sign need to be repeated again.
Lemma 3 states that for any r—D7,
Prycprcen, [u+cre D] =1/e—o(1). Therefore, we will
iterate Sign no more than three times and the runtime of
Sign is also O(n). Finally, the Verify algorithm needs to
calculate small polynomial multiplication c; pk; and function
he % (D,D,,m)N times, and access random oracles N
times, thus the running time is also O (). O

5. Security

5.1. Anonymity. Before proving the anonymity of the pro-
posed scheme, we first give and prove the following lemma,
which shows that for an adversary who has the ability to
distinguish two ring signatures based on adversarially-
chosen private keys and the corresponding c, associated
with the private keys, the statistical distance between the
following two sets of random variables Y, and Y, is
negligible.

Define two sets of random variables Y, = (a; €
D7, i€ [N],p) and Y, = (a; € DJ';i € [N],f) that are
obtained from the Sign algorithm with input
(pp,ka,y,skiO) and (pp,ka,y,skil), where the first N
components of Y, represent the first N outputs (r,;);c[ny of
sig;, and the (N+1)-th component of Y, represents c,

corresponding to sig; , b—{0, 1}. In addition, we use Y to

represent the i-th component of Y, i € [N + 1], e.g.,, YNV

represents ¢,

Lemma 4. IfY and Y are random variables obtained from
two legitimate signatures, and these two legitimate signatures
are generated by private keys sk; , sk; which are adversarially-
chosen, we have

A(YyY,)=n W, (15)

Proof. First define a set D, (sk sk; )= {deD.: |sk; d||
||Ski1d|| nlog n}. Accordmg to Lemma 2, it is concluded
that almost all elements of D, are in D (5k10> sk; 1) Even if the
private keys sk; , sk; € D;,n>A are chosen by the adversary,
Lemma 2 will also guarantee that |D, (skio, skil)I/IDCI =
1 -1 “W, where n“( is a negligible function. Then divide
the statistical distance A(Y,Y,) into two parts, we have
formulas (16) and (17).

Next we will discuss A (Y, Y,) in two steps, first to prove
that formula (16) is negligible (Step 1), and then to prove that
formula (17) is equal to zero (Step 2).
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A(Y,,Y) =% Z

a;eD™;ie[N],B

—

=3 Y

a,eD™ie[N],B ¢ Dc(skio,sk,-])

1

a;eD™;ie[N],BeD, (sk,-o,sk,»1 )

Step 1. Considering the case of ¢ D (sk; , sk; ), generally,
since

(17)s% Y

a;eD™ie[N],B ¢ Dc(skio,skil)

1
<5 Y

B¢ Dc(skio,sk,-] )

and since for any b € {0, 1}, the variable YE(,N“) is calculated

by the hash function H (L, . t,_,), where t,_; = h(r,,_;)-
Cp1 Pk, y, thus B € D, and the probability that Y™V is
equal to the given value 8 is 1/|D,|. Note that even hash
function h € % (D, D,,m) is adversarially chosen, it does

not affect the probability that Y™*" is equal to a given .
Further, for each ¢ D, (sk;»sk; ), Pr [Y(()N“) =Bl =1/|D,,
and since almost all elements of Dc are in D, (sk; , sk; ) from

Lemma 2, it is evident that the probability of
B ¢ D (sk;,sk; ) is negligible. And then we get

> b

Bé Dc(Ski()’Skil)

17)<

(|

_ |Dcl -

Dc(sk,»o, skil )|
D]

(19)

|Dc(skiu, Ski1)| ~

—w(l)'
D]

Step 2. 'To prove that the value of formula (17) is zero, it is
only necessary to prove that each term in formula (17) is
zero. Since the last component Y;N D of {]b is derived from a
random oracle H, the probability that Y "™ and YN are
equal to a given value f3 is the same. Then it is only necessary
to prove that the following equation about conditional
probabilities holds:

|Pr [Y§v) = ﬁ]| < Y

7
|Pr [Yo = (ai € [NLP)] -Pr[Y, =(ajie [N]’ﬁ)”’
(16)
|Pr [Yo = (a;;i € [N]L,B)] -Pr[Y, = (i€ [N]’ﬁ)”’
[Pr [V, = (a3i € [N],B)] = Pr[Y; = (ai € [N],P)]| (17)
O
|Pr [Yo=(ajie [N])ﬁ)]l
(18)
|pr [y = g,
ﬁriDL.(sk,-o,sk,-1

Pr [(Yg”;i € IN1) = (a5 € [N]) [y =/3]

(20)

—Pr [(Y{”;i € [N]) = (i € [N]) [y (M) :ﬂ].

For any b € {0, 1}, Y;i) =a; € D7 if i € [N]\iy, thus the
probability that Y;') is equal to a given value is 1/|D7'[; if
i = ib’

Pr [Yb(ib) = “ib] =Pr [ub +sk; B = aib] 21)
1
=Pr [ub =a; - skibﬁ].

Sincef € Dcz(skio,sk,»l), a; € 11);”, we have2 lIsk;, Bll oo
||ski1[3||00 <nlog'n, |a;[lo,<mn ~logn-nlog®n, then
la;, — sk; Blloo = e, = sk; Bllo, < mn'? log n. Thus, the values
of both a; — sk; B and a; — sk; 8 belong to the set D. And
since ug,u; DY, Prluy=a; —sk;fl=Pr[u, = a
sk, ] = 1/|Dl.

In summary, for any b € {0, 1},

1

B!

m, i€ [N\ip,
Pr [Y;"’ = o | VN = ﬂ] = (22)
L =i
iy
[P

Therefore, it can be proved that equation (20) holds, i.e.,
the proof of the lemma is completed.

Suppose that in the game of anonymity in Section 3.2, pp
are adversarially chosen according to the Setup algorithm,
pk;, and pk; are adversarially generated according to the
KeyGen algorithm, message ¢ and ring L, are also chosen
by adversary. The challenger chooses b«{0, 1} and invokes



Sign (pp, Ly s sky) to generate a signature, and give it to
the adversary. Define the random variable X;, , g 1 t0
represent the signature generated by the challenger, and the
following theorem shows that the statistical distance be-

tween X and X is negligible.

0,ppssk;g s Lk Lpp,sk; Lok

Theorem 3 (anonymity). The proposed scheme satisfies UA-

CSA, ie, for the adversary in  Definition
10,Xb,pp,skib,ﬂ,ka<—Sign (pps Ly phs sk; ), b € {0, 1}, we have
— @@
A<X0,pp,ski[,,/4,ka’ X Lpp,sk,-],y,LPk) =n : (23)

Proof. Regarding X bippsk, oLy it is known from the signing
process, r, ;<D if i #i,; 1, ; = w+c;x; if i = i,. By Lemma 3
and Theorem 2, we know that r_; is indistinguishable from a
randomly selected vector in D?'. And since the first com-
ponent ¢, in Xb’PPvSkih’.”»ka is from a random oracle, the

.. . _ o —w(l)
statistical distance A(XO’PP’SkiU’V’ka’XI’PP’Skil’.“’ka) =n

for an ordinary adversary &. However, for an UA-CSA
adversary, obviously, such an analysis is not rigorous
enough. The following will focus on the verification process,
whether the adversary can distinguish the two signatures
based on adversarially-chosen private keys and c,, associated
with the private keys.

Since.the first component ¢; of :Xb)pp_ski oLy 18 obtained
by accessing a random oracle, and it is not directly related to
the associated private key, thus the discussion with respect to
¢, 1s not necessary. We only need to prove that for an UA-
CSA adversary, the statistical distance between the defined
Y, Y, is negligible. By Lemma 4 it is known that
A(Y,,Y,) =n“W, thus for an UA-CSA adversary, the
probability of winning the anonymity game is also negligible.
That completes the proof. O

5.2. Unforgeability. Before proving unforgeability, the fol-
lowing lemma is first given and proved.

Lemma 5. Letr,t'<D,,v,v'<D,, c,c'«<D_and c#c', if
v-cr=v —c'r,r#r', then the following inequality holds:

v—cr #v - c'r. (24)

Proof. Assume thatbothv—cr=v' —c'randv-cr' =v' -
c't’ hold. By subtracting the two equations, we have
(r' =r)(c" —c)=0. Since the equation holds in ring
z, [x]/ (x" + 1), it does not directly deduce thatr' = rorc’ =
c holds. Due to ||t Il < VAlogn, lIc' [l liclls < 1, then
the absolute values of the coefficients of ¥ — r and ¢’ — ¢ are
no more than 2+/nlogn and 2, respectively. When r' —r is
multiplied by ¢’ — ¢ in ring Z[x]/ (x" + 1), the absolute value
of the coefficients of (r' —r)(¢’ —¢) is no more than
4n'> logn. Since g > 4n'>logn, if (r' —r)(c' - ¢) = 0 holds
in ring Z,[x]/(x" + 1), then it must also hold in ring
Z[x]/(x" +1). And since c#c¢', then it must have r’ =r,
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which is contradictory to the assumption, thus the lemma is
proved. O

Theorem 4 (unforgeability). Under the random oracle
model, if there exists a polynomial-time adversary &/ who can
validly forge a RS signature about the proposed scheme with
probability €, then for a random-chosen h € % (D, D,,m),
there is a polynomial-time algorithm o' that can obtain a
solution to Col(h,D,) with probability at least
e/2(y + 3N(), where N, { and y are the number of ring
members, the maximum times that &f accesses SO and directly
accesses HO, respectively.

Proof. Suppose there exists an EU-IC adversary & who can

validly forge a signature against the proposed scheme with

non-negligible probability ¢, then there exists a challenger

9" who can solve Col (h, D,) with non-negligible probability
!

€.

Suppose the number of maximum ring members in the
system is [ =1I(A), and given a hash function family
# (D,D,,m), o' obtains an instance (k) from the
Col(h, D,) oracle as an input. &' maintains two lists L, and
L,, which are initialized to be null. For i € [I], &' honestly
runs the Keygen algorithm to generate the key pair (pk;, sk;),
and stores the tuple (i, pk;, sk;) in list L,. o' gives the public
key set S = {pk,, pk,, ..., pk;} to &, and then o' simulates
oracles and responds to the queries from & in the following
manner:

Hash query HO: o/ submits a set of ring members
Ly = (pky> pky, ..., pky) €S, message p € {0,1}" and
t; € D, o' inquires the list L,, and if the tuple (Lpj> hr 135 €i11)
exists, &' returns c;,; to /. Otherwise, &' randomly selects
¢is1 € D. and returns it to &/, and adds (L, p» 1, ¢;4y) to the
list L,.

Signing query SO: & submits an index 71, a message
p€{0,1}* and a set of ring members L, = (pk;,
Pk, ..., pky) (which may contain some public keys gen-
erated by & in an arbitrary way). Note that since &' knows
the private keys of all members in set S, and in general, & will
not query signatures about a user outside S, which is
meaningless. &/’ responds to this query by honestly running
the Sign algorithm.

Corruption query CO: o/ can make corruption query
about any user U, (i € [I]). If &/ makes a query on (i, pk;), &'
first obtains the tuple (i, pk;, sk;) by looking for the list L,,
and then returns sk; to <.

Forgery phase: Suppose that after finishing the above
queries, & outputs a valid forgery (u*,L},,sig*) with non-
negligible probability, ¢ and & did not ask for any signature
on (*,u", L;k), where L;kgS\C and C is the set of corrupted
users.

Analysis. Define p as the maximum times HO is queried
during ¢/’s attack. By Theorem 2, we know that it takes at
most 3NHO queries to produce a RS, and since & can make
SO queries at most { times, the value of p is at most y + 3N{.
Suppose that sig” = (c7, (r];);c(ny) can pass the verification
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of Verify, then in general, it can be assumed that for some j,
we have H(L;k,y*, h(r;j) - c}‘pk}f) = c;.‘ﬂ.

If o did not query HOon (L;k? uh(rx; ;) - c; pk;), then
the  probability —of producing cj,; such that
H(L;k,y*, h(r;,j) - c;fpk;f) = c;ﬁrl is only 1/|D,|. Hence, the
probability that c7,; € {51,52,...,sp} is 1-1/|D,|, where

»s, D, is the sequence of return values from HO.
Further, the probability that &/ succeeds in a forgery and
i € {51,52,... i
then there are two cases: (1) s; is a response to SO query
(Case 1); (2) s; is a response to HO query (Case 2). We first
analyze Case 1. O

S0, .-

*

,sp} is at least € — 1/|D,|. Suppose Ciyp =S

Case 1. Suppose cj,, appears during signing query, and
suppose that the corresponding response &/ obtains is the
signature  sig = (¢, (r,)ieny) (e ¢y = H(Lp s
h(r,;) —c;pk;)). Then compare the signature forged by &/
with the legitimate signature sig = (c;, (r,;);c[n}), We have

S = H(Lgo ™ h(x2) = 65pk; ) = H(Lyo o h(x2 ;) = ¢;pk;).
(25)

Then either L) # Ly, or p* #p (or r7 ;#r_), since if all
three equations PhOld, this means the adversary simply
outputs a signature that has already been asked. If at least
one of Ly # Ly, and u* # y holds, it implies that a collision
has occurred in H. Hence there is Lj, = Ly, 4" =y and

*

r; ;#r_; with overwhelming probability, that is, H (L, ",
h(r;,j) - c}'fpk;f) =iy = H(Ly,u" h(r,;) - c;pk;).
Therefore either h(r] j) -c pk; #h(r,;) - cjpk;f, which
implies there is a collision in H, or h(r} j) - c;f pk;’f =
h(rz,j) - c;fpk;f, which implies there is h(r;‘)j) = h(rz,j).
Then we find a collision for h, and sincer, ;,x7 ; € D7* ¢ DY,
we find a solution to Col(h, D,). Note that after HO is
queried p times, the probability that a collision happens in H
is no more than p/|D_|, therefore, the probability of <
outputting a forgery as a solution to Col (h, D,) is at least,

eE-p

D]

(26)

Case 2. The next is to consider the case that s; is obtained by
o calling HO. In this scenario, suppose that &' runs & with
some randomness and &' obtains a valid forgery sig* =
(c1s (r7)ierny) of p*. Suppose that s,...,s,<D, is the
sequence of response values from HO during this forgery.
Then generate fresh random elements sj'-, e sé«—Dc, and o/’
runs &/ with the same randomness and responds to &/’sHO
query with s,,... ,s};, by forking lemma from
(48], o' will obtain another forged signature
sig’ = (cy, (r;)ic(y)) ON message u* and s qﬁs]'» with prob-
ability at least (e — 1/|D,|) ((e = 1/|D_)/ (y + 3N{) — 1/|D_]).
Since the input of HO query is the same in both forgeries, we
have h(r} ;) - ¢;pk; = h(r, ;- c;pk;). By the homomorphic

!
»Si1sSj -

properties of h in Definition 6, it follows that
* * k) I ’ * E N l._ l *
h(rz)j—cjrj)l—h,(rz’j cxy). If rz){ ciri#r j—cjr; and
¥k k _ * m o
- CirLT, cjri- € D7, then ¢ finds a collision for h.

