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With increasing and tightening requirements on the control
and optimization performance, the traditional control and
optimization strategies may not qualify in many applica-
tion problems. To meet the challenges and requirements,
advanced control and optimization methodologies should
be employed or developed. Here, the advanced control and
optimization denote the ones which, in principle, can best
achieve the objectives in the presence of nonlinearities, highly
interactivities, or newly emerged operating circumstances.
As the advanced control and optimization will provide a
basis for the design and operation of practical systems,
these advanced techniques would result in substantial and
sustainable benefits.

The overall aims of this special issue are twofold: (1) to
provide an up-to-date overview of the research directions in
the advanced control and optimization; (2) to illustrate how
to formulate problems from automotive systems and develop
suitable theory to solve the corresponding problems. Of
particular interest the papers in this special issue are devoted
to the development of advanced control and optimization
including network control, nonlinear model predictive con-
trol, dynamic programming, and integral programming, with
applications to complex automotive systems including vehicle
dynamics and control, combustion and emission control, and
vehicle integration and optimization, for instance. Topics in
this special issue include, but are not limited to: (1) network
analysis and protocol optimization, (2) fast nonlinear model
predictive control and optimization, (3) advanced vehicle

dynamics and control, (4) intelligent systems and mobility,
(5) advanced vehicle integration and optimization, (6) robust
and optimal control, and (7) information constraints and
faults.

We have solicited considerable submissions to this special
issue worldwide from control engineers and researchers,
automotive engineers and researchers, electric engineers and
researchers, andmathematics scientists. After a stringent peer
review process, 37 submissions have been accepted, which
covers electrified vehicles, vehicle dynamics and powertrain
control, road information and vibration attenuation, control
and optimization theory and applications, and networks and
autonomous vehicles.

The electrification has been the consistent topic almost
since the birth of the traditional engine-powered vehicles.
In particular, recently, the electrification process has been
enhanced due to the requirements on the fuel economy
and emissions. In the work entitled “Experimental study on
communication delay of powertrain system of plug-in hybrid
electric vehicles” by D. Wang et al., a mathematical model of
the vehicle system with delay is established. An experimental
platform is developed to test the communication delays and
identify the establishedmathematicalmodel. In anotherwork
entitled “A study on control strategy of regenerative braking
in the hydraulic vehicle based on ECE regulations” by T. Liu
et al., the regenerative braking strategy is investigated for
hydraulic hybrid vehicles. The simulation results validate the
effectiveness and the application perspective of the proposed
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strategy. C. B. Regaya et al. develop a scheme of simultaneous
estimation of rotor resistance and the rotor speed of an
inductionmotor in the paper “Electric drive control with rotor
resistance and rotor speed observers based on fuzzy logic.” Two
adaptive observers using fuzzy logic are designed and the
optimal control gain is determined by a simple algorithm. A
control strategy named least square support vector machines
inverse control is proposed for a three-phase induction
motor for electric vehicle in “A high-performance control
method of constant V/f-controlled induction motor drives for
electric vehicles” by L. Chen et al. A modified particle swarm
optimization is used to determine the optimal parameters. In
the work entitled “Resident plug-in electric vehicle charging
modeling and scheduling mechanism in the smart grid” by
P. Han et al., a distribution grid profile model with plug-
in electric vehicle charging power is developed to study the
resident charging effects on the distribution grid. The real
data is used to identify themodel and a queuing-theory-based
scheduling mechanism is explored. The energy management
problem for plug-in series-parallel hybrid electric bus is
addressed in “Global optimal energy management strategy
research for a plug-in series-parallel hybrid electric bus by
using dynamic programming” by H. He et al. Employing the
dynamic programming for the optimization, the fuel econ-
omy is improved by 53.7% compared with the corresponding
conventional bus.

As the vehicle may be driven at a high speed especially
on an highway, the vehicle dynamics and control such as the
lateral and longitudinal dynamics is extremely important. In
the paper entitled “Optimal slip ratio based fuzzy control of
acceleration slip regulation for four-wheel independent driving
electric vehicles” byG. Yin et al., an acceleration slip regulation
algorithm is proposed for four-wheel independent driving
electric vehicles. The utilized control method is the fuzzy
logic control. It infers from the comparison that the vehicle
driving stability and safety are both improved. R. Wang et
al. study the motion control of four-wheel independently
driven electric vehicles in “Motion control of four-wheel
independently actuated electric ground vehicles considering tire
force saturations.”The hierarchy controller consists of a high-
level one and a low-level one. The high-level controller is
used to generate the virtual control efforts to track the desired
vehicle model. And the low-level one is to do the control
allocation. R. He et al. analyze the braking performance
for eddy current and electrohydraulic hybrid brake system
in the work named “Brake performance analysis of ABS
for eddy current and electrohydraulic hybrid brake system.”
The intelligent control is employed to the integrated vehicle
dynamics in the work “Nonlinear analysis and intelligent
control of integrated vehicle dynamics” by C. Huang et al.
The nonlinearity is also analyzed. For the clutch shifting
investigation, there are four papers from two research groups:
“Research on shifting control method of positive independent
mechanical split path transmission for the starting gear” by J. Xi
et al., “Research on conflict decision between shift schedule and
multienergy management for PHEV with automatic mechan-
ical transmission under special driving cycles” by J. Xi and Y.
Chen, “Fuzzy determination of target shifting time and torque
control of shifting phase for dry dual clutch transmission” by Z.

Zhao et al., and “Sliding mode variable structure control and
real-time optimization of dry dual clutch transmission during
the vehicle’s launch” by Z. Zhao et al.Though themain topic is
similar, these four papers have different investigation points
and different contributions inside.

The demands on the vehicle ride comfort are receiving
more and more attention. The future direction is to improve
and modify the passive suspension systems. Active suspen-
sion and semiactive suspension are two alternative options.
The active suspension system is designed in “Static output-
feedback control for vehicle suspensions: a single-step linear
matrix inequality approach” by J. Rubio-Massegu et al. The
employed control law is the static output-feedback control.
It is well known that the optimal feedback gain of the static
output feedback control is difficult to be determined. The
authors propose a novel noniterative algorithm to derive the
feedback gain. The finite-frequency control is used in “Finite
frequency vibration control for polytopic active suspensions
via dynamic output feedback” by Y. Zhang et al. for the
active suspension design. Compared with the traditional
entire-frequency optimization, the solution is improved a
lot. The ride height adjusting controller design problem is
investigated in “Dynamic ride height adjusting controller of
ECAS vehicle with random road disturbances” by X. Xu et
al. The variable structure control technique can be seen in
this paper. In the paper entitled “Considering variable road
geometry in adaptive vehicle speed control” by X. Yan et al.,
the road geometry is involved in the vehicle speed control.
The adaptive vehicle speed controller is designed by using
theHamilton-Jacobi Inequality. In thework named “Adaptive
real-time estimation on road disturbances properties consider-
ing load variation via vehicle vertical dynamics” byW. Yu et al.,
a Kalman filter is employed to estimate the road disturbance.
Moreover, the recursive least-squares estimation is employed
to estimate the sprung mass. The key contribution is to cat-
egorize the road condition into six special ranges which can
be applied to the suspension control. J. Cao et al. investigate
the driver model in the paper “A driver modeling based on the
preview-follower theory and the jerky dynamics.” Simulation
results carried out via CarSim show the advantages and the
effectiveness of the proposed model. In the work entitled
“A frequency compensation algorithm of four-wheel coherence
random road” by J. Feng et al., the authors aim to deal with the
different road power spectral densities between left and right
wheels. A frequency compensation algorithm is proposed to
compensate for the difference.Q. Yang et al. design the vehicle
suspension with an adaptive optimization approach in the
work “An adaptive metamodel-based optimization approach
for vehicle suspension system design.”

The control and optimization theory has obtained a lot of
witness during the past decade owing to the requirements of
the emerging applications. In the work entitled “Collision-free
and energy-saving trajectory planning for large-scale redun-
dant manipulator using improved PSO” by M. Jin and D. Wu,
the particle swarm optimization (PSO) algorithm is modified
to overcome the drawbacks of the original algorithm. In the
work entitled “Actuator saturation constrained fuzzy control
for discrete stochastic fuzzy systems with multiplicative noises”
by W.-J. Chang et al, the discrete-time fuzzy systems with
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multiplicative noises are investigated. Sufficient conditions
are derived to guarantee the stability of the closed-loop
nonlinear stochastic systems subject to actuator saturation. J.
Asprion et al. summarize the optimization problem in Diesel
engines in the work “Optimal control of diesel engines: numer-
ical methods, applications, and experimental validation.” In
the work entitled “Optimization problem for physical design
automation”, the physical design automation is optimized
in the directions of area and interconnect length. A hybrid
evolutionary algorithm is applied on the problem. B.Wang et
al. develop a novel controller for integrated electric parking
brake system in the paper “Slide mode control for integrated
electric parking brake system.” The sliding mode controller
is applied to control the clamping force such that vehicle
is parked firmly. The stability and the 𝐻

∞
performance of

switched systems with time-varying delays are investigated
by C. Qin et al. in the paper “Robust stability and 𝐻

∞

stabilization of switched systemswith time-varying delays using
delta operator approach.” Numerical examples show the effec-
tiveness of the proposed designmethod. In the paper entitled
“Quality-related process monitoring based on total kernel PLS
model and its industrial application” by K. Peng et al., the
adaptively of projection to latent structure is enhanced. In
addition, the proposed method is applicable for nonlinear
systems. In the paper entitled “Peak power demand and energy
consumption reduction strategies for trains undermoving block
signalling system” byQ.Gu et al., twonovel approaches named
service headway braking and extending stopping distance
interval are developed, in which the restarting times of the
trains are staggered and the traction periods are reduced.

The network control and autonomous vehicles are two
promising topics which are not isolated from each other.
In the work entitled “Spatial path following for AUVs using
adaptive neural network controllers” by J. Zhou et al., the path
following for autonomous vehicles is studied. Both ocean
current and the systemic variations are considered.Observers
are designed to observe the ocean current which is treated as
the external disturbance. The uncertain parameters are also
estimated.Thebilateral control is studied in “Stability problem
of wave variable based bilateral control: influence of the force
source design” by D. Tian et al. The influence of the time
delay is considered. Experimental test results validate the
developed theory. X. Gu et al. study the trajectory planning
of multiple unmanned combat aerial vehicles in the paper “A
virtual motion camouflage approach for cooperative trajectory
planning of multiple UCAVs.” Simulation experiments are
provided to show the performance of the proposed approach.
A path planning method for unmanned air vehicles is
developed in the paper “Efficient UAV path planning with
multiconstraints in a 3D large battlefield environment” by
W. Zhan et al. The proposed method has the capacity to
find the optimal trajectory between two points. Experimental
test results are also offered. For the CAN-network-induced
delay, D. Wang et al. proposed the delay model of average
online delay in the work entitled “Modeling and analysis of
online delay of nonperiodic CAN message.” The actual delays
among several CAN nodes are measured to validate the
developed model. As the CAN bus has been widely used in
industry, the developed model can be employed to improve

the control performance. The game theoretic approach is
used to deal with the distributed localization problem in
“On distributed localization for road sensor networks: a game
theoretic approach” by J. Jia et al. Several techniques are
also provided to enhance the convergence speed of the
algorithm. In the work entitled “Optimal ascent guidance
for air-breathing launch vehicle based on optimal trajectory
correction” by X. Lu et al., based on the optimal trajectory
correction, an optimal guidance algorithm is proposed for
air-breathing launch vehicle which is a nonlinear system.
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In Optimization of VLSI Physical Design, area minimization and interconnect length minimization is an important objective in
physical design automation of very large scale integration chips. The objective of minimizing the area and interconnect length
would scale down the size of integrated chips. To meet the above objective, it is necessary to find an optimal solution for physical
design components like partitioning, floorplanning, placement, and routing. This work helps to perform the optimization of the
benchmark circuits with the above said components of physical design using hierarchical approach of evolutionary algorithms.The
goal ofminimizing the delay in partitioning,minimizing the silicon area in floorplanning,minimizing the layout area in placement,
minimizing the wirelength in routing has indefinite influence on other criteria like power, clock, speed, cost, and so forth. Hybrid
evolutionary algorithm is applied on each of its phases to achieve the objective. Because evolutionary algorithm that includes one
or many local search steps within its evolutionary cycles to obtain the minimization of area and interconnect length.This approach
combines a hierarchical design like genetic algorithm and simulated annealing to attain the objective. This hybrid approach can
quickly produce optimal solutions for the popular benchmarks.

1. Introduction

Physical design automation has been an active area of
research for atleast three decades. The main reason is that
physical design of chips has become a crucial and critical
design task today due to the enormous increase of system
complexity and the future advances of electronic circuit
design and fabrication. Most commonly used high-level
synthesis tools allow the designers to automatically generate
huge systems simply by just changing a few lines of code
in the functional specification. Nowadays, the open source
codes simulated in open source software can automatically
be converted to hardware description codes, but the automat-
ically generated codes are not optimized ones. Synthesis and
simulation tools often cannot hold with the complexity of the
entire system under development. Every time designers want
to concentrate on typical parts of a system to upgrade the
speed of the design cycle. Thus the present state-of-the-art

design technology requires a better solution for the system
with fast and effective optimization [1]. Moreover, fabrication
and packing technology makes the demand for increasing
smaller feature sizes and augmenting the die dimensions
possible to allow a circuit for accommodating severalmillions
of transistors; however, logical circuits are restricted in their
size and in the number of external pin connections.

So the technology requires partitioning of a system into
manageable components by arranging the circuit blocks
without wasting empty spaces. The direct implementation of
large circuit without going for optimization will occupy large
area. Hence the large circuit is necessary to split into small
subcircuits. This will minimize the area of the manageable
system and the complexity of the large system. When the
circuit is partitioned, the connection between two modules
or say partitions should be minimum. It is a design task by
applying a hierarchical algorithmic approach to solve typical
combinatorial optimization problems like dividing a large
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Figure 1: Design flow for the proposed approach.

circuit system into smaller pieces. Figure 1 shows the design
flow for the proposed approach.

The method of finding block positions and shapes with
minimizing the area objective is referred to as floorplanning.
The input to the floorplanning is the output of system
partitioning and design entry. Floorplanning paves theway to
predict the interconnect delay by estimating the interconnect
length. This is achieved because both interconnect delay and
gate delay decrease as feature size of the circuit chips is scaled
down—but at different rates. The goals of floorplanning are
to (a) arrange the blocks on a chip, (b) decide the location of
input and output pads, (c) decide the location and number of
the power pads (d) decide the type of power distribution, and
(e) decide the location and type of clock distribution.

Placement is much more suited to automation than
floorplanning. The goal of a placement tool is to arrange
all the logic cells with the flexible blocks on a chip. Ideally,
the objectives of placement are to (a) minimize all the
critical net delays, (b) make the chips as dense as possible,
(c) guarantee the router can complete the routing step, (d)
minimize power dissipation, and (e) minimize cross-talk
between signals. The most commonly used objectives are
(a) minimizing the total estimated interconnect length, (b)
meeting the timing requirement for critical nets, and (c)
minimizing the interconnect congestion.

Once the floorplanning of the chip and the logic cells
within the flexible blocks placement are completed, then
it is time to make the connection by routing the chip.
This is still a hard problem that is made easier by dividing
into smaller problems. Routing is usually split into global
routing followed by the detailed routing. Global routing is
not allowed to finalize the connections; instead it just plans
the connections to achieve in a better way. There are two
types of areas to global route: one inside the flexible blocks
and another between the blocks. The global routing step
determines the channels to be used for each interconnect.
Using this information the detailed router decides the exact
location and layers for each interconnect. The objectives
are to minimize the total interconnect length and area and
minimize the delay of critical paths [2]. Figure 15 shows the
overall area minimized using hybrid evolutionary algorithm.

When the physical design components like partition-
ing, floorplanning, placement, and routing are combined

and optimized in terms of area, then the cost increasing
criteria like power and clock speed of each module can
be controlled, and these subobjective criteria can also be
optimized to a further extent. In the last three decades
many interchanging methods have been used which also
resulted in local optimum solutions. And later some of
the mathematical approaches were also introduced with
some heuristics models which resulted in better result but
they have their own advantage and disadvantage. Since lots
of solutions are possible for this kind of problem, hence
stochastic optimization techniques are commonly utilized.
Till today many techniques have been proposed like global
search algorithm (GSA) which combines the local search
algorithm (LSA) to produce a better result.

Global optimization technique like genetic algorithm
(GA) which captured the context of generation from biolog-
ical system had been used for physical design problems like
circuit partitioning, floorplanning, placement, and routing.
Genetic algorithm has been applied to several problems,
which are based on graph because the genetic analogy can
be most easily applied to any kind of problems. Lots of
researchers have proposed their theories to minimize the
feature size of the circuit using GA. Theodore Manikas and
James Cain proposed that GA requires more memory but it
takes less time than simulated annealing [3]. Sipakoulis et
al. confessed that number of enhancements like crossover
operator mutation or choosing different fitness functions
can still be made to achieve optimal solutions [4]. This
means that theory of GA still provides chances for new
developments that can help in finding new optimal solutions
for physical design problems. This work proposes hybrid
evolutionary algorithm to solve the graph physical design
component problems. This method includes several genetic
algorithm features, namely, selecting population, performing
crossover of the selected chromosomes, and if necessary
mutation to get better stable solutions. This work tried to
hybrid two evolutionary algorithms like genetic algorithm
and simulated annealing to overcome the disadvantage of
one another. Such type of algorithms with general iterative
heuristic approach are called hybrid evolutionary algorithms
or memetic algorithm in common.

This work addresses the problem of circuit partitioning
with the objective of reducing delay, circuit floorplanning
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Figure 2: (a) Model circuit, (b) graphical representation of circuit.

with the objective of reducing area, placement with the
objective of minimizing the layout area, and routing with the
objective of minimizing the interconnect length. The main
objective of area optimization and interconnect length reduc-
tion can be achieved by incorporating hybrid evolutionary
algorithm (HEA) in VLSI physical design components.

2. Graphical Representation of
Physical Design Components

2.1. Partitioning. Circuit partitionwill reduce big circuits into
small subcircuits and result in a better routing area for the
layout. Circuit partitioning problem belongs to the class of
NP-hard optimization problems [5]. Tomeasure connectivity,
it is necessary to get help from the mathematics of graph
theory. Figure 2 states this problem can be considered as a
graph partitioning problem where each modules (gates, logic
cells, etc.) are taken as vertices (nodes or points) and the
connection between two logic cells represents the edges [6].

The algorithm starts with 𝑛 gates placed on the graph as
𝑛 vertex, and an initial population has to be chosen as the
different permutations of various vertices of the given graph.
Given is an unweighted connected graph 𝐺 = (𝑉, 𝐸) on set of
vertices 𝑉 and edges 𝐸. Let 𝑛 ≥ 2 be a given integer and find
a partition 𝑃

1
, 𝑃
2
, 𝑃
3
, . . . , 𝑃

𝑗
set of vertices 𝑉 such that

(i) 𝐺
𝑖

= (𝑉
𝑖
, 𝐸
𝑖
), for all values 𝑖 = 1, 2, 3, . . . , 𝑘, are

connected.

2.2. Floorplanning. A module 𝐵 is a rectangle of height
𝐻
𝐵
, width 𝑊

𝐵
, and area 𝐴

𝐵
. A super module consists of

several modules, also called a subfloorplan. A floorplan for
𝑛 modules consists of an enveloping rectangle 𝑅 subdivided
by horizontal lines and vertical lines into 𝑛 nonoverlapping
rectangles. Each rectangle must be large enough to accom-
modate the module assigned to it. In the given problem, a
set of hardmodules and outline constraints are provided.The
modules inside the given outline have freedom tomove [7, 8].
A feasible packing is in the first quadrant such that all the
modules inside the outline should not duplicate and overlap

each other.The objective is to construct a feasible floorplan 𝑅

such that the total area of the floorplan 𝑅 is minimized and
simultaneously satisfies floorplanning constraint. Given is a
set of modules to a specified number of cluster satisfying the
predescribed properties. To solve the floorplanning problem,
first construct a network graph, and then run the given
algorithm to get the solution.The graph consists of two kinds
of vertices like horizontal and vertical. The network graph
𝐺 = (𝑉, 𝐸) has to be constructed. “∗” represents vertical
slicing of blocks. “+” represents horizontal slicing of blocks.

2.3. Placement. To position the components of the circuit in
general-cell and standard-cell placement, such that the layout
area is minimized, the area used here comprises the area used
by the circuit components and the area needed for wiring the
circuit components. The placement problem can be mainly
classified into two, one dimensional packing problem and
the other connection cost optimization problem.The packing
problem is concerned about fitting a number of cells with
different sizes and shapes tightly into a rectangular chip.
Given is a set of modules 𝑀

1
,𝑀
2
, . . . ,𝑀

𝑛
and set of 𝑘

interconnects𝑁
1
, 𝑁
2
, . . . , 𝑁

𝑘
. When meeting the objective of

the placement, it can also help to obtain the nonoverlapping
package of all themodules which achieves some optimization
objective such as minimizing the area of package and the
interconnection length as shown in Figure 5.

Horizontal constraint is as follows.

If (𝐴, 𝐵) = (. . . 𝑥 . . . 𝑦 . . . , 𝑥 . . . 𝑦 . . .) block 𝑦 is at the right
side of the block 𝑥.

Vertical constraint is as follows.

If (𝐴, 𝐵) = (. . . 𝑥 . . . 𝑦 . . . , 𝑦 . . . 𝑥 . . .) block 𝑦 is at the
below side of the block 𝑥.

(1) Consider 𝑉 = {𝑆
ℎ
} ∪ {𝑇

ℎ
} ∪ {𝑦

𝑖
| 𝑖 = 1, . . . ,𝑀}, where

𝑦
𝑖
corresponds to the block, 𝑆

ℎ
is the source node

representing the left boundary, and 𝑇
ℎ
is the target

node representing the right boundary.
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(2) Consider 𝐸 = {(𝑆
ℎ
, 𝑦
𝑖
) | 𝑖 = 1, . . . ,𝑀} ∪ {(𝑦

𝑖
, 𝑇
ℎ
) | 𝑖 =

1, . . . , 𝑁} ∪ {(𝑦
𝑖
, 𝑦
𝑗
) | . . . 𝑦

𝑖
. . . 𝑦
𝑗
}.

If existing edge (𝑦
𝑖
, 𝑦
𝑖+1

), edge (𝑦
𝑖+1

, 𝑦
𝑖+2

), and edge
(𝑦
𝑖
, 𝑦
𝑖+2

), then (𝑦
𝑖
, 𝑦
𝑖+2

) is omitted.
(3) Vertexweight equals thewidth of the block𝑦

𝑖
but zero

for 𝑆
ℎ
and𝑇
ℎ
, similarly to the vertical constraint graph

(VGH) as shown in Figure 6.

Vertical constraint graph 𝐺V(𝑉, 𝐸) is constructed for
Figure 5 using “above” constraint and the height of each
block. The corresponding constraint graphs 𝐺

ℎ
(𝑉, 𝐸) and

𝐺V(𝑉, 𝐸) are as shown in Figures 6 and 7. Both 𝐺
ℎ
(𝑉, 𝐸) and

𝐺V(𝑉, 𝐸) are vertex-weighted acyclic graphs so longest path
algorithm can be applied to find the 𝑥 and 𝑦 coordinates of
each block. The coordinates of the block coordinate of the
lower left corner of the block.

Based on “left of ” constraint of (𝐴, 𝐵), a directed and
vertex-weighted graph 𝐺

ℎ
(𝑉, 𝐸) (𝑉: vertex set, 𝐸: edge set),

called the horizontal-constraint graph (HCG), is constructed.

2.4. Routing. The classical approach in routing is to construct
an initial solution by using constructive heuristic algorithms.
A final solution is then produced by using iterative improve-
ment techniques. A small modification is usually accepted if
that makes reduction in cost; otherwise, it will be rejected.
Constructive heuristic algorithms produce an initial solution
from scratch. It takes a very small amount of computation
time compared to iterative improvement algorithms and
provides a good starting point for them (SM91). However,
the solution generated by constructive algorithms may be far
from optimal. Thus, an iterative improvement algorithm is
performed next to improving the solution.

Although iterative improvement algorithms can produce
a good final solution, the computation time of such algo-
rithms is also large. Therefore, a hierarchical approach in
the form of multilevel clustering is utilized to reduce the
complexity of the search space. A bottom-up technique
gradually clusters cells at several levels of the hierarchy. At
the top level a genetic algorithm is appliedwhere several good
initial solutions are injected in to the population.

A local search techniquewith dynamic hill climbing capa-
bility is applied to the chromosomes to enhance their quality.
The system tackles some of the hard constraints imposed
on the problem with intermediate relaxation mechanism to
further enhance the solution quality.

This problem is a particular example of graph partitioning
problem. In general algorithms like exact and approximation
run in polynomial time but do not exist for graph partitioning
problems.Thismakes the necessity to solve the problemusing
heuristic algorithms. Genetic algorithm is a heuristic tech-
nique and the best choice that seeks to imitate the behavior
of biological reproduction and its capability to collectively
solve the given problem. GA can provide several alternative
solutions to the optimization problem, which are considered
as individuals in a population. These solutions are coded as
binary strings, called chromosomes. The initial population
is constructed randomly. These individuals are evaluated
using partitioning by specific fitness function. GA then uses

these individuals to produce a new generation of hopefully
better solutions. In each generation, two of the individuals
are selected probabilistically as parents, with the selection
probability proportional to their fitness. Crossover is per-
formed on these individuals to generate two new individuals,
called offspring, by exchanging parts of their structure. Thus
each offspring inherits a combination of features from both
parents. The next step is mutation. An incremental change
is made to each member of the population, with a small
probability. This ensures that GA can explore new features
that may not be in the population yet. It makes the entire
search space reachable, despite the finite population size.The
basic foundation of the algorithm is to represent each vertex
in the graph as a location that can represent a logic gate and
a connection is represented by an edge.

3. Global Optimization Using GA

Genetic algorithms are optimization strategies that imitate
the biological evolution process. A population of individu-
als representing different problem solutions is subjected to
genetic operators, such as selection, crossover, and mutation,
that are derived from the model of evolution. Using these
operators the individuals are steadily improved over many
generations and eventually the best individual resulting from
this process is presented as the best solution to the problem.

Consider the graph 𝐺 = (𝑉, 𝐸) with vertex |V| = 𝑢 and
in integer 1 < 𝑘 < 𝑛/4. Initialize a randomly generated
population 𝑃 of 𝑘 elements. Population 𝑃 has 1 to 𝑘 elements.
Assume each parent 𝑝

1
to 𝑝
𝑘
belong to the population 𝑃.

Perform two point crossover for 𝑝
𝑎
and 𝑝

𝑏
from population

𝑃 using the fitness function (𝑓) = 𝑘 ⋅ 𝑀(𝑝)/𝑛, where 𝑀(𝑝) is
the number of node of partition with maximum cardinality
among 𝑛 partitions. Assume 𝑃

𝑎
(𝐼) and 𝑃

𝑏
(𝐼) are the children

from 𝑝
𝑎
and 𝑝

𝑏
, respectively. If 𝑃

𝑎
(𝐼) has not satisfied the

fitness (𝑃
𝑎
(𝐼) is not in 𝐼) then choose 𝑝

𝑎
randomly from 𝑗 > 𝑖.

Swap 𝑃
𝑎
(𝑖) and 𝑃

𝑎
(𝑗). Copy the first element 𝑘 elements of 𝑝

𝑎

in 𝑞
1
, 𝑞
3
. If 𝑃
𝑏
(𝐼) has not satisfied the fitness (𝑃

𝑏
(𝐼) is not in 𝐼)

then choose 𝑝
𝑏
randomly from ℎ > 𝑘. Swap 𝑃

𝑏
(ℎ) and 𝑃

𝑏
(𝑖).

Copy the first element 𝑘 elements of 𝑝
𝑏
in 𝑞
2
, 𝑞
4
. Create two

vectors 𝐿, 𝐿 with 2(𝑛 − 𝑘) elements. If (𝑗 mod 2 = 1) then
𝐿(𝑖) = 𝑃

𝑎
[𝑘 + (𝑗 + 1)/2] and 𝐿



(𝑖) = 𝑃
𝑏
[𝑘 + (𝑗 + 1)/2], else

𝐿(𝑗) = 𝑃
𝑎
[𝑘 + (𝑗 + 1)/2] and 𝐿



(𝑗) = 𝑃
𝑏
[𝑘 + (𝑗 + 1)/2].

Check the fitness of 𝐿(𝑖), 𝐿(𝑖), 𝐿(𝑗), and 𝐿


(𝑗). If 𝐿(𝑖) is not
in 𝑞
1
, then copy 𝐿



(𝑖) in 𝑞
1
and 𝐿(𝑖) in 𝑞

2
. If 𝐿(𝑗) is not in

𝑞
3
, then copy 𝐿



(𝑗) in 𝑞
3
and 𝐿(𝑗) in 𝑞

4
. Repeat the process

again with 𝐿(𝑖) and 𝐿(𝑗), 𝐿(𝑖) and 𝐿


(𝑗) to get new offspring.
The new offsprings can have more fitness value or less fitness
value depending upon the parents. Less fitness offspring can
be discarded then to reduce the number of cycles. In this
work, the pure genetic algorithm is combined with simulated
annealing to produce the optimal result. The algorithm starts
with the initial random population generation. It is essential
to set the initial population, number of generation, crossover
type, and mutation rate. First step of the genetic algorithm
starts with the selection process; the selection process is based
on the fitness function throughwhich the chromosomeswere
selected from the crossover. Crossover is the reference point
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for the next generation population. The crossover technique
used in genetic algorithm is one-point crossover, two-point
crossover, cut and splice crossover, uniform crossover, half
uniform crossover, and so forth, depending upon the neces-
sity. After crossover the mutation process, to maintain the
genetic diversity from one generation to next generation. In
this mutation the genetic sequence will be changed from its
original sequence by generating a random variable for each
bit sequence. After the mutation offspring with fitness are
placed in the new population for further iteration. The next
step is to apply the local optimization algorithm in between
this genetic algorithm as told before; the local optimization is
applied in three ways which are mentioned below: (a) before
the crossover, (b) after the crossover, and (c) before and after
the crossover.

Exhaustive Hybridization. Few solutions are selected from the
final generation and improved using local search. Figure 16
shows simulated results for final generation.

Intermediate Hybridization. After a predetermined number
of iterations by GA, local search is applied to few random
individuals. This is done to have a better solution than the
local maxima. This work deals with intermediate memetic
algorithm.

3.1. Creation of Initial Population. The initial population is
constructed from randomly created routing structures, that
is, individuals. First, each of these individuals is assigned a
random initial row number 𝑦ind. Let 𝑆 = {𝑠

1
, . . . , 𝑠

𝑖
, . . . , 𝑠

𝑘
} be

the set of all pins of the channel which are not connected yet
and let 𝑇 = {𝑡

1
, . . . , 𝑡

𝑗
, . . . , 𝑡

𝑙
} be the set of all pins having at

least one connection to other pin. Initially 𝑇 = 0. A pin 𝑆
𝑖
∈ 𝑆

is chosen randomly among all elements in 𝑆. If𝑇 contains pins
{𝑡
𝑢
, . . . , 𝑡

𝑗
, . . . , 𝑡V} (with 1 ≤ 𝑢 < V ≤ 𝑙) of the same net, a pin 𝑡

𝑗

is randomly selected among them.Otherwise, a second pin of
the same net is randomly chosen from 𝑆 and transferred into
𝑇. Both pins (𝑠

𝑖
, 𝑡
𝑗
) are connected with a so-called random

routing. Then 𝑠
𝑖
is transferred into 𝑇. The process continues

with the next random selection of 𝑠
𝑖

∈ 𝑆 until 𝑆 = 0. The
creation of the initial population is finishedwhen the number
of completely routed channels is equal to the population size
|𝑃
𝑐
|. As a consequence of our strategy, these initial individuals

are quite different from each other and scattered all over the
search space.

3.2. Populations and Chromosomes. In GA based optimiza-
tions a set of trial solutions are assembled as a population.The
parameter set representing each trial solution or individual is
coded to form a string or chromosome and each individual
is assigned a fitness value by evaluation of the objective
function. The objective function is to only link between the
GA optimizer and the physical problem.

3.3. Calculation of Fitness. The fitness of the individual in
partitioning is based on the delay of themodule.The fitness of
the individual is given by weighted evaluations of maximum

delay (𝐷). 𝐷
𝑎
identifies a particular subgraph, 𝐷

𝑚
is a pre-

determined maximum value, and 𝐷
𝑓
is the weighting factor.

Delay can be measured using the difference between final
time and initial time.The sum of the weighting factors equals
one.The complete fitness function for partitioning is given in
the following:

𝐷
𝑝
= {

𝐷
𝑎

𝐷
𝑚

> 1,
𝐷
𝑎

𝐷
𝑚

≤ 1,
𝐷
𝑎

𝐷
𝑚

∗ 𝐷
𝑓
} , (1)

Total Delay =

𝑀

∑

𝑃=1

𝐷𝑝. (2)

Assuming an individual is fully feasible and meets con-
straints, the value of𝐷

𝑝
≤ 1, with smaller values being better.

At the beginning, a set of Polish expressions is given for
floorplanning. It is denoted as 𝑃, randomly generated expres-
sion to compose a population. The fitness for floorplanning
of the individual is based on the area of the module. Area of
a block can be calculated by the general formula 𝐴 = 𝐿𝑊,
where 𝐿 stands for length of the module and 𝑊 stands for
width of the module:

Total Area =

𝑀

∑

𝑓=1

𝐴𝑓. (3)

The fitness of the individual is given by weighted eval-
uations of maximum area (𝐴). 𝐴

𝑎
identifies a particular

subgraph,𝐴
𝑚
is a predetermined maximum value, and𝐴

𝑓
is

the weighting factor. The sum of the weighting factors equals
one. The complete fitness function floorplanning is given in
the following:

𝐺
𝑓

= {
𝐴
𝑎

𝐴
𝑚

> 1,
𝐴
𝑎

𝐴
𝑚

≤ 1,
𝐴
𝑎

𝐴
𝑚

∗ 𝐴
𝑓
} . (4)

The fitness 𝐹(𝑝) of each individual 𝑝 ∈ 𝑃 is calculated to
assess the quality of its routing structure relative to the rest
of the population 𝑃. The selection of the mates for crossover
and the selection of individuals which are transferred into the
next generation are based on these fitness values. First, two
functions 𝐹

1
(𝑝) and 𝐹

2
(𝑝) are calculated for each individual

𝑝 ∈ 𝑃 according to

𝐹
1
(𝑝) =

1

𝑛row
, (5)

where 𝑛row = number of rows of 𝑝, and

𝐹
2
(𝑝) =

1

∑
𝑛ind
𝑖=1

(𝑙acc (𝑖) + 𝑎 ∗ 𝑙opp (𝑖)) + 𝑏 ∗ Vind
, (6)

where 𝑙acc(𝑖) = net length of net 𝑖 of net segments according
to the preferred direction of the layer, 𝑙opp(𝑖) = net length of
net 𝑖 of net segments opposite to the preferred direction of the
layer, 𝑎= cost factor for the preferred direction, 𝑛ind = number
of nets of individual 𝑝, Vind = number of vias of individual 𝑝,
and 𝑏 = cost factor for vias.

The final fitness 𝐹(𝑝) is derived from 𝐹
1
(𝑝) and 𝐹

2
(𝑝) in

such a way that the area minimization, that is, the number
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of rows, always predominates the net length and the number
of vias. After the evaluation of 𝐹(𝑝) for all individuals of the
population 𝑃 these values are scaled linearly as described in
order to control the variance of the fitness in the population.

In placement the cells present in the module are con-
nected by wire. The estimation of interconnect length
required for connection is calculated by

𝐼
𝐿
= ∑

𝐼>𝑗

𝑤
𝑖,𝑗

((𝑥
𝑖
− 𝑥
𝑗
)
2

+ (𝑦
𝑖
− 𝑦
𝑗
)
2

) , (7)

where 𝑤
𝑖,𝑗
is the weight of the connection between cell 𝑥 and

𝑦, (𝑥
𝑖
− 𝑥
𝑗
) is the distance between two cells in 𝑋 direction,

and (𝑦
𝑖
− 𝑦
𝑗
) is the distance between two cells in 𝑌 direction.

Interconnect length of each net in the circuit is estimated
during Steiner tree and then total Interconnect length is
computed by adding the individual estimates:

Cost =
𝑀

∑

𝐿=1

𝐼
𝐿
, (8)

where 𝐼
𝐿
is the interconnect length estimation for net 𝑖 and

𝑀 denotes total number of nets in circuit.

3.4. Parents. Following this initialization process, pairs of
individuals are selected (with replacement) from the popu-
lation in a probabilistic manner weighted by their relative
fitness and designated as parents.

3.5. Children. A pair of offspring, or children, are then
generated from the selected pair of parents by the application
of simple stochastic operators. The principle operators are
crossover and mutation. Crossover occurs with a probability
of pcross (typ. 0.6–0.8) and involves the random selection
of a crossover site and combining the two parent’s genetic
information. The two children produced share the charac-
teristics of the parents as a result of these recombination
operators. Other recombination operators are sometimes
used, but crossover is the most important. Recombination
(e.g., crossover) and selection are the principle way that
evolution occurs in a GA optimization.

3.6. Mutation. Mutation introduces new and unexplored
points into the GA optimizer’s search domain. Mutation
randomly changes the genetic makeup of the population.
Mutation is much less important than recombination and
occurs with a probability pmutation (typ. 0.05) which ismuch
less than pcross.

3.7. New Generation. Reproduction consisting of selection,
recombination, and mutation continues until a new gener-
ation is created to replace the original generation. Highly
fit individuals, or more precisely highly fit characteristics,
produce more copies of themselves in subsequent generation
resulting in a general drift of the population as a whole
towards an optimal solution point. The process can be
terminated in several ways: threshold on the best individual
(i.e., the process stops when an individual has an error

less than some amount 𝐸), number of generations exceeds
a preselected value, or some other appropriate criteria. A
simple genetic algorithm must be able to perform five
basic tasks: encode the solution parameters in the form of
chromosomes, initialize a starting point population, evaluate
and assign fitness values to individuals in the population, per-
form reproduction through the fitness weighted selection of
individuals from the population, and perform recombination
andmutation to producemembers of the next generation [8–
14].

4. Local Optimization Using SA

After a prescribed number of iterations by evolutionary
algorithm local search algorithm is applied to few random
individuals to have better solution. But simulated annealing
algorithm is not a local search algorithm. Local search meth-
ods are iterative algorithms that tend to enhance solution
by stepwise improvement and make an attempt to reach
optimum solutions. SA is being used in this work. More
often results in suboptimal solutions by trapping themselves
in local minima/maxima. The simplest form of local search
is repetitively flipping elements in a solution resulting in a
gain in the objective function. Eventually local minima will
be reached, whereby flipping any element in the solution will
result in loss of object. Although these algorithms are simple,
there have been many complex improvements for CAD tools
which involve large dynamic memory and linked list usages.
For refining the solution obtained by GA, the local search
(LS) is applied. This can be used before crossover or after
crossover; it can also be used for parents selection and used
before or after mutation to increase the number of fitness
variables (Algorithm 1).

5. Optimization by Simulated Annealing

Simulated annealing algorithm is applied for local search pro-
cess since SA is not a local search algorithm. Here simulated
annealingmethod is performed on finally generated offspring
to improve the fitness. This method is called intermediate
MA.

Simulated annealing is a stochastic computational
method for finding global extrema to large optimization
problems. It was first proposed as an optimization technique
by Kirkpatrick et al. in 1983 [15] and Cerny in 1984 [16]. The
optimization problem can be formulated by describing a
discrete set of configurations (i.e., parameter values) and the
objective function to be optimized. The problem is then to
find a vector that is optimal. The optimization algorithm is
based on a physical annealing analogy. Physical annealing
is a process in which a solid is first heated until all particles
are randomly arranged in a liquid state, followed by a slow
cooling process. At each (cooling) temperature enough
time is spent for the solid to reach thermal equilibrium,
where energy levels follow a Boltzmann distribution. As
temperature decreases the probability tends to concentrate
on low energy states. Care must be taken to reach thermal
equilibrium prior to decreasing the temperature. At thermal
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Begin
Initialize population 𝑃;
For 𝑖 := 1 To size of (𝑃) Do

Individual := 𝑃
𝑖
;

Individual := Local Search(Individual);
Repeat Until (terminate = True) Do

For 𝑖 := 1 To #recombination Do
Select two parents 𝑖

𝑎
, 𝑖
𝑏
∈ 𝑃 randomly;

𝑖
𝑐
:= Recombination(𝑖

𝑎
, 𝑖
𝑏
);

𝑖
𝑐
:= Local Search(𝑖

𝑐
);

Add individual 𝑖
𝑐
to 𝑃;

𝑃 := Select (𝑃);
If (𝑃) convergedThen

For 𝑖 := 1 To size of (𝑃), 𝑖 != index(Best) Do
Individual := 𝑃

𝑖

Individual := Local Search(Mutate(Individual));
End

Algorithm 1

equilibrium, the probability that a system is in a macroscopic
configuration with energy is given by the Boltzmann
distribution. The behavior of a system of particles can be
simulated using a stochastic relaxation technique developed
by Metropolis et al. [17]. The candidate configuration for the
time is generated randomly. The new candidate is accepted
or rejected based on the difference between the energies
associated with states. The condition to be accepted is
determined by

𝑝 =
𝑝
𝑟

𝑝
𝑞

=

exp (−𝐸
𝑗
− 𝐸
𝑖
)

𝐾
𝑡

> 1. (9)

Given a current state 𝑖 of the solid with energy level 𝐸
𝑖
, gen-

erate a subsequent state 𝑗 randomly (by small perturbation).
Let 𝐸
𝑗
be the energy level at state 𝑗.

(i) If 𝐸
𝑗
− 𝐸
𝑖
≤ 0, then accept state 𝑗 as the current state.

(ii) If 𝐸
𝑗
− 𝐸
𝑖
> 0, then accept state 𝑗 with the probability

exp(−𝐸
𝑗
− 𝐸
𝑖
)/𝐾
𝑡
.

𝐾
𝑡
where 𝑘 is the Boltzmann constant.
One feature of theMetropolis way of simulated annealing

algorithm is that a transition out of a localminimum is always
possible at nonzero temperature. Another evenly interesting
property of the algorithm is that it performs a kind of
adaptive divide and conquer approach. Gross features of the
system appear at higher temperatures; fine features develop
at lower temperatures. For this application, it used the
implementation by Ingber [18]. Each solution corresponds to
a state of the system. Cost corresponds to the energy level.
Neighborhood corresponds to a set of subsequent states that
the current state can reach. Control parameter corresponds
to temperature.

5.1. Partitioning Based on Simulated Annealing. The basic
procedure in simulated annealing is to start with an initial
partitioning and accept all perturbations or moves which

result in a reduction in cost. Moves that result in a cost
increase are accepted. The probability of accepting such a
move decreasing with the increase in cost and also decreasing
in later stages of the algorithm is given in (11). A parameter
𝑇, called the temperature, is used to control the acceptance
probability of the cost-increasing moves. Simulated anneal-
ing algorithm for partitioning the modules will be described
here. The cells are partitioned using simulated annealing so
as to minimize the estimated interconnect length. There are
two methods for generating new configurations from the
current configuration [19]. Either a cell is chosen randomly
and placed in a random location on the chip or two cells
are selected randomly and interchanged.The performance of
the algorithm was observed to depend upon 𝑟, the ratio of
displacements to interchanges. Experimentally, 𝑟 is chosen
between 3 and 8. A temperature-dependent range limiter is
used to limit the distance over which a cell canmove. Initially,
the span of the range limiter is twice the span of the chip. In
other words, there is no effective range limiter for the high
temperature range. The span decreases logarithmically with
the temperature. Temperature span is given in the following:

𝐿
𝑊𝑉

(𝑇) = 𝐿
𝑊𝑉

(𝑇
𝑖
) [

log𝑇

log𝑇
𝑖

] ,

𝐿
𝑊𝐻

(𝑇) = 𝐿
𝑊𝐻

(𝑇
𝑖
) [

log𝑇

log𝑇
𝑖

] ,

(10)

where 𝑇 is the current temperature, 𝑇
𝑖
is the initial temper-

ature, and 𝐿
𝑊𝑉

(𝑇
𝑖
) and 𝐿

𝑊𝐻
(𝑇
𝑖
) are the initial values of the

vertical and horizontal window spans 𝐿
𝑊𝑉

(𝑇) and 𝐿
𝑊𝐻

(𝑇),
respectively.

The wirelength cost 𝐶 is estimated using the semiperime-
ter method, with weighting of critical nets and independent
weighting of horizontal and vertical wiring spans for each net:

𝐶 = ∑

nets 𝑖
[𝑥 (𝑖)𝑊

𝐻
(𝑖) + 𝑦 (𝑖)𝑊

𝑉
(𝑖)] , (11)
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where 𝑥(𝑖) and 𝑦(𝑖) are the vertical and horizontal spans of
the net 𝑖’s bounding rectangle and 𝑊

𝐻
(𝑖) and 𝑊

𝑉
(𝑖) are the

weights of the horizontal and vertical wiring spans. When
critical nets are assigned a higher weight, the annealing
algorithm will try to place the cells interconnected by critical
nets close to each other. Independent horizontal and vertical
weights give the user the flexibility to prefer connections in
one direction over the other. The acceptance probability is
given by exp(−Δ𝐶/𝑇), where Δ𝐶 (i.e., 𝐸

𝑖
− 𝐸
𝑗
) is the cost

increase and 𝑇 is the current temperature. When the cost
increases, or when the temperature decreases, the acceptance
probability (9) gets closer to zero. Thus, the acceptance
probability exp(−Δ𝐶/𝑇) less than random (0, 1) (a random
number between 0 and 1) is high when Δ𝐶 is small and when
𝑇 is large. At each temperature, a fixed number of moves
per cell is allowed. This number is specified by the user.
The higher the maximum number of moves, the better the
results obtained. However, the computation time increases
rapidly. There is a recommended number of moves per cell
as a function of the problem size in. For example, for a 200-
cell and 3000-cell circuit, 100 and 700 moves per cell are
recommended, respectively.

The annealing process starts at a very high temperature,
for example,𝑇

𝑖
= 4,000,000, to accept most of the moves.The

cooling schedule is represented by𝑇
𝑖
+1 = 𝑎(𝑇), where 𝑎(𝑇) is

the cooling rate parameter and is determined experimentally.
In the high and low temperature ranges, the temperature is
reduced rapidly (e.g., 𝑎(𝑇) ≈ 0.8). However, in the medium
temperature range, the temperature is reduced slowly (e.g.,
𝑎(𝑇) ≈ 0.95). The algorithm is terminated when 𝑇 is very
small, for example, when 𝑇 < 0.1. Within each temperature
range the number of moves has been built experimentally.
Once the number of moves is set, fix the particular move for
the remainder of the scheduling.

5.2. Floorplanning Based on Simulated Annealing. This sec-
tion describes an optimal floorplanning on simulated anneal-
ing algorithm. Assume that a set of modules is given and
each module can be implemented in a finite number of ways,
characterized by its width and height. Some of the important
issues in the design of a simulated annealing optimization
problem are as follows:

(1) the solution space,
(2) the movement from one solution to another,
(3) the cost evaluation function.

The branch cells correspond to the operands and the
internal nodes correspond to the operators of the Polish
expression. Figure 3 shows the floorplan module. A binary
tree can also be constructed from a Polish expression by
using a stack as shown in Figure 4. The simulated annealing
algorithm moves from one Polish expression to another. A
floorplan may have different slicing tree representations. For
example, the tree in Figure 4 represents the given floorplan
in Figures 8, 9, and 10. There is a one-to-one correspondence
between a floorplan and its normalized Polish expression. But
this leads to a larger solution space and some bias towards
floorplans with multitree representations, since they have
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Figure 3: Floorplan module.

7 6

1

3

5

2

4

+ +

+

∗ ∗

∗

Polish expression: 76∗1+43+2∗5+∗

Figure 4: Graph representation of the given floorplan module.
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Figure 5: Placement module.

more chances to be visited in the annealing process. Assume
three types of movement are defined to move from one
floorplan to another. They operate on the Polish expression
representation of the floorplan [20].

Condition 1. Exchange two operands when there are no other
operands in between (67 ∗ 1 + 34 + 2 ∗ 5 + ∗).

Condition 2. Complement a series of operators between two
operands (67 + 1 ∗ 34 ∗ 2 + 5 ∗ +).

Condition 3. Exchange adjacent operand and operator if the
resulting expression is a normalized Polish expression (67 +

43 ∗ +25 ∗ 1 + ∗).
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Figure 6: Vertical constraint graph (VGH) for the given block
𝐺V(𝑉, 𝐸).
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Figure 7: Horizontal constraint graph (HGH) for the given block
𝐺
ℎ
(𝑉, 𝐸).

It is obvious that the movements will generate only
normalized Polish expressions. Thus, in effect, the algorithm
moves from one floorplan to another. Starting from an
arbitrary floorplan, it is possible to visit all the floorplans
using the movement. If some floorplans cannot be reached,
there is a danger of losing some valid floorplans in the
solution. Starting from any floorplan, the modules can move
to the floorplan based on the given conditions. The cost
function is a function of the floorplan or equivalently the
Polish expression. There are two components for the cost
function, area andwirelength.The area of a sliceable floorplan
can be computed easily using the floorplan sizing algorithm
[21].Thewirelength cost can be estimated from the perimeter
of the bounding box of each net, assuming that all terminals
are located on the center of their module. In general, there
is no universally agreed upon method of cost estimation. For
simulated annealing, the cost function is best evaluated easily
because thousands of solutions need to be examined. Figures
8, 9, and 10 show a series of movements which lead to a
solution. We have implemented the exponential function for
the accept method.

6 7
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2

Figure 8: Condition 1 (67 ∗ 1 + 34 + 2 ∗ 5 + ∗).
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Figure 9: Condition 2 (67 + 1 ∗ 34 ∗ 2 + 5 ∗ +).
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Figure 10: Condition 3 (67 + 43 ∗ +25 ∗ 1 + ∗).

5.3. Placement Based on Simulated Annealing. Simulated
annealing algorithm mimics the annealing process used to
gradually cool molten metal to produce high quality metal
structures:

(i) initial placement improved by iterative swaps and
moves,

(ii) accept swaps if they improve the cost,
(iii) accept swaps that degrade the cost under some proba-

bility conditions to prevent the algorithm from being
trapped in a local minimum and can reach globally
optimal solution given enough time.

The advantage of using SA are open cost function,
wirelength cost, and timing cost. Along with the advantage
it also has its disadvantage of slowness. The purpose of our
algorithm is to find a placement of the standard cells such
that the total estimated interconnection cost is minimized.
The algorithm for placement if divide into four principal
components [22].

5.3.1. Initial Configuration. Initially the circuit decomposed
into individual cells and found out the input and output cells
for each cell.

Then it starts the annealing procedure by placing the cells
on the chip randomly. And finally it calculates the total area
of the circuit and places the cells accordingly so that they are
placed at equal distances from each other.
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Table 1: Partitioning optimization of GA compared with hybrid algorithm.

Circuit GA Hybrid
Delay (ps) 𝑇 (s) Best (s) Delay (ps) 𝑇 (s) Best (s)

S1196 396 375 373 301 184 134
S1238 475 397 365 408 187 160
S1494 614 1228 1040 585 616 427
S2091 302 94 32 225 616 16
S3330 571 2096 2074 533 470 994
S5378 587 2687 2686 590 1078 1100

Table 2: Floorplanning optim of GA compared with hybrid algorithm.

Circuit Number of blocks GA Hybrid
Wirelength CPU time Wirelength CPU time

xerox 10 33.56 30 32.06 26
Ami33 33 35.44 30 34.39 24
apte 9 25.48 30 24.23 22
Ami49 49 63.55 175 58.33 150
hp 11 28.46 45 27.54 60
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Figure 11: Comparison of GA delay and hybrid delay.

Since the cells are placed randomly, thus the distances
between them and the length of their interconnection will be
huge. Next the algorithm uses three different functions to get
the optimal placement for the chip.

5.3.2. Move Generation Function. To generate a new possible
cell placement, the algorithm uses two strategies:

(a) move a single cell randomly to a new location on the
chip,

xerox Ami33 apte Ami49 hp
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GA wirelength
Hybrid wirelength

Figure 12: Comparison of GA wirelength and hybrid wirelength.

(b) swap the position of two cells. This algorithm uses
both the strategies randomly. 50% of the move gener-
ation is done through random move (a) and the rest
of the generation is done through swapping (50%).

5.3.3. Cost Function. The cost function in algorithm is com-
prised of two components:

𝐶 = 𝐶
1
+ 𝐶
2
. (12)
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Table 3: Placement optim of SA compared with hybrid algorithm.

Circuit GA Hybrid
Cells Nets Final interconnect length Cells Nets Final interconnect length

apte 9 97 590.6 9 77 475.4
xerox 10 203 1038 10 171 1145
hp 11 83 365 11 68 283
Ami33 33 123 278.5 33 112 324
Ami49 49 408 2077 49 368 345
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Figure 13: Comparison of GA interconnect length and hybrid.

𝐶
1
is a measure of the total estimated wirelength. For any

cell, we find out the wire-length by calculating the horizontal
and the vertical distance between it and its out cell:

𝐶
1
=

𝑛

∑

𝑖=cell1

𝑛

∑

𝑗=out cell
(𝑑
ℎ𝑖𝑗

+ 𝑑V𝑖𝑗) , (13)

where the summation is taken over all the cells in a circuit.
When a cell is swapped it may so happen that two cells
overlap with each other. Let𝑂𝑖𝑗 indicate the overlap between
two cells. Clearly this overlap is undesirable and should be
minimized. In order to penalize the overlap severely we
square the overlap so that we get larger penalties for overlaps:

𝐶
2
= ∑

𝑖!=𝑖

(𝑂𝑖𝑗)
2

. (14)

In (14) 𝐶
2
denotes the total overlap of a chip. Thus when

we generate a new move we calculate the cost function for
the newly generated move. If we find that the new move has
a cost less than the previous best move, we accept it as the
best move. But if we find a solution that is nonoptimal, we
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Figure 14: Comparison of GA layout area and hybrid.

do not reject it completely. We define an Accept function
which is the probabilistic acceptance function. It determines
whether to accept a move or not. We have implemented
an exponential function for the accept method. We are
accepting a noncost optimal solution because we are giving
the annealing schedule a chance to move out of a local
minimum which it may have hit. For example, if a certain
annealing schedule hits point 𝐵 (local minima) and if we do
not accept a noncost optimal solution, then the annealing
cannot reach the global minima. By using the accept function
we are giving the annealing schedule a chance to get out of
the local minima. As a nature of the accept function used
by us, the probability of accepting noncost optimal solution
is higher at the beginning of the annealing schedule. As
temperature decreases, so does the probability of accepting
noncost optimal solutions, since the perturbations of a circuit
are higher at higher temperatures than lower temperatures.

5.4. Routing Based on Simulated Annealing. Let 𝑝
𝛼
and 𝑝

𝛽
be

copies of the mates and 𝑝
𝛾
be their descendant.
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Table 4: Routing optim of SA compared with hybrid algorithm.

Circuit GA Hybrid
Cells Nets Final layout area Cells Nets Final layout area

apte 9 97 61.8 9 77 48.012
xerox 10 203 32.6 10 171 106.054
hp 11 83 42.9 11 68 95.862
Ami33 33 123 1.23 33 112 157.690
Ami49 49 408 — 49 368 155.24
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Figure 15: Overall area minimized using hybrid evolutionary algorithm.

First, a cut column 𝑥
𝑐
is randomly selected with 1 ≤

𝑥
𝑐

< 𝑥ind, where 𝑥ind represents the number of columns of
the individuals. The individual 𝑝

𝛼
(𝑝
𝛽
) transfers the routing

structure to 𝑝
𝛾
which is located to the left (right) of the cut

column 𝑥
𝑐
and not touched by 𝑥

𝑐
. Assume that the part of 𝑝

𝛼

(or 𝑝
𝛽
) which has to be transferred into 𝑝

𝛾
contains rows not

occupied by any horizontal segments. Then the row number
of 𝑝
𝛼
(or 𝑝
𝛽
) is decremented by deleting this row until no

empty row is left.The initial rownumber𝑦ind𝛾 of𝑝𝛾 is equal to
the maximum of (𝑦ind𝛼, 𝑦ind𝛽). The mate which now contains
fewer rows than 𝑝

𝛾
is extended with additional row(s) at

random position(s) before transferring its routing structure
to 𝑝
𝛾
.

The routing of the remaining open connections in 𝑝
𝛾
is

done in a randomorder by our random routing strategy. If the
random routing of two points does not lead to a connection
within a certain number of extension lines, the extension lines
are deleted and the channel is extended at a random position
𝑦add with 1 ≤ 𝑦add ≤ 𝑦ind𝛾. If the repeated extension of
the channel also does not enable a connection, 𝑝

𝛾
is deleted

entirely and the crossover process starts again with a new
random cut column 𝑥

𝑐
applied to 𝑝

𝛼
and 𝑝

𝛽
. This process of

creating 𝑝
𝛾
is finished with deleting all rows in 𝑝

𝛾
that are not

used for any horizontal routing segment [23, 24].
Reduction strategy simply chooses the 𝑃

𝑐
fittest individ-

uals of (𝑃
𝑐
𝜐𝑃
𝑛
) to survive as 𝑃

𝑐
into the next generation.
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Figure 16: Simulated results for final generation.

The selection strategy is responsible for choosing the mates
among the individuals of the population 𝑃

𝑐
.

According to the terminology of our selection strategy is
actually stochastic sampling with replacement. That means
any individual 𝑝

𝑖
∈ 𝑝
𝑐
is selected with a probability

𝐹 (𝑝
𝑖
) =

1

∑
𝑝∈𝑝𝑐

𝐹 (𝑝)
. (15)

The two mates needed for one crossover are chosen of each
other. An individual may be independently selected any
number of times in the same generation.

6. Experimental Results

This work compares the performance of combined physical
design automation tool for different benchmarks of phys-
ical design components. This iterative heuristic technique
involves the combination of GA and SA.This work measures

the speed of execution time of all levels on an average of 45%
when compared to simple genetic algorithm. The objective
of individual physical design components is discussed below
as results. The results in this section were obtained by the
simulation of each individual element of physical design
components using general iterative heuristic approach. The
experiments were executed on the Intel Core i3 processor
with the clock speed of 3.3 Ghz machine which runs in
Windows XP.

6.1. Partitioning. Delay (ps) is the delay of the most critical
path. 𝑇 (s) is the total run time, and best (s) is the execution
time in seconds for reaching the best solution. Thus the
objective of area minimization can be achieved by reducing
the delay in circuit partitioning (see Table 1 and Figure 11).

6.2. Floorplanning. In floorplanning, wirelength and CPU
time are compared. This heuristic approach can reduce
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the wirelength on an average of 0.5mmwhen compared with
fast simulated annealing. When the wirelength gets reduced,
obviously the area for floorplan will also get reduced (see
Table 2 and Figure 12).

6.3. Placement. The initial population is generated to evaluate
the fitness function. Based on that fitness parents were
selected for the crossover; after this process the normal
mutation and inversion operation take place. In addition to
this process for each subpopulation local search is applied
to refine the fitness of each individual to get the optimal
solution. The cells describe the number of elements in the
circuits, nets describe the interconnection (see Table 3 and
Figure 13).

6.4. Routing. Themethod is also surprisingly fast, even when
compared to tools that perform pattern routing. Improving
routing congestion is significant concern for large and dense
designs. If routing fails, the design team must modify the
placement or possibly increase the chip size to introduce
additional routing resources. In fixed-die design, if there is
additional space available, the impact of increased routing
area will generally be limited to increased wirelength and
power consumption. If additional space is not available,
routing failure may increase the cost of a design substantially.
The results obtained for the popular benchmarks reduce the
final interconnect length (see Table 4 and Figure 14).

7. Conclusion

By reducing the wirelength, cost of very large scale integrated
chip manufacturing can be reduced. This paper explores the
advantage of memetic algorithm which can be proven to
be 45% faster than the simple software genetic algorithm
by reducing the delay and area in partitioning and floor-
planning, respectively, that would indefinitely reduce the
wirelength. In hybrid approaches, local search techniques
explore the solution space close to the sample points by
applying specialized heuristics. When including problem
specific knowledge during creation of individual, like in our
approach, it is possible to identify unfavourable or redundant
partial solutions and consider only the most promising ones.
Therefore, each individual in our hybrid genetic algorithms
encodes a set of high quality solutions, the best of which is a
local optimum. The implementation of multiobjective in the
algorithm enables getting the near optimal solution. After a
predetermined number of iterations by GA, local search is
applied to few random individuals to get the optimal solution
by simulated annealing. In the future the performance of the
algorithm has to be tested on different benchmarks.
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This study introduces an improved 𝐴
∗ algorithm for the real-time path planning of Unmanned Air Vehicles (UAVs) in a 3D large-

scale battlefield environment to solve the problem that UAVs require high survival rates and low fuel consumption. The algorithm
is able to find the optimal path between two waypoints in the target space and comprehensively takes factors such as altitude,
detection probability, and path length into account. It considers the maneuverability constraints of the UAV, including the safety
altitude, climb rate, and turning radius, to obtain the final flyable path. Finally, the authors test the algorithm in an approximately
2,500,000 squaremeter area containing radars, no-fly zones, and extreme weather conditions tomeasure its feasibility, stability, and
efficiency.

1. Introduction

With the development of various modern high-maneuver-
ability air defense weapons and increasingly perfected air
defense system, the capability of vehicles to break through
enemy defenses at medium and high altitudes has decreased.
Modern military low-altitude penetration is primarily per-
formed by UAVs. The key lies in the path planning for UAVs
[1]. Research in this area has been ongoing for many years,
and several algorithms were developed for this problem.

The artificial potential field method was developed by
Khatbi to plan the trajectory for the robots. This algorithm
is intelligible in its mathematical description and has been
widely used for real-time obstacle avoidance and smooth
trajectory control [2]. However, the method has its inherent
limits when applied to UAV path planning [3]; for example,
in complex mountainous terrains, there are often multiple
obstacles near the target point; it would result in a greater
repulsion than attraction for the UAV.Thus, the UAV cannot
reach the target [4]. Some researchers hoped to establish
a unified potential function to solve this problem [5];
unfortunately, it still requires regular obstacle to avoid huge
calculation requirements, which is nearly intolerable for real-
time path planning.

Some researchers have attempted to find the solution in
intelligent optimization algorithms, such as genetic algorithm
(GA) [6, 7] and ant colony algorithm (ACA) [8, 9]. The
former has good global searching maneuverability and can
quickly find all of the solutions without falling into local opti-
mal [7]. The latter is highly robust and good at searching for
better solution [8], and their experimental results present the
feasibility to solve this problem. However, these algorithms
have common limits that are difficult to avoid in solving large-
scale UAV path planning problems. For example, genetic
algorithm is weak for local search with low efficiency in the
later periods and easily reaches premature convergence [6].
Ant colony algorithm is sensitive to the initial parameters.
An inappropriate setting decreases the search rate and yields
poor results [9]. Furthermore, the real-time path planning of
UAVs requires high efficiency and accuracy; these algorithms
may not be proper solutions.

Graph search algorithms have been developed to find
the optimal trajectory between two nodes on connected
graphs.The greatest advantage of these algorithms, including
Dijkstra, Bellman-Ford, and 𝐴

∗ algorithms, is their straight-
forward implementation and low computational cost to get
the optimal path, which makes it the most suitable method
in theory [1]. The 𝐴

∗ solver is one of the most widely used
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algorithms among them. It was developed to analyze more
effectively the domain in order to avoid distributed obstacles,
which is largely applicable to robotics, space exploration,
and video games [10]. Though maturely used in 2D graph
searching, the 𝐴

∗ algorithm still faces some challenges in the
UAV path planning in a 3D complex battlefield environment
[11, 12], and previous research results may have problems
as follows: (1) most experimental space was simple artificial
topographies. The obstacles were few and regular, and com-
plex threats such as radars and extreme weather conditions
were not considered [13–15]; therefore, they did not verify
their feasibility, efficiency, and convergence in large-scale
complex space. (2) Some path planning is essentially per-
formed in a 2Dplane [16–18]. Some researchers use 2D spatial
partitioning methods, like Voronoi map, to divide the target
space into several sections to construct connected network
graph. (3) The algorithms did not obtain a flyable path; most
searching results are break lines or smoothing curves [14–17].
Themaneuverability of theUAV, including the turning radius,
safety altitude, climb rate, minimum step size, and fuel con-
sumption, should be considered to get a flyable path, which is
a fundamental difference from general robot path planning.

In light of the limitations above, the paper proposed an
improved 𝐴

∗ algorithm for the UAV path planning in a 3D
large-scale battlefield. This space is composed of real terrain
data, radars, no-fly zones, and extreme weather conditions.
The algorithm considers terrain following, threat avoidance,
and fuel consumption to obtain a flyable path that follows
the maneuverability constraints of a UAV. Meanwhile, an
assessment algorithmwas designed to evaluate the final path.
Finally, the algorithm was compared with ACA and GA to
present its advantage.

2. Materials and Methods

2.1. Modeling of the Battlefield Environment. The target space
in this paper consists of a DEMmap and battlefield plot infor-
mation. Because the modeling methods for the former are
very mature, this paper focuses on modeling the plot infor-
mation, which includes radars, no-fly zones, and extreme
weather.

Radars have been widely used to detect the UAVs in
modern air defense system. This paper does not treat radar
like a normal obstacle but build a detection probabilitymodel,
which distinguishes this research frommost previous studies
[19]. The process for computing the detection probability at
any point in the target space is essentially the inverse of
the radar equation and pattern function [20]. This value is
calculated as follows.

(1) From the target point and radar antenna’s location,
calculate the pitch angle, 𝜃, and use the antenna pattern
formula (1) to calculate the pattern function value 𝐹(𝜃) as
follows:

𝐹 (𝜃) = 𝑒
−2.78𝜃

2
/𝜃
2

𝐵 . (1)

(2) Calculate the range from the target point to the radar
center 𝑅(𝜃), and determine the maximum radar detection
range 𝑅max. Consider

𝑅 (𝜃) = 𝑅max ∗ √𝐹 (𝜃). (2)

(3) Invert the radar equation and the minimum SNR
formula to determine the radar detection probability. The
radar equation is shown in

𝑅max =
4
√

𝑃av𝐺
2

𝑇
𝑚
𝜆
2

𝜎

(4𝜋)
3

𝑘𝑇
0
𝐹
𝑛
𝑡𝐵[𝑆/𝑁]min𝐿

, (3)

where 𝑃av is the average transmitted power, 𝐺 is the antenna
gain, 𝜆 is the wavelength, 𝜎 is the radar cross section, 𝑘 is
the Boltzmann constant, 𝑇

𝑚
is the pulse recurrence period,

𝑡 is the pulse length, 𝑇
0
is the absolute temperature in 𝐾, 𝐹

𝑛

is the noise figure of the receiver, 𝐵 is the noise bandwidth
of the receiver, 𝐿 is the system loss factor, and [𝑆/𝑁]min is
the minimum SNR based on single pulse detection, which is
defined as follows:

[
𝑆

𝑁
]
min

= 𝐴 + 0.12𝐴𝐵 + 1.7𝐵,

𝐴 = ln[
0.62

𝑃
𝑓

] ,

𝐵 = ln [
𝑃
𝑑

1 − 𝑃
𝑑

] ,

(4)

where𝑃
𝑑
is the detection probability, and𝑃

𝑓
is the false alarm

probability. We can obtain the detection probability 𝑃
𝑑
from

formulas (3) and (4).
(4) Because modern radar normally adopts the standard

of “𝑀 detections in 𝑁 scans” [20], the detection probability,
𝑃, of any point must satisfy the following formula:

𝑝
𝑑
=

𝑁

∑

𝑀

𝑁!

𝐾! (𝑁 − 𝐾)!
𝑝
𝐾

(1 − 𝑝)
𝑁−𝐾

. (5)

This formula is nonlinear, so we can use the more
efficient Newton iterationmethod [21] to determine the radar
detection probability at any point in the target space.

Furthermore, we should also consider the influence of
the terrain on the signal propagation; see Figure 1. Point O
is the center of the radar antenna. If AB is the first mountain
section, the area below BC is a blind zone because the beam is
blocked by AB, and the final detection region in this section
is the blue area between OABCDO. Figure 2 shows the radar
coverage area ignoring the effect of terrain, while Figure 3
shows the real detection area. The real detection probability
at any point is given by the following:

𝑝 = {
Newton (𝑝

𝑑
(𝑥, 𝑦, 𝑧)) , (𝑥, 𝑦, 𝑧) ∈ 𝑍

𝑅
,

0, (𝑥, 𝑦, 𝑧) ∉ 𝑍
𝑅
,

(6)

where 𝑍
𝑅
is the radar coverage and Newton is the Newton

iteration method.
Extreme weather, including thunderstorms, blizzards,

hails, hazes, and strong airstreams, poses a significant threat
to the flight of UAVs. The climate threat model is divided
into 2D and 3D zones based on its sphere of action. The
former are described using a closed curve {𝑃

𝑖
(𝑥, 𝑦)}, where

𝑥 and 𝑦 represent the longitude and latitude, respectively,
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Figure 1: Radar signal propagation graph.

Figure 2: Sector radar coverage.

Figure 3: Terrain influence on radar coverage.

Figure 4: 2D climate threat model.

Figure 5: 3D climate threat model.

and are shown in Figure 4. The latter are described using
polygonal prisms ({𝑃

𝑖
(𝑥, 𝑦)},𝐻min, 𝐻max).𝐻min and𝐻max are

the altitude limits, respectively, and are shown in Figure 5.
No-fly zones are described similarly to the 2D climate model.

2.2. Path Planning Strategies

2.2.1. Target Space Partition. The 3D area described by the
DEM and DOM is a continuous raster space; therefore, there
is no node-edge graph network present in traditional path
searching, and spatial partitioning can solve this problem.

Some researchers used a Voronoi diagram to partition
the space at a certain altitude [22]. Because UAVs change
altitude during flight, thismethod is only applicable to certain
flight missions in flat areas with small section changes at
different altitudes. However, for mountainous terrain, this
method cannot obtain a valuable optimal path. In addition,
some researchers tried to use regular 3D boxes for the space
partitioning [14]. It means that there are at least 26 nodes to
expand during the searching process, which requires a large
amount of time and memory to obtain an optimal solution,
especially, in large space. This paper recommends a 2.5D
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Figure 6: Space partition model.

partition model to solve this problem. The model is actually
a surface partition model, which logically divides the DEM
data into a series of independent rectangular grids in some
accuracy. The terrain information in a grid is represented by
its center. Each center point records the longitude, latitude,
and altitude, as shown in Figure 6(a). The centers form a
routing network needed in the routing process. This model
has only 8 directions to expand for each node, which makes
it more efficient than the 3D grid partition method.

To further improve the convergence rate and efficiency
of the algorithm, some researchers recommend considering
the maneuverability constraints of UAVs [14, 17], including
the minimum step size and turning radius, in nodes expan-
sion. Satisfying the minimum step size requirement means
increase of the grid size, which does improve the search speed
to somedegree, but it causes an excessive loss of terrain details
andmay greatly decrease the accuracy of the searching result.
Considering the limits to the UAV’s speed, slope, and turning
angle may decrease expansion directions, but some global
optimal nodes may be missed due to the fact that the grid
points are not the final waypoints. However, this method can
be applied in local searching to filter out directions that the
angle to the global direction is too large (e.g., >150∘) as shown
in Figure 6(b). In addition, this method can also filter out
nodes in the no-fly zone and extreme climate threat as shown
in Figure 6(c).

2.2.2. Initial Path Based on the Improved 𝐴
∗ Algorithm. The

𝐴
∗ algorithm cost function should be defined to evaluate the

cost of the expansion nodes and obtain the node-edge list of
the optimal path. The function is as follows:

𝑓 (𝑛) = 𝑔 (𝑛) + ℎ (𝑛) , (7)

where 𝑛 is the node being expanded, 𝑔(𝑛) is the actual cost
to from the initial node to node 𝑛, and ℎ(𝑛) is the estimated
cost from node 𝑛 to the target node. The heuristic function
𝑔(𝑛) is the main factor affecting the search result, and a

reference formula was made [23] to plan a terrain following
path. Consider

𝐽 = ∫

𝑡𝑓

0

(𝜔
1
𝑐
2

𝑡
+ 𝜔
2
ℎ
2

+ 𝜔
3
𝑓TA) 𝑑𝑡, (8)

where 𝑐
𝑡
is the distance from a specified route, ℎ is the altitude,

𝑓TA is the threat value, and 𝜔
1
, 𝜔
2
, and 𝜔

3
are their weights,

respectively.
This heuristic function may have some problems when

applied to the subject of this paper. First, 𝑐
𝑡
is a relative

distance, but ℎ is an absolute altitude, and they have differing
magnitudes. The distance to the center of the threat, 𝑓TA, is
positively correlatedwith the cost function, and the lower this
value is the better it is. However, 𝑐

𝑡
and ℎ run counter to this

value, which makes it not easy to assign a reasonable weight
to each factor. Second, the threat of radar should bemeasured
as a probability rather than a relative distance. Thus, it is
several orders of magnitude lower than the other factors and
the function would be too insensitive to 𝜔

1
, 𝜔
2
, and 𝜔

3
,

which makes finding three values to develop a meaningful
cost function for determining the optimal path difficult.

To solve the above problems, the cost function is
improved as follows:

𝐽 (𝑛) =

𝑛

∑

1

(𝜔
1
𝑐
𝑖
+ 𝜔
2
𝑝
𝑖
+ 𝜔
3
ℎ
𝑖
) . (9)

In this formula, 𝑐
𝑖
is the surface distance from node 𝑖 to

node 𝑖 − 1, which is the penalty for the route length. 𝑝
𝑖
is the

detection probability between nodes 𝑖 and 𝑖 − 1 and is aimed
at increasing the survival rate of the UAV. ℎ

𝑖
is the weighted

average altitude between nodes 𝑖 and 𝑖 − 1.
These three cost function factors all push in the same

direction; that is, the solution requires a reduced route length,
altitude, and detection probability. However, these factors
are not on the same magnitude, and the penalty factors
should be normalized. The key to adopting a 0-1 scale is
to determine the maximum and minimum values for each
factor. We cannot directly determine the maximum and
minimum distance because it varies for each route segment
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due to the salient relief; however, regardless of the real or
artificial terrain data, the maximum and minimum altitude
is either already known or can be calculated from the data.
Once ℎmax and ℎmin are determined, we can find the max and
min of 𝑐

𝑖
; see as shown in Figure 7. Consider

𝑐max = √Δ𝑑
2

+ (ℎmax − ℎmin)
2

∗ (𝑛
𝑖
− 1) ,

𝑐min = √𝑑
2

𝑖
− Δℎ
2

𝑖
,

(10)

where 𝑛
𝑖
= ⌈√𝑑

2

𝑖
− Δℎ
2

𝑖
/Δ𝑑⌉ is the number of interpolation

points between nodes 𝑖 and 𝑖 − 1 and 𝑑
𝑖
, Δℎ
𝑖
, and Δ𝑑 are the

Euclidean distance, altitude difference, and sampling interval,
respectively.

𝑝
𝑖
is the radar detection probability between nodes 𝑖 and

𝑖 − 1 and should be considered as the sum of all radars in the
space. The corresponding formula is shown as follows:

𝑝
𝑖
=

𝑚

∑

𝑖

𝑝 (𝑅
𝑖
) −

𝑚

∑

1≤𝑖≤𝑗≤𝑚

𝑝 (𝑅
𝑖
𝑅
𝑗
) +

𝑚

∑

1≤𝑖≤𝑗≤𝑘≤𝑚

𝑝 (𝑅
𝑖
𝑅
𝑗
𝑅
𝑘
)

− ⋅ ⋅ ⋅ + (−1)
𝑚

𝑝 (𝑅
1
𝑅
2
⋅ ⋅ ⋅ 𝑅
𝑚
) ,

(11)

where 𝑝(𝑅
𝑗
) is the weighted average probability of detection

by the 𝑗th radar between nodes 𝑖 and 𝑖 − 1 for 𝑛
𝑖
interpolation

points; the detection probability of each interpolation point
can be calculated from formula (6). The normalization of
these three factors is shown as follows:

𝐶
𝑖
=

(𝑐
𝑖
− 𝑐min)

(𝑐max − 𝑐min)
,

𝐻
𝑖
=

(ℎ
𝑖
− ℎmin)

(ℎmax − ℎmin)
,

𝑃
𝑖
= 𝑝
𝑖
.

(12)

Formula (13) is the new cost function using these nor-
malizations. In this formula, 𝜔

1
+ 𝜔
2

+ 𝜔
3

= 1. Because
the route length, altitude, and detection probability were
normalized, the user can more directly assign the respective
weights according to the planning objective. Consider

𝑔 (𝑛) =

𝑛

∑

1

(𝜔
1
𝐶
𝑖
+ 𝜔
2
𝐻
𝑖
+ 𝜔
3
𝑃
𝑖
) . (13)

In formula (7), ℎ(𝑛)was defined as the Euclidean distance
from node 𝑛 to the target point, which helps node 𝑛 to
approach the target point. Consider

ℎ (𝑛) =
(𝑑
𝑛
− 𝑑min)

(𝑑max − 𝑑min)
. (14)

In this formula, 𝑑
𝑛
, 𝑑max, and 𝑑min are the Euclidean,

maximum, andminimumdistances from node 𝑛 to the target
point as calculated using a similar formula to (10). However,
it is worth mentioning that the sampling interval, Δ𝐷, is
generally greater than Δ𝑑 to increase the efficiency of ℎ(𝑛).

A

B

Δd

Δhi

hmin

hmax

Figure 7: Computation of 𝑐max and 𝑐min.

Once the target space and cost function are set, the stand-
ard 𝐴

∗ path searching process can begin. Open and closed
lists were defined to store the expanded nodes, which were
implemented with the minimum binary heap and linear lists
to increase the efficiency.

Furthermore, to compare the searching result in different
parameters, formula (15) is designed to evaluate the final path
as follows:

𝑉 = 𝜀
1

(𝐶 − 𝐶min)

(𝐶max − 𝐶min)
+ 𝜀
2

(𝐻 − 𝐻min)

(𝐻max − 𝐻min)
+ 𝜀
3
𝑃, (15)

where 𝐶 is the route length, 𝐻 is the mean altitude, and 𝑃 is
the detection probability.𝐶max and𝐻max are themaximum of
𝐶 and 𝐻, respectively, and 𝐶min and 𝐻min are the minimum.
𝜀
1
, 𝜀
2
, and 𝜀

3
are the weights of 𝐶, 𝐻, and 𝑃. Similar to the

formula of 𝑔(𝑛), a smaller value of 𝑉 indicates a better path.

2.2.3. The Path Optimization Algorithms. The search results
from Section 2.2.2 may not satisfy the UAV maneuverability
constraints, such as minimum step size, turning radius, turn-
ing angle, climb rate, and safety altitude.Therefore, a series of
algorithms are developed to obtain the final flyable path.

Theminimum step size and turning radius are constraints
on the top view. The former requires the length of each route
segment to be above a certain value 𝑆min, while the latter
requires every segment to be long enough for two continuous
turns; therefore, we have to compress the initial route. To
satisfy the two constraints, in this paper, the FFP algorithm is
used for the data compression [24], and the longest rectilinear
trend can be furthest preserved to avoid frequent turning of
the UAV. In addition, the turning angle constraint requires
every segment angle to be below a critical value, 𝐶min. A
potential field algorithm can be developed to solve this
problem [5]. As UAVs cannot fly along a broken line, some
researchers recommend various curve smoothing methods
such as the B-spline curve [25]. However, these methods
obviously conflict with the minimum step size constraint. In
fact, UAVs generally turn by escribing or flyby [26].

The climb rate and safety altitude are constraints on
the vertical view. UAVs tend to maintain posture without
frequent turns or climbs. If the altitude of two waypoints,
A and B, is different, the UAV does not fly directly from A
to B but first climbs to O from A at a certain climb rate
before flying horizontally to B as shown in Figure 8.The safety
altitude is the minimum distance from the ground to ensure
safe flight. Because of various factors, like strong turbulence
and automatic-control error, a UAV usually deviates from the
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A

O B

Figure 8: UAV climbing model.

predefined path.Therefore, the algorithm should consider the
safety altitude across the entire deviation area. This area is
the safety corridor of the path, and its mathematical model
is shown in Figure 9 [26]. This corridor is divided into the
primary and secondary areas with the former providing the
entire safety altitude ℎ and the latter providing safety between
0 and ℎ. The safety altitude, Δℎ, at any point is calculated as
follows:

Δℎ = ℎ ∗ (1 − 2 ∗
Δ𝐿

𝐿
) , (16)

where ℎ is the safety altitude, Δ𝐿 is the distance between the
target point and the predefined path, and 𝐿 is the width of the
safety corridor.

Based on the mathematic models above, we propose the
following algorithm to meet the safety altitude constraint
between waypoint A and waypoint B.

(1) Divide AB into AO and OB, and O is the level-flight
point calculated from the climb rate at A.

(2) Calculate the minimum signed altitude difference,
Δ𝐻
1
, for the OB segment. Begin the spatial interpola-

tion for OB to obtain a series of interpolated points,
{𝑃
𝑖
}. Divide the cross section of 𝑃

𝑖
into a primary

area and two secondary areas, and calculate the
corresponding minimum signed heights. Consider

(Δ𝐻
1
)
𝑖
= min (min (ℎB − Δℎ − ℎ

𝑗
) ,min (ℎB − ℎ − ℎ

𝑘
)) ,

(17)

where (Δ𝐻
1
)
𝑖
is the minimum signed height differ-

ence for cross section 𝑃
𝑖
, ℎ
𝐵
is the altitude of the OB

segment, ℎ is the entire safety altitude, Δℎ is the safety
altitude of the secondary areas as calculated from
formula (16), ℎ

𝑗
is the altitude of the interpolation

point 𝑗 in the primary area, and ℎ
𝑘
is the altitude of

the interpolation point 𝑘 in the secondary area. The
minimum (Δ𝐻

1
)
𝑖
value can be obtained by traversing

{𝑃
𝑖
}.

(3) Calculate the minimum signed height difference,
Δ𝐻
2
, of the AO segment. First, get the interpolation

points, {𝑄
𝑖
}, between AO by spatial interpolation,

h

L

L/2L/4 L/4

Δh

ΔL

A

Figure 9: Route safety altitude model.

and the minimum signed height difference for cross
section 𝑖 of 𝑄

𝑖
is calculated by

(Δ𝐻
2
)
𝑖
= min (min (ℎ

𝑖
− Δℎ − ℎ

𝑗
) ,min (ℎ

𝑖
− ℎ − ℎ

𝑘
)) ,

(18)

where ℎ
𝑖
= ℎA + AO ∗ (ℎO − ℎA)/A𝑄

𝑖
, and Δ𝐻

2
can

be calculated by traversing {𝑄
𝑖
}.

(4) Adjust the altitude of O and B to ℎB + Δ𝐻
1
and the

altitude of A to ℎA + Δ𝐻
2
. Create a radial through

A using the climb rate and calculate the intersection
with OB, which is the new level-flight point O.

3. Results and Discussion

The test space was about 2,500,000Km2 between Linzhi in
Tibet and Chengdu in Sichuan province and was constructed
with SRTM terrain and LANDSAT image data in 30m
accuracy. The area is a mountainous district that can verify
the feasibility and adaptability of the algorithms in this paper.
The algorithms were developed with C# and Direct 3D, and
they have been successfully used for a 3DGIS platform, Gaea
Explorer [27]. The hardware environment was as follows:
CPU: Intel Core2 Duo E8200, memory: Kinston 1G, video
card: ATI Radeon HD 2600XT.

To prove the feasibility of the algorithms in this paper,
we developed the parameters in Table 1. Before searching, we
defined the UAV parameters in Table 2.

In Figure 10, (a) shows the initial search result, (b) shows
the compression results, (c) shows the smoothing results, (d)
shows the results that consider the climb rate, (e) shows the
safety corridor result, (f) shows the results that consider the
safety altitude, and both (g) and (h) show the local features of
the safety corridor from the top and front views, respectively.
To prove the safety of the final path, we calculated the profile
at ±𝐿/4 and ±𝐿/2, as shown in Figure 11. From these results,
we determined that the algorithms were effective for low-
altitude UAV path planning.

In Table 3, four experimental groups were designed to
show the adaptability, convergence, and efficiency of the
algorithm at various distances and grid sizes. Table 4 shows
the parameters to evaluate the final path, where 𝐻aver is the
average altitude of the starting point and target point.
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Table 1: The algorithm parameters.

Starting point (∘, ∘, M) Target point (∘, ∘, M) Surface distance (KM) Grid size (∘) 𝜔
1
: 𝜔
2
: 𝜔
3

93.832779 94.372746
59.783 0.01 1 : 2 : 129.127954 29.31984

2949.2 2923.6

Table 2: UAV maneuverability parameters.

Speed (KM/H) Slope (∘) Climb rate (M/S) Turning method Safety altitude (M) Safety corridor width (NM)
300 20 120 Escribing 300 2

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 10: Algorithms results.
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Table 3: Four control groups.

Starting point (∘, ∘, M) Target point (∘, ∘, M) Surface distance (KM) Grid size (∘) 𝜔
1
: 𝜔
2
: 𝜔
3

93.832779 94.372746
59.783

0.005

1 : 2 : 1

29.127954 29.31984 0.01
2949.2 2923.6 0.02
90.739257 94.835207

419.073
0.005

29.292307 29.506482 0.01
3606.3 2915.5 0.02
87.631027 94.816805

729.349
0.005

29.130563 29.463092 0.01
3985.1 2914.9 0.02
93.562434 105.587785

1236.916
0.005

29.168065 30.119375 0.01
2976.5 399.4 0.02

Table 4: Assessment parameters.

Minimum length (KM) Maximum length (KM) Minimum altitude (M) Maximum altitude (M) 𝜀
1
: 𝜀
2
: 𝜀
3

Surface distance 2 ∗ surface distance 𝐻aver 4500 1 : 1 : 1

Table 5 shows that the algorithm can quickly determine
the optimal path for various distances and grid sizes, which
means that the algorithm is stable, convergent, and efficient.
The time cost is proportional to the distance and inversely
proportional to the grid size. Furthermore, the assessment
value is smaller when the space partition grid is 0.01∘ rather
than 0.005∘ or 0.02∘.

To present the influence on the searching result of the
changes of 𝜔

1
: 𝜔
2

: 𝜔
3
, the four groups in Table 4 were

compared at the ratio of the weight factors 𝜔
1
, 𝜔
2
, and 𝜔

3

being equal to 2 : 1 : 1, 1 : 2 : 1, or 1 : 1 : 1. The result in Table 6
shows that the time cost is proportional to the weight of the
route length and inversely proportional to the weight of the
route altitude. A higher weight of the length results in faster
approach to the target point, but the UAVs would be more
likely to be detected by enemies because higher nodes may
be chosen in nodes extension. Considering the survival rate
of the UAVs, a higher weight of the altitude may be more
reasonable, and it was seemingly backed up by Table 6, which
shows that the assessment value is the smallest when the
weight ratio is 1 : 2 : 1 rather than 1 : 1 : 1 or 2 : 1 : 1.

Figures 12(a)–12(d) show the results of the four compari-
son groups at a grid size of 0.01∘ and a weight ratio of 1 : 2 : 1.

We created a battlefield environment of approximately
2,500,000Km2, as shown in Figure 13, to demonstrate the
algorithm’s adaptability and convergence for large-scale com-
plex situations including no-fly zones, extreme weather, and
radars.

Table 7 shows the search results for the four groups at a
grid size of 0.01∘.The results prove that the algorithm is stable
and convergent even for a complex battlefield environment.
By comparing with the results shown in Table 4, we can see
that the search time and route altitude increased slightly.
Figure 14(a) shows the searching results for the first group;
Figure 14(b) shows the local features.The other images are the
results for the other three groups. These results indicate that

the algorithm can effectively avoid no-fly zones and extreme
weather while automatically searching for blind zones in
radars network to accomplish a low-altitude penetration.

To present the advantages of the algorithm in solving the
problem, we compared it with the ACA and the GA using the
same parameters as in Table 3. The grid size is 0.001, and the
iteration of ACS and GA is 2000.

The comparison results in Table 8 show that our algo-
rithm has greater advantage in time efficiency than the other
two algorithms, especially, in large scales, which is quite
important in real-time path planning. On the surface, the
advantage in the searching result is not so obvious, but the
stability and convergence to get the optimal path still have
comparative preponderance.

4. Conclusions

An improved 𝐴
∗ algorithm was developed for the path

planning in large-scale 3D battlefields. The paper recom-
mended a 2.5D spatial partition method for the 3D raster
space, proposed a probability calculation model for radars
network, and improved the 𝐴

∗ cost function to get an
optimum route by considering the route length, the altitude,
and the detection probability. A series of path optimization
algorithms were developed to follow the maneuverability
constraints of UAVs to obtain a final flyable path, and an
assessment algorithm was designed to evaluate the path. The
experimental results show that the improved 𝐴

∗ algorithm
is stable, convergent, and efficient, and the comparison with
ACA and GA shows its great advantage.

However, some issues should be further discussed. First,
it is not so clear to quantify the planning goal to the optimal
parameters, which is the key focus of decision makers. It was
indicated that a comparatively good result was obtained at a
grid size of 0.01∘ and a weight ratio of 1 : 2 : 1, but it is not easy
to determine the exact optimal value of them.Table 6 presents
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Table 5: The comparison results.

Assessment value Route length (KM) Detection probability Mean altitude (M)

Total calculation time (S)

Initial path Compress and
smoothen

Altitude
adjusting

0.133043 60.4 0 3542.2 0.169
0.012 0.121 0.036

0.129928 60.611 0 3528.9 0.129
0.004 0.086 0.039

0.207789 59.932 0 3907.2 0.104
0.002 0.065 0.037

0.346597 487.291 0 4347.6 4.462
3.19 0.941 0.331

0.207219 441.867 0 3963.8 1.51
0.271 0.952 0.287

0.395662 427.289 0 4707.4 1.138
0.086 0.774 0.278

0.450168 853.568 0 4689.2 13.063
9.916 2.693 0.454

0.273318 805.585 0 4201.2 3.268
0.543 2.241 0.484

0.328756 778.665 0 4414.6 2.202
0.068 1.684 0.45

0.323873 1591.054 0 3615.2 52.065
44.584 6.538 0.788

0.27795 1521.588 0 3385.6 11.488
3.63 6.915 0.943

0.294937 1399.922 0 3808.5 7.251
0.79 5.763 0.698

(a) (b) (c) (d)

Figure 12: Algorithms results at grid size of 0.01∘.

Figure 13: 3D battlefield environment.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 14: Algorithms results for the 3D battlefield environment.

Table 6: The comparison of different weights.

Assessment value Route length (KM) Detection probability Mean altitude (M)

Total calculation time (S)

Initial path Compress and
smoothen

Altitude
adjusting

0.189288 58.95 0 3846.1 0.132
0.004 0.091 0.037

0.130927 60.611 0 3528.9 0.129
0.004 0.086 0.039

0.27982 59.201 0 4264.2 0.135
0.003 0.084 0.042

0.379233 413.297 0 4687.7 1.121
0.103 0.764 0.254

0.207394 441.867 0 3963.8 1.51
0.271 0.952 0.287

0.436574 423.076 0 4872.4 1.364
0.088 0.983 0.293

0.413541 751.683 0 4720.5 2.316
0.261 1.643 0.412

0.273318 805.585 0 4201.2 3.268
0.543 2.241 0.484

0.482125 769.564 0 4910.8 2.58
0.179 1.875 0.526

0.285577 1342.626 0 3856.8 6.137
1.327 4.112 0.698

0.27795 1521.588 0 3385.6 11.488
3.63 6.915 0.943

0.310799 1398.655 0 3942.2 7.743
1.158 5.371 1.214



Mathematical Problems in Engineering 11

Table 7: The results in the battlefield environment.

Waypoints
number Route length (KM) Detection probability Mean altitude (M)

Total calculation time (S)

Initial path Compress and
smoothen

Altitude
adjusting

22 143.436 0.0019 3953.1 0.483
0.093 0.308 0.082

71 513.648 0.0023 4655.4 2.361
0.77 1.264 0.327

111 865.65 0.0017 5133.7 6.048
2.732 2.871 0.445

215 1592.591 0.0011 3750.4 19.146
11.998 6.127 1.021

Table 8: Comparison results of different algorithms.

Algorithm
type Assessment value Route length (KM) Detection probability Mean altitude (M)

Total calculation time (S)

Initial path Compress and
smoothen

Altitude
adjusting

Improved A∗ 0.130927 60.611 0 3528.9 0.129
0.004 0.086 0.039

ACS 0.133615 61.678 0 3513.6 90.715
110.265 110.265 110.265

GA 0.134115 59.898 0 3562.5 110.265
110.142 0.092 0.031

Improved A∗ 0.207394 441.867 0 3963.8 1.51
0.271 0.952 0.287

ACS 0.231413 446.073 0 4041.3 1396.646
1394.478 1.957 0.211

GA 0.223132 450.576 0 3997.2 1769.705
1766.738 2.732 0.235

Improved A∗ 0.273318 805.585 0 4201.2 3.268
0.543 2.241 0.484

ACS 0.27901 793.658 0 4236.3 3652.089
3643.819 7.717 0.553

GA 0.285504 799.532 0 4248.3 2944.994
2931.554 12.793 0.647

Improved A∗ 0.27795 1521.588 0 3385.6 11.488
3.63 6.915 0.943

ACS 0.280544 1496.949 0 3463.5 11541.301
10848.625 31.539 1.137

GA 0.297615 1588.795 0 3398.7 7645.141
7570.303 73.15 1.688

that the path is better when the value of 𝜔
1
: 𝜔
2
: 𝜔
3
is 1 : 2 : 1

rather than 1 : 1 : 1 or 2 : 1 : 1, but the assessment still depends
on the parameters in Table 4.

Second, since the final path cannot be directly obtained by
the 𝐴

∗ process as mentioned in Section 2.2.1., the searching
result after the optimization process may no longer be the
optimal solution. Although we adjusted the algorithms to

locally optimize the route segments, globally optimizing the
entire path is still to be solved.

Finally, the comparison of the improved 𝐴
∗ algorithm

with ACA and GA shows its great superiority in time
efficiency, but the advantage is not so obvious in the planning
result, and more iterations of ACA or GA may even obtain
better result than 𝐴

∗ algorithm. However, considering the
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internal limitations of the latter, like their stability (sensitive
to initial parameters), convergence, and efficiency, they need
to be further studied to be used in the UAV path planning.
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Melin, “Path planning for autonomous mobile robot navigation
with ant colony optimization and fuzzy cost function evalua-
tion,” Applied Soft Computing, vol. 9, no. 3, pp. 1102–1110, 2009.
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Many scientific researchers have proposed the control of the induction motor without speed sensor. These methods have the
disadvantage that the variation of the rotor resistance causes an error of estimating the motor speed.Thus, simultaneous estimation
of the rotor resistance and the motor speed is required. In this paper, a scheme for estimating simultaneously the rotor resistance
and the rotor speed of an induction motor using fuzzy logic has been developed. We present a method which is based on two
adaptive observers using fuzzy logic without affecting each other and a simple algorithm in order to facilitate the determination of
the optimal values of the controller gains. The control algorithm is proved by the simulation tests. The results analysis shows the
characteristic robustness of the two observers of the proposed method even in the case of variation of the rotor resistance.

1. Introduction

Induction motors are broadly used in industrial applications
and themajority of power in the world is currently consumed
by them.They are used because of their benefits compared to
other types of rotating electrical machines, such as robust-
ness, reliability, and reducedmaintenance [1]. Manymethods
of control presented in the literature have been proposed to
circumvent the problem of variation of the rotor resistance
for the indirect field-oriented controlled inductionmachines,
which can changewith time due to ohmic heating [2]. Among
these methods, we can mention the adaptive control using an
adaptive scheme of the rotor resistance [3, 4], identification of
rotor resistance based on Lyapunov stabilization theory [5],
and estimator based on fuzzy logic [6–8]. In these studies,
estimation and adaptation mechanisms have been used with
the sole aim to correct the rotor resistance used as a reference
value in the calculation of the slip frequency. To know the
exact position of the rotor flux, the estimation block of the
slip angular speed will be used by the control algorithm.
Following the research done in this field shows that the
performance of the control for the induction motor drive
depends heavily on the precision with which the motor

parameters are known in particular the rotor resistance. Its
mismatch affects significantly the open loop slip estimator
and degrades the performance of the speed control, especially
when the machine is loaded [3–6].

In addition to the adaptive control of the vector control
with rotor resistance adaptation, other works have proposed
the speed sensorless control [9–14]. The elimination of speed
sensors has become an inevitable task to guarantee the
high performance control and operating reliability, not only
because the sensors increase the cost and complexity of
machines, but also the measures are stained by the noise that
affects the robustness of control, especially in hostile environ-
ments. Various technical controls without speed sensor were
presented in this research, such as adaptive speed observer
[9],MRAS speed estimator [10, 11], fuzzy logic speed observer
[12], and backstepping and sliding mode speed observer [13,
14].

A variation of the rotor resistance will cause an error of
estimating the rotor speed [3]. To overcome this drawback,
simultaneous estimation of the motor speed and the rotor
resistance is required [15, 16]. In this paper, a solution based
on the theory of the fuzzy logic is developed.Themethod will
allow the estimation of rotor resistance and reinject it in the
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control loop in order to guarantee the decoupling between the
torque and flux dynamics.This solutionwill guarantee a good
estimation of the slip frequency even in the case of variations
in the rotor resistance. For the speed estimation we have used
themodel reference adaptive systemMRAS observer which is
based on fuzzy logic.Therefore, we have two observers which
use fuzzy logic without interacting with each other. This
paper presents the steps to be followed for the development
of simultaneous estimation of the rotor resistance and rotor
speed using two types of observer based on fuzzy logic.

First we are going to present the mathematical model of
the induction motor in Section 2. Section 3 is dedicated to
present the indirect field-oriented control technique.Thenwe
are going to describe the steps of designing the fuzzy logic
observer of the rotor resistance. The fuzzy logic MRAS speed
estimation and the algorithm to determine the optimal values
of the controller gains are developed in Section 5. Finally,
simulations are presented in the last section using Matlab
environment with some comments to conclude this work.

2. Induction Motor Modeling

The mathematical model of the induction motor can be
described in the reference frame connected to the rotating
field as follows [5, 12]

𝑑

𝑑𝑡
[
𝑖
𝑠

𝜙
𝑟

] = [
𝐴
11

𝐴
12

𝐴
21

𝐴
22

] [
𝑖
𝑠

𝜑
𝑟

] + [
𝐵
1

0
] V
𝑠
,

𝑖
𝑠
= 𝐶[

𝑖
𝑠

𝜑
𝑟

] ,

(1)

where

𝑖
𝑠
= [𝑖
𝑠𝑑

𝑖
𝑠𝑞
]
𝑇: stator current,

𝜙
𝑟
= [𝜑
𝑟𝑑

𝜑
𝑟𝑞
]
𝑇: rotor flux,

V
𝑠
= [V
𝑠𝑑

V
𝑠𝑞
]
𝑇: stator voltage,

𝐴
11
= −((𝑅

𝑠
/𝜎𝐿
𝑠
) + (𝑅

𝑟
(1 − 𝜎)/𝜎𝐿

𝑟
))𝐼 − 𝜔

𝑠
𝐽,

𝐴
12
= (𝐿
𝑚
/𝜎𝐿
𝑠
𝐿
𝑟
)[(𝑅
𝑟
/𝐿
𝑟
)𝐼 − 𝜔

𝑟
𝐽],

𝐴
21

= (𝐿
𝑚
/𝜏
𝑟
)𝐼, 𝐴

22
= (𝜔
𝑠
− 𝜔
𝑟
)𝐽 − (1/𝜏

𝑟
)𝐼, 𝐵
1
=

(1/𝜎𝐿
𝑠
)𝐼,

𝐶 = [𝐼 0
2 × 2

], 𝐼 = [
1 0

0 1
] , 𝐽 = [

0 −1

1 0
],

𝑅
𝑟
, 𝑅
𝑠
: stator and rotor resistance,

𝐿
𝑠
, 𝐿
𝑟
: stator and rotor self-inductance,

𝐿
𝑚
: mutual inductance,

𝜎: leakage coefficient,
𝜏
𝑟
: rotor time constant,

𝜔
𝑠
: stator angular frequency,

𝜔
𝑟
: motor angular velocity (electric angle).

The electromagnetic torque developed by the machine is
expressed by

𝑇em =
3

2

𝐿
𝑚
𝑛
𝑝

𝐿
𝑟

(𝜑
𝑟𝑑
𝑖
𝑠𝑞
− 𝜑
𝑟𝑞
𝑖
𝑠𝑑
) . (2)

3. Indirect Field-Oriented Control of
Induction Motor Drive (IFOC)

Two recommended techniques for controlling the induction
motor with high performance have been presented in the
literature. The first one is called direct field-oriented control
(DFOC) and the second one is the indirect field-orientated
control (IFOC) [1]. In order to optimize the performance of
the inductionmotor and reduce the sensitivity of the stability
of the device for controlling the variation of rotor resistance,
we will use the indirect field-oriented control technique. The
main objective of this control strategy is, as in DC machines,
to independently control the torque and the flux; this is
done by using a d-q rotating reference frame synchronously
with the rotor flux space vector [2, 3]. In ideal field-oriented
control, the rotor flux linkage axis is forced to align with the
d-axes, and it follows that

𝜑
𝑟𝑞
=

𝑑

𝑑𝑡
𝜑
𝑟𝑞
= 0,

𝜑
𝑟𝑑
= 𝜑
𝑟
.

(3)

Applying the result of (3), the torque equation becomes
analogous to theDCmachine and can be described as follows:

𝑇em =
3

2

𝐿
𝑚
𝑛
𝑝

𝐿
𝑟

𝜑
𝑟𝑑
𝑖
𝑠𝑞
. (4)

The relationship of mechanical speed and the angular
velocity of rotating reference frame d-q is given by the
following equation:

𝜔
𝑠
=
𝐿
𝑚
𝑅
𝑟

𝐿
𝑟
𝜑
𝑟𝑑

𝑖
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+ 𝑛
𝑝
𝜔
𝑟
. (5)

4. Strategy for Estimating the Rotor Resistance
Using Fuzzy Logic Method

From (1), in steady-state the dynamic of the rotor fluxes can
be expressed as follows:

𝜑
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) ,

𝜑
𝑟𝑞
=
𝑅
𝑟
𝐿
𝑚

𝐿
𝑟

(
𝐿
𝑟

𝑅
𝑟

𝑖
𝑠𝑞
−

𝐿
2

𝑟

𝑅2
𝑟
𝐿
𝑚

(𝜔
𝑠
− 𝜔
𝑟
) 𝜑
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) .

(6)

By replacing 𝜑
𝑟𝑑
, 𝜑
𝑟𝑞
with expressions (1), (6) becomes
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− 𝜔
𝑟
)
2

.

(7)

The angular velocity is expressed as follows:

(𝜔
𝑠
− 𝜔
𝑟
)
∗

= 𝜔
∗

𝑔
=

𝑅
∗

𝑟
𝑖
∗

𝑠𝑞

𝐿∗
𝑟
𝑖
∗

𝑠𝑑

, (8)

where (∗) means reference.
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Figure 1: Effect of variation of the rotor resistance on the shape of
the direct flux.

So the expressions of flux along the two axes become

𝜑
∗

𝑟
= 𝜑
∗

𝑟𝑑
= 𝐿
𝑚
𝑖
∗

𝑠𝑑
,

𝜑
∗

𝑟𝑞
= 0.

(9)

Equation (9) is considered as a reference model for the
mechanism of adjusting the rotor resistance by fuzzy logic.
Assuming that the rotor resistance changes from its nominal
value 𝑅

𝑟𝑛
to 𝑅
𝑟𝑛
+ Δ𝑅
𝑟
and 𝑘
𝑅𝑟

is the factor for this variation
we get

𝑘
𝑅𝑟
=

𝑅
𝑟

𝑅
𝑟𝑛

=
1

𝜇
, (10)

with 𝜇 = 𝑅
𝑟𝑛
/𝑅
𝑟
.

By replacing the expression of 𝜇 in (7) we will have

𝜑
𝑟𝑑
=
𝐿
𝑚
𝑖
𝑠𝑑
+ 𝐿
𝑚
𝑖
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1 + (𝜇𝛾)
2

,

(11)

with 𝛾 = 𝑖
𝑠𝑞
/𝑖
𝑠𝑑
.

Finally, the flux components can be expressed in terms of
the reference flux for an ideal decoupling as follows:

𝜑
𝑟𝑑

𝜑∗
𝑟

=
1 + 𝜇𝛾

2

1 + (𝜇𝛾)
2
,
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(12)

Figures 1 and 2 show the shape of 𝜑
𝑟𝑑
/𝜑
∗

𝑟
and 𝜑

𝑟𝑞
/𝜑
∗

𝑟
as a

function of 𝜇, and the vertical line in color red represents the
ideal orientation of the rotor flux.

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

0 0.5 1 1.5 2

𝛾 = 0.3

𝛾 = 0.9

𝛾 = 0.6

𝛾 = 1.2

𝜇

𝜑
rq
/𝜑

r∗

Figure 2: Effect of variation of the rotor resistance on the shape of
the quadratic flux.

𝛾 is a parameter that reflects the power of the induction
motor. The vertical line is the ideal orientation of the flux.
We identify changes in flux along the two axes of the rotating
frame d-q as follows:

Δ𝜑
𝑟𝑑
= 𝜑
∗

𝑟
− 𝜑
𝑟𝑑
,

Δ𝜑
𝑟𝑞
= −𝜑
𝑟𝑞
.

(13)

According to Figures 1 and 2 we can see that
(i) for 𝜇 > 1, there is reduced flux along the two axes,
(ii) for 𝜇 < 1, there is increased flux along the two axes.

According to (9), we can write
(i) for 𝜇 > 1, Δ𝜑

𝑟𝑑
> 0 and Δ𝜑

𝑟𝑞
> 0,

(ii) for 𝜇 < 1, Δ𝜑
𝑟𝑑
< 0 and Δ𝜑

𝑟𝑞
< 0.

Since 𝜇 = 𝑅
𝑟𝑛
/𝑅
𝑟
, so we canwrite the rules of the adaptive

fuzzy logic mechanism of the rotor resistance 𝑅
𝑟
as follows:

(i) for 𝜇 > 1 ⇔ 𝑅
𝑟
< 𝑅
𝑟𝑛
, we have Δ𝜑

𝑟𝑑
> 0 and Δ𝜑

𝑟𝑞
>

0,
(ii) for 𝜇 < 1 ⇔ 𝑅

𝑟
> 𝑅
𝑟𝑛
, we have Δ𝜑

𝑟𝑑
< 0 and Δ𝜙

𝑟𝑞
<

0.
The block diagram of the fuzzy logic adaptation mecha-

nism used in our simulation is given in Figure 3.
The estimated fluxes 𝜑

𝑟𝑑
and 𝜑

𝑟𝑞
can be obtained by

measuring the currents and stator voltages. First we will
estimate the stator flux using the following equations:

[
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𝑠
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(15)



4 Mathematical Problems in Engineering

𝜑∗rd =
1

Lm

i∗sd

�̂�rd

�̂�rq

𝜑∗rq = 0

−
+

Δ𝜑rd

Δ𝜑rq

kd

kq

Fu
zz

y 
lo

gi
c

co
nt

ro
lle

r

Δu
ku +

+

Z−1

Rrn R̂r

−
+

Figure 3: Block diagram of the adaptation mechanism of rotor resistance using fuzzy logic.
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Figure 4: Variation law of fuzzy controller for the rotor resistance.

Then we can calculate the estimated flux by the following
equation:

[
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] =
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[
𝑖
𝑠𝑑
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𝑠𝑞

] .

(16)

When choosing the linguistic value it should be taken
into account that the control must be robust and time of
calculation adopted by the fuzzy controller should not be high
to not slow down the process [6, 7]. In this proposed method
linguistic value of 5 is chosen which gives 25 rules.

For fuzzification, we have chosen triangular fuzzification
and for deffuzzification the centroid deffuzzification method
is used in the proposed method. The universe of discourse is
common to all fuzzy variables (Δ𝜑

𝑟𝑑
, Δ𝜑
𝑟𝑞
, and Δ

𝑢
) and is

divided into seven fuzzy sets (NB, NM, NS, ZE, PS, PM, and
PB) with triangular membership functions.

In terms of numerical values, the behavior of this mecha-
nism is characterized by action law shown in Figure 4. Indeed,

Table 1: Fuzzy control rules for calculating Δu.

Δ𝜑
𝑟𝑞

Δ𝜑
𝑟𝑑

NB NM NS ZE PS PM PB
NB PB PM PS PS ZE ZE ZE
NM PM PS PS PS ZE ZE ZE
NS PS PS PS PS ZE ZE ZE
ZE ZE ZE ZE ZE ZE ZE ZE
PS ZE ZE ZE NS NS NS NS
PM ZE ZE ZE NS NS NS NM
PB ZE ZE ZE NS NS NM NB

for each pair of input values (Table 1)the mechanism gener-
ates a variation of the control law (Δ𝑢), which corresponds to
the increase or decrease of the rotor resistance.

5. Fuzzy Logic MRAS Speed Observer Design

In this section we will present the different steps to design
the fuzzy logic MRAS speed observer. This method consists
in comparing the output of both estimators. The first one
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is called the reference model which is independent of the
quantity to estimate, and the second is the adjustable model
[10]. The error between the two estimators of the observing
rotor flux is injected in an adaptation mechanism which can
generate the value of𝜔

𝑟
as a way tominimize the error of flux.

The mechanism of adaptation is a fuzzy logic controller;
the block diagram of the MRAS speed observer and the
structure of the controller is shown in Figure 5.

The reference model is expressed by using the stator volt-
ages and stator currents. Their components are expressed in
a stationary frame when the flux components are generated.
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Figure 7: Variation law of fuzzy controller for MRAS speed
observer.

The reference value of the rotor flux components is described
by the following equation [3]:

𝑑

𝑑𝑡
𝜑
𝑟𝑑
=

𝐿
𝑟
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(V
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𝑠

𝑑

𝑑𝑡
𝑖
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) ,

𝑑

𝑑𝑡
𝜑
𝑟𝑞
=

𝐿
𝑟

𝐿
𝑚

(V
𝑠𝑞
− 𝑅
𝑠
𝑖
𝑠𝑞
− 𝜎𝐿
𝑠

𝑑

𝑑𝑡
𝑖
𝑠𝑞
) .

(17)

The adaptive model describes the rotor equation and the
rotor flux according to the d-q axes which are expressed as a
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function of the rotor speed and the stator currents. From (1),
the adaptive model is described by the following equations:

𝑑

𝑑𝑡
𝜑
𝑟𝑑
= −

𝑅
𝑟

𝐿
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− �̂�
𝑟
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,
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𝐿
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+
𝐿
𝑚
𝑅
𝑟

𝐿
𝑟

𝑖
𝑠𝑞
.

(18)

From (17) and (18), the adaptation mechanism can be
designed to generate the estimated speed value which is used
to minimize the error between the estimate and reference
fluxes. The error between reference model and adjustable
model 𝑒 is minimized by a fuzzy logic controller which
generates the estimated speed. This signal 𝑒 is given by the
following expression:

𝑒 = 𝜑
𝑟𝑞
𝜑
𝑟𝑑
− 𝜑
𝑟𝑑
𝜑
𝑟𝑞
. (19)

For the design of a fuzzy regulator we must, first, study the
system to adjust and make an adequate description. It is
not a proper analysis to establish a mathematical model. We
must rather explore the behavior of the controlled system
vis-à-vis changes in the control variable and determine
measurable quantities characteristic of dynamic behavior.
Thedescriptionmaymake use of linguistic variables andmust
be accompanied by a definition of membership functions
[12]. Then we move on to determining the control strategy
that includes the fuzzification, inference, and deffuzzification.
After implementation, most often on a PC or microprocessor
software or hardware with processor autographed (specific
processors for the fuzzy logic), testing the installation is
usually necessary to change the control strategy interactively
in several steps in order to find proper behavior. This change
is highlighted by Figure 6, since it is an important step in the
design of a fuzzy set.

The quality of adjustment depends not only on the rules
but also on the choice of values with which the input and
output variables are multiplied. To define the values of 𝐺

𝑒
,

𝐺
𝑑𝑒
, and 𝐺

𝑢
we use the following algorithm.

Step 1. Set the gains values of 𝐺
𝑒
, 𝐺
𝑑𝑒
, and 𝐺

𝑢
(in our case

𝐺
𝑒
= 1, 𝐺

𝑑𝑒
= 1, and 𝐺

𝑢
= 1).

Step 2. If the error <1%, go to Step 7.

Step 3. Adjust 𝐺
𝑒
.

Step 4. If the error >10%, go to Step 3.

Step 5. Adjust 𝐺
𝑑𝑒
and 𝐺

𝑢
.

Step 6. If the error >1%, go to Step 5.

Step 7. End of algorithm.

The establishment of rules defining the output results
from operating expertise. For our application, we used the
basic rules given in Table 2, which stems from expertise and
is based on the operating principle of the bang-bang that
offers very good results. The latter is organized in the form

Table 2: Table fuzzy control rules Δu.

𝑒/Δ𝑒 NB NS ZE PS PB
NB NB NB NB NS ZE
NS NB NB NS ZE PS
ZE NB NS ZE PS PB
PS NS ZE PB PB PB
PB ZE PS PB PB PB

of a decision table. The inference method used is the method
(Max-Min) since it is easy to implement. The following table
shows the rules that correspond to these reflections.

In the proposed method each variable of the fuzzy logic
controller has five triangular membership functions. The
fuzzy sets used in the proposed method are NB: Negative
Big, NS: Negative Small, ZE: Zero Equal, PS: Positive Small,
and PB: Positive Big. The variation law of fuzzy controller for
MRAS speed observer is shown in Figure 7.

6. Simulation Results and Discussion

The performances of the proposed solution are evaluated
using Matlab-Simulink. A dynamic three-phase induction
motor model with speed and rotor resistance observer was
built to emulate behavior of the motor. The three-phase
induction motor parameters are given in Table 3. Figure 8
shows the architecture of the vector control algorithm incor-
porating the fuzzy logic MRAS speed observer and rotor
resistance fuzzy logic observer.

Figure 9 shows the effect of sudden change on the shape
of direct and quadratic flux. At 𝑡 = 2 s we introduced a
50% increase of the rotor resistance. Just at the moment of
variation (Figure 9(a)) the orientation of the fluxes is lost,
which has a negative effect on the control. Using an estimate
of the rotor resistance by the fuzzy logic guarantees the
orientation of flux (Figure 9(b)).

Figure 10 shows the evolution of the real and estimated
rotor resistance. When increasing the value of the rotor
resistance, the fuzzy controllers calculate the new value and
inject it into the control loop to ensure decoupling between
the flux and torque dynamics.

Figure 11 shows the effect of a slow change of the rotor
resistance on the flux behavior. Without adaptation it is clear
that we will lose the direction of flux (Figure 11(a)). However,
with rotor resistance adaptation we can keep the orientation
of the flux (Figure 11(b)).

Figure 12 shows the response of the fuzzy controller for
a slow variation of rotor resistance; the estimated and actual
rotor resistances are almost the same.

Figure 13 represents the reference, estimated, and actual
speed.This figure illustrates the speed system response under
a load torque of 10Nmapplied at 𝑡 = 0.5 s; the reference speed
is increased from zero to its rated value 157 rd/s. The motor
reaches its steady state after 0.4 s. At 𝑡 = 1 s, we applied a
slow increase of 50% of the value of the rotor resistance and
a change in the reference speed at 𝑡 = 1.5 s. The real and
estimated speed are nearly similar and the difference between
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Figure 8: Block diagram of the vector control including speed and rotor resistance fuzzy logic observer.
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Figure 9: Simulated results with sudden change of the rotor resistance with and without adaptation: (a) without adaptation and (b) with
adaptation.
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Figure 11: Simulated results with slow change of the rotor resistance with and without adaptation: (a) without adaptation, and (b) with
adaptation.
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(case: slow change).

Table 3: Parameters of induction motor.

Designation Notations Rating values
Stator resistance 𝑅

𝑠
2.3Ω

Rotor resistance 𝑅
𝑟

1.83Ω
Stator self-inductance 𝐿

𝑠
261mH

Rotor self-inductance 𝐿
𝑟

261mH
Mutual inductance 𝐿

𝑚
245mH

Moment of inertia 𝐽 0.03 kgm2

Friction coefficient 𝑓 0.002Nm
Number of poles 𝑛

𝑝
2

Rated voltage 𝑉
𝑠𝑛

220V
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Figure 13: Simulation result of the fuzzy logic MRAS speed
observer.

them is better shown in Figure 14 which does not exceed 1%
of the nominal value.

7. Conclusion

To sum up we say that this paper presents a method to
estimate the rotor resistance for induction machines based
on the theory of fuzzy logic. A standard IFOC without speed
sensor has been used for the induction machine based on
the same theory to design a MRAS speed observer. The
modeling approach proposed for both observers makes a
high-performance control strategy to be used with induction
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motor drive system.Thedrive systemhas been simulatedwith
adaptivemechanisms to identify the values of rotor resistance
and rotor speed based on fuzzy logic.The different simulation
results have shown that the designed fuzzy logic observer
has realized a good dynamic and performance for motor
monitoring even in the case of the rotor resistance variation.
The efficacity of the speed sensorless of the IFOC with
rotor resistance is proved by extensive simulation results.The
IFOC, the speed observer, and the rotor resistance observer
described in the previous sections are to be implemented in
the future work on a digital processor (DSP) to validate the
proposed scheme.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

References

[1] C. B. Regaya, A. Zaafouri, and A. Chaari, “Speed sensorless
indirect field-oriented of induction motor using two type of
adaptive observer,” in Proceedings of the International Con-
ference on Electrical Engineering and Software Applications
(ICEESA ’13), pp. 1–5, Hammamet, Tunisia, March 2013.

[2] F. Farhani, C. B. Regaya, A. Zaafouri, and A. Chaari, “Electric
drive control: multi-level optimization efficiency,” in Proceed-
ings of the 4th International Renewable Energy Congress (IREC
’12), pp. 894–898, Sousse, Tunisia, December 2012.

[3] C. B. Regaya, F. Farhani, A. Zaafouri, and A. Chaari, “Compar-
ison between two methods for adjusting the rotor resistance,”
International Review on Modelling & Simulations, vol. 5, no. 2,
pp. 938–944, 2012.

[4] A. Savoia, C. M. Verrelli, M. Mengoni, L. Zarri, A. Tani, and
D. Casadei, “Adaptive flux observer for induction machines
with on-line estimation of stator and rotor resistances,” in
Proceedings of the 15th International Power Electronics and
Motion Control Conference (EPE/PEMC ’12), pp. LS7b-1.3-1–
LS7b-1.3-6, Novi Sad, Serbia, September 2012.

[5] G. Shuqiu and L. Zhongli, “Induction motor vector control
based on adaptive identification of rotor resistance,” in Pro-
ceedings of the International Conference on Control Engineering
and Communication Technology (ICCECT ’12), pp. 145–148,
Liaoning, China, December 2012.

[6] Y. Miloud and A. Draou, “Fuzzy logic based rotor resistance
estimator of an indirect vector controlled induction motor

drive,” in Proceedings of the 28th Annual Conference of the IEEE
Industrial Electronics Society (IECON ’02), vol. 2, pp. 961–966,
Sevilla, Spain, November 2002.

[7] H. Zhang, Y. Shi, and J. Wang, “Observer-based tracking
controller design for networked predictive control systems with
uncertain Markov delays,” International Journal of Control, vol.
86, no. 10, pp. 1824–1836, 2013.

[8] H. Zhang, Y. Shi, and A. S. Mehr, “On H-infinity filtering for
discrete-time takagi-sugeno fuzzy systems,” IEEE Transactions
on Fuzzy Systems, vol. 20, no. 2, pp. 396–401, 2012.

[9] H. Kubota, I. Sato, Y. Tamura, K. Matsuse, H. Ohta, and Y. Hori,
“Regenerating-mode low-speed operation of sensorless induc-
tion motor drive with adaptive observer,” IEEE Transactions on
Industry Applications, vol. 38, no. 4, pp. 1081–1086, 2002.

[10] H. M. Kojabadi, L. Chang, and R. Doraiswami, “A MRAS-
based adaptive pseudoreduced-order flux observer for sen-
sorless induction motor drives,” IEEE Transactions on Power
Electronics, vol. 20, no. 4, pp. 930–938, 2005.

[11] T. Orlowska-Kowalska and M. Dybkowski, “Improved MRAS-
type speed estimator for the sensorless induction motor drive,”
COMPEL:The International Journal for Computation andMath-
ematics in Electrical and Electronic Engineering, vol. 26, no. 4, pp.
1161–1174, 2007.

[12] A. A. Adam and K. Gulez, “Fast response adaptive fuzzy logic
controller for sensorless direct torque control of PMSM with
minimum torque ripple,” COMPEL: The International Journal
for Computation and Mathematics in Electrical and Electronic
Engineering, vol. 27, no. 2, pp. 534–550, 2008.

[13] R. P. Vieira, C. C. Gastaldini, R. Z. Azzolin, and H. A.
Grundling, “Discrete-time sliding mode speed observer for
induction machine drives,” in Proceedings of the 11th Brazilian
Power Electronics Conference (COBEP ’11), pp. 213–218, Natal,
Brazil, September 2011.
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Based on the independently developedfive-speed dry dual clutch transmission (DDCT), the paper proposes the torque coordinating
control strategy between engine and two clutches, which obtains engine speed and clutch transferred torque in the shifting process,
adequately reflecting the driver intention and improving the shifting quality. Five-degree-of-freedom (DOF) shifting dynamics
model of DDCT with single intermediate shaft is firstly established according to its physical characteristics. Then the quantitative
control objectives of the shifting process are presented.The fuzzy decision of shifting time and themodel-based torque coordinating
control strategy are proposed and also verified by simulating under different driving intentions in up-/downshifting processes with
the DCT model established on the MATLAB/Simulink. Simulation results validate that the shifting control algorithm proposed in
this paper can not only meet the shifting quality requirements, but also adapt to the various shifting intentions, having a strong
robustness.

1. Introduction

To improve Automatic Transmissions’ shifting quality, the
following measures are usually taken: (1) the timely and
effective intervening of engine, namely, the decreasing torque
request signal, is given by Transmission Control Unit to
Engine Electronic Control Unit in the up- or downshifting
process to cut off the fuel injection or delay the response
of ignition advance angle, thus obtaining a reduced torque
transmitted by hydraulic torque converter; (2) the switch
of hydraulic torque converter’s working state, that is, the
hydraulic torque converter, transfers from “locking” state to
“unlocking” state to realize hydraulic transmission in the
shifting process; (3) the adjusting of engaging pressure, which
means actively adjusting the pressure of main oil line in
different conditions according to the engine load change to
ensure the shifting feel; (4) the working sequence’s match
of wet clutch in planetary transmission and brake, thus
avoiding shifting overlapping and power interruption; (5) the
adoption of shifting actuator equipped with electromagnetic
valve and buffer valve. Compared with the AT, the torsion
damper in clutch driven plate of dry dual clutch transmission
cannot absorb the whole shifting impact without the aid of

hydraulic torque converter, thus deteriorating the shifting
feel. Meanwhile, the shifting process completely depends on
the switch of dual clutches’ working state and engine torque
active control. Once emerging the torque’s inappropriate
coordination between the dual clutch and engine, the power
interruption, power cycle and large torque fluctuations of
transmission output shaft would appear which not only
directly influence the shifting comfort, but also cause the
shock and vibration of transmission system thus reducing
the longevity of drive components. Therefore, the control of
shifting process becomes a difficult and key point of DDCT
control.

Guo et al. [1] established a two-DOF shifting dynamics
model and studied the fuzzy control of DCT shifting process.
Considering the inertia, damping, and stiffness of transmis-
sion components, Zhang et al. established a five-DOF shifting
dynamics model [2, 3]. Goetz et al. [4, 5] and Qin et al.
[6] divided the shifting process into torque phase which is
used for the torque switch of dual clutch and inertia phase
which is used to realize the synchronization of engine speed
and clutch target speed. Besides, by controlling the throttle
opening and the ignition advance angle, the engine speed was
actively controlled to accelerate and ease the synchronization.
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Niu et al. [7] divided the upshifting process into five phases,
namely, low gear operation phase, low gear torque phase,
inertial phase, high gear torque phase, and high gear oper-
ation phase. Models of these phases were established with
EASY5 software and the simulation of DCT shifting process
was studied as well. However, the studies are only qualitative
analysis, and the dual clutches’ engaging extent varying
with time of the dual clutch is not given quantitatively. Wu
and Zhan [8] and Zhao et al. [9, 10] obtained the optimal
engaging curves of dual clutch by using the linear quadratic
optimal control and robust control theory, which provides the
theoretical basis for the engineering application of dual clutch
coordination control. However, the designing and solving of
quadratic optimal control and robust control are difficult to
be applied online in the DCT complex shifting process.

Thus based on the independently developed five-speed
DDCT, five-DOF shifting dynamics models of DDCT with
single intermediate shaft are established. According to the
requirements of shifting quality, the quantitative control
objectives of the shifting process are proposed. Based on
the analysis of torque and speed characteristics of engine
and dual clutch during the shifting process, the fuzzy time
decision and the model-based torque coordinating control
strategy are produced to solve the problem of torque coor-
dination control of dual clutch and engine.

2. Five-Speed Dry DCT Dynamics Equations

2.1. Five-Speed Dry DCT Dynamic Model. The five-speed dry
DCT described in the paper is a complex system, which is
made up of dry dual clutch and its actuator, four synchro-
nizers and their actuators, single intermediate shaft, and gear
transmission mechanism. In order to study the dynamics
characteristics of single clutch in the starting process and
develop relevant coordinating control strategy, the following
assumptions should be made before modeling:

(1) both wheels’ moment of inertia and vehicle’s trans-
lational weight are converted into the transmission
output shaft. The engine output shaft and the input
shaft and intermediate shaft and output shaft of the
transmission are regarded as rigid body with dis-
tributed parameters, concentrated inertia, and fric-
tion damping;

(2) neglect the clutch actuator’s and synchronizers’
dynamics, as well as the heat fade of the clutch;

(3) neglect the elasticity between bearing and its block,
as well as the elasticity and gap in gear engagement.
The established five-speed dry DCT dynamics model
after simplification is shown in Figure 1. The relevant
parameters and variables are defined in the notation.

2.2. Shifting Dynamics Equations for Five-Speed Dry DCT. In
essence, the shifting process of DCT is to switch the working
state of dual clutch; that is, the previously engaged clutch
disengages and the previously disengaged clutch engages
at the same time. Among them, the working process of
disengaged and engaged clutch can be divided into three

Table 1: Three phases in shifting process.

Three phases in shifting process Main function

Zero torque transfer phase Quickly eliminating the vacant
distance

Sliding friction phase Torque and speed coordinating
Clutch fully engaged phase Stable operation

phases (taking the engaging of clutch as an example) as shown
in Table 1.

Zero Torque Transfer Phase. The vacant distance between the
driving plate and driven plate is quickly eliminated.

Sliding Friction Phase. The clutch driving plate and driven
plate begin to engage and transfer torque, and the torque is
gradually increased until the synchronization of the driving
plate and driven plate speed.

Clutch Fully Engaged Phase. The transmission is operating in
certain gear stably.

Due to the small effect of clutch engaging and disengaging
speed in zero torque transferred phase and clutch fully
engaged phase on the shifting quality, the attention is only
focused on torque coordinating control in sliding friction
phase in the paper.

To further analyze the sliding friction phase, this phase
is generally divided into torque phase and initial phase [6].
The torque phase is used for the torque switch of dual clutch
and the inertia phase is used to realize the synchronization of
engine speed and clutch target speed.

2.2.1. Shifting Dynamics Model of DCT in Sliding Friction
Phase. Taking the shifting from 1st to 2nd gear speed as an
example, in the DCT sliding friction phase, there exists a
torque overlap between two clutches to transfer engine torque
to the drive wheels, namely, 𝑇

𝑐1
decreases and 𝑇

𝑐2
increases

gradually with the clutch 1 disengaging and, meanwhile,
clutch 2 engaging little by little. It should be noted that the
power cycle may occur in the DCT shifting phase, so the
direction of clutch torque is determined by the sign of the
error of the clutch driving and driven plate speed. Finally the
shifting dynamics model of DCT in sliding friction phase can
be obtained by its dynamic analysis:

𝐼
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Figure 1: Five-speed dry DCT dynamics model.
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where sgn is symbolic function, and its expression is
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So the five-DOF model shown in (1) can be simplified to
the following two-DOF model:

𝐼
𝑒
̇𝜔
𝑒
= 𝑇
𝑒
− sgn (𝜔

𝑒
− 𝜔
𝑐1
) 𝑇
𝑐1
− sgn (𝜔

𝑒
− 𝜔
𝑐2
) 𝑇
𝑐2
− 𝑏
𝑒
𝜔
𝑒
,

𝐼
equ
𝑠

̇𝜔
𝑠
= sgn (𝜔

𝑒
− 𝜔
𝑐1
) 𝑇
𝑐1
𝐾
𝑐1

+ sgn (𝜔
𝑒
− 𝜔
𝑐2
) 𝑇
𝑐2
𝐾
𝑐2
− 𝑇
𝑓
− 𝑏

equ
𝑠

𝜔
𝑠
,

(5)

where 𝐼
equ
𝑠

, 𝑏equ
𝑠

are the equivalent moment of inertia and
rotating viscous damping coefficient, respectively; 𝐾

𝑐1
, 𝐾
𝑐2

are magnification factors of the torque transferred by clutch
1 and clutch 2, respectively, both of which are equivalently
converted to the transmission output shaft; that is,

𝐼
equ
𝑠

= 𝐼
𝑠
+ (𝐼
𝑚
+ 𝐼
𝑔1
) 𝑖
2

𝑎
𝜂 + 𝐼
𝑐1
𝑖
2

1
𝑖
2

𝑎
𝜂
2

+ (𝐼
𝑐2
+ 𝐼
𝑔2
) 𝑖
2

2
𝑖
2

𝑎
𝜂
2

,

𝑏
equ
𝑠

= 𝑏
𝑠
+ 𝑏
𝑚
𝑖
2

𝑎
𝜂 + 𝑏
𝑐1
𝑖
2

1
𝑖
2

𝑎
𝜂
2

+ 𝑏
𝑐2
𝑖
2

2
𝑖
2

𝑎
𝜂
2

,

𝐾
𝑐1
= 𝑖
1
𝑖
𝑎
𝜂
2

,

𝐾
𝑐2
= 𝑖
2
𝑖
𝑎
𝜂
2

.

(6)

2.2.2. Dynamics Model of DCT In-Gear Stable Operation
Phase. Still taking the shifting from 1st to 2nd gear speed as
an example, the speed of engine is equal to that of the engaged
clutch driven plate before and after the shifting process. Based
on this constrain, dynamics model of DCT in-gear stable
operation can be obtained from (6). The dynamics model of
DCT in 1st speed gear stable operation is

𝐼
equ1
𝑠

̇𝜔
𝑠
= 𝑇
𝑒
𝐾
𝑒1
− 𝑇
𝑓
− 𝑏

equ1
𝑠

𝜔
𝑠
. (7)

The dynamics model of DCT in 2nd speed gear stable
operation is

𝐼
equ2
𝑠

̇𝜔
𝑠
= 𝑇
𝑒
𝐾
𝑒2
− 𝑇
𝑓
− 𝑏

equ2
𝑠

𝜔
𝑠
, (8)

where 𝐼equ1
𝑠

, 𝐼equ2
𝑠

are equivalent moment of inertia in 1st and
2nd gear speed in stable operation, respectively; 𝑏equ1

𝑠
, 𝑏equ2
𝑠

are equivalent rotating viscous damping coefficient in 1st and
2nd gear speed in stable operation, respectively; 𝐾

𝑒1
, 𝐾
𝑒2
are

themagnification factors of the torque output by engine in 1st
and 2nd gear speed in stable operation, respectively, both of
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which are equivalently converted to the transmission output
shaft; that is,

𝐼
equ1
𝑠

= 𝐼
𝑠
+ (𝐼
𝑚
+ 𝐼
𝑔1
) 𝑖
2

𝑎
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𝑒
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2

1
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2

𝑎
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2

+ (𝐼
𝑐2
+ 𝐼
𝑔2
) 𝑖
2

2
𝑖
2

𝑎
𝜂
2

,

𝐼
equ2
𝑠

= 𝐼
𝑠
+ (𝐼
𝑚
+ 𝐼
𝑔1
) 𝑖
2

𝑎
𝜂 + 𝐼
𝑐1
𝑖
2

1
𝑖
2

𝑎
𝜂
2

+ (𝐼
𝑐2
+ 𝐼
𝑔2
+ 𝐼
𝑒
) 𝑖
2

2
𝑖
2

𝑎
𝜂
2

,

𝑏
equ1
𝑠

= 𝑏
𝑠
+ 𝑏
𝑚
𝑖
2

𝑎
𝜂 + (𝑏

𝑐1
+ 𝑏
𝑒
) 𝑖
2

1
𝑖
2

𝑎
𝜂
2

+ 𝑏
𝑐2
𝑖
2

2
𝑖
2

𝑎
𝜂
2

,

𝑏
equ2
𝑠

= 𝑏
𝑠
+ 𝑏
𝑚
𝑖
2

𝑎
𝜂 + 𝑏
𝑐1
𝑖
2

1
𝑖
2

𝑎
𝜂
2

+ (𝑏
𝑐2
+ 𝑏
𝑒
) 𝑖
2

2
𝑖
2

𝑎
𝜂
2

,

𝐾
𝑒1
= 𝑖
1
𝑖
𝑎
𝜂
2

,

𝐾
𝑒2
= 𝑖
2
𝑖
𝑎
𝜂
2

.

(9)

It should be noted that the dynamic characteristics of
the synchronizer are not considered in the dynamics model
above for its small effect on shifting quality. That means the
2nd speed gear has already been engaged before the shifting
process and the 1st speed gear is still engaging after the
shifting process. In addition, the shifting dynamics model
of DCT in other speed gears can be obtained in the similar
method of the shifting from 1st speed gear to 2nd speed gear.

3. Objectives of Shifting Control and
Shifting Process Analysis

3.1. Shifting Quality. The Shock intensity and sliding friction
work are usually used to evaluate the shifting quality. And the
Shock intensity in the sliding friction phase can be expressed
as

𝑗 =
𝑟

𝑖
𝑎
𝐼
𝑠

𝑑𝑇
𝑚𝑠

𝑑𝑡
=

𝑟

𝑖
𝑎
𝐼
𝑠

(𝑖
1

𝑑𝑇
𝑐1

𝑑𝑡
+ 𝑖
2

𝑑𝑇
𝑐2

𝑑𝑡
) . (10)

It can be noticed from (10) that the Shock intensity 𝑗

is proportional to the derivative of the transmission output
torque 𝑇

𝑚𝑠
; meanwhile 𝑇

𝑚𝑠
is determined by the torque

transferred by clutch 1 and clutch 2. Therefore, in theory, if
the torque transferred by the dual clutch satisfies a certain
relationship, namely, 𝑑𝑇

𝑚𝑠
/𝑑𝑡 = 0, the total output torque

remains constant. That means the Shock intensity 𝑗 remains
constant zero and no impact produced in the shifting process.

The Shock intensity is as follows at the moment when
the clutch driving plate speed and driven plate speed is
synchronized:

𝑗 =
𝑖
1
𝑖
𝑎
𝑟

Δ𝑡
[ ̇𝜔
𝑐1
(𝑡
+

) − ̇𝜔
𝑐1
(𝑡
−

)]

=
𝑖
1
𝑖
𝑎
𝑟

Δ𝑡

𝐼
𝑒

𝐼
𝑒
+ 𝐼

equ
𝑐1

[ ̇𝜔
𝑒
(𝑡
−

) − ̇𝜔
𝑐1
(𝑡
−

)] ,

(11)

where ̇𝜔
𝑐1
(𝑡
−

), ̇𝜔
𝑐1
(𝑡
+

) are the angular acceleration of clutch
driven plate before and after the moment when the speed is
synchronous; ̇𝜔

𝑒
(𝑡
−

) is the angular acceleration of engine out-
put shaft before the moment when the speed is synchronous;

𝑡 is the moment when the clutch driving plate speed and
driven plate speed are synchronous; Δ𝑡 is the sampling time
of angular acceleration, whose value is determined by the
longitudinal vibration frequency range that human body can
withstand, taking Δ𝑡 = 20ms in the paper [11].

Equation (11) obviously shows that, in order to reduce
the impact of clutch driving and driven plate, it is necessary
to minimize the difference of angular acceleration between
them at the synchronous moment.

The sliding friction work in the shifting phase can be
expressed as

𝐿 = ∫

𝑡𝑓

𝑡0

(𝑇
𝑐1

𝜔𝑒 − 𝜔
𝑐1

 + 𝑇
𝑐2

𝜔𝑒 − 𝜔
𝑐2

) 𝑑𝑡, (12)

where 𝑡
0
, 𝑡
𝑓
are the moment when the shifting begins and

ends, respectively.
Compared with the DCT starting process, the shifting

time of DCT is shorter and the sliding friction work is less.
Meanwhile, the sliding friction work is proportional to the
shifting time approximately, so the shifting time can represent
the slipping friction work generated during the shifting
process. In this paper, the shifting time thus is regarded as the
measure of slipping friction work, whichmeans if the shifting
time is within a reasonable range, the sliding friction work
is acceptable. The domestic and international research shows
that the shifting time of DCT is generally controlled within
0.5 to 0.8 s [12].

3.2. Objectives of Shifting Control. Based on the analysis of
the shifting quality, the following quantitative shifting control
objectives are obtained.

(1) Shifting without impact: during the entire shifting
phase, the acceleration of the vehicle remains constant
and the Shock intensity is identically equal to zero.
Namely, 𝑎 = 𝑎

Init and 𝑗 ≡ 0, where 𝑎Init is the vehicle
acceleration in the shifting beginning moment.

(2) Reasonable shifting time: the shifting time needs to
be shortened and satisfy 𝑡 ∈ [0.5, 0.8] under the
condition ofmeeting the driver’s intention and vehicle
and road conditions.

(3) Avoid the power cycle: it should be ensured that the
engine speed is greater than or equal to the dual clutch
driven plate speeds in sliding friction phase at the
same time: 𝜔

𝑒
≥ 𝜔
𝑐1
and 𝜔

𝑒
≥ 𝜔
𝑐2
.

4. Shifting Fuzzy Time Strategy and
Torque Coordinating Control

The slip friction process control in the shifting process, as
shown in Figure 4, can be specialized as first, according to the
intention of the driver, vehicle states, and road conditions, the
target shifting time is obtained through the fuzzy reasoning
(including the torque phase time and the inertia phase time);
second, the online genetic algorithm is adopted to optimize
the torque phase time and inertial phase time; then the target
speed of engine and the target angular acceleration of the two
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Figure 2: Shifting process control block diagram.

clutch driven plates are determined in the shifting process
based on the shifting control quantitative targets; finally,
the engine demand torque and the two clutches transmitted
torque are calculated through the engine closed-loop control
and model-based torque control.

“Shifting starting signal” in Figure 2 is determined by
shifting schedule, and “shifting completing signal” refers to
the speed synchronization signal of the engine and the clutch
driven plate in upshifting process; meanwhile, it refers to the
signal that the clutch separates and its torque becomes zero
in downshifting process.

4.1. Target Shifting Time Fuzzy Determination

4.1.1. The Influence Factors of Shifting Time. Shifting time is
affected and restricted by the factors as follows.

(1) Throttle opening and its changing rate: a relative
big throttle opening and its changing rate indicate a
shorter desired shifting time and vice versa; it means
a longer desired shifting time.

(2) Engine output torque: the smaller the engine output
torque is, the worse its load-carrying capacity is. And
thus the clutch engaging process should slow down
to avoid the flameout of the engine at the expense of
shifting time. And when the engine output torque is
relatively large, it accelerates the engaging process to
shorten the shifting time.

(3) Transmission ratio changes before and after shifting:
the greater the ratio changes before and after the
shifting mean the bigger the vehicle longitudinal
acceleration and dynamic load in the shifting process.
To improve the shifting quality, slowing down the
clutch engaging speed and extending the shifting time
are required. Therefore, the shifting time from 1st
speed gear to 2nd speed gear should be longer than
from 2nd to 3rd.

(4) Road slope: the bigger the uphill road slope is, the
smaller the engine backup power is. At thismoment, a
quick engagement would undoubtedly render a large
shifting impact and may also lead to engine flameout.
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Figure 4: Target speed sketch map when upshifting.

Thus, the shifting time should be extended as the road
gradient increases.

4.1.2. Shifting Time Fuzzy Reasoning [13]. Target shifting time
should be determined by considering the combined effect of
the above factors. However, in view of the realization, road
slope is not taken into account. Besides, in order to overcome
the shortcomings of large data store under multivariate [14],
hierarchical fuzzy reasoning is adopted to determine the
target shifting time. Firstly, the driver’s intention is reasoned
fuzzily by the accelerator pedal opening 𝛽 and its variation
rate ̇𝛽, and then the target shifting time is obtained by fuzzy
reasoning, according to the driver’s intention 𝐼 and engine
target torque 𝐼ref

𝑒
.

(1) Input language variable values and domains: acceler-
ator pedal opening 𝛽 ∈ {very small (VS), small (S),
middle (M), big (B), very big (VB)}; its domain is [0∼
100]; itsmembership function is shown in Figure 3(a).

Accelerator pedal opening variation rate ̇𝛽 ∈

{negative big (NB), negative middle (NM), negative
small (NS), zero (Z), positive small (PS), positive
middle (PM), positive big (PB)}; its domain is [−50∼
50]; its membership function is shown in Figure 3(b).
Engine output torque𝑇

𝑒
∈ {small (S), middle (M), big

(B)}; its domain is [0∼250]; its membership function
is shown in Figure 3(c).

(2) Output language variable values and domains: driver’s
intention 𝐼 ∈ {very slow (VS), slow (S), middle (M),
fast (F), very fast (VF)}; as for abstract quantity, its
domain is [0∼100]; its membership function is shown
in Figure 3(d).
Shifting time 𝑡 ∈ {very small (VS), small (S), middle
(M), big (B), very big (VB)}; its domain is {0.5∼0.8};
its membership function is shown in Figure 3(e).
Its membership function is shown in Figure 3(b).

(3) Fuzzy reasoning rules table andmapping relationship
between input and output variables: driver’s intention

Table 2: Driver’s intention fuzzy reasoning rules table (upshifting).

Accelerator pedal
opening

Accelerator pedal opening variation (%/s2)
NB NM NS Z PS PM PB

VS VS VS VS S M M F
S VS VS S M M F F
M VS VS S M M F VF
B VS S M F F VF VF
VB VS S M F F VF VF

Table 3: Driver’s intention fuzzy reasoning rules table (downshift-
ing).

Accelerator pedal
opening

Accelerator pedal opening variation rate (%/s2)
NB NM NS Z PS PM PB

VS VS VS VS S M M F
S VS VS S M M F F
M VS VS S M M F VF
B VS S M F F VF VF
VB VS S M F F VF VF

Table 4: Shifting time fuzzy reasoning rules table.

Engine output torque
𝑇
𝑒

Accelerator pedal opening degree 𝛽/%
VS S M F VF

S VB B B M M
M B M S S VS
B B M S VS VS

fuzzy reasoning rules and mapping relationship sur-
faces between input and output variables are shown
in Tables 2 and 3 and Figure 3(f), respectively. Shifting
time fuzzy reasoning rules mapping relationship sur-
faces between input and output variables are shown in
Table 4 and Figure 3(g), respectively.

4.1.3. Time Distribution Based on Genetic Algorithm. The
time distribution strategy between torque phase and inertial
phase is based on genetic algorithm.

According to driving condition, vehicle condition, and
road condition, the time amount of torque phase and inertial
phase in the shifting process has been already determined, but
the specified time distribution between them is still needed.
What is more important is that the time distribution between
the two phases determines the values of sliding friction work
and impact degree and thus influences the shifting feeling.
Focused on this problem, the real-time time distribution
strategy between torque phase and inertial phase based on
genetic algorithm is proposed in the following paper. The
time variables 𝑡

1
− 𝑡
0
and 𝑡
2
− 𝑡
1
are obtained by minimizing

the sliding friction work in the process from 𝑡
0
to 𝑡
2
.

The fitness function is determined as follows.
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During the period of 𝑡
0
to 𝑡
2
, only clutch 2 produces

sliding friction work. In view of this, the sliding friction
calculating equation is as follows:

𝑊min = ∫

𝑡2

𝑡0

(𝑇
𝑐2


𝜔
ref
𝑒

− 𝜔
ref
𝑐2


) 𝑑𝑡

= ∫

𝑡1

𝑡0

(𝑇
𝑐2


𝜔
ref
𝑒

− 𝜔
ref
𝑐2


) 𝑑𝑡

+ ∫

𝑡2

𝑡0

(𝑇
𝑐2


𝜔
ref
𝑒

− 𝜔
ref
𝑐2


) 𝑑𝑡.

(13)

The quality of each solution is evaluated by the fitness
function. The bigger the fitness function is, the better is the
quality of the solution, therefore the genetic algorithm fitness
function can be determined as follows:

fitness = 1

𝑊min
. (14)

The optimization variable is 𝑡
1
(where 𝑡

0
< 𝑡
1
< 𝑡
2
).

According to the principle of genetic algorithm, the optimal
variable 𝑡

1
can be obtained after a certain amount of iterative

computation, and then the torque phase and inertial phase
time are obtained which are 𝑡

1
− 𝑡
0
and 𝑡
2
− 𝑡
1
, respectively.

It is noteworthy that it is hard to guarantee the real-time
adopting the online genetic algorithm, but the genetic algo-
rithm has the characteristic of fast convergence on starting
search. This paper has been verified by offline simulation
and a superior optimal result will be obtained after a certain
amount of iterative computation and thus by this way can
resolve the problem of genetic algorithm online optimization
which is hard to guarantee its real-time performance.

4.2. The Target Speed and the Angular Acceleration Deter-
mination. To the realization of “no impact shifting,” the
clutch 1 and clutch 2 driven plate in shifting process should
maintain a constant angular acceleration. Combined with
the shifting process characteristics described and the shifting
time determined previously, the target speed curves of engine
and clutch can be further obtained.

4.2.1. Upshifting Speed and Angular Acceleration Determina-
tion. Target speed in upshifting process is shown in Figure 4,
where 𝑡

0
is the shifting start time; 𝑡

1
is the torque phase ending

time; 𝑡
2
is the traditional inertial phase ending time; 𝛼Init

1
,

𝛼
Init
2

are the driven plate angular accelerations of clutch 1 and
clutch 2 at the shifting beginning moment; 𝛼1

𝑒
is engine target

angular acceleration in the first stage of inertia phase; 𝛼2
𝑒
is

engine target angular acceleration in the slip friction stage of
inertia phase.

From “no impact shifting” principle, the following equa-
tion can be obtained:

𝛼
1
= 𝛼

Init
1

, 𝛼
2
= 𝛼

Init
2

. (15)

In this equation, 𝛼
1
, 𝛼
2
are the driven plate target angular

accelerations of clutch 1 and clutch 2 in shifting process.

According to the “reduce or avoid power cycle” control
target, in torque phase of upshifting process as shown in
Figure 4, engine target speed should be bigger than or equal
to clutch 1 driven plate target speed. For the convenience of
calculation, assume that the two speeds are equal; that is,

𝜔
𝑒
= 𝜔
𝑐1
. (16)

As depicted in Figure 4, the whole shifting time should be
the sum of the torque phase time and the inertia phase time;
that is,

𝑡 = 𝑡
2
− 𝑡
0
. (17)

The method to confirm the shifting time 𝑡 has been
given in details in previous section. According to the pre-
established time ratio of torque phase and inertial phase, the
value of (𝑡

1
− 𝑡
0
) and (𝑡

2
− 𝑡
1
) can be determined. Based on

the target angular acceleration and shifting time, the engine
target speed at the moment 𝑡

1
and the driven plate target

speed of clutch 2 at the moment 𝑡
2
can be obtained:

𝜔
𝑒
(𝑡
1
) = 𝛼

Init
1

(𝑡
1
− 𝑡
0
) + 𝜔
𝑒
(𝑡
0
) ,

𝜔
𝑐2
(𝑡
2
) = 𝛼

Init
2

𝑡 + 𝜔
𝑐2
(𝑡
0
) .

(18)

Here, 𝜔
𝑒
(𝑡
0
), 𝜔
𝑐2
(𝑡
0
) are the speed of engine and clutch 2

driven plate at shifting start moment.
Tomeet the requirement of speed synchronization, in the

first stage of inertial phase, engine target angular acceleration
is

𝛼
1

𝑒
=
[𝜔
𝑒
(𝑡
1
) − 𝜔
𝑐2
(𝑡
2
)]

(𝑡
2
− 𝑡
1
)

. (19)

To reduce the vehicle impact in the synchronization
moment, the microslip friction stage is introduced to the
inertia phase. The purpose of this phase is to accelerate the
speed of the engine output shaft in order to make the angular
acceleration between the engine output shaft and the clutch 2
driven plate as close as possible

𝛼
2

𝑒
= 𝛿𝛼
2
. (20)

In this equation, the value of 𝛿 is within [0, 1]. The
bigger 𝛿 is, the smaller the angular acceleration deviation
between engine and clutch 2 driven plate is at the synchro-
nization moment. Besides, the impact will be smaller, but
the synchronization time will increase. And vice versa a
shorter synchronization time is needed but higher angular
acceleration deviation and the impact. Therefore, it needs
to weigh the effect of impact and the shifting time when
choosing 𝛿.

In addition, in upshifting process, microslip friction stage
begins when the following constrain is met:

(𝜔
𝑒
− 𝜔
𝑐2
) ≤ 𝜔Const. (21)

In this equation, 𝜔Const is the speed deviation threshold.
Different values of 𝛿 and 𝜔Const will render the change of

target curves in microslide friction stage, so the introduction
of microslip friction can get relatively smaller impact by
sacrificing a certain shifting time.
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Figure 5: Target speed sketch map when downshifting.

4.2.2. Speed and Angular Acceleration Determination in the
Downshifting Process. The target speed of downshifting pro-
cess is shown in Figure 5; 𝑡

3
is the shifting start time; 𝑡

4
is the

inertial phase ending time; 𝑡
5
is the torque phase start time;

𝑡
6
is the torque phase ending time.
Similar to upshifting process, in downshifting process,

driven plate target angular accelerations of clutch 1 and clutch
2 and the engine target speed in torque phase can also be
obtained from (15) and (16).

The engine target speed at the moment 𝑡
3
and the driven

plate target speed of clutch 2 at the moment 𝑡
4
are as follows:

𝜔
𝑒
(𝑡
3
) = 𝜔
𝑐2
(𝑡
3
) , 𝜔

𝑐1
(𝑡
4
) = 𝛼

Init
2

(𝑡
4
− 𝑡
3
) + 𝜔
𝑐1
(𝑡
3
) .

(22)

The engine target angular acceleration in the first stage of
inertial phase is

𝛼
1

𝑒
=
[𝜔
𝑐1
(𝑡
4
) − 𝜔
𝑒
(𝑡
3
)]

(𝑡
4
− 𝑡
3
)

. (23)

The engine target angular acceleration in slip friction
stage of inertial phase is

𝛼
2

𝑒
= 𝛿𝛼
1
. (24)

In downshifting process, microslip friction stage begins
when the following constrain is met:

(𝜔
𝑐1
− 𝜔
𝑒
) ≤ 𝜔Const. (25)

4.3. The Target Torque Determination

4.3.1. Engine Target Torque Determination. The PID control
can be adopted to realize the closed-loop tracking of engine
speed after the determination of engine target torque in the
shifting process. The engine target torque is expressed as

𝑒 = 𝜔
Tar
𝑒

− 𝜔
𝑒
,

𝛼 = 𝐾
𝑃
𝑒 + 𝐾
𝐼
∫ 𝑒 𝑑𝑡 + 𝐾

𝐷

𝑑𝑒

𝑑𝑡
, 𝑇

𝑒
= 𝑓 (𝛼, 𝜔

𝑒
) ,

(26)

where 𝜔
Tar
𝑒

, 𝜔
𝑒
are the target and actual speed of engine

respectively; 𝐾
𝑃
, 𝐾
𝐼
, 𝐾
𝐷

are proportional, integral, and
differential coefficients in the PID control of engine speed;
𝛼 is the engine throttle opening.

4.3.2. The Calculation of Model-Based Target Torque Trans-
ferred by Clutch. After obtaining the target angular speed of
engine and clutch’s driven plate, the target torque transferred
by clutch in the shifting process can be calculated as follows
based on DCT dynamical model.

(1) Torque Phase in Upshifting Process. As shown in Figure 2,
clutch 1’s torque gradually declines to zero, while clutch 2’s
torque rises up synchronously in this phase. Provided that the
shifting time 𝑡 has been predetermined and the time taken by
torque phase and inertial phase is the same, the target torque
of clutch 1 and clutch 2 can be gained based on the dynamics
model expressed in (5):

𝑇
𝑐1
= 𝑇

Init
𝑐1

− ∫

𝑡1

𝑡0

𝑇
Init
𝑐1

(𝑡
1
− 𝑡
0
)
𝑑𝜏,

𝑇
𝑐2
=

𝐼
equ
s 𝛼
2
/𝑖
2
𝑖
𝑎
+ 𝑇
𝑓
+ 𝑏

equ
s 𝜔
𝑠
− 𝑇
𝑐1
𝐾
𝑐1

𝐾
𝑐2

,

(27)

where 𝑇Init
𝑐1

is the torque transfer by clutch 1 at the starting
moment of shifting.

(2) Inertial Phase in Upshifting Process.The torque transfer by
clutch 1 has already declined to zero in this phase; meanwhile,
as for clutch 2, the torque remains constant; that is,

𝑇
𝑐1
= 0, 𝑇

𝑐2
=

𝐼
equ
𝑠

𝛼
2
/𝑖
2
𝑖
𝑎
+ 𝑇
𝑓
+ 𝑏

equ
𝑠

𝜔
𝑠
− 𝑇
𝑐1
𝐾
𝑐1

𝐾
𝑐2

.

(28)

(3) Inertial Phase in Downshifting Process. As the inertial
phase in upshifting process, the torque transfer by clutch 1
and clutch 2 is as follows:

𝑇
𝑐1
= 0, 𝑇

𝑐2
=

𝐼
equ
𝑠

𝛼
2
/𝑖
2
𝑖
𝑎
+ 𝑇
𝑓
+ 𝑏

equ
𝑠

𝜔
𝑠
− 𝑇
𝑐1
𝐾
𝑐1

𝐾
𝑐2

.

(29)

(4) Torque Phase in Downshifting Process. As the torque phase
in upshifting process, the torque transfer by clutch 1 and
clutch 2 is as follows:

𝑇
𝑐1
=

𝐼
equ
𝑠

𝛼
1
/𝑖
1
𝑖
𝑎
+ 𝑇
𝑓
+ 𝑏

equ
𝑠

𝜔
𝑠
− 𝑇
𝑐2
𝐾
𝑐2

𝐾
𝑐2

,

𝑇
𝑐2
= 𝑇

Init
𝑐2

− ∫

𝑡6

𝑡5

𝑇
Init
𝑐1

(𝑡
6
− 𝑡
5
)
𝑑𝜏,

(30)

where 𝑇Init
𝑐2

is the torque transfer by clutch 2 at the zero hour
of torque phase.
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4.3.3.TheModification of Desired Torque Transfer by Clutches.
Considering that the above-mentioned desired torque is
obtained based on DCT dynamics model, in the practical
application, however, factors such as response characteris-
tics of clutch actuator, parameter variation, and external
disturbance ought to be fully taken into account. Thus a
torque close-loopmodification is applied, as expressed by the
following equations:

𝑇
𝑐

𝑐𝑖
= 𝑇
𝑜

𝑐𝑖
+ Δ𝑇
𝑐
, 𝑖 = 1, 2, (31)

where 𝑇𝑜
𝑐𝑖
is clutch’s desired torque obtained from the model,

𝑇
𝑐

𝑐𝑖
is the modified clutch torque, and Δ𝑇

𝑐
is the torque mod-

ification in close-loop, as defined by the following equations:

𝑒 = 𝜔
Tar
𝑐

− 𝜔
𝑐
,

Δ𝑇
𝑐
= 𝑘
𝑝
𝑒 + 𝑘
𝑖
∫ 𝑒 𝑑𝑡 + 𝑘

𝑑

𝑑𝑒

𝑑𝑡
,

(32)

where 𝜔
Tar
𝑐

, 𝜔
𝑐
are the desired and actual speeds of clutch

driven plate, respectively; 𝑘
𝑝
, 𝑘
𝑖
, 𝑘
𝑑
are proportional, integral

and differential coefficients in the PID control of clutch
driven plate speed, respectively.

5. Simulation Analysis and Results

Based on the DCT dynamics model, fuzzy shifting time
decision, and torque coordinating control strategies, the
simulation model of shifting control in DCT vehicles is
established on MATLAB/Simulink software platform and
the upshifting and downshifting process are simulated and
analyzed, respectively.

5.1. Simulation Analysis of Upshifting Process. In terms of
upshifting process, the simulation is analyzed from three
aspects: driver different shifting intentions, different speed
gears shifting, and open-plus-closed-loop speed control of
clutch driven plate.

5.1.1. Driver Different Shifting Intentions. Driver different
shifting intentions can be reflected by the throttle opening. In
the case of shifting from 1st speed gear to 2nd speed gear, the
corresponding simulation results of shifting process under
throttle openings of 20% and 50% are shown in Figure 6.

As shown in Figure 6(a), the engine and clutch have
a higher rotate speed, a higher angular acceleration, and a
shorter shifting time (0.6064 s, excluding the microsliding
phase) under 50% throttle opening in comparison to a 20%
throttle opening (0.7162 s); Besides, the angular acceleration
deviation factor 𝛿 is 0.4 in both working conditions. With
50% throttle opening clutch 2 angular acceleration is higher,
so the microsliding time is shorter and the fast shifting
demands can be better satisfied under large throttle opening.

Figure 6(b) illustrates that the Shock intensity is 0 under
two conditions for adopting the nonimpact shifting principle.
But the vehicle Shock intensity at the synchronizing moment
is relatively larger, even slightly exceeding the required
standard (10m/s3) due to the corresponding larger acceler-
ation deviation under a 50% throttle opening. To dig the

reason more detail, the current engine torque needs to meet
the driver’s demand torque after synchronization. However,
during this process, the Shock intensity is proportional to the
changing rate of engine output torque. Thus, a larger throttle
opening leads to a larger torque changing rate and a larger
Shock intensity.

In Figure 6(c), the peak Shock intensity has already
exceeded the maximum limitation under the 50% throttle
opening. A solution to the problem is to increase angular
acceleration deviation factor 𝛿 at the sacrifice of shifting time
at the synchronizing moment. As shown in Figure 6(c), the
shifting time increases from 1.152 s to 1.24 s and accordingly
the Shock intensity declines to the required range at the
synchronizing moment after increasing 𝛿.

As shown in Figure 6(d), compared with 20% throttle
opening. The driver demands larger torque in the whole
shifting process under 50% throttle opening. In addition, as
the vehicle transmission ratio decreases, the clutch is required
to transmit a relatively larger torque in order to realize
the nonimpact shifting process. However, the engine output
torque finally breaks away from the constraint of TCU torque
requirements after engagement, restoring to the demanded
torque level.

Figure 6(e) illustrates that a larger friction work is gen-
erated under 50% throttle opening, which is mainly caused
by larger speed and torque differences between driving and
driven plate (as shown in Figure 6(a) and Figure 6(d), resp.).

The variation of vehicle speed under two working condi-
tions can be seen in Figure 6(f).

5.1.2. The Shifting Process between Different Speeds. To vali-
date the fact that a large transmission ratio switch theoreti-
cally takes a longer shifting time, it is necessary to simulate
the shifting process from 1st to 2nd and 3rd to 4th, as
described in Figure 7. The simulation is performed under
30% throttle opening and 0.4 angular acceleration deviation
factor. Moreover, for convenience, different initial speeds of
engine and clutch driven plate are set according to different
working conditions and the shifting process is enabled after
0.4 s and the delayed period is used for the engagement of the
synchronizer.

Figure 7(a) shows the comparison of shifting time from
1st to 2nd and 3rd to 4th speed gear upshifting process,
which takes 0.6738 s and 0.6052 s, respectively. Besides, in
the process of 3rd to 4th speed gear upshifting, the initial
angular acceleration should be smaller, so it needs to reduce
speed deviation threshold value in (20) otherwise a too
small desired angular acceleration will be generated during
microsliding phase and the shifting time is prolonged.

Figure 7(b) shows a comparison in terms of Shock
intensity in shifting process of 1st to 2nd and 3rd to 4th with
the same angular acceleration deviation factor 𝛿 (0.4). In the
process of 3rd to 4th speed gear, the angular acceleration of
clutch driven plate is relatively smaller which also means a
smaller angular speed deviation between engine and clutch
driven plate at the synchronizing moment. No doubt that
the vehicle Shock intensity is also smaller. After synchroniz-
ing, the Shock intensity, however, is mainly determined by
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Figure 9: Simulation results of shifting from 2nd to 1st speed gear downshifting process.

the changing rates of engine torque, so the Shock intensity
holds the same value in both processes, as depicted in
Figure 7(b).

A shorter time is needed in the shifting from 3rd to 4th
speed gear upshifting process in comparison with the shifting
from 1st to 2nd as described in Figure 7(c).

As shown in Figure 7(d), the approximately equal friction
work is generated. It is mainly because the speed and torque
differences between clutch driving and driven plates are
almost the same in the two working conditions.

Figure 7(e) describes a relatively stable speed variation,
which has no large raised or depressed curves during the
shifting process in both working conditions. It indicates a
smooth riding performance.

5.1.3. The Influence of Clutch Actuator’s Hysteresis. Suppose
that the torque transfer by clutch 2 has a 0.1 s delay. Under
this circumstance, the open-loop control and closed-loop
modification of speeds are separately simulated and analyzed,
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Figure 10: Five-speed dry DCT real vehicle chassis dynamometer
test.

as depicted in Figure 8. Similarly, the attention is mainly
focused on the hysteresis influence of clutch torque in torque
phase.

As expressed in Figure 8(a), the existence of clutch 2
actuator’s hysteresis decreases engine load-torque, which
accounts for the engine speed’s sharp rise in open-loop
control; Moreover, because of the transmission torque reduc-
tion, the accelerations of clutch 1 and clutch 2 driven plates
decrease accordingly. The influence of clutch 2 actuator’s
hysteresis, however, can be totally eliminated by adopting
closed-loop modification.

As depicted in Figure 8(b), clutch 2 actuator’s torque
hysteresis also causes the variation of vehicle acceleration,
which gives reasons for the large vehicle Shock intensity at
the beginning of torque phase and after torque phase. The
Shock intensity can be narrowed in a relatively small range by
introducing closed-loop modification, which consequently
increases the shifting-fell and riding comfort a lot.

As shown in Figure 8(c), at the beginning of torque
phase, the torque clutch 2 transfer has a 0.1 s delay, therefore
inducing the speed variation of clutch 2’s driven plate, which
can only be compensated by decreasing control accuracy
and effect. The use of closed-loop modification, however,
basically removes the torque hysteresis, restoring clutch 2’s
actual torque to its original value.

Figure 8(d) illustrates the friction work generated under
two types of control methods is similar. That is because
the existence of the hysteresis of clutch 2’s actuator, to
some extent, decreases the actual transferred torque, but
meanwhile, the speed error between driving and driven plates
is enlarged. So the gross friction work varies hardly.

Figure 8(e) shows the vehicle speed. Due to the existence
of torque hysteresis transferred by clutch, the introducing
of closed-loop modification control is advantageous for the
control accuracy and the shifting feeling of vehicle.

5.2. Simulation of Down Shifting Process. As the up and
downshifting process is similar, a brief simulation is shown
in terms of shifting from 2nd to 1st speed gear downshifting
process with the assumptions of 30% throttle opening and
20 km/h initial vehicle speed, which is depicted in Figure 9.

As shown in Figures 9(a) and 9(c), the downshifting
process begins at 0.4 s, which starts with an inertia phase.

In this phase clutch 1 transmits zero torque while clutch 2
gradually slips to the sliding-friction-position and transmits
an invariant torque. Meanwhile, in order to be synchronized
rapidly between engine and clutch 1, the engine torque needs
be actively adjusted. As the speed differences between engine
and clutch 1 driven plate reach a certain threshold, it turns
to microsliding friction stage. The engine torque decreases
and the angular acceleration of engine output shaft reduces
correspondingly, which can guarantee a minor angular accel-
eration error of the clutch 1 driven plate at the synchronizing
moment. After that, a torque phase is followed. In this phase,
clutch 2 transmits a gradually declined torque, while clutch 1
transmits a rising torque. The torque changing rule of clutch
meets a certain relationship, which ensures the vehicle has a
constant acceleration. In the end, the engine output torque
gradually comes to the driver demand; therefore the vehicle
acceleration is varied slowly.

Figures 9(a), 9(b), and 9(e) indicate that the Shock
intensity maintains zero in the downshifting process, though
vibrating a little at the synchronizingmoment, which satisfies
the required standard. In addition, the shifting time is
comparatively rational. With a small friction power, it can be
completely accepted. The vehicle speed varies smoothly and
the shifting comfort is also comparatively well.

The simulation analysis of upshifting and downshifting
process illustrates that the proposed model-based torque
coordinating control strategy can not only satisfy each index
of the shifting quality, but also well adapt to driver shifting
intentions and different speed gears shifting. Besides, the con-
trol strategy can solve the control error caused by the clutch
actuator’s hysteresis and external disturbance efficiently. To
some degree, the system has a good robustness.

6. The Dry DCT Real Vehicle Chassis
Dynamometer Test

Based on the simulation result, the MAP related to starting
control strategy of DCT real vehicle is recalibrated. The real
dry DCT vehicle chassis dynamometer test is performed
based on NEDC after completing development of the DCT
software.The test picture and NEDC test results are shown in
Figures 10 and 11, respectively.

Figures 11(e) and 11(i) shows that, in the continuous
shifting process of DCT vehicle under the NEDC driving
condition, the impact degree is 𝑗 ≤ 10m/s3 and the shifting
time remains less than 0.8 s, which prove that the proposed
shifting control strategy can ensure the shifting smoothness
and realize the fast and reliable shifting. Moreover, making
an analysis of Figures 11(g), 11(h), 11(i), 11(j), 11(k), and 11(l),
a conclusion can also be drawn that each speed gear and
its synchronizer strictly satisfy the transmission relationship
expressed in Figure 1, and depending on the switch of dual
clutches’ position, the five-speed dry DCT accomplishes the
shifting process when the target gear synchronizer is already
preengaged in advance.

As can be seen from Figures 12(a)–12(c), when the vehicle
shifts from 1st gear to 2nd gear with a less than 50% throttle
opening, the shifting time is 0.74 s and Jerk intensity is below
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Figure 11: DCT sample vehicle revolving drum test based on NEDC.

6m/s3; thus the shifting quality is effectively guaranteed.
Besides, the trend of engine speed as shown in Figure 12(d)
is consistent with the upshifting characteristic described in
Figure 4 and the simulation result in Figure 6(a), which
validate the effectiveness of the proposed control strategies.

7. Conclusions

Consider the following.

(1) The control objectives of the shifting process are
proposed. Based on the analysis of torque and speed
characteristics of engine and dual clutches during
the shifting process, the fuzzy time decision and the
model-based torque coordinating control strategy are
proposed. The shifting quality of prototype car with
DCT has been simulated under different driving con-
ditions on the Matlab/Simulink software platform.
Experimental results show that the shifting control
strategy proposed in this paper can not only meet
the shifting quality requirements and adapt to the
various shifting conditions, but also effectively reduce
the control error caused by the factors such as the
hysteresis of clutch actuator and external interfer-
ences. Besides, the shifting control strategy has strong
robustness.

(2) The five-speed dry DCT real vehicle chassis dyna-
mometer test based on NEDC illustrates that the dry
DCT can realize power shifting and improve shifting
quality, thus the effectiveness and feasibility of fuzzy

time decision and the model-based torque control
strategy are valuable.

Notation

𝐼
𝑒
: Equivalent moment of inertia of engine
crankshaft (including flywheel) and clutch
driving plate

𝐼
𝑐1
: Equivalent moment of inertia of clutch 1
driven plate, transmission input shaft
number 1 (solid part), and relevant odd
number gears

𝐼
𝑐2
: Equivalent moment of inertia of clutch 2
driven plate, transmission input shaft
number 2 (hollow part), and its relevant
even number speed gears

𝐼
𝑚
: Equivalent moment of inertia of
transmission intermediate shaft and its
relevant gears final drive driving part

𝐼
𝑠
: Equivalent moment of inertia of final

drive driven part, differential gears, axle
shafts, wheels, and complete vehicle,
which are equally converted into
transmission output shaft

𝑏
𝑒
: Rotating viscous damping coefficient of
engine output shaft

𝑏
𝑐1
: Rotating viscous damping coefficient of
transmission input shaft number 1

𝑏
𝑐2
: Rotating viscous damping coefficient of
transmission input shaft number 2
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Figure 12: 1st to 2nd gear shifting process under suburban driving condition.

𝑏
𝑚
: Rotating viscous damping coefficient of
transmission intermediate shaft

𝑏
𝑠
: Equivalent rotating viscous damping

coefficient of axle shafts and wheels, which
are equally converted into transmission
output shaft

𝜔
𝑒
: Angular speed of engine crankshaft

𝜔
𝑐1
: Angular speed of clutch 1 driven plate (or
transmission input shaft number 1)

𝜔
𝑐2
: Angular speed of clutch 2 driven plate (or
transmission input shaft number 2)

𝜔
𝑚
: Angular speed of transmission
intermediate shaft

𝜔
𝑠
: Angular speed of transmission output
shaft

𝜔
𝑤
: Angular speed of wheels, which are

equally converted into transmission
output shaft

𝑇
𝑒
: Engine output torque

𝑇
𝑓
: Driving resistance torque which is equally

converted into transmission output shaft
𝑇
𝑐1
, 𝑇
𝑐2
: Transfer torque of clutch 1 and clutch 2

𝑇
𝑐𝑚1

, 𝑇
𝑐𝑚2

: Torque of transmission input shafts
number 1 and number 2 acting on
intermediate shaft

𝑇
𝑚𝑐1

, 𝑇
𝑚𝑐2

: Torque of transmission intermediate shaft
reacting on input shafts number 1 and
number 2

𝐼
𝑔1
, 𝐼
𝑔3
, 𝐼
𝑔𝑟
: Moments of inertia of 1st, 3rd, and reverse
driven gears
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𝐼
𝑔2
, 𝐼
𝑔4
, 𝐼
𝑔5
: Moments of inertia of 2nd, 4th, and 5th

driving gears
𝑖
1
∼ 𝑖
5
, 𝑖
𝑎
: Forward gear ratios and final drive ratio

𝑟: The radius of wheel
𝛼: Engine throttle position
𝑓(𝛼, 𝜔

𝑒
): Engine output torque nonlinear function

𝜂: Transmission efficiency of transmission
shafts and final drive

𝜇
1
, 𝜇
2
: Kinetic friction coefficient among friction

plates of clutch 1 and clutch 2
𝑅
0
, 𝑅
1
: Internal and external radius of friction

plates of clutch
𝑥
1
, 𝑥
2
: Displacement of clutch 1 and clutch 2

𝐹(𝑥
1
), 𝐹(𝑥

2
): Positive pressure function of pressure plate
of clutch 1 and clutch 2

𝑇
𝐿

𝑐1
, 𝑇
𝐿

𝑐2
: Transfer torque after full engaging of

clutch which is determined by the engine
torque, speed, and vehicle resistance
torque

𝑚: Mass of vehicle
𝑔: Acceleration of gravity
𝑓: Rolling resistance coefficient
V: Vehicle velocity
𝐶
𝑑
: Wind drag coefficient

𝐴: Windward area
𝜃: Slope angle
𝛿: Correction coefficient of rotating mass.
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In response to the increasingly stringent emission regulations and a demand for ever lower fuel consumption, diesel engines
have become complex systems. The exploitation of any leftover potential during transient operation is crucial. However, even
an experienced calibration engineer cannot conceive all the dynamic cross couplings between the many actuators. Therefore, a
highly iterative procedure is required to obtain a single engine calibration, which in turn causes a high demand for test-bench time.
Physics-based mathematical models and a dynamic optimisation are the tools to alleviate this dilemma. This paper presents the
methods required to implement such an approach. The optimisation-oriented modelling of diesel engines is summarised, and the
numerical methods required to solve the corresponding large-scale optimal control problems are presented. The resulting optimal
control input trajectories over long driving profiles are shown to provide enough information to allow conclusions to be drawn for
causal control strategies. Ways of utilising this data are illustrated, which indicate that a fully automated dynamic calibration of the
engine control unit is conceivable. An experimental validation demonstrates the meaningfulness of these results.Themeasurement
results show that the optimisation predicts the reduction of the fuel consumption and the cumulative pollutant emissions with a
relative error of around 10% on highly transient driving cycles.

1. Introduction

Optimal control of diesel engines becomes increasingly im-
portant. More stringent emission regulations [1, 2] require
the exploitation of the remaining potential of reducing the
emissions, not only in stationary operation but also especially
during transients [3, 4]. Simultaneously, the fuel consump-
tion has to be minimised for economic and environmental
reasons.

The classical approach to parameterise an engine control
unit (ECU) is to first derive stationary lookup maps. Subse-
quently, transient corrections are added to these static maps,
and heuristic feedforward parts are included. This approach,
which relies mainly on engineering experience, leads to a
highly iterative procedure when transient driving cycles need
to be considered. With the increasing complexity of mod-
ern engine systems, it becomes difficult for the calibration
engineer to conceive all the cross couplings between the
many actuators. A high demand for test-bench time results.

Furthermore, each new calibration of an engine requires
this manual procedure to be executed again. Particularly for
heavy-duty engines, which are usually employed in a variety
of applications, a fast and partially automated calibration
process is desirable.

Model-based approaches and mathematical optimisation
tools provide themeans for such an automation. For example,
during the calibration of the ECU, the static lookup maps
need to be optimised. This optimisation can be performed
directly on the engine [5], or mathematical models may be
used in place of the physical engine [6–8]. An overview
of modelling principles suitable for this approach can be
found in [9]. The information about the driving cycle to be
considered may be included by a weighting of the operating
range of the engine. This weighting matrix represents the
time during which the engine is operated at a certain engine
speed and load torque. Alternatively, a few relevant operating
points can be identified, and the optimisation is restricted
to those points [10, Chapter 7]. Identifying the parameters
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of a feedback controller can also be cast as an optimisation
problem. Again, the solution can be obtained directly on
the engine [11] or by a model-based approach [12]. Adaptive
methods aim to automatically improve the engine calibration
during normal operation [13].

Dynamics may be incorporated either online by model-
predictive control [14–16] or offline by an optimisation of the
control-trajectories over a representative driving profile. The
solution of such optimal control problems (OCPs), which
in the past were also obtained directly on the engine [17],
provides implications for well-suited control structures [18–
21]. The optimal control profiles with the corresponding
fuel consumption and pollutant emissions can be used as a
benchmark to disclose scenarios in which the performance
of the actual control system is suboptimal. An analysis of
these cases provides guidelines for the improvement of the
control structure, the feedforward control, and the reference-
trajectory generation. Another way of utilising the results
from optimal control is to use this data to train function
approximators such as artificial neural networks [22, 23].

In the literature referenced, it is stated that due to the
complexity of the system, OCPs for diesel engines can only be
solved over short time horizons of around 3 s to 10 s. Alterna-
tively, model simplifications such as a quasistationary treat-
ment are performed. However, to derive implications for a
suitable control structure or to train function approximators,
optimal solutions over long time horizons are required, based
on a detailed, fully dynamic engine model. Transient driving
cycles, which are used during the homologation procedure
and thus emulate a representative operation scenario of the
engine, are typically 20 to 30 minutes long.

This paper presents the means to calculate such optimal
solutions. The optimisation-oriented modelling of diesel
engines is summarised and extended to engineswith exhaust-
gas recirculation (EGR) in Section 2.2. Subsequently, the
problem formulation is detailed, and the numerical opti-
misation methods are described in Sections 2.3–2.6. The
presentation of the results is subdivided into three parts.
First, the performance of the numerical methods is analysed
in Section 3.1 and, subsequently, two case studies illustrate
how the results from the optimisation can be utilised in
Section 3.2. Finally, the experimental validation provided
in Section 3.3 demonstrates the meaningfulness and the
soundness of the approach.

A reader interested in the engineering aspects of the prob-
lem may focus on Sections 2–2.2, 2.6, and 3.2. Conversely, a
reader interested in the details of the optimisation method
and its performancemay concentrate on Sections 2.3–2.5 and
3.1.

Throughout the text, the derivative with respect to time
is denoted by ̇𝑥 = 𝑑𝑥/𝑑𝑡, whereas

∗

𝑥 designates a flow. Lower
and upper bounds are denoted by 𝑥 and 𝑥, and 𝑥 indicates a
reference value. Bold-face symbols such as x or X represent
vectors and matrices, respectively. The abbreviations and
symbols are summarised in the nomenclature section at the
end of the text, except for the specific notation used in
Sections 2.4 and 2.5.

Table 1: Main data of the engines used.

Engine A B
Displ. volume 𝑉

𝑑
(l) 8.7 3.0

Cylinders 𝑛cyl (—) 6 4
Bore/stroke (mm) 117/135 96/104
Compression ratio (—) 15.8 17.6
EGR — High pressure
Rated power (kW) 300 (1,650 rpm) 130 (2,900 rpm)
Max. torque (Nm) 1,720 (1,200 rpm) 420 (1,400 rpm)

2. Materials and Methods

This section introduces the engines used and presents all
methods required for the optimal control of diesel engines.
The numerical framework for optimal control as well as the
engine model is implemented in MATLAB 2013b (Math-
Works, Natick, MA, USA), running under 64bit Windows 8.
All computations are performed on a laptop computer with
an Intel Core i7-2760QM CPU running at a clock speed of
2.40GHz.

2.1. Engines. The relevant data of the two engines considered
here are provided in Table 1. Engine A is a heavy-duty engine
which is used in on-road and off-road applications. It does
not have an EGR system but relies on a selective catalytic-
reduction system (SCR) to reduce the engine-out NO

𝑥

emissions to the level imposed by the legislation. Engine B
is a light-duty engine that is used mainly in light commercial
vehicles. It has an EGR system but no SCR. Both engines are
equipped with a common-rail injection system and a diesel
particulate filter (DPF). The soot emissions are low enough
such that no active regeneration of the DPF is necessary.
The optimisation thus has to maintain a similar level of soot
emissions and should not produce large instantaneous soot
peaks.

2.2. Engine Modelling. During an optimisation, a vast num-
ber of model evaluations are performed. Either the model
function itself is evaluated, for example, during static calibra-
tion or when employing simultaneous methods for optimal
control [24], or a forward simulation of the model is used, for
example, for parametric studies or in the context of shooting
methods for optimal control [25, Sections 3.2–3.4].Therefore,
the model has to be simple to enable a fast execution. In
both cases described, partial derivatives need to be calculated
as well. If only standard mathematical operations are used,
automatic differentiation is applicable, which enables a fast
and accurate evaluation of partial derivatives [26, 27].

Besides being computationally efficient, models apt for
optimisation have to be smooth and quantitatively accurate,
capture all relevant qualitative trends, and provide plausible
extrapolation. These properties qualify the model itself or its
simulation as an “accurate and consistent function generator”
[25, Section 3.8]. As a fundamental requirement, the model
outputs have to be predicted using the control signals,
known parameters, and the ambient conditions only. Ideally,
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Figure 1: Structure of the engine model. The model for the engine
with EGR does include the grey signals, but not the dashed ones.

themodel can be identified using a small set ofmeasurements
in order not to cancel the reduction of test-bench time gained
by the application of model-based approaches. If the model
is able to predict the effects induced by influences that can
hardly be excited on the test bench, its value for parametric
studies is further enhanced.

Optimisation-orientedmodels are thus classified between
control-oriented and phenomenological models [28, 29].The
former only capture the trends relevant to control while being
as simple as to be implementable on the ECU. Due to the
presence of feedback control, the quantitative accuracy is of
minor importance, and the models have to be valid only in
a region around the setpoints of the controller. In contrast,
phenomenological models are used to perform predictive
parametric studies or to analyse specific effects. Since a high
execution speed is not critical, a single model evaluation
typically takes from a few seconds up to several hours [30].
Due to their complexity, such models often suffer from error
propagation [31, 32].

2.2.1. TheModel Used. An optimisation-oriented model for a
diesel engine without EGR is presented in [29, 33]. A classical
mean-value model for the air path is extended by thermal
models for the intake and the exhaust manifolds. Physics-
based setpoint-relative models are used for the combustion
efficiency, the in-cylinder processes, and the NO

𝑥
emissions.

However, since all setpointmaps are replaced by polynomials,
the model is smooth and apt for algorithmic differentiation.
The models for the fuel consumption and the NO

𝑥
emissions

capture the influence of the air-path state, the injection
pressure, and the injection timing, that is, the start of
injection (SOI).Themodelling errors are in the range of 0.6%
and 5%, respectively. For the soot emissions, the simplemodel
described in [34] is used. It captures the effects of the injection
pressure and the air-to-fuel ratio (AFR).

Figure 1 illustrates the general structure of the model.
Only the air path is modelled as a dynamic system, whereas
all phenomena occurring in the cylinders are assumed to be
instantaneous processes. The state variables x of the air path
are inputs to this static part of the model. The exhaust-gas
aftertreatment system (ATS) is included in the model only as
a flow restriction in the air path.The engine-out emissions are
limited directly in the optimisation problem.

2.2.2. Extension to EGR. Several submodels need to be added
or adapted for an engine with EGR. The dynamics in the
intake manifold comprise balances for the mass, the energy,

and the burnt-gas fraction. The corresponding differential
equations read

𝑑𝑝IM
𝑑𝑡

=
𝑅𝜅

𝑉IM
(
∗

𝑚CP𝜗IC +
∗

𝑚EGR𝜗EGR −
∗

𝑚cyl𝜗IM) , (1a)

𝑑𝜗IM
𝑑𝑡

=
𝑅𝜗IM

𝑝IM𝑉IM𝑐V
[𝑐
𝑝
(
∗

𝑚CP𝜗IC +
∗

𝑚EGR𝜗EGR −
∗

𝑚cyl𝜗IM)

− 𝑐V𝜗IM (
∗

𝑚CP +
∗

𝑚EGR −
∗

𝑚cyl)] ,

(1b)

𝑑𝑥BG,IM

𝑑𝑡
=

𝑅𝜗IM
𝑝IM𝑉IM

(
∗

𝑚EGR (𝑥BG,EM − 𝑥BG,IM)

− 𝑥BG,IM
∗

𝑚CP) .

(1c)

The burnt-gas fraction in the exhaust gas is

𝑥BG,EM =

𝑥BG,IM ⋅
∗

𝑚cyl + (1 + 𝜎
0
) ⋅
∗

𝑚fuel
∗

𝑚cyl +
∗

𝑚fuel

, (2)

where 𝜎
0
≈ 14.5 is the stoichiometric AFR.

The mass-flow through the EGR valve is modelled by a
simplified flow function for compressible fluids [1, Section
2.3.5]:

∗

𝑚EGR = 𝐴EGR ⋅
𝑝EM

√𝑅 ⋅ 𝜗EM
⋅ Ψ (

𝑝EM
𝑝IM

) , (3a)

Ψ (Π) = √
2

𝑘
Π
⋅ Π

⋅ (1 −
1

𝑘
Π
⋅ Π

), (3b)

𝐴EGR = 𝑘EGR,1 ⋅ 𝑢EGR + 𝑘EGR,2 ⋅ 𝑢
𝑘EGR,𝑒
EGR . (3c)

The factor 𝑘
Π

≈ 1.04 accounts for flow phenomena that
change the effective pressure ratio over the EGR valve. The
model for the EGR cooler has the same structure as the
intercooler model presented in [33].

An exhaust flap (EF) is installed directly after the turbine.
Its purpose is to choke the flow of exhaust gas such that the
pressure in the exhaust manifold increases.This higher back-
pressure enables higher EGRmass-flows.The EF is modelled
by a factor that reduces the effective opening area of the ATS:

𝑥EF = 1 − 𝑘EF,1 ⋅ 𝑢
𝑘EF,2
EF . (4)

Due to the lower oxygen concentration when EGR is
applied, the combustion efficiency is slightly reduced. The
factor

𝜂
𝜉O2

= 1 − 𝑎
𝜉O2

(𝑁eng, 𝑚fcc) ⋅

𝜉O2 − 𝜉O2



𝑏𝜉O2 (5a)

is appended as an additional multiplicative efficiency reduc-
tion. The reference oxygen mass-fraction before the com-
bustion, 𝜉O2 , as well as the exponential factor 𝑏𝜉O2 are scalar
parameters. The efficiency reduction is a function of the
engine operating point:

𝑎
𝜉O2

= 𝑎
0
+ 𝑎
1
⋅ 𝑁eng + 𝑎

2
⋅ 𝑚fcc. (5b)
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The ignition-delay model also has a multiplicative struc-
ture. The additional correction factor

𝜏
𝜉O2

= 1 − 𝑘lin ⋅ (𝜉O2 − 𝜉O2)

− 𝑘quad (𝑁eng, 𝑚fcc) ⋅ (𝜉O2 − 𝜉O2)
2

(6a)

is introduced, where the coefficient of the second-order term
is again a function of the engine operating point:

𝑘quad = 𝑘quad,0 + 𝑘quad,1 ⋅ 𝑁eng + 𝑘quad,2 ⋅ 𝑚fcc

+ 𝑘quad,3 ⋅ 𝑁
2

eng + 𝑘quad,4 ⋅ 𝑚
2

fcc + 𝑘quad,5 ⋅ 𝑁eng ⋅ 𝑚fcc.

(6b)

TheNO
𝑥
model inherently accounts for the change of the

temperature and of the composition of the intake air by the
EGR. However, since the combustion speed is changed by the
reduced oxygen availability, a smaller region in the cylinder
reaches a temperature that is sufficiently high for thermal
NO
𝑥
formation. This effect is found to depend on the engine

speed and therefore the factor

𝑥O2 = 𝜉
𝑘O2 ⋅𝑁eng
O2

(7)

is applied to the formation volume in the original NO
𝑥
model

[29].The effect of the EGR, which reduces the NO
𝑥
emissions

by a factor of up to 18, is predicted by the model with an
average magnitude of the relative error of 8%.

The simple soot model that is suitable for engine A does
not yield plausible results for engine B with EGR. Therefore,
no model for the soot emissions is used. In the OCP, the
corresponding limit is replaced by a lower bound on the AFR.

2.3. Numerical Optimal Control. A general formulation of an
OCP reads

min
x(⋅),u(⋅)

∫

𝑇

0

𝐿 (x (𝑡) , u (𝑡) ,𝜋 (𝑡)) 𝑑𝑡 (8a)

s.t. ̇x (𝑡) − f (x (𝑡) , u (𝑡) ,𝜋 (𝑡)) = 0, 𝑡 ∈ [0, 𝑇] ,

(8b)

∫

𝑇

0

g (x (𝑡) , u (𝑡) ,𝜋 (𝑡)) 𝑑𝑡 − ĝ ≤ 0, (8c)

c (x (𝑡) , u (𝑡) ,𝜋 (𝑡)) ≤ 0, 𝑡 ∈ [0, 𝑇] , (8d)

x (𝑡) ≤ x (𝑡) ≤ x (𝑡) , 𝑡 ∈ [0, 𝑇] , (8e)

u (𝑡) ≤ u (𝑡) ≤ u (𝑡) , 𝑡 ∈ [0, 𝑇] . (8f)

The goal is to find trajectories for the state variables x(𝑡) and
the control inputs u(𝑡) that minimise the integral cost (8a)
while satisfying the dynamics of the system (8b), the integral
inequality constraints (8c), and the time-variable path con-
straints (8d). (The integral cost 𝐿 is called a Lagrange term.
Every differentiable end cost, also called a Mayer term, can
be replaced by an equivalent Lagrange term.The latter is to be
preferred from a numerical point of view [25, Section 4.9].)

The simple bounds (8e) and (8f) represent the actuator
ranges, mechanical limits, and fixed initial or end conditions.
The system has 𝑛

𝑥
state variables, that is, x, f , x, x ∈ R𝑛𝑥 , and

there are 𝑛
𝑢
control inputs to the system,u,u, u ∈ R𝑛𝑢 . Several

time-variable parameters 𝜋 ∈ R𝑛𝜋 may be present. Finally,
there are 𝑛

𝑔
integral constraints and 𝑛

𝑐
path constraints, that

is, g, ĝ ∈ R𝑛𝑔 , and c ∈ R𝑛𝑐 , respectively.
Themost common approaches to tackle continuous-time

OCPs are outlined in Figure 2. The top level is inspired by
[35]. Partial overviews are provided in [36–38], and [39]
presents a brief historical outline. Solving the Hamilton-
Jacobi-Bellman equation, which is a partial differential equa-
tion subject to the model equations, is practicable only for a
system with few state variables and control inputs. Similar to
its discrete-time equivalent, dynamic programming, it suffers
from the curse of dimensionality for larger systems. Likewise,
the indirect approach can hardly be applied to large and
complex problems. If the first-order optimality conditions
can be derived analytically, still a two-point boundary-
value problem (BVP) needs to be solved. The dynamics of
the costate variables however are ill-conditioned, and it is
impossible to derive a good initial guess for the general case.

Directmethods start by discretising the full OCP.Afinite-
dimensional, constrained nonlinear optimisation problem
results. This type of problem is termed nonlinear program
(NLP). Due to the performance and the robustness of
current NLP solvers, this approach is a means to an efficient
numerical solution of large-scale, complex OCPs.

Within direct methods, two main approaches exist. The
sequential approach, also called single shooting, discretises
only the control inputs, and a forward simulation is used
to evaluate the model. Although this method is simple
to implement, the resulting NLP is highly nonlinear and
sensitive [25, Sections 3.3 and 3.4], which limits the length
of the time horizon. Furthermore, consistent derivatives have
to be available for the solution of the NLP [25, Section
3.8], which requires the use of custom ODE solvers. Finally,
instabilities of the model can lead to a failure of the ODE
solver and thus a premature termination of the optimisation.

The alternative to the sequential approach is to discretise
the state trajectories along with the control inputs. The entire
continous-time problem is “transcribed” into a large but
extremely sparse NLP, which fully includes the discretised
state trajectories. No forward simulation is performed, and
the model ODEs are only satisfied after the solution of the
NLP.This simultaneous optimisation and simulation resolves
the problems encountered by the sequential approach. One
drawback is that the accuracy of the solution of the ODEs
is coupled to the discretisation of the control inputs. An
iterative mesh refinement may be necessary to obtain a suffi-
ciently accurate solution. A recent overview of simultaneous
approaches is provided in [24, 40], while [41] unveils the
beginnings of these methods.

2.3.1. Direct Collocation. Collocation methods are a family of
integration schemes often used for the direct transcription
of OCPs [42–47]. In contrast to other Runge-Kutta schemes,
they represent the state trajectories on each integration inter-
val as polynomials and thus provide a continuous solution.
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Numerical optimal control

Hamilton-Jacobi-Bellman equation
“Tabulation in state space”
→ Dynamic programming (discrete systems)
− Curse of dimensionality

Indirect methods
“Optimise, then discretise”
→ Pontryagin, solve two-point BVP
− Hamiltonian dynamics ill-conditioned
− Initialisation of the BVP difficult
− First-order optim. cond. “by hand”

Direct methods
“Discretise, then optimise”
→ Transform into NLP

+ Flexible
+ Efficient (sparsity)
+ Robust (with respect to 

Control parameterisation
“Sequential approach” → ODE always feasible
+ Simple to implement
− Sensitivity (“tail wags the dog”)
− ODE solver has to provide consistent sensitivities

Single shooting
Only discretised

control inputs in NLP

Multiple shooting
Small intervals
→ Initial state of each interval in NLP

Direct transcription
Apply discretisation scheme to ODE
→ All discretised control inputs and state vars. in NLP

Local
Low order, fine grid

+ Arbitrary mesh and order (local refinement)
+ Sparsity

Direct collocation
Families of implicit Runge-Kutta schemes that represent state trajectory by polynomial → continuous solution

Global: pseudospectral methods
One single interval, extremely high order

+ Accuracy of integration
− Grid prescribed, poor approximation of nonsmoothness

Pseudospectral patching
Few intervals, medium to high order

Hermite-Simpson
Lobatto, 3rd order

Crank-Nicholson
Lobatto, 2nd order

Euler backward
Radau, 1st order

Control and state parameterisation
“Simultaneous approach” → ODE satisfied only after optim.
+ Many degrees of freedom during optimisation
+ Sparsity | + Can handle unstable systems
− Same discretisation of control inputs and state variables

initialisation)

Figure 2: Overview of the most prominent methods for the numerical solution of optimal control problems.

The method chosen here is the family of Radau col-
location schemes [48]. It provides stiff accuracy and stiff
decay (or L-stability) [48], [49, Section 3.5]. L-stable schemes
approximate the true solution of a stiff system when the
discretisation is refined. Furthermore, the integral and the
differential formulations of Radau collocation are equivalent
[47]. This property is necessary to construct a consistent
transcription of the OCP at hand.

Historically, two different branches of direct collocation
methods evolved, which is indicated in Figure 2. On the
one hand, low-order methods originated from the forward
simulation of ODEs. A step-size adaptation is used to
compensate for the low order. On the other hand, pseu-
dospectral methods originally evolved in the context of partial
differential equations within fluid dynamics. In their purest
form, these methods do not subdivide the time horizon into
intervals but represent the state variables as single high-
order polynomials. The order of these polynomials may
be increased to achieve a higher accuracy. In the context
of direct collocation, these two branches can be cast in a
unified framework that allows for an arbitrary order on each
collocation interval. Nowadays, approaches that selectively
refine the step size and the collocation order represent the
state of the art [50, 51].

2.3.2. Nonlinear Programming. Before the equations for
direct collocation and the structure of the resulting NLP are
derived, the fundamentals of solving NLPs are summarised.

This outline enables the interpretation of the performance
of different solvers on the problem at hand. Neither com-
pleteness is claimed nor a proper mathematical foundation
is followed. Several textbooks on the subject are available, for
example, [52, 53].

An NLP is formulated as

min
𝜔

𝐹 (𝜔) (9a)

s.t. g (𝜔) = 0, g ∈ R
𝑛𝑔 , (9b)

h (𝜔) ≤ 0, h ∈ R
𝑛ℎ . (9c)

By the introduction of the Lagrangian function

L (𝜔,𝜆
𝑔
,𝜆
ℎ
) := 𝐹 (𝜔) + 𝜆

𝑇

𝑔
g (𝜔) + 𝜆𝑇

ℎ
h (𝜔) , (10)

the first-order necessary conditions for the NLP (9a)–(9c),
also known as the Karush-Kuhn-Tucker (KKT) conditions,
become

∇
𝜔
L (𝜔
∗

,𝜆
∗

𝑔
,𝜆
∗

ℎ
) = 0, (11a)

∇
𝜆𝑔
L (𝜔
∗

,𝜆
∗

𝑔
,𝜆
∗

ℎ
) = g (𝜔∗) = 0, (11b)

∇
𝜆ℎ
L (𝜔
∗

,𝜆
∗

𝑔
,𝜆
∗

ℎ
) = h (𝜔∗) ≤ 0, (11c)
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𝜆
∗

ℎ
≥ 0, (11d)

𝜆
∗

ℎ,𝑖
⋅ ℎ
𝑖
(𝜔
∗

) = 0, 𝑖 = 1, . . . , 𝑛
ℎ
. (11e)

The matrix of the first partial derivatives of all constraints
is called the Jacobian. The second-order sufficient condi-
tions require the Hessian of the Lagrangian, ∇2

𝜔
L(𝜔,𝜆

𝑔
,𝜆
ℎ
),

projected on the null-space of the Jacobian, to be positive
definite. This projection is termed the “reduced Hessian.”

Equality-constrained problems can be solved by applying
Newton’s method to the nonlinear KKT conditions. After
some rearrangements, one obtains the KKT system

(
∇𝐹 (𝜔

𝑘
)

g (𝜔
𝑘
)
) + [

∇
2

𝜔
L (𝜔
𝑘
,𝜆
𝑔,𝑘
) ∇g (𝜔

𝑘
)

∇g(𝜔
𝑘
)
𝑇

0
] ⋅ (
𝜔 − 𝜔

𝑘

𝜆
𝑔

) = 0,

(12)

which is solved during each Newton iteration 𝑘. The solution
of the quadratic program (QP)

min
p

1

2
p𝑇∇2
𝜔
L (𝜔
𝑘
,𝜆
𝑔,𝑘
) p + ∇𝐹(𝜔

𝑘
)
𝑇p (13a)

s.t. ∇g(𝜔
𝑘
)
𝑇p + g (𝜔

𝑘
) = 0, (13b)

with p = 𝜔 − 𝜔
𝑘
, is equivalent to the solution of (12).

Applying Newton’s method to the KKT conditions thus can
be interpreted as sequential quadratic programming (SQP).

To ensure progress from remote starting points, two
different globalisation strategies are used. The line search
approach first defines a direction and searches along this
direction until an acceptable step length is found. The most
popular search direction is the Newton direction defined by
(12) or (13a) and (13b). In contrast, the trust-region approach
defines a region, for example, a ball, around the current
point in which a model for 𝐹—usually also a quadratic
approximation—is assumed to be reliable. The trust-region
radius is adjusted by assessing the model accuracy observed
over the last step. In proximity of the solution, both
approaches reduce to the standard Newton iteration on the
KKT conditions, which exhibits quadratic convergence.

Quasi-Newton Approximations. In the KKT system (12) or
the QP (13a) and (13b), the exact Hessian of the Lagrangian
can be replaced by a quasi-Newton (QN) approximation.This
substitution is possible since the current Lagrangemultipliers
𝜆
𝑔,𝑘

only occur implicitly in the Hessian itself. The basic idea
is to utilise the curvature information obtained along theNLP
iterations to construct an approximation of the exact Hessian.
The most prominent method is the limited-memory BFGS
update [54], named after its discoverers C. G. Broyden, R.
Fletcher, D. Goldfarb, andD. F. Shanno.This update preserves
the positive definiteness of a usually diagonal initialisation.

Inequality Constraints. To solve inequality-constrained (IC)
problems, two fundamentally different approaches are used
nowadays. On the one hand, the idea of SQP can be extended
to the IC case. These methods model (9a)–(9c) as an IC QP

at each iteration. The search direction p
𝑘
for a line search is

thus the solution of the QP

min
p

1

2
p𝑇∇2
𝜔
L (𝜔
𝑘
,𝜆
𝑔,𝑘
,𝜆
ℎ,𝑘
) p + ∇𝐹(𝜔

𝑘
)
𝑇p (14a)

s.t. ∇g(𝜔
𝑘
)
𝑇p + g (𝜔

𝑘
) = 0, (14b)

∇h(𝜔
𝑘
)
𝑇p + h (𝜔

𝑘
) ≤ 0. (14c)

On the other hand, interior-point (IP) methods penalise the
violation of the ICs by a logarithmic barrier function. The
problem

min
𝜔

𝐹 (𝜔) − 𝜏

𝑛ℎ

∑

𝑖=1

log (−ℎ
𝑖
) (15a)

s.t. g (𝜔) = 0, (15b)

is solved, while the barrier parameter 𝜏 is decreased itera-
tively. The solution for one value is used to initialise the next
iteration.

Both approaches to handle IC problems exhibit some
advantages but also suffer from specific drawbacks.Themain
difference is that, within an SQP method, the structure of
the QP approximation changes from iteration to iteration,
whereas for IP methods, this structure is invariant. As a
consequence, an IP method can afford to derive a good fac-
torisation of the KKT system once to ensure a fast calculation
of the Newton steps. Direct solvers for large, sparse linear
systems are readily available. In contrast, an SQP method
relies on a QP solver that detects the set of active ICs for the
current QP approximation by itself. This solver thus has to
deal with a constantly changing problem structure, which is
usually handled by updates of the initial factorisation.

This difference is closely related to the two basic
approaches to solve the KKT system. On the one hand, the
full-matrix approach relies on a direct, symmetric indefinite
factorisation of the KKT matrix. In this context, various
software packages are available, for example, MA27/57/97
[55], MUMPS [56], or PARDISO [57]. On the other hand,
the decomposition approach calculates and updates the null-
space basis matrix. However, for large sparse problems, the
reduced Hessian is much denser than the Hessian itself.
Since dense linear algebra has to be applied to the reduced
system, this approach is only computationally efficient when
the number of the degrees of freedom is small.

The most important points concerning the advantages
and the drawbacks of the SQP and IPmethods are stated next
[58].

(i) It is difficult to implement an exact-Newton SQP
method. The main pitfalls are the nonconvexity of
the QP subproblems when the exact Hessian is used
and that SQP methods often rely on custom-tailored
linear algebra. The latter limits the flexibility of those
algorithms to adopt the latest developments in soft-
ware and hardware technology.

(ii) IP methods are most efficient when relying on the
exact second derivatives. Furthermore, they usually
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converge in fewer inner iterations, even for very large
problems, and may utilize the latest “off-the-shelf ”
linear algebra software.

(iii) Applying IP solvers to the QPs in an SQP framework
had limited success because they are hard to warm-
start [25, Section 4.13]. In short, an IP solver, which
follows a central path and approaches the constraint
surface orthogonally, faces sensitivity problems when
forced to step onto the solution path perpendicularly.

NLP Solvers Used. The following list characterises the NLP
solvers used here.

SNOPT 7.2 [59], a proprietary solver implementing an
SQP algorithm based on a decomposition approach
(LU factorisation) and a line-search globalisation. It
cannot use exact second derivatives but relies on a
BFGS update.
IPOPT 3.11.0 [60], an open-source solver implement-
ing a primal-dual IP method using a line-search
globalisation. As linear solver, MUMPS [56] with
METIS preordering [61] is used. IPOPT provides a
BFGS update but can also exploit the exact second
derivatives.
WORHP 1.2-2533 [62]. This solver tackles the QPs
within an SQP framework by an IP solver that can be
efficiently warm-started. A line-search globalisation
and various partitioned BFGS updates are imple-
mented. The default linear solver MA97 is used.
WORHP is free for academic use.
KNITRO 8.0 [63], a proprietary solver that pro-
vides three algorithms, namely, an SQP trust-region
method and two IP methods. The latter rely either
on a direct solver and a line search or on a pro-
jected conjugate-gradient (CG)method to solve trust-
region subproblems. Exact and QN methods are
implemented.

2.3.3. Direct Collocation of Optimal Control Problems. Radau
collocation represents the state 𝑥(𝑡) of the scalar ODE ̇𝑥 =

𝑓(𝑥) on the interval [𝑡
0
, 𝑡
𝑓
] as a polynomial, say of degree

𝑠. The time derivative of this polynomial is then equated to
the values of 𝑓 at 𝑠 collocation points 𝑡

0
< 𝜏
1
< 𝜏
2
⋅ ⋅ ⋅ <

𝜏
𝑁
= 𝑡
𝑓
. The left boundary 𝜏

0
= 𝑡
0
is a noncollocated point.

The notation 𝑥
𝑗
:= 𝑥(𝜏

𝑗
) is adopted. The resulting system of

equations reads

(

̇𝑥
1

̇𝑥
2

...
̇𝑥
𝑠

) ≈ [d
0
, D̃]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

=:D
⋅(

𝑥
0

𝑥
1

𝑥
2

...
𝑥
𝑠

)
!

= (

𝑓(𝑥
1
)

𝑓 (𝑥
2
)

...
𝑓 (𝑥
𝑠
)

) . (16)

Each of these 𝑠 equations (index 𝑖) is a sum of linear terms
and one nonlinear term:

𝑑
0,𝑖
⋅ 𝑥
0
+

𝑠

∑

𝑗=1

𝐷
𝑖𝑗
⋅ 𝑥
𝑗
− 𝑓 (𝑥

𝑖
) = 0. (17)

The collocation nodes are defined as the roots of Legendre
polynomials and have to be computed numerically [64,
Section 2.3]. Lagrange interpolation by barycentric weights
is used to calculate the differentiation matrix D along with
the vector of quadrature weightsw [65]. Here, the step length
ℎ = 𝑡
𝑓
− 𝑡
0
is assumed to be included in D and w. The latter

is used to approximate the definite integral of a function 𝑔(𝑡)
as ∫𝑡𝑓
𝑡0

𝑔(𝑡)𝑑𝑡 ≈ ∑
𝑠

𝑗=1
𝑤
𝑗
𝑔(𝜏
𝑗
).

The collocation naturally extends to a system of ODEs;
that is, ̇x = f(x). To simplify the notation, the state variables
are assumed to be stacked in a row vector; that is, x, f ∈ R1×𝑛𝑥 .
Equation (16) becomes a matrix equation in R𝑠×𝑛𝑥 :

D ⋅ [
x
0

X] = F (X) , (18)

where the rows of X and F correspond to one collocation
point each. In turn, the columns of X and F represent one
state variable and its corresponding right-hand side at all
collocation points.

When the OCP (8a)–(8f) is transcribed, all functions
and integrals have to be discretised consistently. Here, 𝑘 =

1, . . . , 𝑚 integration intervals [𝑡
𝑘−1

, 𝑡
𝑘
] are used with 0 =

𝑡
0

< 𝑡
1
⋅ ⋅ ⋅ < 𝑡

𝑚
= 𝑇. The collocation order 𝑠

𝑘
can be

different for each interval. Summing up the collocation points
throughout all integration intervals results in a total of 𝑀 =

𝑙(𝑚, 𝑠
𝑚
) discretisation points. The “linear index” 𝑙 thereby

corresponds to collocation node 𝑖 in interval 𝑘:

𝑙 := 𝑙 (𝑘, 𝑖) = 𝑖 +

𝑘−1

∑

𝛼=1

𝑠
𝛼
. (19)

The following NLP results:

minx⋅ ,u⋅

𝑀

∑

𝑙=1

𝑊
𝑙
⋅ 𝐿 (x
𝑙
, u
𝑙
) (20a)

s.t. D(𝑘) ⋅ [
[

X(𝑘−1)
𝑠𝑘−1 ,⋅

X(𝑘)
]

]

− F (X(𝑘),U(𝑘)) = 0, 𝑘 = 1, . . . , 𝑚,

(20b)

𝑀

∑

𝑙=1

𝑊
𝑙
⋅ g (x
𝑙
, u
𝑙
) − ĝ ≤ 0, (20c)

c (x
𝑙
, u
𝑙
) ≤ 0, 𝑙 = 1, . . . ,𝑀. (20d)

The simple bounds (8e) and (8f) are imposed at each discre-
tisation point and are not restated here. The vector of the
“global” quadrature weights W results from stacking the
vectors of the quadrature weights w(𝑘) of each interval 𝑘 after
removing the first element, which is zero.

The Lagrangian of the NLP (20a)–(20d) is the sum of the
objective (20a) and all constraints (20b), (20c), and (20d),
which are weighted by the Lagrangemultipliers𝜆. To simplify
the notation, the Lagrange multipliers are grouped according
to the problem structure. The 𝑛

𝑥
⋅ 𝑠
𝑘
multipliers for the

discretised dynamic constraints on each integration interval
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Figure 3: Sparsity structure of the Jacobian of the NLP resulting
from the transcription of a continuous-time OCP by Radau colloca-
tion. Four collocation intervals are used, all with collocation order
1 except for the third interval which is of order 4. Characteristically
for Radau collocation, the zeroth point only contributes linearly to
the first dynamic constraint of the first interval.The variables at each
discretisation point are ordered as (u𝑇

𝑙
, x𝑇
𝑙
)
𝑇.

𝑘 are denoted by 𝜆(𝑘)
𝑑
, the 𝑛

𝑔
multipliers for the integral

inequalities are stacked in 𝜆
𝑔
, and the 𝑛

𝑐
multipliers for the

path constraints at each discretisation point 𝑙 are gathered in
the vector 𝜆

𝑐,𝑙
.

The Lagrangian can be separated in the primal variables
𝜔
𝑙
= 𝜔
(𝑘)

𝑖
:= (x(𝑘)

𝑖
, u(𝑘)
𝑖
). The element Lagrangian L

(𝑘)

𝑖
at

collocation node 𝑙 reads

L
(𝑘)

𝑖
= 𝑊
𝑙
⋅ 𝐿 (𝜔
𝑙
)

+ x(𝑘)
𝑖

⋅ (

𝑁𝑘

∑

𝑗=1

𝐷
(𝑘)

𝑗𝑖
𝜆
(𝑘)

𝑑,𝑗
+ 𝛿
(𝑘)

𝑖

𝑁𝑘+1

∑

𝑗=1

𝑑
(𝑘+1)

0,𝑗
𝜆
(𝑘+1)

𝑑,𝑗
)

− f (𝜔(𝑘)
𝑖
)𝜆
(𝑘)

𝑑,𝑖
+𝑊
𝑙
⋅ 𝜆
𝑇

𝑔
g (𝜔
𝑙
) + 𝜆
𝑇

𝑐,𝑙
c (𝜔
𝑙
) .

(21)

The Lagrangian of the full NLP is obtained by summing these
element Lagrangians. The Hessian of the Lagrangian thus is
a perfect block-diagonal matrix with uniformly sized square
blocks of size (𝑛

𝑢
+ 𝑛
𝑥
).

Similarly, the Jacobian of the objective function and the
constraints exhibits a sparse structure. Figure 3 provides an
example. Exploiting the fact that only the derivatives of the
model functions at each discretisation point are required to
construct all derivative information of the NLP is crucial for
an efficient solution [66]. In fact, the least number of model
evaluations possible and thus a perfect sparsity exploitation
are achieved by this procedure. Shared-memory parallel
computing can be applied to further speed up the model
evaluations, and a sparse matrix format has to be used in
order not to be restricted by memory limitations for large
problems.

The KKT system (12) is constructed from the Hessian of
the Lagrangian and the Jacobian of the constraints.Therefore,
it is very sparse in the case of direct collocation, and direct
solvers are able to efficiently solve this linear system of
equations.

2.4. Mesh Refinement. The idea of an iterative mesh refine-
ment is to first solve a coarse approximation of the
continuous-time OCP. This solution is used to identify
regions where the discretisation needs refinement. Step-size
refinement for relatively low-order collocation is considered
here, and, consistently, the error is estimated by the local
truncation error. For Radau collocation, a more detailed
analysis of the convergence of the transcribed problem
towards the continuous one is provided in [46].

The truncation error 𝜏 is of order 𝑠 + 1:

x = x(1) + 𝜏(1), (22a)

𝜏
(1)

= c ⋅ ℎ𝑠+1. (22b)
Here, x denotes the state at the end of the interval, that
is, x := x(𝑡

𝑘
+ ℎ), and x(𝑝) is its approximation using 𝑝

integration steps.The factors c depend on themodel function
f and therefore are not constant. However, over the time
horizon of one integration step, assuming a constant value
of c is reasonable. (Another common assumption is that the
solution has a “memory” and thus 𝑐

𝑖,𝑘+1
/𝑐
𝑖,𝑘

≈ 𝑐
𝑖,𝑘
/𝑐
𝑖,𝑘−1

. In
step-size control for ODE solvers, the two models may be
combined [48].)

By subdivision of the interval into 𝑝 equal steps, a more
accurate approximation of the exact solution is obtained:

x = x(𝑝) + 𝜏(𝑝), (23a)

𝜏
(𝑝)

= 𝑝 ⋅ c ⋅ ( ℎ
𝑝
)

𝑠+1

=
c ⋅ ℎ𝑠+1

𝑝𝑠
=
𝜏
(1)

𝑝𝑠
. (23b)

By equating the exact solution x in (22a) and (23a), with
𝑝 = 2, an estimate for the absolute and the relative truncation
error of the original approximation is obtained:

𝜏
(1)

≈
x(2) − x(1)

1 − 2−𝑠
, 𝜏

(1)

𝑖
=
𝜏
(1)

𝑖

𝑥
(1)

𝑖

, for 𝑖 = 1, . . . , 𝑛
𝑥
. (24)

For the refined approximation, the estimate

𝜏
(𝑝)

𝑖
≈
𝜏
(𝑝)

𝑖

𝑥
(1)

𝑖

≈
1

𝑝𝑠
⋅
𝜏
(1)

𝑖

𝑥
(1)

𝑖

=
𝜏
(1)

𝑖

𝑝𝑠
(25)

results. The magnitude of this relative error has to be smaller
than the desired relative tolerance 𝜀rel. Solving for 𝑝 yields the
state-variable individual step refinement

𝑝
𝑖
= [
[
[
[

𝑘 ⋅ (


𝜏
(1)

𝑖



𝜀rel
)

1/𝑠

]
]
]
]

. (26)

The “safetymargin” 𝑘 ensures that the desired tolerance ismet
on the new grid. The final step refinement is chosen as the
maximum among all 𝑝

𝑖
.

In the context of optimal control, a value of 𝑘 < 1

may be convenient. Since again an OCP is solved on the
new grid, the control inputs may change. Thus, the exact
solution of theODEs as well as the error of the approximation
changes. Due to this changing nature of the problem, it
may be advantageous to refine the grid in multiple cautious
iterations instead of trying to enforce the desired accuracy by
a single refinement step.
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2.5. Regularisation. In continuous-time OCPs, singular arcs
are defined as time intervals over which the Hamiltonian
becomes affine in at least one control input. (TheHamiltonian
is the continuous-time equivalent of the Lagrangian. It can be
shown that the KKT conditions of the transcribed problem
are equivalent to the continuous first-order necessary condi-
tions for optimality [45, 67].) On singular arcs, the optimal
solution thus is not defined by the first-order optimality
conditions, and the second-order sufficient conditions are
not strictly satisfied since the second derivatives are zero.
In indirect methods, a workaround is to consider time
derivatives of the Hamiltonian of increasing order until the
singular control input appears explicitly [68].

The presence of singular arcs introduces problems when a
directmethod is chosen to numerically solve theOCP.A good
overview is provided in [69, Section 4.5]. Loosely spoken,
the better the continuous problem is approximated, the more
exactly the singular nature of the problem is revealed. Thus,
a fine discretisation of the problem may lead to unwanted
effects. Namely, spurious oscillations can be observed along
singular arcs. This behaviour is intensified whenever the
solution follows trajectory constraints.

In [69, Section 4.5], a method based on the “piecewise
derivative variation of the control” is proposed to regularise
the transcribed singular OCPs.Thereby, the square of the dif-
ference in the slope of each control input in two neighbouring
intervals, that is, the local curvature, is added to the objective
as a penalty term.The regularisation term for a scalar control
input 𝑢 is

𝐿 reg (𝑢⋅) := 𝑐
𝑀
⋅ ̇Var2
𝑡𝑁

(𝑢
⋅
) = 𝑐
𝑀
⋅
1

2

𝑀−1

∑

𝑙=3

𝑠𝑙+1 − 𝑠
𝑙



2

, (27)

where 𝑠
𝑙
= (𝑢
𝑙
− 𝑢
𝑙−1
)/(𝑡
𝑙
− 𝑡
𝑙−1
) is its slope in interval 𝑙.

The summation starts at 𝑙 = 3 since the first point is not
a collocation point in Radau methods and thus the control
input at this point does not have a meaning and is usually
excluded from the NLP. The factor 𝑐

𝑀
is chosen as

𝑐
𝑀
:=

𝑐reg

(𝑀 − 3) (𝑀 − 1)
2
. (28)

The term (𝑀 − 3) accounts for the number of summation
terms, whereas (𝑀 − 1)

2 is an approximation of the average
step size of the discretisation grid. This formulation scales
the regularisation term according to the resolution of the
transcription, such that the influence of the user-specified
parameter 𝑐reg is invariant with respect to a mesh refinement.

The solution of the regularised problem converges to
the solution of the original problem for an increasingly fine
resolution. It is further shown in the original literature that
𝑐
𝑀

goes to zero fast enough as 𝑀 → ∞ such as to ensure
that the regularisation term stays bounded.

2.6. Optimal Control of Diesel Engines. The OCP of diesel
engines can be cast in the form of the general OCP (8a)–(8f).
The objective is to minimise the cumulative fuel consump-
tion; that is, 𝐿 =

∗

𝑚fuel in (8a). The dynamic constraints (8b)
represent the air-path model. The control inputs comprise

the air-path actuators, the fuel injected per cylinder and
combustion cycle, as well as the signals that control the
combustion, namely, the start of injection (SOI) and the
injection pressure delivered by the common-rail system. The
engine speed, its time derivative, and the desired load torque
are introduced as time-variable parameters. Therefore, in
the most general case, the vectors of the state variables, the
control inputs, and the time-variable parameters read

x =

(
(
(
(
(
(
(
(
(

(

𝑝IM
𝑝EM
𝜔TC
𝑝
1

𝑝
4

𝜗IM
𝑥BG,IM
𝜗EMC
𝜗IMC

)
)
)
)
)
)
)
)
)

)

, u =
(
(

(

𝑢VGT
𝑢EGR
𝑢EF
𝑚fcc
𝜑SOI
𝑝rail

)
)

)

,

𝜋 = (

𝑁eng
𝑁eng

�̂�load

).

(29)

The fuel mass-flow is simply
∗

𝑚fuel = 𝑚fcc ⋅ 𝑁eng/120 ⋅ 𝑛cyl.
The cumulative pollutant emissions are limited by the integral
inequality constraints (8c); that is, g = (

∗

𝑚NO𝑥 ,
∗

𝑚soot)
𝑇.

The absolute limits ĝ are calculated from the desired brake-
specific values by multiplication with the integral of the
nonnegative segments of the engine power𝑃eng = 𝑁eng ⋅𝜋/30⋅

�̂�load.The desired load torque is imposed as a lower bound by
a path constraint; that is, �̂�load(𝑡) − 𝑇load(𝑡) ≤ 0 for all 𝑡. The
rationale for this formulation and a detailed description are
provided in [70].

The simple bounds (8e) and (8f) represent various
constraints. First, the physical actuator ranges need to be
respected. The fuel mass is limited from below by zero and
from above by the maximum injection quantity allowed for
the engine at hand. Second, mechanical limits are imposed
on several state variables such as the maximum turbocharger
speed and maximum pressures and temperatures in the
intake and exhaust manifolds. Finally, some of the control
inputs are limited to a region in which the model is known
to deliver plausible results. However, these limits are found
not to be active at the optimal solution.

To initialise the OCP, a feedforward simulation of the
model is performed. The control signals recorded during a
test-bench run using a preseries ECU calibration are used.
This initialisation is crucial in order not to obtain an infeasible
QP in the first NLP iteration.

2.6.1. Engines with and without EGR. For engine A, which
does not have an EGR system, the four state variables from
𝑝
1
to 𝑥BG,IM, as well as the two control inputs 𝑢EGR and 𝑢EF,

are not present in the model. Conversely, the full state and
control vectors presented in (29) are required to represent
the air path of engine B. However, since no satisfactory soot
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Figure 4: The full WHTC (top), with the individual test cases used in this paper indicated by the shaded areas. The test cycles are shown in
the middle and bottom plots, scaled for engine A. Here, the shaded areas indicate drag phases. Test cycles 2 and 4 are contained within cycle
7. The detailed plot of test cycle 8, scaled for engine B, is provided in the left-hand plot in Figure 11.

model could be derived for this engine, the integral constraint
for this emission species is not included in the problem
formulation. To account for themost prominent influence on
the soot emissions, the AFR is limited by the additional path
constraint 𝜆AFR,min − 𝜆AFR(𝑡) ≤ 0 for all 𝑡.

The rail pressure defines a tradeoff between the soot emis-
sions and the NO

𝑥
emissions. If the rail pressure is too low,

the combustion is slow and incomplete, which causes high
soot emissions. Conversely, this slow and cool combustion
leads to less thermal NO

𝑥
formation. The negative effect of

a low rail pressure on the combustion efficiency is almost
outweighed by the reduced power consumption of the high-
pressure pump of the common-rail system. Thus, if the soot
emissions are not modelled and limited, there is no tradeoff
for the rail pressure and the optimisation would always set
it to its lower bound. For this reason, the rail pressure is
excluded as a control input to themodel for engine B. Instead,
the values defined by the calibration map are used.

Dynamic Loops. For the engine with EGR, the optimisation
terminates prematurely for all problem instances tested.
Either theQP subproblemof some outer iteration is infeasible
or the algorithm just diverges. The reason is the additional
dynamic loop introduced by the EGR system. It interacts with
the dynamic loop of the turbocharger and thus introduces a
high degree of nonlinearity to the dynamic system. A similar
observation is reported in [71], and the authors propose to
break the loops and to apply a homotopy to close them again.

For the problem at hand, a more straightforward solution
is implemented. The control inputs and the state variables
are restricted to a small “stability region” around the initial
trajectories. After solving this problem, the resulting trajec-
tories are used as the new initial guess, and the stability
region is relocated around these trajectories. This procedure
is repeated until the solution lies entirely inside the current
stability region. An SQPmethod is able to efficiently solve this
sequence of related problems; see Section 3.1.2.

2.6.2. Driving Cycle and Test Cases. Various segments of
the World-Harmonized Transient Cycle (WHTC) [72] are
used as test cases. This driving profile prescribes the engine
speed and the load torque over time. (For passenger cars
and light commercial vehicles, a trajectory for the vehicle
speed is usually prescribed. From this speed profile, an
operating-point trajectory for the engine can be calculated by
means of a vehicle emulation [73].) Figure 4 displays the full
WHTC as well as the segments used here. Since the profile
demands values for the engine speed and the load torque
at each second only, shape-preserving cubic splines are used
for the interpolation. Compared to a linear interpolation,
this method smoothes the operating-point trajectory, which
improves the numerical properties of the resulting OCP.

The shaded areas in the middle and bottom plots of
Figure 4 indicate drag phases. During these intervals, the
injection is cut off and the engine ismotored at the prescribed
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Table 2: Performance of the NLP solvers on test cycle 1, number of outer iterations, and overall time required for the solution (in brackets).
For the discretisation with order 5∗, a piecewise-constant control was imposed by additional linear constraints.This variant imitates multiple
shooting by resolving the state variables finer than the control inputs. The last row is the pure pseudospectral method. Symbols used are ℎ
(length of collocation intervals), 𝑠 (collocation order), 𝑛NLP (number of NLP variables), 𝑛DOF (degrees of freedom in the NLP), and QN/EN
(quasi/exact Newton method). For WORHP, only the exact Newton method is shown. For the IP method using a direct solver in KNITRO
(KN-IPDIR), only the QN method could solve the problem, which is shown here. The IP-CG method always performed worse and thus is
not shown. An accuracy of 10−6 is requested with respect to optimality and feasibility. If this accuracy was not achieved within 200 iterations,
the optimisation was terminated, which is indicated by italic script. Bold script indicates the fastest solution for each case.

ℎ 𝑠 𝑐reg 𝑛NLP 𝑛DOF SNOPT IPOPT, QN IPOPT, EN WORHP KN-SQP, QN KN-SQP, EN KN-IPDIR
0.25 1 0 225 61 20 (3.5) 39 (6.4) 13 (4.5) 18 (6.7) 66 (11.3) 58 (29.6) 54 (7.8)
0.25 3 10 657 190 69 (15.2) 40 (9.9) 15 (9.8) 18 (11.9) 151 (49.0) 65 (64.9) 70 (19.3)
0.25 5∗ 0 1,089 60 23 (7.1) 30 (10.7) 15 (14.3) 21 (23.2) 136 (82.2) 112 (167.5) 137 (86.8)
3.00 15 1 279 78 42 (6.8) 62 (10.2) 12 (4.8) 21 (8.5) 200 (43.8) 200 (107.1) 144 (32.3)
6.00 30 0 279 80 154 (27.0) 82 (21.9) 28 (10.7) 27 (13.7) 200 (45.9) 200 (118.2) 200 (45.9)

speed. The individual test cases are characterised in the
following list.

(1) Short, simple cycle used for first tests of the algorithms
and for illustration purposes.

(2) Short segment with a singular arc. The effect of the
regularisation is illustrated on this cycle.

(3) Longer, realistic driving profile, but without drag
phases.

(4) Longer, realistic driving profile with many drag
phases. The presence of motored phases renders the
OCPmore inhomogeneous and thus more difficult to
be solved. Together with cycle 3, this test cycle is used
to assess the convergence properties of the various
algorithms.

(5) Long test cycle which is easy to be solved since almost
no transients occur. The cycle is periodic; that is, it
ends at the same operating point as it starts with.
By a repetition of the cycle, large-scale OCPs can be
constructed that retain the complexity of the single
cycle.

(6) Longer, realistic cycle that is used for the experimental
validation.

(7) Long, realistic cycle that is used for the experimental
validation as well as for the identification of a causal
control structure in Section 3.2.1.

(8) A single load step at almost constant engine speed
used for the parametric study in Section 3.2.2.

3. Results and Discussion

The results are subdivided into three sections. The first one
analyses crucial numerical aspects and states the conclusions
that can be drawn from these tests.The second part covers the
engineering aspect by presenting various ways of utilising the
optimal solutions.The last section describes the experimental
validation of the methodology, which indicates that all
findings presented in this paper accurately transfer to the real
engine.

3.1. Numerical Aspects. First, the results from all tests per-
formed are presented. Based on these data, conclusions are
drawn on what discretisation approach is suitable for the
problem at hand andwhich numericalmethods are preferable
to solve the resulting NLPs.

3.1.1. Test Results. All NLP solvers introduced in Section 2.3.2
are tested for their convergence behaviour and their compu-
tational performance when applied to problems of varying
complexity and size. Moreover, the basic effects of mesh
refinement and regularisation are analysed.

Convergence Behaviour. Table 2 summarises the performance
of all NLP solvers on the short, simple test cycle 1. Dif-
ferent discretisation approaches are tested, from first-order
collocation to the pseudospectral method.The regularisation
parameter 𝑐reg is chosen for each case individually such that
a smooth solution results. For the solver WORHP, only the
exact Newton method is applied. None of the partitioned
BFGS updates yields satisfactory results for the problem at
hand.

Table 3 provides the same data for the more realistic test
cycles 3 and 4. All methods implemented in KNITRO were
not able to solve any of the problem instances to the required
tolerance within 200 outer iterations. Therefore, this data is
not shown. Similarly, IPOPT is most efficient with respect
to the number of iterations and the solution time when the
exact second derivatives are provided.TheQNvariant did not
converge within 200 iterations for any of the tests on cycle 4.

The first and second partial derivatives of the model
functions, from which the KKT matrix of the NLP is
constructed, are calculated by forward finite differences
(FFD). The convergence behaviour of the NLP solvers is
not improved when more accurate derivatives are calculated
by algorithmic differentiation (AD). Even the exact Newton
methods require the same number of iterations when using
AD instead of FFD. Therefore, AD is advantageous only if
an implementation is available that is faster than FFD. All
implementations of AD for Matlab tested, namely, ADiMat
[74], ADMAT2.0 (Cayuga Research,Waterloo, ON, Canada),
INTLAB V6 [75], and the open-source implementation [76],
are found to be at least a factor of 1.6 slower than FFD when
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Table 3: Performance of the NLP solvers on test cycles 3 (top) and 4 (bottom). Only the exact Newton methods are shown for IPOPT and
WORHP. The regularisation is chosen individually for all discretisation variants such that smooth control-input trajectories are obtained.

ℎ 𝑠 𝑐reg 𝑛NLP 𝑛DOF SNOPT IPOPT WORHP
0.25 1 0 2,097 666 35 (29.9) 16 (26.4) 24 (54.5)
0.40 3 20 3,924 1,256 37 (114.8) 19 (61.1) 24 (108.1)
0.25 5∗ 10 10,449 669 24 (114.5) 17 (153.6) 33 (338.9)
3.00 15 10 2,574 822 51 (120.8) 18 (39.0) 28 (69.7)
9.60 47 30 2,547 810 179 (554.6) 200 (544.4) 26 (92.7)
58.0 282 30 2,547 791 200 (5,495.5) 26 (448.2) 24 (433.7)
0.25 1 0 2,205 450 45 (29.7) 28 (46.7) 37 (117.4)
0.40 3 500 4,113 1,199 114 (311.5) 29 (89.0) 49 (196.5)
0.25 5∗ 30 10,989 617 66 (386.1) 76 (680.2) 33 (405.8)
3.00 15 200 2,709 790 197 (331.8) 25a (65.2) 41 (104.5)
10.1 50 200 2,709 768 200 (659.9) 36 (92.3) 58 (204.2)
61.0 300 300 2,709 797 200 (6,219.3) 30a (2,493.7) 30 (781.6)
aA segmentation error crashed the optimisation at that iteration.

the first and second partial derivatives of themodel functions
are calculated.

Large-Scale Performance. Test cycle 5 is repeated multiple
times to construct a problem of increasing size that retains
the same complexity. Therefore, the performance of the NLP
solvers when applied to large problems can be assessed
independently of their general convergence behaviour. First-
order collocation on a uniform grid with a step size of 0.25 s is
used, and the cycle is repeated 1 to 6 times. NLPs with around
4,000 to 25,000 variables result.

The main observations are summarised next. All solvers
require a similar number of iterations to solve the differently
sized problems. Even the QN methods perform well for the
large-scale problems. Therefore, their poor performance on
the more difficult test cases is not induced by the size of
the problem to be solved, but rather by its complexity and
nonlinearity.

The number of model evaluations per iteration is pro-
portional to the number of discretisation points and thus to
the size of the NLP. Therefore, the time required to solve
the KKT system or to perform updates of a decomposi-
tion directly defines the computational performance of the
solvers for large-scale problems. The time required for the
(re)factorisations and for the dense algebra on the reduced
problem in SNOPT grows with a power of about 2.5 with
respect to the problem size. All other solvers work on the
full but sparse KKT system and exhibit an approximately
linear runtime. The proportionality factor between runtime
and problem size differs by a factor of 3 from the QNmethod
of IPOPT (fastest) to the exact Newton method in WORHP
(slowest). In WORHP, the linear solver has to recalculate or
update the indefinite factorisation of the KKT system at the
beginning of each outer iteration.

For the full-matrix approaches just described, the fraction
of the overall solution time required for the model eval-
uations, which are performed in parallel on four cores, is
between 40% (KNITRO) and 70% (IPOPT). For SNOPT, this
fraction is below 1% for large problems.
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Figure 5: Mesh refinement on test cycle 1. First-order collocation
is used, and the initial step size is 0.25 s. Two refinements are
performed with 𝑘 = 0.5 and 𝑘 = 1, respectively.

Mesh Refinement. Figure 5 illustrates the effect of the mesh
refinement on test cycle 1. First-order collocation is used,
and a relative tolerance of 5 ⋅ 10

−3 is requested for the
ODE solution. This accuracy is achieved by a uniform
discretisation with a step size of 0.1 s. WORHP requires 21
iterations and 13.8 s for the solution of the resulting NLP.

When mesh refinement is applied, an initial step size
of 0.25 s is used and two refinements are performed. The
three solution runs of the coarse initial problem and the two
refined problems require 17, 6, and 5 iterations and a total
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of 11.0 s. After the second refinement, the desired accuracy is
achieved, and the problem is discretised into 45 intervals only,
as compared to the 60 intervals of the uniform discretisation.

When this procedure is applied to test cycle 7, the solution
time is reduced from 2609 to 1015 s (or from around 43 to
17 minutes). IPOPT requires 3234 s to solve the uniformly
discretised test cycle 7. However, in contrast to the SQP
method implemented in WORHP, IPOPT is not able to
exploit the good initialisation of the refined problems. In
fact, the solution of the initial and the first refined problems
requires the same time as the one-off solution of the uni-
formly discretised problem.

Regularisation. Figure 6 shows the optimal trajectories of the
control inputs when a second-order collocation on a uniform
grid with 0.2 s step size is applied to test cycle 2. As to be
expected, oscillations occur mainly in the region where the
trajectory constraint for the rail pressure is active. The fuel
consumption and the pollutant emissions predicted by the
optimisation are checked by an accurate forward simulation,
which yields the same results. For a finer discretisation, faster
oscillations result. Also when only the state variables are
resolved more accurately, the oscillations persist.

Consequently, an oscillatory solution actually is optimal.
Possibly, the gas-exchange losses are slightly reduced by the
oscillations of the pressure in the exhaust manifold induced

by the oscillations of the VGT. At the same time, the intake
pressure is hardly affected due to the slow dynamics of the
turbocharger. Therefore, the air mass-flow remains the same
and the soot emissions do not increase.

Since a fast oscillating actuation of the mechanical actu-
ators is not sustainable, regularisation has to be applied. As
Figure 6 shows, the regularisation does not change the gen-
eral shape of the solution. In particular, the solution is identi-
cal in the nonsingular regions. Furthermore, the loss in fuel
efficiency when requiring a smooth solution is negligible.

3.1.2. Discussion. On the simple test case 1, all discretisa-
tions and all methods to solve the resulting NLPs seem to
work reasonably well. However, especially the QN methods
converge faster for a local discretisation than for the pseu-
dospectral approach. The trust-region method implemented
in KNITRO always gets stuck at a small trust radius and thus
converges only slowly towards the optimum. The line-search
globalisation thus seems to be preferable for the problem at
hand.

When more meaningful driving profiles such as test
cycles 3 and 4 are considered, the QN methods become less
efficient also for local discretisation schemes. Surprisingly,
SNOPT still manages to solve most problem instances in less
than 200 iterations. As the complexity and the problem size
increase, the SQPmethod implemented inWORHP becomes
more reliable and consistent than the IP method of IPOPT.

The pseudospectral approach yields a denser NLP as
indicated in Figure 3. Although theHessian of the Lagrangian
is still block diagonal, the Jacobian of the constraints does not
retain a near-diagonal shape. The decomposition performed
by SNOPT as well as the direct linear solvers of the full-
matrix approaches become disproportionally slow when the
collocation order is increased but the problem size is not
changed.

Combined with the effectiveness of a step-size refine-
ment, local discretisation schemes seem to be preferable for
the problem at hand. A local discretisation enables a finer
resolution of the problem only where necessary, and an SQP
solver is able to exploit the good initialisation of the refined
problem. Conversely, the pseudospectral method can only
increase the order of the collocation polynomial and thus
always refines the approximation of the problem over the full
time horizon.

Summarising these findings, a full-matrix approach for
the solution of the KKT system utilising a direct linear solver
should be combinedwith an exactNewton SQPmethod and a
line-search globalisation. (The effect of the choice of themerit
function or a filter was analysed, too. No unique trend could
be observed that favours one approach. The problem at hand
thus seems not to be susceptible to the Maratos effect [53,
Section 15.5].) WORHP implements such a method, and in
fact this solver is found to perform well on all test cases, as
well as to adapt to large problems best. A relatively low-order
collocation scheme and an iterative step-size refinement
combine well with this type of NLP solver. Only for small
problems arising, for example, in receding horizon control,
a decomposition approach and a QN method such as those
implemented in SNOPT prove to be more efficient.
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3.2. Engineering Aspects. Two ways of utilising the results
from optimal control are proposed. On the one hand, the
optimal solution may be used to identify all maps and
even the control parameters of an entire feedback-control
structure. On the other hand, control strategies for transient
operation can be derived from parametric studies. The latter
is illustrated by a case study in which the NO

𝑥
emissions of

the engine with EGR have to be reduced over a load increase.
Another option is the repeated solution of a receding-

horizon OCP online on the ECU. However, in contrast to
model-predictive feedback control, where linear models may
be used that are valid only around the referencemaps [16], the
full nonlinear model would have to be considered. Despite
the application of custom-tailored algorithms, already the
simpler optimisation problems encountered within model-
predictive control are difficult to be solved in realtime due
to the limited computational power and memory provided
by the ECU [77]. Therefore, an online optimisation is not a
feasible option at this time.

3.2.1. Model-Based Engine Calibration. Throughout this sec-
tion, engine A is considered. From the solution of the OCP
over a sufficiently long time horizon such as test case 7,
implications for the control structure can be derived [34].
The optimal trajectories of the control inputs defining the
combustion, that is, the SOI and the rail pressure, can be
represented accurately by static maps over the engine oper-
ating range. The same finding applies to the boost pressure.
Although these quantitiesmight be chosen freely over time by
the optimisation, values that can be scheduled over the engine
speed and the injected fuel mass result. If a quasistationary
representation of the air path is used, a static feedforward
map for the VGT position is obtained from the solution of
the corresponding OCP.

Two applications of these findings are presented here.
First, the maps for the combustion-related control inputs can
be derived for different emission levels. The maps for the
SOI and the rail pressure for three different NO

𝑥
levels are

shown in Figure 7. These maps can be parameterised by the

mfcc

mfcc < 1mgNeng

uVGT,drag

uVGT,FF

uVGT,FB

pIMAir
pathuVGT

+

+

+

−
PI

pIM,ref

dNeng

dt

Figure 8: Structure of the boost-pressure controller.

requested emission level. On the ECU, the maps could be
shifted adaptively, depending on the current performance of
the ATS or according to the current driving situation.

The second application is the implementation of a feed-
back controller for the boost pressure based on the maps for
the boost pressure and the static optimal VGT position. The
former serves as reference to be tracked by the controller, and
the latter is used as feedforward control signal. Figure 8 shows
the structure of the control system. During drag phases, a
pure feedforward control is applied. The map for the VGT
position during motored operation is spanned by the engine
speed and its derivative and is identified using the optimal
data from the last 2 seconds of each drag phase [70]. Along
with this controller defining the VGT position, the maps
presented in Figure 7 are used for the SOI and the rail
pressure.

The PI controller for the VGT position is implemented as

𝑢VGT,FB = 𝑘
𝑝
⋅ 𝑒
𝑝IM

(𝑡) +
𝑘
𝑖

10
⋅ ∫

𝑡

0

𝑒
𝑝IM

(𝜏) 𝑑𝜏, (30)

with 𝑒
𝑝IM

= 10
−4

⋅(𝑝IM−𝑝IM,ref).The scaling factors are used to
provide a similarmagnitude of the two controller parameters.
A classical anti-reset windup scheme [78] is applied to handle
actuator saturation and the purely feedforward operation
during drag phases.

The optimal values for the two PI parameters, which
are not scheduled over any quantity, may be obtained auto-
matically. Here, a brute-force approach is proposed. The
parameters are varied on a reasonable grid, and a forward
simulation of the model is performed for all combinations.
Figure 9 displays the results. The NO

𝑥
emissions are rather

insensitive with respect to the choice of the PI parameters.
Similarly, the soot emissions increase rapidly only if a too
slow feedback controller is used. In this case, the boost-
pressure buildup lags behind during load increases, resulting
in low AFRs. An aggressive controller yields the lowest fuel
consumption. However, the control signal overshoots and
oscillates for this parameter set. Therefore, the parameter set
which yields the closest representation of the optimal control-
input trajectory is chosen.

The performances of the reference controller currently
implemented, the optimal solution, and the fully causal con-
trol system derived from the optimal solution are illustrated
in Figure 10.The causal controller is able to closely reproduce
the optimal solution. Note that this causal control system
is identified by a fully automated procedure requiring only
the stationary measurement data for the identification of the
engine model as input.
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Figure 9: Selection of the parameter values for the PI controller.
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the values that result in the closest possible approximation of the
optimal control-input trajectory.

3.2.2. Optimal Transient 𝑁𝑂
𝑥
-Reduction Strategy. Several

control inputs that define a tradeoff between the fuel con-
sumption and the NO

𝑥
emissions are present on engine

B. The EGR valve controls the flow of exhaust gas into
the intake manifold. The burnt gas in the intake mixture
is inert and reduces the temperature of the combustion
zones in the cylinders, which in turn reduces the thermal
NO
𝑥
formation. Conversely, the combustion becomes less

efficient. The exhaust flap (EF) can be closed to increase the
pressure difference over the EGR valve. A higher EGR mass-
flow results, and also higher gas-exchange losses have to be
overcome. Finally, a retardation of the injection yields a less
efficient combustion and less NO

𝑥
emissions.

Particularly during transient operation, it is difficult to
derive a control strategy that reduces the NO

𝑥
emissions to

a desired level while maintaining the lowest possible fuel
consumption. For a load increase, the additional constraint
of a lower limit on the AFR has to be honoured in order
not to produce large peaks of soot emissions. It is shown
how optimal control can be used to derive a general control
strategy. The single load step of test case 8 is considered; see
the left-hand plot of Figure 11.

The following procedure is applied. First, optimal trajec-
tories for the VGT and the SOI are derived while keeping
the EGR valve closed and the EF fully open. This solution
is used as reference for a successive reduction of the NO

𝑥

emissions. For each desired level of the NO
𝑥
emissions,

the minimum fuel consumption is calculated by solving
the corresponding OCP, with all four control inputs as free
variables. Each resulting pair of cumulative NO

𝑥
emissions

and fuel consumption is plotted in the right-hand plot of

Figure 11. The resulting line defines the optimal tradeoff, that
is, the Pareto front, between the NO

𝑥
emissions and the fuel

consumption for the load step under consideration.
Figure 12 shows the corresponding control-input trajec-

tories. The following control strategy can be derived. The
optimisation does not close the EF at any point. Therefore,
this is the least efficient way to reduce the NO

𝑥
emissions

and should be avoided. During the load increase, the VGT
as well as the EGR valve needs to be closed such that the
AFR stays above the lower limit, which is chosen at 1.4
here. A feedforward part based on the gradient of the torque
demand could be derived from the solution of the OCP.
Finally, the higher NO

𝑥
emissions during the load step can

be compensated by a transient shift of the SOI and a higher
EGR rate during the stationary operation before and after the
step.

By extending this case study to a more representative,
longer time horizon, sufficient information could be collected
to derive an overall controller calibration as presented for
engine A in Section 3.2.1.

3.3. Experimental Validation. In order to validate the results
from the dynamic optimisation on the engine test bench,
three critical points have to be resolved. First, the control
signals have to be transmitted to the ECU and the test-
bench brake synchronously and sufficiently fast. A master
process writes all signals to a shared memory section of
the automation system at a frequency of 100Hz. Using the
iLinkRT protocol developed by AVL (AVL List GmbH, Graz,
Austria) and ETAS (ETAS GmbH, Stuttgart, Germany), the
control signals are transferred to an ETAS ES910.3 proto-
typing and interface module at the same frequency. This
module immediately transfers the updated values to the
ECU using the ETK interface (ETAS). Simultaneously, an
additional process transfers the desired engine speed from the
sharedmemory section to the controller (SPARCbyHORIBA
Ltd., Kyoto, Japan) of the test-bench dynamometer (HORIBA
HD 700 LC). To this end, the proprietary OpenSIM CAN
message protocol by HORIBA is used, which ensures a time-
synchronous transfer at 100Hz. These CAN messages, as
well as all relevant signals of the ECU, are recorded at their
natural sampling rate by INCA (ETAS), which runs on a host
computer.

The secondproblemconsists in obtainingmeaningful and
comparable results. When the engine is operated using the
ECU, limits such as an operating-point dependent AFR limit
are respected. Furthermore, a feedback controller is used to
follow the desired load torque, resulting in deviations of up to
3%.Therefore, the engine does not exactly produce the torque
desired by the driving cycle. In addition, the optimal solution
has to provide the same braking torque during drag phases
that results from the current control strategy implemented
on the ECU. For these reasons, the effective torque delivered
by the engine during a normal run is prescribed during the
optimisation. Note that this different torque demand causes
the change in the predicted fuel savings as compared to
the values provided in the description of Figure 10. During
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the validation run, the optimised control inputs are pre-
scribed directly, and no bounds are applied.

Finally, the ECU does not inject exactly the amount of
fuel demanded by the corresponding control signal. In fact,
the injector maps are identified for a narrow operating region

and the ECU estimation becomes increasingly inaccurate for
larger deviations of the combustion-related control inputs
from the current calibration. Contrarily, the model is iden-
tified using data recorded by an accurate external fuel scale.
Therefore, the torque produced by the engine deviates from
the desired one by up to 7%. To resolve this mismatch, a
correction is applied after the first validation run. The fuel
injection is updated according to a Willans approximation
[1, Section 2.5.1]. The net torque is modelled as a time-
variable, affine function of the fuel mass:

𝑇load (𝑡) = 𝜂
𝑊
(𝑡) ⋅ 𝑚fcc (𝑡)

− 𝑇
0
(𝑁eng (𝑡) , 𝑝EM (𝑡) − 𝑝IM (𝑡)) .

(31)

The loss torque 𝑇
0
is the sum of the friction, the inertia,

and the gas-exchange work. The former two contributions
are estimated using the corresponding submodels of the
engine model, whereas the latter is estimated from the
pressure difference over the engine measured during the first
validation run.
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Themodel is identified using the fuel mass prescribed for
the first run, 𝑚fcc, and the resulting torque 𝑇load. Therefore,
the updated fuel injection is calculated by

𝑚fcc,NEW (𝑡) = 𝑚fcc (𝑡) ⋅
�̂�load (𝑡) − 𝑇

0
(𝑡)

𝑇load (𝑡) − 𝑇
0
(𝑡)

. (32)

After the correction, the deviation of the torque produced by
the engine from the desired load torque hardly ever exceeds
1%.

3.3.1. Results. For each of the two test cycles 6 and 7, two
OCPs were solved. The first one required the emissions to
remain at the level of the current engine calibration (I).
The second one allowed a prescribed increase of the NO

𝑥

emissions (II). This increase is larger for test cycle 6 since for
cycle 7 already high brake-specific (BS) NO

𝑥
emissions result

from the current calibration. By performing this variation,
not only the quantitative accuracy of the model is assessed,

Table 4: Results of the experimental validation.The changes relative
to the values measured for the current engine calibration are shown.

Test cycle/OCP 6/I 6/II 7/I 7/II
Fuel

Predicted −1.28% −2.85% −1.52% −2.49%
Measured −0.85% −2.39% −1.42% −2.50%

NO
𝑥

Predicted 0% 25% 0% 10%
Measured −1.05% 21.27% −3.64% 8.31%

but also its ability to reproduce the tradeoff between fuel
savings and NO

𝑥
emissions is evaluated.

For test cycle 6, the measurement is repeated 5 times
for each set of control inputs to assess the reproducibility
of the measurement. The maximum deviation of any of the
5 measurements from the average of all of them is used as
a measure. For the BS fuel consumption, this deviation is
0.09%, and for the cumulative BS NO

𝑥
emissions, the figure

is 0.64%. Based on this high reproducibility, the longer test
cycle 7 was only measured once for each set of control-input
trajectories.

Table 4 summarises the results from the experimental
validation. On test cycle 6, the prediction overestimates the
fuel savings but manages to predict the NO

𝑥
emissions

accurately. An interesting quantity is the factor that describes
by how much the NO

𝑥
emissions increase for a desired

reduction of the fuel consumption:

𝑘ntf = −

Δ𝑚NO𝑥
𝑚NO𝑥 ,ref

⋅
𝑚fuel,ref

Δ𝑚fuel
. (33)

As can be extracted from the data in Table 4, the model
predicts a factor of 15.9 when comparing cases I and II. The
measured factor is 14.5.

On test cycle 7, the fuel savings are predicted accurately
by the model. However, the increase of the NO

𝑥
emissions is

underestimated.This shift of themodel accuracy is due to the
fact that the engine is operated in different operating regions
on the two cycles. Cycle 6 comprises high-power operating
points to the largest extent, whereas cycle 7 prescribes a low-
power profile. For cycle 7, the predicted and the measured
values of the NO

𝑥
-to-fuel factor 𝑘ntf are 10.3 and 11.1, respec-

tively.
Figure 13 shows the opacity of the exhaust gas measured

for the reference and the two optimal solutions. As predicted
by the model, the overall level remains the same and thus no
active regeneration of the DPF becomes necessary. Further-
more, most instantaneous peaks are even slightly reduced.

4. Conclusion

A self-contained set of tools and numerical methods for
the efficient solution of optimal control problems for diesel
engines are presented. This framework enables the calcula-
tion of optimal trajectories of the control inputs over long
driving profiles. These solutions provide sufficient informa-
tion to derive complete dynamic engine calibrations. This
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fully automated model-based approach is illustrated for an
engine without EGR. For an engine with EGR, it is shown
how optimal control can be utilised to develop a control
strategy that provides an optimal transient fuel-NO

𝑥
tradeoff.

An experimental validation indicates that these findings
accurately transfer to the real engines.

Further work should focus on a more detailed model for
the soot emissions and on the analysis of the singular arcs
occurring in the optimal solutions.The time-resolved control
inputs could be replaced by the parameters of a prescribed
control structure in the OCP. The simultaneous nature of
the solution process would be preserved, but an optimal
controller calibration could be obtained directly. From an
engineering point of view, the exhaust-gas aftertreatment
system should be included in the model to optimise the
interaction between this system and the engine.

Nomenclature

Abbreviations and Indices

AD: Algorithmic differentiation
AFR: Air-to-fuel ratio
ATS: Aftertreatment system
BG: Burnt gas
BS: Brake-specific
BVP: Boundary-value problem
CG: Conjugate gradient
CP: Compressor
cyl: Cylinder
DPF: Diesel particulate filter
ECU: Engine control unit
EF: Exhaust flap
EGR: Exhaust-gas recirculation
EM(C): Exhaust manifold (casing)
eng: Engine
FB, FF: Feedback, feedforward
fcc: Fuel per cylinder and cycle
FFD: Forward finite differences
IC: Intercooler, inequality-constrained
IM(C): Intake manifold (casing)

IP: Interior point
KKT: Karush-Kuhn-Tucker
lin: linear
NLP: Nonlinear program (or programming)
ntf: NO

𝑥
-to-fuel

OCP: Optimal control problem
ODE: Ordinary differential equation
opt: Optimal
QN: Quasi-Newton
QP: Quadratic program (or programming)
quad: Quadratic
ref: Reference
SCR: Selective catalytic-reduction system
SOI: Start of injection
SQP: Sequential quadratic programming
TC: Turbocharger
VGT: Variable-geometry turbine
WHTC: World-Harmonized Transient Cycle.

Latin Symbols

𝐴: Area
𝑎, 𝑏: Generic model parameters
𝑐: Specific heat, path constraint
D: Differentiation matrix
𝑒: Control error
𝑓: Dynamic model function
𝐹: Objective of a generic NLP
𝑔: Integrand of a cumulative constraint
ℎ: Step size, inequality constraint of a generic NLP
𝑘: Generic model parameter
𝐿,L: Integrand of the objective, Lagrangian
𝑀: Total number of collocation points
𝑚: Mass, number of collocation intervals
𝑛: Number
𝑁: Rotational speed (rpm)
𝑝: Pressure, QP step
𝑅: Gas constant
𝑠: Order of the collocation polynomial
𝑇: Torque, time interval
𝑡: Time
𝑢: Control input
𝑉: Volume
𝑤,𝑊: Quadrature weights
𝑥: State variable, fraction.

Greek Symbols

𝜂: Efficiency
𝜆: Lagrange multiplier, AFR
𝜉: Mass fraction
Π: Pressure ratio
𝜋: Time-varying parameter
𝜏: Barrier parameter, collocation points
𝜑: Crank angle
Ψ: Flow function
𝜔: Rotational speed (rad/s), generic NLP variable.
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The performance index of a suspension system is a function of the maximum and minimum values over the parameter interval.
Thus metamodel-based techniques can be used for designing suspension system hardpoints locations. In this study, an adaptive
metamodel-based optimization approach is used to find the proper locations of the hardpoints, with the objectives considering the
kinematic performance of the suspension.The adaptive optimizationmethod helps to find the optimum locations of the hardpoints
efficiently as it may be unachievable through manually adjusting. For each iteration in the process of adaptive optimization,
prediction uncertainty is considered and themultiobjective optimizationmethod is applied to optimize all the performance indexes
simultaneously. It is shown that the proposed optimization method is effective while being applied in the kinematic performance
optimization of a McPherson suspension system.

1. Introduction

The suspension K&C characteristics have directly effects on
vehicle handling and riding performances and thus gain
much effort and are of great importance in vehicle develop-
ment. With bush uncertainty and mechanical flexibility, it is
very difficult to predict sensitivity of hardpoints locations in
the kinematic performance of a suspension system as they
are highly nonlinear and coupled [1, 2]. Traditional chassis
developing, which benefits from the development of modern
virtual prototyping technology, can now do system design
effectively through some techniques, like the DOE (design
of experiment) technique, as well as other experience-based
attempts [3–5]. However, the mechanism of the suspension
system is designed by trial and error based on the designer’s
experiences and intuition, which will be time-consuming in
finding a sufficiently good solution since a lot of attempts
may be needed in doing virtual prototyping simulations.
A featured optimization technique may be useful to give
guidance through the design process.

The performance index of a suspension system is a
function of the maximum and minimum values over the
parameter interval [6, 7]. Thus, it is impossible to apply
directly a well-developed optimization algorithm based on
gradient information. It can be very difficult to evaluate
the analytical design sensitivity of the hardpoints locations
because the deviation is defined by using the maximum and
minimum values over the parameter interval. Metamodeling
techniques, which were initially developed as “surrogates” of
the expensive simulation process for improving the overall
computation efficiency and quality [8], are useful in such
a field. Metamodel-based methods in vehicle design area
mainly focused on FEM related problems [9]. Much work
has been done in suspension design area, most of which
focused on complex structural related area. The authors in
[10] studied a mechanical analysis of a suspension optimal
design for suspension system based on reliability analyses,
taking into consideration tolerances and grafting a reliability
analysis that applied the mean-value first order method
with tolerance optimization. Choi et al. recently studied
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optimal design for automotive suspension systems based on
reliability analyses for enhancing kinematics and compliance
characteristics; they performed reliability optimization with
the single-loop single-variable method by using the results
from a deterministic optimization as initial values.The robust
design problem was solved with 1700 analyses for 15 design
variables and four randomconstants [11]. Recently, researches
on applying metamodel-based optimization techniques to
the K&C performance design of vehicle suspension systems
were tried and gained reasonable good results. Kang et al.
introduced a robust suspension system design approach,
which takes into account the kinematic behaviors influ-
enced by bush compliance uncertainty, using a sequential
approximation optimization technique. The robust design
problem has 18 design variables and 18 random constants
with uncertainty [12]. After then, the team proposed a
so-called target cascading method for the robust design
optimization process of suspension system for improving
vehicle dynamic performances [13]. The design target of the
system is cascaded from a vehicle level to a suspension system
level. The design problem structure of suspension system
is defined as a hierarchical multilevel design optimization,
and the design problem for each level is solved using the
robust design optimization technique based on ametamodel.
The researches above opened the way for doing suspension
system optimization by using metamodel-based techniques
with their effectiveness tested, which motivated us to further
research along the direction. However, the former research
neither considered optimizing several objectives simulta-
neously to make them stable in comparable intervals, nor
gave the searching guidance for each design parameter in
accelerating the convergence of objective parameters.

In this paper, we employ a new adaptive metamodel-
based optimization approach for guiding suspension system
design in determining appropriate hardpoints locations. The
following characteristics distinguish the approach from other
metamodel-based applications in suspension system design.
(1) Aswe have several vehicle performance related parameters
to be optimized, adaptive weighting factors are used for
multiobjective optimization to ensure that all the objectives
are optimized simultaneously. (2) For each iteration of
the adaptive optimization, both predicted mean value and
prediction standard deviation are considered in case of the
system converging to the wrong optimum values. (3) We
select kriging method as it is more accurate and efficient than
other metamodeling methods in solving highly nonlinear
problems. (4) The optimization approach provides the possi-
ble trends in selecting hardpoints locations for optimizing the
system performances.We organize the paper in the following
manner. Section 2 introduces the engineering requirements
for the optimization problem in suspension system design.
Section 3 presents the methodology of adaptive metamodel-
based optimization considering modeling uncertainty. The
application of adaptive optimization method in suspen-
sion system is given in Section 4. Section 5 compares the
results of proposed adaptive metamodel-based optimization
considering modeling uncertainty and the regular adaptive
metamodeling approach. At last, Section 6 summarizes the
contents of this research.
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Figure 1: The kinematic structural model of a McPherson suspen-
sion system.

2. Optimization Problem in
Suspension System

In multibody dynamics point of view, a suspension sys-
tem can be classified into several groups according to the
mechanical joints. In this study, we take McPherson type
suspension system in consideration, which is sensitive to
the kinematic performance. Figure 1 shows a kinematic
structure model of a McPherson suspension system. Major
components include the strut, the lower control arm, the
tie rod, and the knuckle. Connections between individual
components are spherical, revolute, and universal joints, as
well as compliance elements such as springs, dampers, and
bushings.The design purpose of this study is to determine the
locations of the hardpoints according to the system kinematic
performances, without considering the elastic deformations
of the rigid components except for compliance elements.
The commercial software ADAMS, which can easily get the
suspension system performance, is employed for modeling
and analyzing the suspension system.

The kinematic characteristics of the system include the
positions of the fixed points of the suspension system. To
achieve optimal solution for suspension system, designing
a good kinematic performance is the first step and we
thus carry out kinematic optimization of the suspension
system in this study. For that purpose, the chosen suspension
performance indexes are the deviations in the camber angle,
the caster angle, the kingpin incline angle, and the toe angle
during the wheel stroke. Camber angle is the angle between
the vertical axis of the wheels used for steering and the
vertical axis of the vehicle when viewed from the front or
rear. It is defined as positive when the top of the wheel
moves to the outside. The camber angle alters the handling
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qualities of a suspension system; in particular, a negative
camber angle improves grip when cornering. Caster angle
is the angular displacement from the vertical axis of the
suspension of a steered wheel in a vehicle, measured in the
longitudinal direction. It is the angle between the pivot line
(in a car, an imaginary line that runs through the center of
the upper ball joint to the center of the lower ball joint) and
vertical line. On most modern designs, the kingpin is set at
an angle relative to the true vertical line, which is the kingpin
inclination angle, as viewed from the front or back of the
vehicle. The angle has an important effect on the steering,
making it tend to return to the straight ahead or center
position. Toe angle is the symmetric angle that each wheel
makes with the longitudinal axis of the vehicle, as a function
of static geometry and kinematic and compliant effects. The
toe angle change plays an important role in determining the
apparent transient oversteer or understeer. Positive toe is the
front of the wheel pointing in towards the centerline of the
vehicle. Negative toe is the front of the wheel pointing away
from the centerline of the vehicle. Large errors will have a
negative effect on the behavior of the chassis when braking
or accelerating.

In suspension system design, the locations of hardpoints
are the most important influencing factors that determine
the system kinematic performances. Although engineers
obtained some experiences on adjusting the locations of the
hardpoints, much effort is still needed on trying different
trials. Furthermore, all the geometric parameters of suspen-
sion system are coupled, which make finding the influence
of the hardpoints locations on the system performances a
more toughwork, notmentioning there are several objectives
to be determined. In this study, while determining the
locations of the key hardpoints, we select the important
characteristics, that is, the variations of the camber angle, the
caster angle, the kingpin incline angle and the toe angle, for
the objectives since they are related much to the kinematic
performance. An adaptive metamodel-based optimization
approach will be proposed in the next section considering
modeling uncertainties.

3. Adaptive Metamodel-Based
Optimization Method

3.1. Metamodeling Method. In metamodeling, the relation-
ship between a vector of input parameters, x, and an output
parameter, 𝑌, can be formulated as

𝑌 = 𝑓 (x) + 𝜀, (1)

where𝑌 is a randomoutput variable,𝑓(⋅) is the approximated
relationship, and 𝜀 is the error of metamodel due to the
uncertainty introduced by the metamodeling method. Many
differentmetamodels, such asmultivariate polynomial, radial
basis function (RBF), and kriging, can be used to build the
approximation relationship 𝑓(⋅). In metamodeling, first 𝑚
sample data (x

𝑖
, 𝑦
𝑖
) (𝑖 = 1, 2, . . . , 𝑚) are collected to build

𝑓(⋅).When an input point x0 is given, themetamodel can then
be used to predict the output 𝑌

0
using

𝑌
0
= 𝑓 (x

0
) . (2)

Among various metamodeling schemes, kriging method
is often selected due to its high accuracy and efficiency
for solving nonlinear problems [14]. Kriging method was
originated from the geostatistics community [15] and used by
Sacks et al. [16] for modeling computer experiments. Kriging
method is based on the assumption that the true system
response, 𝑌, can be modeled by

𝑌 =

𝑚

∑

𝑖=0

𝛽
𝑖
𝑓
𝑖
(x) + 𝑍 (x) , (3)

where 𝑓
𝑖
(⋅) is a regression function, 𝛽

𝑖
is the coefficient for

𝑓
𝑖
(⋅),𝑚+ 1 is the number of regression functions, and 𝑍(⋅) is

the stochastic process with zeromean and covariance defined
by
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where 𝜎2 is the process variance, 𝑅
𝑗𝑘
(⋅) is the correlation

function, and 𝜃 is a vector with coefficients to be determined.
For ordinary kriging, the linear part of (3) is usually

assumed to be a constant, whereas the correlation function
𝑅
𝑗𝑘
(𝜃, x
𝑗
, x
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) is generally formulated as
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where 𝑝 is the dimension of x, 𝑥
𝑗𝑖
is the 𝑖th component of x

𝑗
,

𝑥
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is the 𝑖th component of x
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, and𝑄(⋅) is usually assumed to

be Gaussian as
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The linear predictor of kriging method can be formulated as

𝑔 (x) = c𝑇 (x) y, (7)

where c𝑇(⋅) is the coefficient vector and y is the vector of the
observations at the sample sites (x

1
, . . . , x

𝑛
)

y = [𝑦 (x
1
) ⋅ ⋅ ⋅ 𝑦 (x

𝑛
)]
𝑇

. (8)

Through minimizing the prediction variance 𝜎2
𝑡
:

𝜎
2

𝑡
= 𝐸 [(𝑔 (x) − 𝑌)2] (9)

concerning the coefficient vector c𝑇(x), the best linear unbi-
ased predictor (BLUP) is solved as [17]

𝑔 (x) = r𝑇R−1y − (F𝑇R−1r − f)
𝑇

(F𝑇R−1F)
−1

(F𝑇R−1y) ,
(10)
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where

r = [𝑅 (𝜃, x
1
, x) ⋅ ⋅ ⋅ 𝑅 (𝜃, x

𝑛
, x)]𝑇,

R = [
[

𝑅 (𝜃, x
1
, x
1
) ⋅ ⋅ ⋅ 𝑅 (𝜃, x

1
, x
𝑛
)

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

𝑅 (𝜃, x
𝑛
, x
1
) ⋅ ⋅ ⋅ 𝑅 (𝜃, x

𝑛
, x
𝑛
)

]

]

,

F = [
[

𝑓
0
(x1) ⋅ ⋅ ⋅ 𝑓

0
(xn)

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

𝑓
𝑚
(x1) ⋅ ⋅ ⋅ 𝑓𝑚 (xn)

]

]

𝑇

,

f = [𝑓
0
(x) ⋅ ⋅ ⋅ 𝑓

𝑚
(x)]𝑇.

(11)

The coefficients in 𝜃 can be obtained by using maximum
likelihood estimation as [17]

min
𝜃

𝜓 (𝜃) = |R|1/𝑛𝜎2, (12)

where |R| is the determinant of R and 𝜎 is obtained by
generalized least squares fit as [17]

�̂�
2

=
1

𝑛 − 𝑚 − 1
(y − F𝛽∗)𝑇R−1 (y − F𝛽∗) , (13)

where 𝛽∗ is the vector with coefficients achieved from
generalized least squares fit and is calculated by

𝛽
∗

= (F𝑇R−1F)
−1

F𝑇R−1y. (14)

When metamodeling is used for solving specific prob-
lems, collection of sample data in specific parameter space,
rather than the whole parameter space, is then required to
improve the quality and efficiency. This issue is critical when
expensive or extensive experiments/simulations are required
to collect the sample data. Since the relationship is unknown
at the beginning, initial samples are usually collected to build
the initial metamodel. This developed metamodel is then
used to identify the input parameters that have the best
potential to lead to the expected output result. Due to the
errors of the metamodel, the actual output obtained from
experiment/simulation is usually different from the expected
one. The previously obtained metamodel is subsequently
updated to improve its quality using the new pair of input-
output data.Themethod to iteratively modify themetamodel
through an iterative sampling process is called adaptive
metamodeling.

3.2. Adaptive Metamodel-Based Optimization. When adap-
tive metamodeling is used for optimization, the optimization
process can be referred to as adaptive metamodel-based opti-
mization [8].The detailed algorithm for adaptivemetamodel-
based optimization is introduced here and we call it adaptive
optimization in later parts of the paper. First the 𝑚 initial
samples with input parameters x

𝑖
(𝑖 = 1, 2, . . . , 𝑚) and output

parameter 𝑌
𝑖
(𝑖 = 1, 2, . . . , 𝑚) are collected to build the

metamodel:

𝑌 = 𝑓
𝑚
(x) . (15)

Based on the metamodel relationship 𝑓
𝑚
, we can identify

the potential input parameters x∗ that lead to the minimum
output parameter through optimization:

min
𝑥

𝑓
𝑚
(x) . (16)

The optimization result of x∗ is then selected as the vector
of input parameters for the (𝑚+1)th sample xm+1.The output
𝑌
𝑚+1

corresponding to the xm+1 is subsequently obtained
through experiment or simulation. The new pair of data,
(xm+1, 𝑌𝑚+1), togetherwith all the previously collected sample
data are used to update themetamodel into a new relationship
𝑓
𝑚+1

:

𝑌 = 𝑓
𝑚+1

(x) . (17)

The process of identifying the potential optimal input
parameters, obtaining the output parameter through exper-
iment/simulation, and updating the metamodel is continued
iteratively until the optimization criteria are satisfied.

3.3. Adaptive Optimization considering Modeling Uncertainty.
In the process of adaptive optimization, the prediction
uncertainty of the developed metamodel would influence
the accuracy of the predicted optimum. Minimizing the 𝑓

𝑚

directly to find the optimal input parameters may not lead to
good convergence for output parameters. The dual response
surface methodology is a powerful tool for simultaneously
optimizing the mean and the variance of responses to tackle
the problem of misleading [18]. Lin and Tu [19] gave a
dual response surface method using the mean squared error
(MSE) approach as follows:

min
𝑥

MSE = (�̂�
𝜇
− 𝑇)
2

+ �̂�
2

𝜎
, (18)

where �̂�
𝜇
is the predicted response value, 𝑇 is the target

value, and �̂�
𝜎
is the prediction standard deviation. Following

the format of (18), the objective function for our adaptive
optimization can be defined as follows:

min
𝑥

MSE = (𝑓
𝑚
(x) − 𝑇)2 + 𝜎(x)2. (19)

The optimization result of x∗ is then selected as the vector of
input parameters for the (𝑚 + 1)th sample xm+1. The output
𝑌
𝑚+1

corresponding to the xm+1 is subsequently obtained
through experiment or simulation. The new pair of data,
(xm+1, 𝑌𝑚+1), togetherwith all the previously collected sample
data are used to update themetamodel into a new relationship
𝑓
𝑚+1

, as shown in (17).
We will formulate the specific problem for McPherson

suspension system using the adaptivemetamodel-based opti-
mization considering prediction uncertainty in the coming
section.

4. Adaptive Optimization
considering Modeling Uncertainty
in McPherson Suspension

To investigate the performance of the designated suspension
system, a classic McPherson suspension system is modeled
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in ADAMS, as shown in Figure 2. The classic parallel wheel
travel suspension system analysis can be employed to do
system analysis. Vertical bound and rebound of 50mm are
used. By changing the locations of each hardpoint, the
corresponding change of kinematic characteristics can be
obtained.

In this study, we take the locations of the 7 key hardpoints
labeled in Figure 1 as variables, 3 variables at each hardpoint,
that is, the coordinates of the hardpoint along axes 𝑥, 𝑦 and 𝑧
of the vehicle coordinate. Therefore we have 21 variables (v1–
v21) for the designated suspension system. Table 1 listed the
21 variables versus the hardpoint coordinate.

For the kinematic characteristics, as stated in Section 2,
we choose the camber angle, the caster angle, the kingpin
incline angle, and the toe angle as the objective parameters
to be designed and optimized. For McPherson suspension
system, small variations of the four estimate angles surely
are more acceptable. Thus, we choose the four optimization
objectives to be the minimum deviations of the four angles
versus wheel travel from rebound −50mm to bound 50mm.

We thus have 21 design variables as input parameters and
4 optimumobjectives as output parameters.The optimization
problem is clearly highly nonlinear and coupled on the input
variables. We thus employ the metamodeling method for
the optimal design. We clearly have several optimization
objectives; the usual way that people deal with multiobjective
optimization problems is assigning weighting factors to each
objective and then adding them to build a single objective.
However, the predefined weighting factors may not be proper
for the whole process of optimization. In our work, we only
assign the same value to the weighting factors for the output
parameters in the initial samples. Adaptive weighting factors
are used in the process of adaptive optimization, which is
carried out as follows:

𝑌
𝑖
= 𝑤
1
𝑌
1𝑖
+ 𝑤
2
𝑌
2𝑖
+ ⋅ ⋅ ⋅ + 𝑤

𝑟
𝑌
𝑟𝑖

𝑖 = 1, . . . , 𝑚,

(20)

where 𝑟 is the number of output parameters and𝑚 is number
of initial samples.The𝑚 initial sampleswith input parameters
x
𝑖
(𝑖 = 1, 2, . . . , 𝑚) and output parameter 𝑌

𝑖
(𝑖 = 1, 2, . . . , 𝑚)

are collected to build the metamodel and obtain the new
group of input parameters using (19).

The initial metamodel is built on the data generated
from Latin hypercube sampling [20], which has the following
advantages: (1) its sample mean has a relatively smaller
variance compared with simple random sampling, (2) it can
be used for generating design points when the number of
input variables is large and a great many runs are required,
and (3) it is cheap in computing and easy for implementation
compared with other more complex sampling methods. By
using ADAMS batch processing tools, the initial sets samples
can easily be obtained. With the built initial metamodel, the
adaptive optimization method introduced in Section 3.3 can
be used.

The 4 output parameters corresponding to the new
group of input parameters are subsequently obtained through
simulations. The weighting factors 𝑤

𝑖
are adjusted using (21)

and the value of 𝑌
𝑀+1

is calculated using (22). The larger the

y

z
x

Figure 2: ADAMS model of the McPherson suspension system.

Table 1: The key hardpoints and corresponding variables.

Number Hardpoint name Coordinates Variables
1 LCA front 𝑥, 𝑦, 𝑧 V1, V2, V3
2 LCA outer 𝑥, 𝑦, 𝑧 V4, V5, V6
3 LCA rear 𝑥, 𝑦, 𝑧 V7, V8, V9
4 Struct lwr 𝑥, 𝑦, 𝑧 V10, V11, V12
5 Tierod inner 𝑥, 𝑦, 𝑧 V13, V14, V15
6 Tierod outer 𝑥, 𝑦, 𝑧 V16, V17, V18
7 Top mount 𝑥, 𝑦, 𝑧 V19, V20, V21

𝑌
𝑖𝑀

is, the larger weighting factor will be assigned to it in
order tominimize all the output parameters at the same time.
Consider

𝑤
𝑀+1

𝑖
=

𝑌𝑖𝑀


𝑌1𝑀
 +
𝑌2𝑀

 + ⋅ ⋅ ⋅ +
𝑌𝑟𝑀



𝑖 = 1, . . . , 𝑟; 𝑀 = 50, . . . 𝑁 − 1,

(21)

where𝑀+1 is the number of samples for each iteration in the
process of adaptive optimization, and 𝑁 is the total sample
size. Consider

𝑌
𝑀+1

= 𝑤
𝑀+1

1
𝑌
1𝑀
+ 𝑤
𝑀+1

2
𝑌
1𝑀
+ ⋅ ⋅ ⋅ + 𝑤

𝑀+1

𝑟
𝑌
𝑟𝑀
. (22)

The new pair of data, (xM+1, 𝑌𝑀+1), together with all
the previously collected sample data are used to update the
metamodel into a new relationship.The optimization process
is stopped when the change of the objective function in
several consecutive iterations is less than a predefined value,
or the maximum number of iterations is reached.

As there are 4 output parameters as optimizing objectives
for our suspension system, (23) is used to transform the mul-
tiobjective optimization into single objective optimization.
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Initial sampling for design parameters Multioutput parameters

Single output parameters

ADAMS simulation

Metamodel construction

Optimization

New group of design 
parameters Multioutput parametersADAMS simulation

Adaptive weighting
Terminal 
condition 
satisfied

New sample End

Yes

No

Adaptive weighting

Single output parameter

Figure 3: Flowchart of the proposed adaptive multiobjective optimization approach.

The adaptive weighting factors are obtained from (21). The
design objective is to minimize 𝑌 as in

𝑌 = 𝑤
1
𝑌camber + 𝑤2𝑌caster + 𝑤3𝑌kingpin + 𝑤4𝑌toe. (23)

The flowchart for the adaptive optimization process is given
in Figure 3.

5. Comparisons and Analysis of the
Optimization Results

The number of the initial sample is selected as 50 to build the
initial metamodel. 50 initial samples may not be enough for
a metamodeling problem with 21 variables; however, due to
the cost consideration in engineering design, we just initially
choose 50 samples and gradually add new samples during
the design process. Based on the initial metamodel, more
trails are sampled sequentially and adaptively to approach
the optimum value. When the total sample size reaches 100,
the values of the output parameters are generally stable.
We analyze each of the 4 output parameters individually
every time while we update the metamodel. For this high
dimensional (21D input) problem, 100 samples may not
be enough to reach the optimum value. However, we can
evaluate its effectiveness through its convergent trend. The
optimization results are shown in Figure 4. The value of the
objective function is well converged and the variations of the
4 output parameters are generally stable.

The 4 types of curves with “∙”, “×”, “+”, and “o” indicate the
camber angle variation, the caster angle variation, the kingpin
incline angle variation, and the toe angle variation. The trail
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Figure 4: Adaptive optimization results.

distributions from 1 to 50 are obtained from Latin hypercube
sampling in the whole design space for building the initial
metamodel. From Figure 4, we can see that corresponding
to the same design interval (−50, 50), the variation interval
for the camber angle, the caster angle, the kingpin incline
angle, and the toe angle are (0, 2.5), (0, 4.5), (0, 1.5), and
(0, 4.5). While adaptive optimization is applied for the trails
from 51 to 100, the variation intervals decrease and the
curves become smooth. The adaptive weighting factors help
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Table 2: The initial and optimized hardpoints coordinates.

Variables Initial Optimized
V1, V2, V3 160, −410, 265 195.7, −381, 234
V4, V5, V6 −80, −710, 165 −95, −710.6, 213
V7, V8, V9 190, −395, 185 190.6, −366, 166
V10, V11, V12 50, −630, 530 64.6, −622, 531.3
V13, V14, V15 155, −440, 355 130, −391.2, 305
V16, V17, V18 210, −700, 240 219.5, −749, 290
V19, V20, V21 7.5, −603.8, 850 35.2, −642, 873.6

the output parameters with different variation intervals con-
verge to the same variation interval (0, 0.33). It can be seen
from Figure 4 that our method succeeds in optimizing the
4 output parameters simultaneously while the value of the
objective function is well converged. Table 2 listed the initial
and the optimized hardpoints locations for the suspension
system. We have chosen the 100th sample as the optimized
result.

As to the regular adaptive optimization, prediction stan-
dard deviation is not considered in the process of the
optimization, and the objective function is usually defined
as in (16). We used the same 50 initial samples to build the
initialmetamodel and then apply the objective function given
in (16) to search the subsequent 50 samples. We compare
the mean output values of the last 5 samples for each of the
4 output parameters from optimization objective functions
defined by (19) and (16), as shown inTable 3.Themean output
values are compared by a ratio, 𝛼, representing how much
the adaptive optimization method considering uncertainty is
better than the regular adaptive optimization method. Here,

𝛼 =
Varmean − Varmean(un)

Varmean(un)
, (24)

where Varmean indicates the mean output value in the last
5 iterations from regular adaptive optimization method,
and Varmean(un) gives the mean output value in the last 5
iterations from adaptive optimization method considering
the modeling uncertainty.

From Table 3, we could see that the adaptive optimiza-
tion method with consideration of modeling uncertainty
performs better. The adaptive optimization performs better
up to 81.11% for all the four output parameters. The reason
should be that the number of sample points is far from
sufficient to build an accurate metamodel, especially at the
very beginning. Thus the optimization result based on the
built metamodel only considering predicted mean value may
not converge to the right direction. With the prediction
standard deviation being considered at the same time, the
inaccuracy of the metamodel can be compensated to some
extent to approach the right direction.

What is interesting is that the approach can illustrate
a suggested trend that the hardpoints should be moved
over to. Figure 5 shows the approximate trends that the
hardpoints tierod inner and tierod outer stay around during
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Figure 5: The evolution trend of the hardpoint tierod inner and
tierod outer.

the optimization procedure, and other hardpoints perform
similarly. From this figure, it can be seen that the 3 coordinate
values for each input parameter tend to change in a smaller
interval rather than change in the original design interval
(−50, 50). This result from our research can help to reduce
the design space in the process of adaptive optimization,
in order to greatly improve the optimization efficiency,
which would be especially significant for higher dimensional
problems.

The apparent result that the optimization procedure can
achieve is reducing the variation of the design objectives.
Figure 6 gives the variations of the camber angle, the caster
angle, the kingpin incline angle, and the toe angle, versus the
wheel travel for the optimized trail number 100 and the initial
trail during the parallel suspension travel analysis.We can see
that the optimized data significantly reduced the variation of
the camber angle, the kingpin incline angle, and the toe angle,
while also slightly reducing the caster angle. This shows the
effectiveness of the proposed approach on guiding to search
for the optimized solution for kinematic performance design
of vehicle suspension systems. Other related parameters can
be considered in a similar way.

6. Conclusion

This study introduced adaptive metamodel-based optimiza-
tion considering modeling uncertainty to optimize the kine-
matic performance of a McPherson suspension system. The
optimization design problem is of 21 input parameters and
4 output parameters. The multioutput optimization in the
McPherson suspension system is transformed to a single out-
put optimization problem using adaptive weighting factors.
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Table 3: Comparison between adaptive optimization considering modeling uncertainty and regular adaptive optimization.

Optimization objective function Camber angle
variation

Caster angle
variation

Kingpin angle
variation

Toe angle
variation

Adaptive optimization considering modeling uncertainty 0.1056 0.0916 0.3044 0.0577
Regular adaptive optimization 0.1616 0.1585 0.4717 0.1045
𝛼 53.03% 73.03% 54.96% 81.11%
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Figure 6:The variation of camber angle, caster angle, kingpin incline angle, and toe angle versuswheel travel before and after the optimization.

50 initial samples and 50 sequential trails are generated to
analyze the convergent trend of the objective parameters. It
shows that the proposed optimization method provided a set
of relatively good results of the 4 output objective parameters
simultaneously for the 50 sequential trails. Possible optimal

design trends of the hardpoints are given as the trail goes
on. Comparisons showed that the adaptive metamodel-
based optimization method considering modeling uncer-
tainty worked better than general adaptive metamodel-based
optimization for the suspension design problem.
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In order to reflect driving intention adequately and improve the launch performance of vehicle equipped with five-speed dry
dual clutch transmission (DCT), the issue of coordinating control between engine and clutch is researched, which is based on
the DCT and prototype car developed independently. Four-degree-of-freedom (DOF) launch dynamics equations are established.
Taking advantage of predictive control and genetic algorithm, target tracing curves of engine speed and vehicle velocity are
optimally specified. Slidingmode variable structure (SMVS) control strategy is designed to track these curves.The rapid prototyping
experiment and test are, respectively, conducted on the DCT test bench and in the chassis dynamometer. Results show that the
designed SMVS control strategy not only effectively embodies the driver’s intention but also has strong robustness to the vehicle
parameter’s variations.

1. Introduction

Based on the automated mechanical transmission (AMT),
if remodelling its transmission mechanism (including input
shaft, positions of gear pairs, and intermediate shaft) and
adding a set of dry friction clutch and corresponding actuator,
dry dual clutch transmission (DCT) can be constructed. The
problem of traction interruption, while gear shifting, can
also be resolved effectively through the coordinating control
between two clutches and engine. So, the quality of shifting
and the power performance of vehicle can also be improved.

As to the launch process of vehicle equipped with dry
DCT, single or double clutches can be adopted to launch.
Launching with double clutches aims at balancing the sliding
friction work of twin clutches and lengthening their service
life [1, 2], but dual clutches participation mode can easily
lead to power cycling inside the DCT, so its feasibility
requires further investigation. By contrast, when single clutch
is involved, the launch dynamics model and control logic of
DCT are the same as the AMT’s, because the launch mod-
elling and controlling of vehicle equipped with AMT have

been studied widely and profoundly. Two degree-of-freedom
(DOF) dynamics model has been set up and the optimal
clutch engaging control law via minimum principle has been
founded [3, 4]. Quadratic optimal launch controller has been
designed and equivalent damping of AMT transmission has
also been taken into account [5, 6]. Six-DOF launch dynamics
equations and clutch’s hydraulic actuator model have been
established.The correspondingmodel’s parameters have been
also obtained through experiments [7]. Five-DOF launch
model has been established and simplified, and engine speed
decoupling control strategy has also been put forward [8].
In addition, fuzzy logic control method for the launching
process of AMT based on experience has been studied largely
and fuzzy input variables could be the accelerator pedal
opening and its changing rate [9], or the deviation and its
changing rate between engine speed and target speed related
to accelerator pedal [10], or the rotary speed difference
between clutch driving plate and driven plate [11]. Generally,
output variables could be clutch engaging speed; genetic
algorithm has been further used to optimize the fuzzy rule
set [12]. Moreover, in the aspect of launch control for vehicle
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Figure 1: Five-speed dry DCT dynamic model.

equipped with DCT, clutch optimal engaging control law
has been introduced by utilizing minimum principle and
synthetically taking shock intensity, sliding friction work,
and engine output torque into consideration [13]. Linear
quadratic optimal control has been applied to simulate clutch
engaging pressure in the launching process [14, 15]. Launch
fuzzy intelligent control algorithm has been designed and
optimized by using accelerator pedal opening and its chang-
ing rate, clutch relative slip rate and engine speed difference
to describe the driving intention, clutch engaging states and
engine working condition, respectively [16]. Comparatively,
double-layer fuzzy intelligent control architecture has been
presented by setting up clutch engaging fuzzy control rules
and real car chassis dynamometer test has been conducted
[17].

But the above stated studies only focus on the control of
clutch engaging control rules, rarely taking consideration of
the issue of coordinating control between engine and clutch
during the vehicle’s launch process and let alone the qualifi-
cation of driver’s intention.

Taking the factors such as driver’s intention, engine
condition, clutch state, and shock intensity into account, the
issue of coordinating control between engine and clutch is
investigated in the paper, which is based on the DCT and
prototype car developed independently. Four degrees of free-
dom (DOF) launch dynamics equations are established. The
computational formulas of engine speed and clutch transfer
torque in the launching process have also been quantified
and given. Taking advantage of predictive control and genetic
algorithm, target tracing curves of engine speed and vehicle
velocity are optimally specified. Sliding mode variable struc-
ture (SMVS) control strategy has been designed to track these
curves. Based on the Matlab/Simulink software platform and
the hardware-in-the-loop test bench, the launch performance
of prototype car equipped with dry DCT has been simulated
under different driving conditions, and the rapid prototyping

experiment and test are, respectively, conducted on the DCT
test bench and in the chassis dynamometer.

2. Mathematical Models

2.1. Five-Speed Dry DCT Dynamic Model. The five-speed
dry DCT described in the paper is made up of dry dual
clutch module and its actuator, four synchronizers and their
actuators, and single intermediate shaft gear transmission
mechanism. In order to study the dynamic characteristic of
single clutch in the launching process and develop relevant
coordinating control strategy, the following assumptions
should be made before modeling (1) Both wheels’ moment
of inertia and vehicle’s translation quality are converted into
the transmission output shaft.The engine output shaft and the
input shaft, intermediate shaft, and output shaft of transmis-
sion are regarded as rigid body with distributed parameters
and concentrated inertia, and the friction damping loss is
considered, respectively (2)Thedynamic process of the clutch
actuator and the synchronizers, as well as the heat fade of the
clutch are not the focus of this paper. (3)Neglect the elasticity
between bearing and its block, as well as the elasticity and gap
in gear engagement. Finally the established dynamicmodel of
five-speed dry DCT after simplification is shown in Figure 1.

In Figure 1, parameters and variables are defined as
follows:

𝐼
𝑒
: equivalent moment of inertia of engine crankshaft

(including flywheel) and clutch driving plate;
𝐼
𝑐1
: Equivalent moment of inertia of clutch 1 driven

plate, transmission NO.1 input shaft (solid part), and
relevant odd number gears;
𝐼
𝑐2
: equivalent moment of inertia of clutch 2 driven

plate, transmissionNO.2 input shaft (hollowpart) and
its relevant even number speed gears;
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𝐼
𝑚
: equivalent moment of inertia of transmission

intermediate shaft, its relevant gears, and final drive
driving part;

𝐼
𝑠
: equivalent moment of inertia of final drive driven

part, differential gears, axle shafts, wheels, and com-
plete vehicle, which are equally converted into trans-
mission output shaft;

𝐼
𝑔1
, 𝐼
𝑔3
, 𝐼
𝑔𝑟
: moment of inertia of 1st, 3rd, and reverse

driven gears;

𝐼
𝑔2
, 𝐼
𝑔4
, 𝐼
𝑔5
: moment of inertia of 2nd, 4th, and 5th

driving gears;

𝑖
1
∼ 𝑖
5
, 𝑖
𝑎
: forward gear ratios and final drive ratio;

𝑏
𝑒
: rotating viscous damping coefficient of engine

output shaft;

𝑏
𝑐1
: rotating viscous damping coefficient of transmis-

sion NO.1 input shaft;

𝑏
𝑐2
: rotating viscous damping coefficient of transmis-

sion NO.2 input shaft;

𝑏
𝑚
: rotating viscous damping coefficient of transmis-

sion intermediate shaft;

𝑏
𝑠
: equivalent rotating viscous damping coefficient of

axle shafts and wheels, which are equally converted
into transmission output shaft;

𝜔
𝑒
: angular speed of engine crankshaft;

𝜔
𝑐1
: angular speed of clutch 1 driven plate (or trans-

mission NO.1 input shaft);

𝜔
𝑐2
: angular speed of clutch 2 driven plate (or trans-

mission NO.2 input shaft);

𝜔
𝑚
: angular speed of transmission intermediate shaft;

𝜔
𝑠
: angular speed of transmission output shaft;

𝑇
𝑒
: engine output torque;

𝑇
𝑐1
, 𝑇
𝑐2
: transfer torque of clutch 1 and clutch 2;

𝑇
𝑐𝑚1

, 𝑇
𝑐𝑚2

: torque of NO.1 and NO.2 input shafts
acting on intermediate shaft;

𝑇
𝑚𝑐1

, 𝑇
𝑚𝑐2

: torque of intermediate shaft reacting on
NO.1 and NO.2 input shafts;

𝑇
𝑓
: driving resistance torque which is equally con-

verted into transmission output shaft.

2.2. Dynamics Equations for Five-Speed Dry DCT. DCT can
use 1st speed gear or 2nd speed gear to start. Take 1st speed
gear launch for example. Assuming that the engine is already
operating in idle state, the synchronizer 1 firstly engages to
the left gear (1st gear). Because the synchronizer engaging
process does not belong to the research focus in this paper,
the detailed analysis of synchronizer is neglected. After the
engagement of synchronizer, the clutch 1 begins to engage
to transmit the torque from the engine side until the end of

launching process. During the launch process, clutch 1 gets
through four phases.

Free Stroke Eliminating. It is to eliminate the vacant distance
between the clutch driving and driven plates.

Slipping Friction before Half-Engaging. The clutch begins to
engage but the transmitted torque cannot overcome the
vehicle resistance to move the vehicle.

Sliding Friction after Half-Engaging. The clutch is further
engaged and the torque transmitted by clutch is able to force
the vehicle to move.

Full-Engaging after Synchronizing. The engaging process and
the launching process finish.

The first two phases have a small effect on the launching
quality and therefore the main research attention is focused
in the last two phases, especially the third phase.

The four-DOF dynamics equations on the phase of slip-
ping friction after half-engaging can be expressed as follows:

𝐼
𝑒
̇𝜔
𝑒
= 𝑇
𝑒
− 𝑇
𝑐1
− 𝑏
𝑒
𝜔
𝑒
,

𝐼
𝑐1

̇𝜔
𝑐1
= 𝑇
𝑐1
− 𝑇
𝑚𝑐1

− 𝑏
𝑐1
𝜔
𝑐1
,

(𝐼
𝑚
+ 𝐼
𝑔1

+ 𝐼
𝑔2
𝑖
2

2
𝜂 + 𝐼
𝑔4
𝑖
2

4
𝜂 + 𝐼
𝑔5
𝑖
2

5
𝜂) ̇𝜔
𝑚

= 𝑇
𝑐1𝑚

− 𝑇
𝑠𝑚

− 𝑏
𝑚
𝜔
𝑚
,

𝐼
𝑠
̇𝜔
𝑠
= 𝑇
𝑚𝑠

− 𝑇
𝑓
− 𝑏
𝑠
𝜔
𝑠
,

(1)

where 𝑇
𝑒
= 𝑓(𝛼, 𝜔

𝑒
), 𝑇
𝑐𝑚1

= 𝑇
𝑚𝑐1

𝑖
1
𝜂, 𝑇
𝑚𝑠

= 𝑇
𝑠𝑚
𝑖
𝑎
𝜂, V = 𝜔

𝑠
𝑅
𝑊

𝑇
𝑐1
=

{{

{{

{

2

3
(
𝑅
3

0
− 𝑅
3

1

𝑅
2

0
− 𝑅
2

1

)𝜇
1
𝐹 (𝑥
1
) 𝜔
𝑐1
≤ 𝜔
𝑒
,

𝑇
𝐿

𝑐1
𝜔
𝑐1
= 𝜔
𝑒
,

(2)

𝑇
𝑓
= (

𝐶
𝑑
𝐴

21.15
V2 + 𝑚𝑔 sin 𝜃 + 𝑚𝑔 cos 𝜃𝑓 + 𝛿𝑚

𝑑V
𝑑𝑡

)𝑅
𝑊
, (3)

𝛿 = 1 +
1

𝑚

𝐼
𝑐1
𝑖
2

1
𝑖
2

𝑎
+ 𝐼
𝑚
𝑖
2

𝑎
+ 𝐼
𝑠
+ 𝐼V

𝑅
𝑊

. (4)

Among above formulas, 𝛼 is engine throttle opening.
𝑓(𝛼, 𝜔

𝑒
) denotes nonlinear function of engine output torque.

𝜂 is transmitting efficiency of transmission shafts as well as
final drive. 𝜇

1
is kinetic friction coefficient among friction

plates of clutch 1. 𝑅
0
, 𝑅
1
are internal and external radius of

friction plates of clutch 1. 𝑥
1
is opening of clutch 1. 𝐹(𝑥

1
)

denotes positive pressure function of pressure plate of clutch
1. 𝑇𝐿
𝑐1

is transfer torque after full-engaging of clutch. 𝑚 is
vehicle mass. 𝑔 is gravity acceleration. 𝑓 is rolling resistance
coefficient. V is vehicle velocity. 𝐶

𝑑
is wind drag coefficient.𝐴

is windward area. 𝜃 is road slope. 𝛿 is conversion coefficient
of rotating mass. 𝑅

𝑊
is radius of wheel.

For the sake of easily designing the controller, further
assumptions about motional relationship among the input,
intermediate, and output shafts of transmission should meet
the equations 𝜔

𝑠
𝑖
𝑎
𝑖
1
= 𝜔
𝑚
𝑖
1
= 𝜔
𝑐1
. Then the DCT dynamic

model in Figure 1 can be simplified as that in Figure 2.



4 Mathematical Problems in Engineering

Clutch 1

Clutch 2

Tc1

𝜔c2

Tc2
𝜔e

Te

Ie
be

𝜔s

Tf

𝜔c1

Tms
bo

Io

VehicleEngine

Figure 2: DCT dynamics model after simplification.

Simplify formula (1), and then some two-DOF dynamics
equations are obtained:

𝐼
𝑒
̇𝜔
𝑒
+ 𝑏
𝑒
𝜔
𝑒
= 𝑇
𝑒
− 𝑇
𝑐1
,

𝐼
𝑜
̇𝜔
𝑠
+ 𝑏
𝑜
𝜔
𝑠
= 𝑇
𝑐1
𝑖
𝑒
− 𝑇
𝑓
,

(5)

where parameters are defined as follows:

𝑖
𝑒
= 𝑖
𝑎
𝑖
1
𝜂
2

𝐼
𝑜
= 𝐼
𝑠
+ (𝐼
𝑚
+ 𝐼
𝑔1
) 𝑖
2

𝑎
𝜂 + 𝐼
𝑐1
𝑖
2

1
𝑖
2

𝑎
𝜂
2

+ 𝐼
𝑔2
𝑖
2

2
𝑖
2

𝑎
𝜂
2

+ 𝐼
𝑔4
𝑖
2

4
𝑖
2

𝑎
𝜂
2

+ 𝐼
𝑔5
𝑖
2

5
𝑖
2

𝑎
𝜂
2

,

𝑏
𝑜
= 𝑏
𝑠
+ 𝑏
𝑚
𝑖
2

𝑎
𝜂 + 𝑏
𝑐1
𝑖
2

1
𝑖
2

𝑎
𝜂
2

.

(6)

When the clutch is fully engaged, 𝑇
𝑐1

= 𝑇
𝐿

𝑐1
. He clutch

transmitted torque 𝑇
𝑐1
is only determined by engine output

torque and driving resistance, which satisfies:

𝑇
𝑐1
=

𝐼
𝑜
(𝑇
𝑒
− 𝑏
𝑒
𝜔
𝑒
) + (𝑇

𝑓
+ 𝑏
𝑜
𝜔
𝑠
) 𝐼
𝑒
𝑖
1
𝑖
𝑎

𝐼
𝑜
+ 𝐼
𝑒
𝑖
𝑒
𝑖
1
𝑖
𝑎

. (7)

When the clutch is fully engages, the vehicle is launched
in certain gear. In this sense, formula (5) can still be further
simplified as a single-DOF dynamics equation:

𝐼
𝑑

̇𝜔
𝑠
+ 𝑏
𝑑
𝜔
𝑠
= 𝑇
𝑒
𝑖
𝑒
− 𝑇
𝑓
, (8)

where

𝐼
𝑑
= 𝐼
𝑠
+ (𝐼
𝑚
+ 𝐼
𝑔1
) 𝑖
2

𝑎
𝜂 + (𝐼

𝑐1
+ 𝐼
𝑒
) 𝑖
2

1
𝑖
2

𝑎
𝜂
2

+ 𝐼
𝑔2
𝑖
2

2
𝑖
2

𝑎
𝜂
2

+ 𝐼
𝑔4
𝑖
2

4
𝑖
2

𝑎
𝜂
2

+ 𝐼
𝑔5
𝑖
2

5
𝑖
2

𝑎
𝜂
2

,

𝑏
𝑑
= 𝑏
𝑠
+ 𝑏
𝑚
𝑖
2

𝑎
𝜂 + (𝑏

𝑐1
+ 𝑏
𝑒
) 𝑖
2

1
𝑖
2

𝑎
𝜂
2

.

(9)

Synthesizing formulas (5) and (8), the DCT launch
dynamic model after eliminating the null distance of clutch
can be seen as a hybrid model, namely including a two-
DOF sliding frictionmodel and a single-DOF stably operated
model. The switching condition between the two models is
𝜔
𝑒
= 𝜔
𝑐1
. The controller will be designed on the basis of this

hybrid model in the following.

3. Coordinating Control and Real-Time
Optimization for Dry DCT

3.1. Launch Control Objectives. The control objectives of dry
DCT in the launching process are as follows:

(1) reflect the driver’s intention adequately to let the
driver have different driving feel according to accel-
erator pedal opening and its changing rate;

(2) under the condition of meeting the requirements of
shock intensity and sliding friction work, to decrease
the slipping friction work as much as possible and
guarantee the launch comfort (shock intensity is
10m/s3 in German standard [18]);

(3) take the effect of launching on engine’s working state
into account to avoid the flameout of the engine in the
launching process.

3.2. Launch Controller Design Architecture. A layered archi-
tecture of launching control is used as shown in Figure 3.The
upper layer controller is applied to determine the optimal
clutch transfer torque and engine target speed (or torque),
while the lower one is used to implement a servocontrol of
clutch torque and a closed-loop control of engine torque (or
speed). The upper controller can further be divided into two
parts according to the activation order: the sliding control
before the speed synchronization and engaging control after
the speed synchronization. The sliding control is aiming at
the sliding friction after half-engaging phase and also the
core of the launching control. Based on the two-DOF model
during the sliding phase, the driving intention, the closed-
loop control of engine speed and clutch torque, and can
be realized. Relatively, based on the single-DOF model, the
engaging control is for the full-engaging after synchronizing
phase and to make the clutch engage completely as quickly as
possible and prevent engaged clutch plates from falling into
sliding state again due to the change of engine output torque.
Meanwhile, engine output torque is adjusted to match the
demand torque. Even though the driving anddriven plates are
already synchronized, the launch controller does not send out
an accomplishment signal. Only if the engine output torque
is equal to the demand torque, it sends out the signal.

3.3. Launch Sliding Friction Process Control. The inputs of
launch slipping friction process control include accelerator
pedal opening, engine speed, wheel speed, and so forth. The
outputs contain Clutch 1 target engaging pressure and engine
demand torque. They would be realized through the sliding
mode variable structure tracing control algorithm.

(1)Determine target control variables. The target control
variables include engine target speed and vehicle target shock
intensity. The engine target speed should be proportional to
the accelerator pedal opening and its changing rate in order
to partially reflect the driver’s intention. Taking engine target
speed and vehicle target shock intensity asmeasuring index of
driver’s intention, the DCT launch controller can be designed
without considering the concrete physical characteristics of
clutch actuators, thus improving the generality of launch
controller.

(2) Target tracing controller design. Based on simplified
models of engine and transmission, sliding mode variable
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structure controller is designed to track engine target speed
and vehicle target shock intensity.

3.3.1. Determining Method of Engine Target Speed. The prin-
ciples of determining engine target speed are as follows.

(1) In order to avoid the stalling of engine and attrition of
clutch due to overhigh speed, the target speed is not
less than the engine idle speed (set as 800 r/min) and
is limited to a maximum value (set as 2000 r/min) as
well.

(2) Within optional limits of target speed, on one hand,
the target speed changes along with the variation of
accelerator pedal opening and its changing rate, and
it can ensure that engine has enough output power to
meet the launch demands under different conditions.
On the other hand, the selected target speed canmake
the engine work in an economic area.

(3) When the difference between engine real speed and
clutch driven plate speed is more than the setting
threshold value Δ𝜔 and the clutch sliding friction
time is less than the time variable 𝑡

𝑝
, the engine target

speedwill coordinatewith the accelerator pedal open-
ing and its changing rate. If the condition is reverse,
the target speed will be fixed as synchronous speed
𝜔
𝑒
(𝑡
𝑠
), namely, the speed when engine and clutch

driven plate are at the moment of synchronizing.
The calculation of engine target speed 𝜔

ref
𝑒

is shown

𝜔ref
e

tp

𝜔e(0)

𝜔e(ts)

ts

𝜔c1

Sp
ee

d
𝜔

(r
ad

/s
)
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Figure 4: Determination of engine target speed.

in Figure 4 and Formula (10). The engine output
characteristic can be seen in Figure 15. Consider

𝜔
ref
𝑒

=

{{

{{

{

𝜔
𝑒
(𝑡
𝑠
) − 𝜔
𝑒
(0)

𝑡
𝑝

𝑡 + 𝜔
𝑒
(0) (𝜔

𝑒
− 𝜔
𝑐1
) ≥ Δ𝜔, 𝑡 < 𝑡

𝑝
,

𝜔
𝑒
(𝑡
𝑠
) other,

(10)

where 𝜔
𝑒
(𝑡
𝑠
) and 𝜔

𝑒
(0), respectively, denote engine target

speed postsynchronizing and idle speed. 𝑡
𝑝
is linearly increas-

ing time of engine speed. 𝑡
𝑠
is time elapsed until clutch driving
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Table 1: Engine synchronous target speed.

Equivalent accelerator pedal
opening 𝛽V/%

Engine synchronous target
speed 𝜔

𝑒
(𝑡
𝑠
)/(r/min)

0∼10 1000
10∼20 1000
20∼30 1100
30∼40 1200
40∼50 1300
50∼60 1400
60∼70 1500
70∼80 1600
80∼90 1700
90∼100 2000

and driven plates are synchronized. Δ𝜔 is set threshold value
of the difference between clutch driving and driven plates.

In order to reflect the driver’s intention easily and
determine 𝜔

𝑒
(𝑡
𝑠
), equivalent accelerator pedal opening 𝛽V is

introduced to synthesize the information of accelerator pedal
opening and its changing rate. The relationship between 𝛽V
and 𝜔

𝑒
(𝑡
𝑠
) is shown in Table 1.

Consider

𝛽V (𝑡) = 𝛽 (𝑡) + 𝑘 ̇𝛽 (𝑡) , (11)

where 𝛽(𝑡) is real value of accelerator pedal opening. ̇𝛽(𝑡)

is changing rate of accelerator pedal opening. 𝑘 is weight
index and must be determined according to the practice to
guarantee the 𝛽

𝑡
(𝑡) falling into the scope of [0–100].

3.3.2. Determining Method of Target Shock Intensity in the
Launching Process. The launch target shock intensity not only
reflects the driver’s intention, but also guarantees that the
intensity is in a reasonable extent. The friction process is
divided into three parts in [19], which qualitatively elaborated
control key points when a vehicle was launched and its
clutch driving and driven plates were synchronizing. In [20],
the shock intensity while the clutch driving and driven
plates were synchronizing is derived, which showed that it
is proportional to the difference between engine acceleration
and acceleration of clutch driven plate at the instant of
presynchronization. That is

̇𝜔
𝑐
(+) − ̇𝜔

𝑐
(−) =

𝐼
𝑒

𝐼
𝑒
+ 𝐼
𝑐𝑎

[ ̇𝜔
𝑒
(−) − ̇𝜔

𝑐
(−)] , (12)

where ̇𝜔
𝑐
(−), ̇𝜔

𝑐
(+) denote accelerations of clutch driven plate

at the instant of presynchronization and post- synchroniza-
tion. ̇𝜔

𝑒
(−) is engine acceleration at the instant of presynchro-

nization. 𝐼ca is moment of inertia of complete vehicle and its
transmission system, which are equally converted to clutch
driven plate.

Suppose that the transmission system is rigid; namely,
̈V = ̈𝜔

𝑠
𝑅
𝑊

= ̈𝜔
𝑐
𝑖
1
𝑖
𝑎
𝑅
𝑊
. The shock intensity of vehicle can

Table 2: Driver’s intention.

Launch mode Slow Moderate Abrupt
Equivalent accelerator
pedal opening 𝛽V/%

0∼20 20∼50 50∼100

Target shock intensity
𝑗
𝑝
/(m/s3) 0.5 1.5 2.5

be equally converted into the shock intensity of clutch driven
plate. Consider Formula (12). If the difference between engine
acceleration and acceleration of clutch driven plate is zero, the
shock intensity will be zero at the moment of synchronizing.
The condition is called no-impact synchronizing condition.
As the engine target speed is determined in preceding
passage, namely, the rotary speed difference is less than the
threshold value Δ𝜔 or the elapsed time of sliding friction
process is more than the time variable 𝑡

𝑝
, the engine speed

remains constant as the same as synchronous target speed.
So the engine acceleration is zero. For the sake of no-impact
at the moment of synchronizing, the speed of clutch driven
plate should be equal to the target speed and its acceleration
should be zero.

The authors divide the launch sliding friction process into
three phases, determine the target shock intensity in different
phases, and obtain related target vehicle acceleration and
target vehicle velocity via integral. It is shown in Figure 5.

Phase One. During the time slot 0 ∼ 𝑡
𝑝
, the target shock

intensity 𝑗
𝑝
is positive. It changes along with the equivalent

acceleration, which reflects the driver’s intention. As the
particularity of creeping launch,that is, the clutch driving
and driven plates should maintain slipping state during the
whole launching process without considering their speed
synchronization. In view of this, creeping launch is out of
consideration in this paper. Therefore, on the basis of equiv-
alent accelerator pedal opening and engine output torque
capacity, driver’s intention is divided into three categories
[3, 6], which is shown in Table 2.

Phase Two. During the time slot 𝑡
𝑝

∼ 𝑡
𝑠
, the target shock

intensity 𝑗
𝑝
is negative. The main goal is to lower the vehicle

acceleration, so that the speed and acceleration of clutch
driven plate stay the same as the engine’s at the moment of
synchronizing in order to realize no-impact synchronizing.
The values are synchronous target speed and zero, respec-
tively. Theoretically, different values are selected according
to different target shock intensity in Phase One. However,
considering that clutch driving plate and its driven plate are
approaching to synchronize, the target shock intensity 𝑗

𝑠
is set

as a constant value in order to accelerate the engaging speed
and decrease the total sliding friction work in the launching
process. Equations can be established as follows:

𝑗
𝑝
𝑡
𝑝
+ 𝑗
𝑠
(𝑡
𝑠
− 𝑡
𝑝
) = 0,

0.5𝑗
𝑝
𝑡
2

𝑝
+ 𝑗
𝑝
𝑡
𝑝
(𝑡
𝑠
− 𝑡
𝑝
) + 0.5𝑗

𝑠
(𝑡
𝑠
− 𝑡
𝑝
)
2

= 𝜔 (𝑡
𝑠
) 𝑅
𝑊
,

(13)
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Figure 5: Target curves in the launching process.

where 𝑗
𝑝
is target shock intensity in phase one of sliding

friction process, 𝑗
𝑠
is target shock intensity in Phase Two of

sliding friction process. 𝜔(𝑡
𝑠
) is speed of clutch driven plate

at time 𝑡
𝑠
, namely, the synchronous target speed.

By solving formula (13), the following can be obtained:

𝑡
𝑝
= √

𝜔 (𝑡
𝑠
) 𝑅
𝑊

(0.5𝑗
𝑝
− 0.5𝑗2

𝑝
/𝑗
𝑠
)

,

𝑡
𝑠
= 𝑡
𝑝
(1 −

𝑗
𝑝

𝑗
𝑠

) .

(14)

According to equivalent accelerator pedal opening at the
initial moment of sliding friction process, the synchronous
target speed and target shock intensity in Phase One can be
obtained by looking up Tables 1 and 2, respectively. Based
on above values 𝑡

𝑝
and 𝑡
𝑠
, the target speed of clutch 1 in the

sliding friction process will be listed in the following through
the integral of 𝑗

𝑝
and 𝑗
𝑠
twice:

𝜔
ref
𝑠

= ∫

𝑡𝑠

0

∫

𝑡𝑠

0

𝑗

𝑅
𝑊

𝑑𝑡,

𝜔
ref
𝑐1

= 𝜔
ref
𝑠
𝑖
1
𝑖
𝑎
.

(15)

Note that both 𝑡
𝑝
and 𝑡
𝑠
are measured in a coordinate

system whose origin is the initial moment of sliding friction
process.

PhaseThree. During the time slot over 𝑡
𝑠
, clutch driving plate

and its driven part are already synchronized, andDCTmodel
is switched from sliding frictionmodel to 1st speed gear stably
operated model. So the control of sliding friction makes no
sense any more. In order to meet the requirement of no-
impact synchronizing, the target acceleration is set as zero
and the target speed is constant.

3.3.3. Rolling Determination of Target Value and Genetic
Optimization of Shock Intensity. The determining method of
engine target speed and launch target shock intensity stated
above can ensure no stalling of engine and ride comfort
of vehicle in the launching process and partially reflect the
driver’s intention, but some shortages also exist as follows.

(1) Engine synchronizing target speed and target shock
intensity in Phase One are only based on equiva-
lent accelerator pedal opening at the initial moment
of sliding friction process, without considering the
whole sliding friction process. The transformation of
equivalent accelerator pedal opening obviously does
not accord with the fact.

(2) Neglect the sliding friction work in the launching
process when determining the target speed.
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Figure 6: Schematic diagram of the rolling calculation of launch
target vehicle velocity.

In order to overcome the above shortages, predictive con-
trol thoughts are used to optimize the target curves online. It
means that during a time slot (namely, at an optimizing step),
these variables, such as 𝜔

𝑒
(𝑡
𝑠
), 𝑡
𝑝
, 𝑡
𝑠
, and 𝑗

𝑝
can be obtained

by minimizing the sliding friction work on the basis of the
equivalent accelerator pedal opening and vehicle velocity.
And then the target curves can also be obtained.

Determination of Rolling Algorithm of Target Vehicle Velocity.
The target vehicle velocity curve is recalculated in a time
interval Δ𝑡. Both vehicle velocity and acceleration are not
equal to 0 at every calculation moment. Figure 6 shows that
V
0
, V
1
, V
2
, and V

3
represent the target vehicle velocities at these

moments of 𝑡
0
, 𝑡
0
+ Δ𝑡, 𝑡

0
+ 2Δ𝑡, and 𝑡

0
+ 3Δ𝑡, respectively.

Figure 7 shows the calculation method of target vehicle
velocity in a certain time. According to the condition of no-
impact synchronizing, formula (13) can be rewritten as:

𝑎 (𝑡
0
) + 𝑗
𝑝
𝑡
𝑝
+ 𝑗
𝑠
(𝑡
𝑠
− 𝑡
𝑝
) = 0,

V (𝑡
0
) + 𝑎 (𝑡

0
) 𝑡
𝑝
+
1

2
𝑗
𝑝
𝑡
2

𝑝
+ (𝛼 (𝑡

0
) + 𝑗
𝑝
𝑡
𝑝
) (𝑡
𝑠
− 𝑡
𝑝
)

+
1

2
𝑗
𝑠
(𝑡
𝑠
− 𝑡
𝑝
)
2

= 𝜔 (𝑡
𝑠
) 𝑅
𝑊
,

(16)

where 𝑡
0
is optimizingmoment, 𝛼(𝑡

0
) denotes vehicle acceler-

ation at the optimizingmoment, V(𝑡
0
)denotes vehicle velocity

at the optimizing moment, and 𝜔
𝑒
(𝑡
𝑠
) denotes synchronous

target revolving speed, which updates its value at every
optimizing step according to virtual accelerator pedal signal
by looking up Table 1.

In a word, firstly at every optimizing step, synchronous
target rotary speed 𝜔

𝑒
(𝑡
𝑠
) and target shock intensity are

obtained by looking upTables 1 and 2 according to the current
equivalent accelerator pedal opening. Secondly solve (16) and
get the latest values of 𝑡

𝑝
, 𝑡
𝑠
. Finally according to formula (15),

we get the target vehicle velocity in the launching process.

The rolling determining method of engine target speed
resembles the above description. According to (10), following
formula can be obtained:

𝜔
ref
𝑒

=

{{{{

{{{{

{

𝜔
𝑒
(𝑡
𝑠
) − 𝜔
𝑒
(0)

𝑡
𝑝

𝑡 + 𝜔
𝑒
(0) , (𝜔

𝑒
− 𝜔
𝑐1
) ≥ Δ𝜔,

𝑡
0
< 𝑡 < (𝑡

0
+ 𝑡
𝑝
) ,

𝜔
𝑒
(𝑡
𝑠
) , other.

(17)

Determination of Optimal Algorithm of Target Shock Intensity.
The target shock intensity stated above is obtained by looking
up Tables. But it does not ensure that the target curve is
optimal. It is discussed below how to determine 𝑗

𝑝
and 𝑗

𝑠

through genetic algorithm and real-time optimization. In the
time slot 𝑡

0
∼ 𝑡
0
+ 𝑡
𝑠
, the predictive sliding friction work is

𝑊 = ∫

𝑡0+𝑡𝑠

𝑡0

�̂�
𝑐1
(𝜔

ref
𝑒

− 𝜔
𝑐1
) 𝑑𝑡,

�̂�
𝑐1
=
𝐼
𝑜
̇𝜔
ref
𝑠

+ 𝑏
𝑜
𝜔
ref
𝑠

+ 𝑚𝑔𝑅
𝑊
𝜇

𝑖
𝑎
𝑖
1
𝜂2

,

(18)

where �̂�
𝑐1
is estimated clutch transfer torque. If |𝑇

𝑐1
−�̂�
𝑐1
| < 𝜀,

estimated value �̂�
𝑐1
replaces real value 𝑇

𝑐1
, and target shock

intensities 𝑗
𝑝
and 𝑗
𝑠
can be obtained byminimizing the sliding

friction work. The selected fitness function based on genetic
algorithm is the reciprocal of predictive sliding friction work:

𝐹 =
1

𝑊
. (19)

The optimizing process of parameters 𝑗
𝑝
and 𝑗

𝑠
can be

seen in Figure 8.

3.3.4. Design of Sliding Mode Variable Structure Tracing
Controller. Based on the design of previous details, the target
vehicle velocity and target engine speed are already obtained
in the launch sliding friction process. However, whether it
can track accurately or not, depends on the performance
of launch controller completely. Considering immeasurable
driving resistance, a kind of sliding mode variable structure
control algorithm with interference rejection has been put
forward in the paper, which aims at tracking engine speed and
wheel speed accurately.

Regardless of the influence of temperature and slip speed
difference on clutch friction coefficient 𝜇

1
, the relationship

between pressure 𝐹
1
of the clutch pressure plate and its

transfer torque is determined uniquely, when the internal and
external radius of friction plates are given. For the sake of
easy description, clutch transfer torque is used to describe the
clutch engaging law in the following.

Tracing Control of Wheel Speed. On the basis of launch
dynamics equations of DCT transmission system (referring
to Formula (5)), supposing 𝑥

1
= 𝜃
𝑠
, 𝑥
2
= 𝜔
𝑠
, there is:

̇𝑥
1
= 𝑥
2
,

̇𝑥
2
=

𝑖
𝑒

𝐼
𝑜

𝑇
𝑐1
−
𝑏
0

𝐼
0

𝑥
2
−

𝑇
𝑓

𝐼
0

.

(20)
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0
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Supposing that 𝑒
1
= 𝑥
𝑟
−𝑥
1
, 𝑒
2
= ̇𝑥
𝑟
−𝑥
2
, 𝑢
1
= 𝑇
𝑐1
, where

𝑥
𝑟
is the expectation of 𝑥

1
, there is

[
̇𝑒
1

̇𝑒
2

] = [

[

0 1

0 −
𝑏
0

𝐼
0

]

]

[
𝑒
1

𝑒
2

] + [

[

0

−
𝑖
𝑒

𝐼
0

]

]

𝑢
1
+ [

0

𝑓
2

] + [
0

𝑓
3

] , (21)

where 𝑓
2
= ̈𝑥
𝑟
+ (𝐼
0
/𝑏
0
) ̇𝑥
𝑟
, which is measurable interference,

and 𝑓
3
= 𝑇
𝑓
/𝐼
0
, which is immeasurable interference related

to the driving resistance.
In order to reduce the gain of sliding mode variable

structure, it should contract the upper and lower boundaries
of interference as much as possible. According to the compu-
tational formula of driving resistance, the rolling resistance
is regarded as a part of measurable interference; namely,
measurable interference 𝑓

2
can be rewritten as

𝑓


2
= ̈𝑥
𝑟
+
𝐼
0

𝑏
0

̇𝑥
𝑟
+
𝑚𝑔𝑓

𝑏
0

. (22)

And the immeasurable interference𝑓
3
can be rewritten as

𝑓


3
=

𝑇
𝑓

𝐼
0

−
𝑚𝑔𝑓

𝑏
0

. (23)

The switching function is designed as
𝑠 = 𝑐
1
𝑒
1
+ 𝑐
2
𝑒
2
, (24)

where 𝑐
1
> 0, 𝑐
2
> 0. Take the approaching rate:

̇𝑠 = −𝑘 ⋅ 𝑠 − 𝑑 ⋅ 𝑔 (𝑠) + 𝑐
2
𝑓


3
, (25)

where 𝑑 > |𝑐
2
𝑓


3
|,

𝑔 (𝑠) =

{{{

{{{

{

sgn (𝑠) |𝑠| ≥
𝜋

2𝑝

sin (𝑝 ⋅ 𝑠) |𝑠| <
𝜋

2𝑝

𝑝 > 0. (26)

While it is 𝑝 → ∞, 𝑔(𝑠) → sgn(𝑠). The control input 𝑢
1

is calculated via the formula below:

𝑢
1
=

𝐼
0

𝑐
2
𝑖
𝑒

[𝑘 ⋅ 𝑠 + 𝑑 ⋅ 𝑔 (𝑠) + 𝑒
2
(𝑐
1
− 𝑐
2

𝑏
0

𝐼
0

) + 𝑐
2
𝑓


2
] . (27)

Tracing Control of Engine Speed. Because engine model is
a double-input (𝑇

𝑒
and 𝑇

𝑐1
)-single-output (𝜔

𝑒
) model and

clutch transfer torque 𝑇
𝑐1
is available in use of wheel speed

tracing controller stated previously, 𝑇
𝑐1

is a measurable
interference of enginemodel. Based on the rotation dynamics
of crankshaft (refer to Formula (5)), we can suppose that
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Figure 9: Continued.
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Figure 9: Simulation results of launch performance.

𝑥
1𝑒

= 𝜃
𝑒
, ̇𝑥
1𝑒

= ̇𝜃
𝑒
= 𝜔
𝑒
, 𝑒
1𝑒

= 𝑥
𝑟𝑒
− 𝑥
1𝑒
, 𝑒
2𝑒

= ̇𝑥
𝑟𝑒
− 𝑥
2𝑒
,

where 𝑥
𝑟𝑒
is the expectation of 𝜃

𝑒
; namely,

[
̇𝑒
1𝑒

̇𝑒
2𝑒

] = [

[

0 1

0 −
𝑏
𝑒

𝐼
𝑒

]

]

[
𝑒
1𝑒

𝑒
2𝑒

] + [

[

0

−
1

𝐼
𝑒

]

]

𝑢
2
+ [

0

𝑓
2𝑒

] , (28)

where 𝑢
2
= 𝑇
𝑒
, 𝑓
2𝑒

= (𝑇
𝑐1
/𝐼
𝑒
) + ̈𝑥
𝑟𝑒
+ (𝑏
𝑒
/𝐼
𝑒
) ̇𝑥
𝑟𝑒
, which are

measurable interferences.
The switching function is designed as

𝑠
𝑒
= 𝑐
1𝑒
𝑒
1𝑒
+ 𝑐
2𝑒
𝑒
2𝑒
, (29)

where 𝑐
1𝑒
> 0, 𝑐
2𝑒
> 0. Take the approaching rate:

̇𝑠
𝑒
= −𝑘
𝑒
⋅ 𝑠
𝑒
− 𝑑
𝑒
⋅ 𝑔 (𝑠
𝑒
) , (30)

where 𝑑
𝑒
> |𝑐
2𝑒
𝑓
2𝑒
|,

𝑔 (𝑠) =

{{{{

{{{{

{

sgn (𝑠) , |𝑠| ≥
𝜋

2𝑝
𝑒

,

sin (𝑝
𝑒
⋅ 𝑠) , |𝑠| <

𝜋

2𝑝
𝑒

𝑝 > 0. (31)

The control output 𝑢
2
is calculated via the following

formula:

𝑢
2
=
𝐼
𝑒

𝑐
2

[𝑘
𝑒
⋅ 𝑠
𝑒
+ 𝑑
𝑒
⋅ 𝑔 (𝑠
𝑒
) + 𝑒
2𝑒
(𝑐
1𝑒
− 𝑐
2𝑒

𝑏
𝑒

𝐼
𝑒

) + 𝑐
2𝑒
𝑓
2𝑒
] .

(32)

3.4. Switching Control of Engine Demand Torque in the
Engaging Process after Synchronizing. When engine speed
and clutch driven plate speed approach to synchronizing and

reach set threshold values according to switching conditions,
DCT launch models switch over; namely, the two-DOF slid-
ing friction model transforms into the single-DOF 1st speed
gear stable operated model. At the moment, the controller
of sliding friction process does not work any longer. And
switching controller of demand torque begins to work, which
is in charge of converting engine torque into driver demand
torque. It satisfies

𝑇
𝑑

𝑒
= 𝑇
𝐿

𝑒
+ 𝐾
𝑒
𝑡, (33)

𝐾
𝑒
= (

𝑇
𝑑

𝑒
− 𝑇
𝐿

𝑒

Δ𝑡
) , (34)

wherein 𝑇
𝐿

𝑒
is real engine torque at the switching moment

of DCT launch models, 𝑇𝑑
𝑒
is driver demand torque, 𝐾

𝑒
is

changing slope of engine torque, and Δ𝑡 is switching time
elapsed of demand torque.

In order to meet the requirement of vehicle shock
intensity in the switching process, Δ𝑡 has a minimum value.
According to the 1st speed gear stably operated model
(formula (8)), shock intensity is proportional to the changing
rate of engine torque regardless of driving resistance and
friction damping. That is

𝑗 =
𝑖
𝑒
𝑅
𝑊

𝐼
𝑑

̇𝑇
𝑒
. (35)

According to the requirement of shock intensity in the
launching process, namely, 𝑗 ≤ 10m/s3, the upper limited
value of changing rate of engine torque can be calculated.The
minimum time elapsed in the switching process of torque also
can be obtained on the basis of formula (33).
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Figure 10: Comparisons of results of rolling optimization under NO.1 and NO.2 condition.

Similarly, according to the two-DOF launch model (For-
mula (5)) in the launch sliding friction process, we know
that vehicle shock intensity in the sliding friction process is
proportional to the changing rate of clutch transfer torque
regardless of driving resistance and friction damping. So
there is

𝑗 =
𝑖
𝑒
𝑅
𝑊

𝐼
0

̇𝑇
𝑐1
. (36)

4. Simulation Results and Analysis

Based on the previously established dynamic model of dry
DCT and its launch controller, the launch simulation model

of vehicle equipped with dry DCT is built on the Mat-
lab/simulink software platform. Immediately, the perfor-
mance of vehicle is simulated under typical launch condition.
The detailed parameters of adopted DCT can be seen in the
appendix.

Figure 9 and Table 3 demonstrate simulation results of
launch condition, which are defined as that the changing rate
of accelerator pedal angle is constant and that the final values
are different. It means that changing rate of accelerator is
0.4 s−1 and that the final values are 20% and 40% respectively.
Relatively, they are called NO.1 and NO.2 conditions respec-
tively, which are shown in Figure 9(a). Compared with NO.4
condition (it reaches the final value at 1 s), NO.3 condition
requires a slower launch process.
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Figure 11: DCT test bench and prototyping controller.

Table 3: Comparisons of simulated results of NO.1 and NO.2 con-
ditions.

Working condition NO.1 NO.2
Time elapsed when clutch driving and
driven plates are synchronized 𝑡

𝑠
/s 2.355 2.535

Vehicle velocity when clutch driving and
driven plates are synchronized V/(km/h) 8.1052 9.6367

Time elapsed when the demand torque
switch over (𝑡

𝑠
+ Δ𝑡)/s 3.14 3.33

Vehicle velocity when the demand torque
switch over 𝑣/(km/h) 8.3558 10.371

Total slipping friction work𝑊/J 3739.9 4767.3
Time elapsed for launch 𝑡/s 3.14 3.33

In Figures 9(b), 9(c), and 9(g) and Table 3, both the
synchronizing moment of clutch driving and driven plates
and the switching finishing moment under NO.1 condition
are earlier than that of NO.2 working condition. At any
moment, vehicle velocity is quite little under NO.1 condition.
So it can be concluded that the designed launch controller
can reflect the driving intention. In Figures 9(d) and 9(e),
launch impact strengths are less than 10m/s3, whichmeet the
demands. In Figures 9(f) and 9(g), engine output and clutch
transfer torque can also be divided into five parts.

Figures 10(a) and 10(b) demonstrate optimal time vari-
ables 𝑡

𝑝
and 𝑡

𝑠
calculated at every rolling optimization.

The total optimizing frequency is 22 under NO.1 condition,
while the time elapsed is 1.53 s at the last optimization.
Relatively, the total optimizing frequency is 24 times under
NO.2 condition, while the time elapsed is 1.64 s at the last
optimization. Figures 10(c) and 10(d) show that estimated
value of𝑇

𝑐1
is quite approaching to its real value in the launch

sliding friction process. It ensures that sliding friction is least
in the launching process to some degree.

5. Rapid Prototyping Experiments for Dry
DCT in the Launching Process

5.1. Five-Speed Dry DCT Transmission Actuator. In order to
shorten the development cycle of dry DCT control system
and test the real-time property and effectiveness of slid-
ing mode variable structure control algorithm as well, the
research group has established a dry DCT test bench (shown
in Figure 11(a)) and used MicroAutoBox1401 of dSPACE
Corporation as prototype controller. Somemodels are set up,
such as five-speed dry DCT vehicle models (including engine
mean value model, DCT model, and vehicle longitudinal
dynamics model) and DCT control strategymodel.The rapid
prototyping experiments are conducted at the same time.

The interfaces of dryDCT prototype controller are shown
in Figure 11(b). Before testing, calibrate the signals of sensors
firstly and test the working performance of actuator motor
driving units and actuator mechanisms in an open loop in
order to ensure the reliability of hardware system. Secondly,
test and verify the coordinating control strategy of clutch
torque in a closed-loop. Thirdly, conduct the rapid proto-
typing experiments of sliding mode variable structure upper
coordinating control strategy after proving its effectiveness
and calibrating relative control parameters.

5.2. Results and Analysis of Rapid Prototyping Tests. Bymeans
of making use of RTI1401 toolbox offered by dSPACE Cor-
poration, defining input signal pins such as accelerator pedal
signal, brake pedal signal, and contacting with the previously
designed DCT launch upper control module, the upper
controller can be established.

The launch trigger signal is defined as follows: when the
current speed gear is 1st speed gear, the brake pedal signal is
zero (in loose state). The accelerator pedal opening is more
than or equal to 3%. A trigger signal for preselecting 2nd
speed gear is delayed 0.5 s after the launch is finished.

The trigger signal of shifting 1st speed gear to the 2nd one
can be defined as follows: when the vehicle velocity is bigger
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Figure 12: Rapid prototyping experiment results of launch and shifting from the 1st gear to the 2nd one.

Figure 13: Photo of real car chassis dynamometer test.

than the 1st to 2nd gear shifting speed 12 km/h and the target
gear is 2nd gear.

The rapid prototyping experiment results of upper con-
troller are demonstrated in Figure 12 and Table 4. It can

Table 4: Rapid prototyping experiment results of dry DCT in the
launching process.

Launch moment 𝑡
0
/s 9.425

Synchronizing moment of launch clutch 1 driving and
driven plates (𝑡

0
+ 𝑡
𝑠
)/s 11.96

Vehicle velocity at the synchronizing moment of clutch
1 V/(km/h) 9.029

Switching finishing moment of launch demand toque
(𝑡
0
+ 𝑡
𝑠
+ Δ𝑡)/s 12.74

Vehicle velocity at the switching finishing moment of
demand toque V/(km/h) 9.498

Total sliding friction work𝑊/J 4416
Rolling optimization frequency of time variable 24
Time elapsed for launch 𝑡/s 3.315

be seen that the performance indexes of shock intensity
and sliding friction work meet the standard demands in
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Figure 14: Results of dry DCT prototype car chassis dynamometer test.

the launching process and that results of rapid prototyping
experiments coincide with simulated results. It is also proved
that the stated slidingmode variable structure dryDCTupper
controller can meet the requirement of real-time control
based on real-time optimization.

6. Chassis Dynamometer Test of Real Car
Equipped with Dry DCT

After rapid prototyping experiments, the independently
developmental five-speed dry DCT control unit is used to
replace theMicroAutoBox1401 rapid prototype controller. On
the basis of simulation and bench test results, the corre-
sponding MAP of prototype car equipped with dry DCT is
recalibrated. After DCT software is developed, the real car
chassis dynamometer test is conducted. The test photo is
shown in Figure 13.

The results of launch test can be seen in Figure 14. The
experiment results demonstrate that on the basis of sliding

mode variable structure upper coordinating control strategy,
the developed dry DCT control software not only reflects
the launch riding comfort of vehicle, but also reflects the
variation of driver’s intention.

As can been seen from Figure 14, under the proposed
launching strategies, the vehicle is launched within 2 s and
the shock intensity is below 10m/s3. Besides, when the
accelerator pedal opening is increasing, the corresponding
shock intensity is relatively larger, which is consistent with the
control strategies. Comparedwith the rapid prototyping tests,
the results obtained in the chassis dynamometer test are also
consistent, thus validating the effectiveness of the proposed
control strategies.

7. Conclusion

Thefour-DOF launch dynamicsmodel of five-speed dryDCT
is established. After simplifying the model, two-DOF sliding
friction model and single-DOF in-gear operation model are
obtained, which provide a basis for the design and control
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Table 5: The parameters of adopted DCT.

Parameters Value
𝐼
𝑒 0.273 kg⋅m2

𝐼
𝑐1 0.014 kg⋅m2

𝐼
𝑐2 0.014 kg⋅m2

𝐼
𝑚 0.01 kg⋅m2

𝐼
𝑠 147.0392 kg⋅m2

I
𝑔1

∼I
𝑔5 0.005 kg⋅m2

𝐼
𝑔𝑟 0.005 kg⋅m2

i1 ∼i5
3.615, 2.042, 1.257

0.909, 0.714
𝑖
𝑎 3.895
𝑏
𝑒 0.01
𝑏
𝑐1 0.01
𝑏
𝑐2 0.01
𝑏
𝑚 0.01
𝑏
𝑠 0.01
𝑚 1550 kg
𝑓 0.0137
𝑔 9.8m/s2

𝐴 2.095m
𝐶
𝑑 0.293

𝑅
𝑤 0.308m

𝜂 0.92
𝑅
0 0.228m

𝑅
1 0.15m

of launch controller. Driver’s intention is reflected by using
engine speed and vehicle shock intensity. Taking advantage
of the idea of predictive control and genetic algorithm, the
tracing curves of engine speed and vehicle target velocity are
determined by rolling optimization online. The sliding mode
variable structure controller (SMVS) is designed. Launch
simulatingmodel is built on theMATLAB/Simulink software
platform for the dry DCT. the launch rapid prototyping

experiment is conducted. Simulation and experiment results
show that the designed SMVS coordinating controller can
effectively reflect the driver’s intention and improve the vehi-
cle’s launch performance. Furthermore, chassis dynamometer
test result of DCT prototype car also shows that the proposed
SMVS launch coordinating control strategy is effective and
feasible.

Appendices

A. The Engine Output Characteristics (Map)

See Figure 15.

B. The Parameters of Adopted DCT in This
Paper

See Table 5.
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This paper investigates cooperative trajectory planning of multiple unmanned combat aerial vehicles (multi-UCAV) in performing
autonomous cooperative air-to-ground target attackmissions. By integrating an approximate allowable attack regionmodel, several
constraint models, and a multicriterion objective function, the problem is formulated as a cooperative trajectory optimal control
problem (CTOCP). Then, a virtual motion camouflage (VMC) for cooperative trajectory planning of multi-UCAV, combining
with the differential flatness theory, Gauss pseudospectral method (GPM), and nonlinear programming, is designed to solve the
CTOCP. In particular, the notion of the virtual time is introduced to the VMC problem formulation to handle the temporal
cooperative constraints.The simulation experiments validate that the CTOCP can be effectively solved by the cooperative trajectory
planning algorithmbased onVMCwhich integrates the spatial and temporal constraints on the trajectory level, and the comparative
experiments illustrate that VMC based algorithm is more efficient than GPM based direct collocation method in tackling the
CTOCP.

1. Introduction

Nowadays, it is an active research area to perform auton-
omous cooperative air-to-ground target attack (CA/GTA)
missions using multiple unmanned combat aerial vehicles
(multi-UCAV) [1]. However, compared with single UCAV
planning and coordinated formation control problems [2],
new technical challenges in the CA/GTAmissions are emerg-
ing. The cooperative trajectory planning is one of the key
challenging technologies, due to its high dimensionality,
severe equality and inequality constraints involved, and
the requirement of spatial-temporal cooperation of multi-
UCAV.

Recently, various algorithms have been developed to solve
this cooperative trajectory planning problem [3, 4], including
artificial neural networkmethods [5], sample-based planning
methods [6], maneuver automation (MA) [7], and optimal
control methods. There is no doubt that the optimal control
theory is the most natural framework for this type of
problem with dynamic constraints [8]. However, the rapid
solution to optimal control problems (OCPs) for complicated
nonlinear systems, such as UCAVs, is a challenging task [9].

Analytical solutions are seldom available or even possible.
As a result, one usually resorts to numerical techniques
[3]. The techniques can be classified into two general types,
namely, indirect and direct methods. Indirect methods [10]
solve the OCPs by formulating the first-order optimality
conditions, applying Pontryagin’s Maximum Principle and
nonlinear programming (NLP) to tackle the resulting two-
point boundary value problem numerically. Direct methods
[11], on the other hand, are devoted to reduce the OCPs
to finite-dimensional NLP problems by discretization and
parameterization of subsets of the state and control vectors
and then are solved by developed optimizers. As one of
direct methods, Gauss pseudospectral method (GPM) is
applied widely and efficiently in the trajectory optimization
field [12–14], due to its advantages of fewer parameters and
higher precision in the calculation procedure. However, the
method to achieve the trajectory planning for a single vehicle
or cooperative multivehicle required a high computational
load. To reduce the computational complexity, the inverse
dynamics methods [15, 16] and differential flatness theory
(DFT) based methods [17–20] are introduced. Compared to
pseudospectral methods, these methods can use any models
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and any performance indexes and transform the OCP into a
low dimensional NLP problem. However, they are still time-
consuming. Particularly, when the number of the vehicles
is too large, the computational cost will be unacceptable.
For this purpose, the virtual motion camouflage (VMC)
algorithm [21–23] is introduced into this work. Inspired by
the biological motion known as the motion camouflage, the
VMC algorithm can dramatically reduce the problem dimen-
sion and the computational cost. Somenumerical simulations
[22–24] suggest that its computational speed could be much
faster than the pseudospectral methods. Motivated by these
advantages, this paper employs virtual motion camouflage
approach to develop cooperative trajectory planning algo-
rithms.

For the cooperative trajectory planning of multi-UCAV,
the objective is to generate dynamically feasible trajectories
for UCAVs, which can guide them to the goals in the shortest
time or distance, without collisions with obstacles or each
other. To date, a number of theories and techniques have been
developed to accomplish the cooperative tasks, including
several collision avoidance techniques and time adjustment
strategies [17, 25–30]. Bollino and Lewis [25] addressed the
optimal path planning of UAVs in obstacle-rich environ-
ments and proposed a collision-free path planning for multi-
UAV using optimal control techniques and pseudospectral
methods. Kuwata and How [26] presented a cooperative
distributed robust trajectory optimization approach, using
RH-MILPwith independent dynamics but coupled objectives
and hard constraints. To improve the convergence rate,
the virtual motion camouflage method was applied to the
cooperative electronic combat air vehicles (ECAVs) [27]
and unmanned aerial vehicle (UAV) formation control [28].
Reference [27] described how an interesting bioinspired
motion strategy can be used to design real-time trajectories
for cooperative electronic combat air vehicles. The constant
speed motion camouflage law was developed to derive
the feasible condition of a constant speed ECAVs and PT
coherent mission, and its feasibility conditions were found.
Reference [28] proposed a divide and conquer hierarchical
approach in three levels to solve the UAV formation flight
trajectory plan problem considering dynamics, state, and
control variable inequality and equality constraints. These
approaches mentioned above could generate collision-free
trajectories, but the temporal cooperation was ignored. In
contrast, Lian [17] introduced a differential flatness theory
(DFT) based method to optimally formulate the cooperative
path planning for multiagent dynamical systems considering
spatial and temporal constraints. McLain and Beard [29]
proposed the coordination variables (CV) and coordination
function (CF) based strategy to achieve cooperative timing
among teams of vehicles by coordinating the velocity and
path length of each vehicle. But these approaches failed to deal
with the dynamics constraints of vehicles, and the generated
paths were not always flyable and smooth. Kaminer et al.
[30] presented a general framework for coordinated control
problem of multiple autonomous agents. On the basis of
decoupling space and time in the problem formulation, it
reduced the number of optimization parameters and made
it easy to implement optimization in real time. However, the

time coordination lays in the path following and the design
of control laws in path following algorithms was much more
difficult. Although the previous investigations have described
several valuable strategies in the cooperative path planning,
these methods cannot tackle the point-to-region cooperative
trajectory planning for CA/GTA missions directly, which
needs to integrate both the spatial and temporal constraints
on the trajectory level.

To address the problems mentioned previously, a novel
cooperative trajectory planning method for multi-UCAV in
performing the CA/GTA missions is presented in this paper.
Firstly, some constraints including individual and cooper-
ative constraints are modeled. Particularly, an approximate
allowable attack region is built for the critical terminal
constraints. Then, after the multicriterion objective function
is constructed, the cooperative trajectory planning problem
is formulated as a cooperative trajectory optimal control
problem (CTOCP). Owing to the temporal constraints, a
notion of the virtual time is introduced and the VMC
problem is reformulated in the virtual time domain. Inspired
by VMC, DFT, and GPM algorithms, a new cooperative
trajectory planning algorithm in an optimal control frame-
work is proposed.The proposed approach is demonstrated by
two typical CA/GTA examples, and the comparative experi-
ments between GPM and VMC are carried out. The results
show that the proposed approach is feasible, effective, and
efficient.

The rest of the paper is organized as follows. In Section 2,
the integrated model is set up. In Section 3, the problem is
formulated as a CTOCP followed by a multicriteria objective
function. Section 4 develops a novel cooperative trajectory
planning algorithm based on virtual motion camouflage in
virtual time domain, which can solve the problem efficiently.
Section 5 presents several numerical examples, and finally the
conclusions and future works are outlined in Section 6.

2. Modeling

2.1. Aircraft Model. The kinematic and dynamic model of
vehicles is needed in the cooperative trajectory planning
of multi-UCAV. In this work, a team of 𝑁V homogeneous
UCAVs is considered, each of which is described by the
kinematic and dynamic model according to a full-blown
three-degree of freedom (3-DOF) model as follows [31]:

̇𝑥 = 𝑉 cos 𝛾 cos𝜓, ̇𝑦 = 𝑉 cos 𝛾 sin𝜓, ̇𝑧 = 𝑉 sin 𝛾,

𝑉 = 𝑔 (𝑛
𝑥
− sin 𝛾) , ̇𝛾 =

𝑔

𝑉
(𝑛
𝑧
cos 𝜇 − cos 𝛾) ,

̇𝜓 =
𝑔

𝑉 cos 𝛾
𝑛
𝑧
sin 𝜇,

(1)

where 𝑥, 𝑦, and 𝑧 are the aircraft coordinates, that is,
longitude, latitude, and height, 𝑉 is the aircraft velocity, 𝛾
is the flight-path angle, 𝜓 is the heading angle, 𝜇 is the
roll angle, 𝑔 is the gravity acceleration, and 𝑛

𝑥
and 𝑛

𝑧
are

the longitudinal and normal components of the load factor,
respectively.
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For the optimal control problem, the state vector x and
control vector u can be defined as

x =

{{{

{{{

{

(𝑥, 𝑦, 𝑧, 𝑉, 𝛾, 𝜓) |

𝑧min ≤ 𝑧 ≤ 𝑧max
𝑉min ≤ 𝑉 ≤ 𝑉max
𝛾min ≤ 𝛾 ≤ 𝛾max
𝜓min ≤ 𝜓 ≤ 𝜓max

}}}

}}}

}

∈ X ⊂ R
6

,

u =

{

{

{

(𝜇, 𝑛
𝑥
, 𝑛
𝑧
) |

𝜇min ≤ 𝜇 ≤ 𝜇max
𝑛
𝑥,min ≤ 𝑛

𝑥
≤ 𝑛
𝑥,max

𝑛
𝑧,min ≤ 𝑛

𝑧
≤ 𝑛
𝑧,max

}

}

}

∈ U ⊂ R
3

.

(2)

2.2. Allowable Attack Region Model. For the point-to-region
trajectory planning problem, the allowable attack regions
(AARs) of targets are defined as the areas where weapon
delivery operations can be effectively performed by UCAVs.
Therefore, in order to plan accurate and optimal attack
trajectories, the AARs and the delivery parameters need to

be obtained. The AARs of the 𝑖th target TAR
𝑖
, denoted as

𝑅(TAR
𝑖
), are such sets of all feasible release states that TAR

𝑖

can be effectively attacked whenever the aircraft belongs to
those state sets. When 𝑛V (𝑛V ≥ 2) UCAVs are assigned to
attack the same target TAR

𝑖
cooperatively, there will be 𝑛V

AARs in 𝑅(TAR
𝑖
); that is, 𝑅(TAR

𝑖
) = ⋃

𝑛V
𝑗
AAR
𝑗
. Each AAR

𝑗

can be formulated as an abstract 6-dimensional space [32]:

AAR
𝑗
= {𝑥, 𝑦, 𝑧, 𝑉, 𝛾, 𝜓} ⊂ R

6

. (3)

Obviously, AAR
𝑗
is a high-dimensional nonlinear space,

which is difficult to handle. By presetting an appropriate
weapon release speed

_
𝑉
𝑟
and the flight-path angle

_
𝛾
𝑟
based

on estimating the weapon impact effects and destruction
requirements to the target and predetermining release head-
ing

_
𝜓
𝑟
, AAR

𝑗
can be reduced to a 3-dimensional space as

LAR𝑗sp (TAR𝑖, [
_
𝑉
𝑟
,
_
𝛾
𝑟
])

=

{

{

{

(𝑥, 𝑦, 𝑧,
_
𝑉
𝑟
,
_
𝛾
𝑟
,

_
𝜓
𝑟
) |

(𝑥, 𝑦, 𝑧) ∈ LAR𝑗sp (TAR𝑖, [
_
𝑉
𝑟
,
_
𝛾
𝑟
,

_
𝜓
𝑟
])

_
𝜓
𝑟
= azimuth of TAR

𝑖
relative to position (𝑥, 𝑦, 𝑧)

}

}

}

.

(4)

In the point-to-region trajectory planning, weapon deliv-
ery points (WDPt) as terminals of trajectories need to be
included in the AARs, that is, meeting terminal constraints
[33]. The formula can be denoted as WDPt

𝑗
∈ AAR

𝑗
; that is,


𝑥
𝑗

𝐴
− 𝑥
𝑗

𝑓


≤ Δ𝑥,


𝑦
𝑗

𝐴
− 𝑦
𝑗

𝑓


≤ Δ𝑦,


𝑧
𝑗

𝐴
− 𝑧
𝑗

𝑓


≤ Δ𝑧,

(5)

where (𝑥
𝑗

𝐴
, 𝑦
𝑗

𝐴
, 𝑧
𝑗

𝐴
) are the coordinates of the center of

the AAR
𝑗
, (𝑥𝑗
𝑓
, 𝑦
𝑗

𝑓
, 𝑧
𝑗

𝑓
) are the coordinates of WDPt

𝑗
, and

(Δ𝑥, Δ𝑦, Δ𝑧) are the thresholds of errors.

2.3. No-Fly Zone Model. In the battlefield environment, the
no-fly zone (NFZ) is an area where vehicles are not permitted
to fly over, due to the presence of military restrictions (e.g.,
armed enemies and the missile killing range), the physical
obstacles (e.g., mountains and buildings within the natural
and urban environment, resp.), and civil restrictions mainly
due to safety reasons (e.g., densely populated areas and severe
weather condition zones).

It is complex and unnecessary to describe a NFZ’s exact
shape and size. In this work, the 𝑝-normmethod [34] is used
to mathematically model the shapes of the NFZs, given by

ℎ (𝑥, 𝑦, 𝑧) =



(
𝑥 − 𝑥c
𝑘
1
+ 𝑏s

,
𝑦 − 𝑦c
𝑘
2
+ 𝑏s

,
𝑧 − 𝑧c
𝑘
3
+ 𝑏s

)



𝑝

𝑝

− 𝑘
𝑝

4
, (6)

(𝑥, 𝑦, 𝑧)
𝑝

= (|𝑥|
𝑝

+ |𝑦|
𝑝

+ |𝑧|
𝑝

)
1/𝑝

, 𝑝 ∈ N, (7)

where (𝑥c, 𝑦c, 𝑧c) indicates the location of the geometric
center of the NFZ, ℎ(𝑥, 𝑦, 𝑧) is the distance between a point
(𝑥, 𝑦, 𝑧) and the boundary of the NFZ, while 𝑘

1
∼ 𝑘
4
are the

constant parameters chosen to define the size of the NFZ, and
𝑏
𝑠
represents the width of a safe buffer which can effectively

expand the NFZ boundary by an amount that accounts for
the size of the vehicle and improve the robustness of plans.
By varying parameters (𝑝, 𝑘

1
∼ 𝑘
4
), one can easily model a

number of generic shapes (see Figure 1). And any NFZ can be
approximately modeled by fitting one of those shapes around
it.

Accordingly, the above NFZs can be expressed by the
following path constraints in the OCP formulation as

ℎ
𝑛
(𝑥, 𝑦, 𝑧) ≥ 0, 𝑛 = 1, 2, . . . , 𝑁NFZ, (8)

where ℎ
𝑛
represents the 𝑛th NFZ and 𝑁NFZ is the total of

NFZs. However, (8) is not well scaled. If a large 𝑝 is chosen
or the vehicle is far from the NFZ, ℎ

𝑛
(𝑥, 𝑦, 𝑧) can produce

very large numbers; hence, for computational efficiency, the
path constraint is scaled by the natural logarithm function as
follows:

ℎ
𝑛
(𝑥, 𝑦, 𝑧) = ln( 1

(𝑘
𝑛

4
)
𝑝𝑛

((
𝑥 − 𝑥
𝑛

c
𝑘
𝑛

1
+ 𝑏s

)

𝑝𝑛

+ (
𝑦 − 𝑦
𝑛

c
𝑘
𝑛

2
+ 𝑏s

)

𝑝𝑛

+(
𝑧 − 𝑧
𝑛

c
𝑘
𝑛

3
+ 𝑏s

)

𝑝𝑛

)) ≥ 0.

(9)

2.4. Cooperative Constraint Model. In order to make the
UCAVs arrive in the AARs of targets safely in an expected
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Figure 1: Several shapes generated from (6).

time sequence, cooperative trajectories should satisfy the
following constraints.

2.4.1. Spatial Constraints. During the mission, multi-UCAV
should maintain a safe distance to guarantee them not to
collide with each other. The model can be denoted as


𝜌
𝑗

(𝑡
𝑖
) − 𝜌
𝑘

(𝑡
𝑖
)
2

≥ max (𝑑𝑗safe, 𝑑
𝑘

safe) ,

∀𝑗 ̸= 𝑘, 𝑗, 𝑘 = 1, 2, . . . , 𝑁V,

(10)

where 𝜌𝑗(𝑡
𝑖
) = {𝑥

𝑗

(𝑡
𝑖
), 𝑦
𝑗

(𝑡
𝑖
), 𝑧
𝑗

(𝑡
𝑖
)} is the spatial position

of each UCAV
𝑗
at the time 𝑡

𝑖
, 𝑑𝑗safe is the predetermined

minimum safety radius of UCAV
𝑗
(based on the vehicle size,

maneuver agility, etc.), and𝑁V is the total of UCAVs.

2.4.2. Temporal Constraints. The temporal constraints
include the simultaneous arrival constraint and sequencing
constraint, which are described as

𝑡
𝑗

𝑓
+ Δ
𝑗𝑘
− 𝑡
𝑘

𝑓
≤ 0, ∀𝑗 ̸= 𝑘, 𝑗, 𝑘 = 1, 2, . . . , 𝑁V, (11)

where 𝑡
𝑗

𝑓
is the terminal time of each UCAV

𝑗
and Δ

𝑗𝑘

is the arrival interval between UCAV
𝑗
and UCAV

𝑘
. For

the simultaneous arrival constraint, Δ = 0, and for the

sequencing constraint, Δ is the plus fixed quantity. Equation
(11) is of the general form 𝑓

𝑇
(𝑡
1

𝑓
, . . . , 𝑡

𝑁V
𝑓
) ≤ 0.

3. Problem Formulation

3.1. Objective Function. The objective function of the entire
team is a sumof each individual cost, which is amulticriterion
objective function, and each criterion could compete with
each other as follows:

𝐽 = min
𝑁V

∑

𝑗=1

𝐽
𝑗

= min
𝑁V

∑

𝑗=1

(𝑤
𝑗

𝑡
𝐽
𝑗

𝑡
+ 𝑤
𝑗

𝑝
𝐽
𝑗

prd + 𝑤
𝑗

𝑟
𝐽
𝑗

rob) , (12)

and the criterions can be, respectively, defined as

𝐽
𝑗

𝑡
= ∫
𝑡

𝑑𝑡 = 𝑡
𝑗

𝑓
− 𝑡
𝑗

0
, (13)

𝐽
𝑗

prd = ∫
𝑡

PRD𝑗 (𝑡) = ∫
𝑡

(1 −

𝑛𝑟

∏

𝑟=1

(1 − 𝑃
𝑗

𝑑
(𝑡, 𝑟)) ) , (14)

𝐽
𝑗

rob = ∫
𝑡

𝑅
𝑗

(𝑡) = ∫
𝑡

𝑁NFZ

∑

𝑛=1

𝑤
𝑛,𝑗

𝑟
(𝑒
𝑒
−ℎ𝑛

− 1) , (15)
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where 𝑡
𝑗

0
and 𝑡

𝑗

𝑓
denote the initial and terminal time of

UCAV
𝑗
. The first term, 𝐽

𝑗

𝑡
, denotes the total fight time

of UCAV
𝑗
. The second term, 𝐽𝑗prd, denotes the detection-

probability of the 𝑛
𝑟
-radar system to UCAV

𝑗
at the time 𝑡,

which describes the threat risk criterion of UCAV
𝑗
as follows:

PRD𝑗 (𝑡) = 1 −

𝑛𝑟

∏

𝑟=1

(1 − 𝑃
𝑗

𝑑
(𝑡, 𝑟)) , (16)

where 𝑃𝑗
𝑑
(𝑡, 𝑟) is the model of the radar detection probability

between the trajectory point of UCAV
𝑗
at the time 𝑡 and

the 𝑟th radar [35]. The final term, 𝐽
𝑗

rob, guarantees the
robustness of the vehicle collision avoidance against the
model imprecision, disturbing in the battlefield and operating
errors that could otherwise cause vehicles to collide with
obstacles or other vehicles. The robustness cost is defined as

𝑅
𝑗

(𝑡) =

𝑁NFZ

∑

𝑛=1

𝑤
𝑛,𝑗

𝑟
(𝑒
𝑒
−ℎ𝑛

− 1) , (17)

where 𝑤𝑛,𝑗
𝑟

are weights that are incremented to increase the
maneuver robustness when the trajectory of a vehicle passes
in close proximity to an obstacle or another vehicle, which
can be chosen by the method presented by Hurni et al. [36].

As can be seen, the individual objective function 𝐽
𝑗 is

defined by the weighted sum of the three separate running
cost terms with appropriate weighting factors𝑤𝑗

𝑡
,𝑤𝑗
𝑝
, and𝑤𝑗

𝑟
.

The three criteria (13)–(15) represent different physical mean-
ings, and they are difficult to be compared directly. Hence the
selection of these weighting factors is a skilled technique. In
the experimentations, the multi-objective fuzzy optimization
method proposed by Wang et al. [37] is employed. The
method includes two main steps: (a) normalizing each single
objective function and (b) solving the membership function
about each criterion by using fuzzy distribution function.

3.2. Cooperative Trajectory Planning Problem Formulation.
After establishing the above models, the cooperative tra-
jectory planning problem is formulated in this section.
The problem under consideration is a cooperative scheme,
consisting of 𝑁V homogeneous UCAVs. According to the
system equations (1), the general form of the system for
UCAV

𝑗
is given by

̇x𝑗 (𝑡) = 𝑓
𝑗

[x𝑗 (𝑡) , u𝑗 (𝑡) , 𝑡] , 𝑗 = 1, . . . , 𝑁V. (18)

As stated above, to obtain optimal or suboptimal coop-
erative trajectories, the cooperative trajectory planning for
the CA/GTA missions can be formulated as a cooperative
trajectory optimal control problem (CTOCP).

Problem 1 (CTOCP). Find the trajectories, which drive the
system from given initial conditions to desired final con-
ditions over time horizons [𝑡

0
, 𝑡
𝑓
], while the cooperative

objective function is minimized as

min 𝐽 =

𝑁V

∑

𝑗=1

𝐽
𝑗

(x, u)

=

𝑁V

∑

𝑗=1

[𝑤
𝑗

𝑡
(𝑡
𝑗

𝑓
− 𝑡
𝑗

0
) + 𝑤

𝑗

𝑝
∫

𝑡
𝑗

𝑓

𝑡
𝑗

0

(1 − 𝑃
𝑗

𝑑
(𝑡, 𝑟)) 𝑑𝑡

+𝑤
𝑗

𝑟
∫

𝑡
𝑗

𝑓

𝑡
𝑗

0

𝑁NFZ

∑

𝑛=1

𝑤
𝑛,𝑗

𝑟
(𝑒
𝑒
−ℎ𝑛

− 1) 𝑑𝑡] ,

(19)

subject to the system equation (18) and the boundary con-
straints (i.e., the initial and terminal states (5))

Φ[x𝑗 (𝑡𝑗
0
) , u𝑗 (𝑡𝑗

0
) , 𝑡
𝑗

0
, x𝑗 (𝑡𝑗

𝑓
) , u𝑗 (𝑡𝑗

𝑓
) , 𝑡
𝑗

𝑓
] = 0,

∀𝑗 = 1, 2, . . . , 𝑁V,

(20)

and several inequality and equality constraints, the individual
and cooperative constraints, including the state and control
vectors (2) and (9)–(11), are denoted as

𝛿
𝑗

[x𝑗 (𝑡) , u𝑗 (𝑡) , 𝑡] ≤ 0,

𝜑
𝑗

[x𝑗 (𝑡) , u𝑗 (𝑡) , x𝑘 (𝑡) , u𝑘 (𝑡) , 𝑡] ≤ 0,

𝑓
𝑗

𝑇
(𝑡
𝑗

𝑓
, 𝑡
𝑘

𝑓
) ≤ 0, ∀𝑗 ̸= 𝑘, 𝑗, 𝑘 = 1, 2, . . . , 𝑁V.

(21)

4. Virtual Motion Camouflage Based
Cooperative Trajectory Planning

To tackle the cooperative trajectory planning for CA/GTA
missions, an efficient virtual motion camouflage based plan-
ningmethod is proposed for numerically solving the CTOCP,
which combines with the benefits of several other classical
trajectory generation techniques, including DFT, GPM, and
NLP. Correspondingly, this task contains three primary steps.
The first is to determine outputs by VMC and DFT in
the virtual time domain, such that the dynamics system
can be mapped to a lower-dimensional output space. Then,
GPM is used to discretize the outputs. Finally, the system is
transformed into aNLPproblem and the sequential quadratic
programming (SQP) is used to solve theNLP tominimize the
cost and subject to constraints in output space.

4.1. Virtual Motion Camouflage and Problem
Formulation in the Output Space

4.1.1. Virtual Motion Camouflage. Inspired by mating hov-
erflies, Srinivasan and Davey [38] described a new form of
the stealth strategy which is the so-called motion camouflage
(MC). MC involves two moving objects, a prey and an
aggressor, and occurs when the aggressor conceals its motion



6 Mathematical Problems in Engineering

(i.e., maintains a constant bearing in the prey’s coordinates),
except the inevitable size change, as viewed by the moving
prey. Here the MC concept is introduced into the optimal
trajectory planning and is called virtual motion camouflage
(VMC) [21–23] because the “prey” is a virtual one. In the
VMC framework, the aggressor trajectory (i.e., the aggressor
position vector) 𝜌

𝑎
(𝑡) ∈ R𝑛𝑎 is confined by the virtual prey

trajectory (VPT) 𝜌
𝑝
(𝑡) ∈ R𝑛𝑎 , the selected reference point

𝜌ref(𝑡) ∈ R𝑛𝑎 , and the path control parameter (PCP) V(𝑡) ∈ R

as follows:

𝜌
𝑎
(𝑡) = 𝜌ref + V (𝑡) (𝜌

𝑝
(𝑡) − 𝜌ref) . (22)

The reference point is considered fixed over time, so the
derivatives of the trajectory can be described as

̇𝜌
𝑎
(𝑡) = ̇V (𝑡) (𝜌

𝑝
(𝑡) − 𝜌ref) + V (𝑡) ̇𝜌

𝑝
(𝑡) ,

̈𝜌
𝑎
(𝑡) = ̈V (𝑡) (𝜌

𝑝
(𝑡) − 𝜌ref) + V (𝑡) ̈𝜌

𝑝
(𝑡) + 2 ̇V (𝑡) ̇𝜌

𝑝
(𝑡) .

(23)

From [23], it can be known that when the proposed VMC
suboptimal trajectory design method is used, the complexity
of the problem can be reduced by (𝑛

𝑠V + 𝑚
𝑐V) times from

the collocation method or 𝑛
𝑠V times from the differential

inclusion, where 𝑛
𝑠V and 𝑚

𝑐V are the numbers of the state
variables and the control variables. In VMC framework, if the
dimension of the position vector x

𝑎
(𝑡) is one (i.e., 𝑛

𝑎
= 1), the

dimension of the problem is the same as that of the differential
inclusion method. Otherwise, when 𝑛

𝑎
> 1, the reference

point can be fixed or regarded as a parameter to be optimized,
whereas VPT can be predefined or predetermined by the
initial and terminal conditions of the aggressor trajectory.
Thus, the dimension of the problem is lowered from 𝑛

𝑎
to one,

such that the solving speed can increase.

4.1.2. VMC Problem Formulation in Virtual Time Domain.
Obviously, the time factor of trajectories is an argument of
the state and control. To deal with temporal constraints and
achieve the time cooperation of multi-UCAV, the time along
the trajectories should be considered separately. Therefore,
the independent intermediate variable (called virtual time
here, 𝑡 ∈ [0, 1]) is introduced and described as

𝑡 =
(𝑡 − 𝑡
0
)

(𝑡
𝑓
− 𝑡
0
)

, (24)

such that the trajectories can be generated in the virtual time
domain from 𝑡

0
= 0 to 𝑡

𝑓
= 1.

For UCAVs, which are required to take off at the same
time, it can be assumed that the initial time of all UCAVs is
zero (𝑡

0
= 0).Thus, the terminal time 𝑡

𝑓
can bewritten as 𝑡

𝑓
=

𝑡/𝑡.That is, 𝑡
𝑓
denotes the ratio between the true time variable

and the newly defined virtual time variable. To coordinate
the arrival time of all UCAVs, the terminal time can be
defined as an argument to be optimized in the dynamical
system, designated as 𝑇

𝑓
. Then, the following relationship

between the virtual time domain and true time domain can
be obtained for an arbitrary variable 𝜒 as follows:

𝜒


(𝑡) =
𝑑𝜒 (𝑡)

𝑑𝑡
=

𝑇
𝑓
𝑑𝜒 (𝑡)

𝑑𝑡
= 𝑇
𝑓

̇𝜒 (𝑡) ,

𝜒


(𝑡) =
𝑑𝜒


(𝑡)

𝑑𝑡
=

𝑇
𝑓
𝑑𝜒


(𝑡)

𝑑𝑡
=

𝑇
𝑓
𝑑 (𝑇
𝑓

̇𝜒 (𝑡))

𝑑𝑡
= 𝑇
2

𝑓
̈𝜒 (𝑡) .

(25)

Particularly, the derivative of the speed variable can be
denoted as

𝑉 (𝑡) = √(𝑥)
2

+ (𝑦)
2

+ (𝑧)
2

= 𝑇
𝑓
√ ̇𝑥2 + ̇𝑦2 + ̇𝑧2 = 𝑇

𝑓
𝑉 (𝑡) ,

(26)

where the superscript “” represents the derivative with
respect to the virtual time.

According to (18) and (24), the system equations can be
rearranged as

x𝑗 (𝑡) = 𝑇
𝑓
̇x𝑗 (𝑡) = 𝑇

𝑓
𝑓
𝑗

[x𝑗 (𝑡) , u𝑗 (𝑡) , 𝑡]

= 𝑔
𝑗

[x𝑗 (𝑡) , u𝑗 (𝑡) , 𝑇𝑗
𝑓
] ,

𝑇
𝑗

𝑓
= 0, 𝑗 = 1, . . . , 𝑁V.

(27)

Hence, the Problem 1 can be reformulated in virtual time
domain (VTD) as follows.

Problem 2 (CTOCP-VTD). Minimize the cooperative objec-
tive function (19) of all UCAVs represented with respect to
the new independent variable 𝑡 as

min 𝐽 =

𝑁V

∑

𝑗=1

𝐽
𝑗

(x, u, 𝑇𝑗
𝑓
)

=

𝑁V

∑

𝑗=1

[𝑤
𝑗

𝑡
𝑇
𝑗

𝑓
+ 𝑤
𝑗

𝑝
∫

1

0

PRD𝑗 (𝑡) 𝑑𝑡

+𝑤
𝑗

𝑟
∫

1

0

𝑅
𝑗

(𝑡) 𝑑𝑡] ,

(28)

subject to the system equations (27), and the boundary con-
straints (20), written as

𝜙 [x𝑗 (0) , u𝑗 (0) , x𝑗 (1) , u𝑗 (1) , 𝑇𝑗
𝑓
] = 0, (29)

Meanwhile satisfying the inequality and equality constraints
(21) and additional temporal constraints as follows:

𝛿
𝑗

[x𝑗 (𝑡) , u𝑗 (𝑡) , 𝑇𝑗
𝑓
] ≤ 0,

𝜑
𝑗

[x𝑗 (𝑡) , u𝑗 (𝑡) , x𝑘 (𝑡) , u𝑘 (𝑡) , 𝑇𝑗
𝑓
, 𝑇
𝑘

𝑓
] ≤ 0,

𝑓
𝑗

𝑇
(𝑡
𝑗

𝑓
, 𝑡
𝑘

𝑓
) ≤ 0, ∀𝑗 ̸= 𝑘, 𝑗, 𝑘 = 1, 2, . . . , 𝑁V.

(30)
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From (1), it can be clearly known that the dynamics
system under consideration is a higher-dimensional space
system. Due to the complexity in solving this type of the
problem, the VMC based method is used to lower the system
dimension and the state and control vectors can be related
by the differential flatness theory based method [39]. In
this system, the state vector x ∈ R6 can be separated into
two parts: the trajectory position (e.g., spatial trajectory)
𝜌
𝑎
= [𝑥, 𝑦, 𝑧] ∈ R3 and the corresponding state rate 𝜌

𝑟
=

[𝑉, 𝜓, 𝛾] ∈ R3, by which the trajectory position in virtual time
domain and the terminal time 𝑇

𝑓
can be defined as the flat

output vector

𝜗 = [𝜌
𝑎
(𝑡) , 𝑇
𝑓
] = [𝑥 (𝑡) , 𝑦 (𝑡) , 𝑧 (𝑡) , 𝑇

𝑓
]
𝑇

. (31)

Thus, the original state vector x and control vector u can
be recovered from the flat outputs and their derivatives as

x = 𝛼 (𝜗, 𝜗


, 𝜗


) = 𝛼 (𝜌
𝑎
,𝜌


𝑎
,𝜌


𝑎
, 𝑇
𝑓
) ,

u = 𝛽 (𝜗, 𝜗


, 𝜗


) = 𝛽 (𝜌
𝑎
,𝜌


𝑎
,𝜌


𝑎
, 𝑇
𝑓
) .

(32)

According to (1), the relation of the state vector and
control vector in the VTD is described as follows:

𝑉 = √(𝑥)
2

+ (𝑦)
2

+ (𝑧)
2

,

𝜓 = arctan(
𝑦


𝑥
) ,

𝛾 = arctan( 𝑧


√(𝑥)
2

+ (𝑦)
2

),

𝑛
𝑥
=

𝑉


(𝑇
2

𝑓
𝑔)

+ sin 𝛾,

𝑛
𝑧
=

√(𝑉𝛾 + 𝑇
2

𝑓
𝑔 cos 𝛾)

2

+ (𝑉𝜓 cos 𝛾)2

𝑇
𝑓
𝑔

,

𝜇 = arctan(
𝑉𝜓
 cos 𝛾

(𝑉𝛾 + 𝑇
2

𝑓
𝑔 cos 𝛾)

) .

(33)

In the VMC framework, the trajectory position 𝜌
𝑎
can be

defined as the aggressor position vector. As described above,
the state and the control variables of the dynamics system
can be recovered from the flat outputs. Hence, according
to (22), these variables are also functions of the PCP, the
predefined virtual prey motion, the reference point, and their
corresponding derivatives. Once the predefined virtual prey
motion and the reference point are selected, the system of
cooperative trajectory planning of UCAVs, including the
objective function and the constraints, is mapped to a lower-
dimensional output space (here, the dimension is one).
Obviously, the dynamic constraints of this system (27) can
be automatically satisfied. Therefore, the Problem 2 can be
redefined as follows.

Problem 3 (CTOCP-VTD in the output space). Consider

min 𝐽 (V) =
𝑁V

∑

𝑗=1

𝐽
𝑗

(V𝑗)

=

𝑁V

∑

𝑗=1

[ (V𝑗, V
𝑗

, . . . , 𝑇
𝑗

𝑓
)

+∫

1

0

𝑓
𝑗

(V𝑗, V
𝑗

, . . . , 𝑡) 𝑑𝑡]

s.t. 𝜙
𝑗

[V𝑗 (0) , V𝑗 (1) , 𝑇𝑗
𝑓
] = 0,

𝛿
𝑗

(V𝑗, V
𝑗

, . . . , ) ≤ 0,

𝜑
𝑗

(V𝑗, V
𝑗

, . . . , V𝑘, V
𝑘

, . . .) ≤ 0,

𝑓
𝑗

𝑇
(𝑡
𝑗

𝑓
, 𝑡
𝑘

𝑓
) ≤ 0, ∀𝑗 ̸= 𝑘, 𝑗, 𝑘 = 1, 2, . . . , 𝑁V.

(34)

4.2. Collocation Using Gauss Pseudospectral Method. In order
to solve the Problem 3 through a NLP algorithm, the PCP
history V(𝑡) should be discretized into 𝑐 = 0, 1, . . . , 𝑁

𝑐
, 𝑁
𝑐
+1

nodes, with V
0
= V(𝑡
0
) and V

𝑁𝑐+1
= V(𝑡
𝑁𝑐+1

). In this paper,
GPM is selected as the discretization method [12], which
is an orthogonal collection method where the collocation
points are the Legendre-Gauss (LG) points. Similar to other
pseudospectral methods, a finite basis of global interpolating
polynomials is used to approximate the state and control
space at a set of discretization nodes in the GPM and then the
optimal control equations can be transformed into nonlinear
algebra equations, such that the OCP can be solved by a NLP
algorithm.

The standard interval considered here is denoted as 𝜏 ∈

[−1, 1]. By using a linear transformation, the virtual time 𝑡
can be expressed as a function of 𝜏 via

𝑡 =

[(𝑡
𝑓
− 𝑡
0
) 𝜏 + (𝑡

𝑓
+ 𝑡
0
)]

2
=
(𝜏 + 1)

2
. (35)

Let 𝜏
1
< ⋅ ⋅ ⋅ < 𝜏

𝑁𝑐
be collocation points in (−1, 1) and

𝜏
0
= −1, 𝜏

𝑓
= 1. The time history of the approximated PCP at

the𝑁
𝑐
LG points is given by

V (𝜏) ≈ V (𝜏) =
𝑁𝑐

∑

𝑐=0

V (𝜏
𝑐
) 𝐿
𝑐
(𝜏) , (36)

where V(𝜏
𝑐
) is an approximant at the node 𝜏

𝑐
and the base

function 𝐿
𝑐
(𝜏) is the Lagrange interpolating polynomial of

degree𝑁
𝑐
, expressed as

𝐿
𝑐
(𝜏) =

𝑁𝑐

∏

𝑙=0, 𝑙 ̸= 𝑐

𝜏 − 𝜏
𝑙

𝜏
𝑐
− 𝜏
𝑙

, 𝑐 = 0, 1, . . . , 𝑁
𝑐
, (37)

satisfying the isolation property

𝐿
𝑐
(𝜏
𝑙
) = 𝛿
𝑐𝑙
= {

1, 𝑐 = 𝑙,

0, 𝑐 ̸= 𝑙.
(38)
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Figure 2: Two collision-free UCAV trajectories with arriving
simultaneously.

And the endpoint can be approximated according to the
following formula:

V (𝜏
𝑓
) ≈ V (𝜏

𝑓
) = V (𝜏

0
) +

𝑡
𝑓
− 𝑡
0

2
×

𝑁𝑐

∑

𝑐=1

𝑤
𝑐
𝑓 [V (𝜏

𝑐
) , 𝜏
𝑐
] ,

(39)

where 𝜏
𝑐
(𝑐 = 1, . . . , 𝑁

𝑐
) are the LG points and the variables

𝜔
𝑐
are the LG weights given by

𝑤
𝑐
= ∫

1

−1

𝐿
𝑐
(𝜏) 𝑑𝜏. (40)

The derivative of the state can be approximated as the
exact derivative of the interpolating polynomial. Evaluating
the derivative at the LG points results in

V (𝜏
𝑙
) ≈ V (𝜏

𝑙
) =

𝑁𝑐

∑

𝑐=0

V (𝜏
𝑐
) 𝐿


𝑐
(𝜏
𝑙
)

=

𝑁𝑐

∑

𝑐=0

V (𝜏
𝑐
)𝐷
𝑙𝑐
, 𝑙 = 1, . . . , 𝑁

𝑐
,

(41)

whereD = [𝐷
𝑙𝑐
] ∈ R𝑁𝑐×(𝑁𝑐+1) is a differential matrix and can

be offline determined as

𝐷
𝑙𝑐
=

𝑁𝑐

∑

𝑘1=0

∏
𝑁𝑐

𝑘2=0,𝑘2 ̸= 𝑐,𝑘1

(𝜏
𝑙
− 𝜏
𝑘2
)

∏
𝑁𝑐

𝑘2=0,𝑘2 ̸= 𝑐
(𝜏
𝑐
− 𝜏
𝑘2
)

,

𝑙 = 1, . . . 𝑁
𝑐
, 𝑐 = 0, . . . , 𝑁

𝑐
.

(42)

The discretized states and controls satisfying the vehicle
dynamics can be computed by ensuring that equation

𝑁𝑐

∑

𝑐=0

V (𝜏
𝑐
)𝐷
𝑙𝑐
−

𝑡
𝑓
− 𝑡
0

2
𝑓 [V (𝜏

𝑙
) , 𝜏
𝑙
] = 0, 𝑙 = 1, . . . , 𝑁

𝑐
.

(43)
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Figure 3: PCP histories of two UCAVs.

As described above, the continuous OCP can be trans-
formed to the discretized NLP problem. The parameters to
be optimized are the PCP nodes v = [V

𝑐
]
𝑐=0,1,...𝑁𝑐+1

. When
the prey motion 𝜌

𝑝,𝑐
is equal to the aggressor motion 𝜌

𝑎,𝑐

for 𝑐 = 0,𝑁
𝑐
+ 1, one can assume that V

0
= V
𝑁𝑐

= 1, so
the boundary conditions are no longer considered. And the
discretized NLP problem can be denoted as follows.

Problem 4 (CTP-NLP). Its standard form is denoted as

min 𝐽 (v) =
𝑁V

∑

𝑗=1

𝐽
𝑗

(v𝑗)

=

𝑁V

∑

𝑗=1

[

[

Φ
𝑗

[v𝑗, 𝑇𝑗
𝑓
]

+

𝑡
𝑓
− 𝑡
0

2

𝑁𝑐

∑

𝑐=1

𝑓
𝑗

(v𝑗, 𝑇𝑗
𝑓
)𝜔
𝑐
]

s.t. 𝛿
𝑗

𝑙
[v𝑗] ≤ 0, 𝑙 = 1, . . . , 𝑁

𝑐
,

𝜑
𝑗

[v𝑗, v𝑘] ≤ 0,

𝑓
𝑗

𝑇
(𝑡
𝑗

𝑓
, 𝑡
𝑘

𝑓
) ≤ 0, ∀𝑗 ̸= 𝑘, 𝑗, 𝑘 = 1, 2, . . . , 𝑁V,

(44)

where V𝑗 = [V𝑗
𝑐
]
𝑐=1,...𝑁𝑐

is the vector form of the discretized
PCP.

Then the resulting Problem 4 can be solved through well-
developed algorithms, such as the SQP algorithm. In this
paper, TOMLAB/SNOPT software toolbox is chosen due to
its advantages on solution effectiveness for the large-scale
NLP problems [40].

4.3. Convergence and Initial Guess. As analyzed in [41],
the GPM exhibits global convergence properties in many



Mathematical Problems in Engineering 9

0 20 40 60 80 100 120
200

250

300

350

Time (s)

Velocity curves

0 20 40 60 80 100 120

0

10

20

Time (s)

Flight-path angle curves

0 20 40 60 80 100 120
50

100

150

200

Time (s)

Heading angle curves

0 20 40 60 80 100 120
Time (s)

Roll angle curves

0 20 40 60 80 100 120
Time (s)

Tangential load factor curves

0 20 40 60 80 100 120
0

2

4

Time (s)

Normal load factor curves

−100

−10

0

100

−1

0

1

V
(m

/s
)

n
x

(g
)

n
z

(g
)

UCAV1 
UCAV2

UCAV1 
UCAV2

𝛾
(d

eg
)

𝜇
(d

eg
)

𝜓
(d

eg
)

Figure 4: Example 1—state and control time histories of two UCAVs.

applications. In addition, the convergence of the virtual
motion camouflage has been proved by Xu et al. [21, 23],
in which [23] showed that if the problem was only one-
dimensional, the VMC based trajectory designmethod could
converge to the optimal solution, but when the problem was
multi-dimensional and highly nonlinear, the result might
be suboptimal in the full solution space, and [21] showed
that the VMC framework together with the pseudospectral
discretizationmethod could converge to the optimal solution.

By Introducing elastic programming concept and some
advances in bothmathematical programming techniques and
pseudospectral methods, Ross and Gong [42] designed a
guess-free trajectory optimization algorithm.These advances
have the effect of eliminating the guessing problem in the
trajectory optimization, which has been used in the current
GPM algorithm. In the proposed VMC method, the motion
of the virtual prey and a reference point are guessed.However,
both of them have direct physical relation to the problem.
Typically the virtual prey motion is selected according to the
boundary conditions and a proper guess is not a difficult task
[23]. In this paper, the trivial guess for the reference point
can be the initial point (IP), and an initial guess of V

𝑐
= 1

is chosen for 𝑐 = 1, . . . , 𝑁
𝑐
.The virtual prey motion is defined

as a 2-order curve, determined by the initial and terminal
conditions.

5. Numerical Examples

The basic ideas presented in this paper are illustrated in
the following three examples. The specific vehicle platform
used in simulations is the Storm shadow UCAV. Its relevant
parameters are all taken from [43], summarized in Table 1.

The experimental test environment is a rectangle area of
30 × 40 km2, as shown in Figure 2, where the NFZ1 caused
by the severe weather condition is modeled as a cuboid
with infinite altitude, and the NFZs caused by enemy threats
are modeled as two hemispheres, denoted as THT1 and
THT2. According to Figure 1, the shape parameters can be
set as follows: for the NFZ1, 𝑘

1
= 𝑘
2

= 𝑘
3

= 𝑘
4

=

1, 𝑝 = 2, and the length of a side is set as 8 km; for
THT1 and THT2, 𝑘

1
= 𝑘
2

= 𝑘
4

= 1, 𝑘
3

= 2, 𝑝 =

6, and the radius of the threats can be set as 7 km and
9 km, respectively. In order to avoid contact, a safe buffer
𝑏
𝑠
(𝑏
𝑠
= 200m) is added around the outside edge of each

obstacle/threat boundary. All the results presented below are
generated using TOMLAB/SNOPT software toolbox on a
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2.4GHz CPU and 2G RAM computer runningWindows XP
and MATLAB R2009b. Table 2 summarizes the parameters
used in the algorithm. To simplify the problem, the same
weight coefficients for the objective function of each UCAV
are set, and it is assumed that the target assignment is already
completed before.

5.1.𝐸𝑥𝑎𝑚𝑝𝑙𝑒 1: Cooperative Trajectories of TwoUCAVsArriv-
ing Simultaneously. In this example, two UCAVs coopera-
tively attack two stationary ground targets while avoiding a
series of static obstacles/threats detected and collision with
each other en route and meeting aircraft dynamical con-
straints, especially simultaneous arrival constraint. UCAV1
and UCAV2 start at each initial point, that is, IP1 (10, 2,
2) km and IP2 (17, 2, 2) km. Then they fly into the AARs of
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Figure 7: Distance between each pair of UCAVs.

two targets, TAR1 (4, 34, 0) km and TAR2 (13, 40, 0) km,
respectively. The initial remaining three states and control
inputs of each UCAV are preset as 𝜌1

𝑟,0
= (𝑉

1

0
, 𝛾
1

0
, 𝜓
1

0
) =

(220m/s, 0∘, 90∘), 𝜌2
𝑟,0

= (𝑉
2

0
, 𝛾
2

0
, 𝜓
2

0
) = (220m/s, 0∘, 140∘),

and u1
0
= u2
0
= (𝜇
0
, 𝑛
𝑥,0

, 𝑛
𝑧,0
) = (0

∘

, 0 g, 1 g), and the terminal
remaining three states of each UCAV are predetermined

as 𝜌1
𝑟,𝑓

= (
_
𝑉

1

𝑓
,
_
𝛾
1

𝑓
,

_
𝜓

1

𝑓
) = (250m/s, 0∘, 110∘) and 𝜌2

𝑟,𝑓
=

(
_
𝑉

2

𝑓
,
_
𝛾
2

𝑓
,

_
𝜓

2

𝑓
) = (250m/s, 0∘, 160∘. In VMC framework, the

reference point 𝜌ref for each UCAV is presumed as its IP,
and the virtual prey path is predefined as a 2-order curve,
determined by the initial and terminal conditions.

Figure 2 shows the overall collision-free attack trajecto-
ries of two UCAVs, whose total flight time is equal, equaling
to 124 s. It means that two UCAVs arrive simultaneously.
As can be seen from Figure 2, along the resulting smooth
trajectories, the UCAVs can avoid collision with all obstacles,
threats, and the other en route and then successfully fly
into the AARs (fuchsin areas) to perform weapon delivery
missions. In addition, the approximate weapon trajectories
are drawn to illustrate the attack process.The PCP histories of
two UCAVs are shown in Figure 3, which are smooth and lie
in the range from 0 to 1. And the time histories of the UCAVs’
states (𝑉, 𝛾, 𝜓) and control inputs (𝜇, 𝑛

𝑥
, 𝑛
𝑧
) are shown in

Figure 4. It is clear that the constraints on these variables,
especially the cooperative constraints, are all satisfied (see
Tables 1 and 2), which means that the resulting trajectories
are feasible and safe.

5.2. 𝐸𝑥𝑎𝑚𝑝𝑙𝑒 2: Cooperative Trajectories of Multi-UCAV
Arriving in Sequence. In this example, three UCAVs attack
two stationary ground targets cooperatively. The only addi-
tional requirement is that the UCAVs arrive at their AARs
in sequence rather than simultaneously, and the intervals
between UCAVs are set to 20 s and 30 s, respectively, denoted
as Δ
12

= 20 s and Δ
23

= 30 s. The coordinates of the
initial points IP1, IP2 and two targets TAR1, TAR2 are the
same with those in Example 1, and the third initial point is
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Figure 8: Example 2—state and control time histories of three UCAVs.

IP3 (4, 2, 2) km. The result of the previously finished target
assignment is that the UCAV1 and UCAV2 attack TAR1 and
UCAV3 attacks the other one. The initial remaining three
states and control inputs of the UCAV3 are preset as 𝜌3

𝑟,0
=

(𝑉
3

0
, 𝛾
3

0
, 𝜓
3

0
) = (220m/s, 0∘, 45∘) and u3

0
= (𝜇
0
, 𝑛
𝑥,0

, 𝑛
𝑧,0
) =

(0
∘

, 0 g, 1 g), and the terminal remaining three states of the

UCAV3 are predetermined as 𝜌3
𝑟,𝑓

= (
_
𝑉

3

𝑓
,
_
𝛾
3

𝑓
,

_
𝜓

3

𝑓
) =

(220m/s, 0∘, 160∘). In VMC framework, the reference point
and the virtual prey path are predetermined, using the same
strategy as the one in Example 1.

The overall collision-free attack trajectories of multi-
UCAV are shown in Figure 5, and the total flight time of three
UCAVs is 100 s, 120 s, and 150 s, respectively. It can be clearly
demonstrated that UCAVs can avoid all obstacles or threats
and successfully fly into the AARs in sequence to perform
the weapon delivery. The PCP histories of three UCAVs are
shown in Figure 6. And Figure 7 shows the distance between
each pair of UCAVs. From it, one can find that the minimum
distance between eachUCAV ismore than theminimal safety
radius of 𝑑safe (𝑑safe = 500m); that is, the UCAVs can avoid
collision with each other en route. Figure 8 shows the time

Table 1: State and control constraints of UCAVs.

Item Minimum value Maximum value
Flight altitude (m) 𝑧min = 200 𝑧max = 8 000

Airspeed (m/s) 𝑉min = 60 𝑉max = 300

Flight-path angle (deg) 𝛾min = −89 𝛾max = 89

Roll angle (deg) 𝜇min = −80 𝜇max = 80

Tangential load factor (g) 𝑛
𝑥,min = −0.725 𝑛

𝑥,max = 0.91

Normal load factor (g) 𝑛
𝑧,min = −3.2 𝑛

𝑧,max = 8

Roll angle rate (deg/s) ̇𝜇min = −30 ̇𝜇max = 30

Rate of change of tangential
load factor (g/s)

̇𝑛
𝑥,min = −0.2 ̇𝑛

𝑥,max = 0.2

Rate of change of normal
load factor (g/s)

̇𝑛
𝑧,min = −2 ̇𝑛

𝑧,max = 2

histories of the UCAVs’ states (𝑉, 𝛾, 𝜓) and control inputs
(𝜇, 𝑛
𝑥
, 𝑛
𝑧
). Obviously, the resulting trajectories are feasible

and safe, since all the constraints listed in Tables 1 and 2 are
satisfied.
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Table 2: Parameter values for the algorithm.

Item Parameter Value
Minimum safety radius (m) 𝑑safe 500

Weighting factors of the objective function
𝑤
𝑡

0.3
𝑤
𝑝

0.4
𝑤
𝑟

0.3

Weighting factors of the robust subobjective
𝑤
1

𝑟
0.5

𝑤
2

𝑟
0.3

𝑤
3

𝑟
0.2

Safe buffer of NFZs (m) 𝑏
𝑠

200
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Figure 9: Comparison of two collision-free UCAV trajectories with
arriving simultaneously.

In order to validate the convergence rate of VMC based
algorithm in cooperative trajectory planning for multi-
UCAV further, the comparative experiments are carried out
with different numbers of UCAVs (𝑁V is set as 1, 2, 3, 5, 8,
and 10, resp.) and the same number of nodes (𝑁

𝑐
= 20). The

performance comparison of multi-UCAV is summarized in
Table 3. As can be seen clearly, along with the increase of the
number of UCAVs, the average planning time is rising at a
slow rate, which is acceptable for the preplanning applica-
tions. Particularly, for one UCAV, the average planning time
is 2.21 s. When the number of UCAVs increases to 10, the
average planning time increases by onlymore than quadruple
of that for one UCAV, which is 9.62 s.

5.3. Comparison between VMC Based Method and GPM
Based Direct Collocation Method. To further evaluate the
performance of the proposed algorithm, a recently developed
optimal trajectory generation method, GPM based direct
collocationmethod, is used for comparison,which is basically
converting the original optimal control problem to a NLP
problem via the GPM directly. In the following comparative
experiments, Example 1 is simulated again using the two
algorithms, respectively, performed on the same desktopwith
different numbers of nodes (𝑁

𝑐
is set as 10, 15, 20, and 30,

resp.). All the results are presented below.

Table 3: Performance comparison with the increase of the number
of UCAVs.

Number of
UCAVs (𝑁

𝑣
)

Number of
optimization
variables

Average
planning
time (s)

Ratio of the
planning time

(%)
1 (20 × 1 + 1) × 1 = 21 2.21 —
2 (20 × 1 + 1) × 2 = 42 2.83 128.05
3 (20 × 1 + 1) × 3 = 63 3.32 150.23
5 (20× 1+1)× 5 = 105 4.93 223.08
8 (20× 1+1)× 8 = 168 7.70 348.42
10 (20×1+1)×10 = 210 9.62 435.29

Figures 9 and 10 show the comparative solutions attained
by using the GPM and VMC based methods, respectively.
It can be seen that the trajectories and the state and control
time histories of these two algorithms are similar. The
detailed performance comparison is summarized in Table 4.
With comparison, when the number of nodes increases, the
number of optimization variables in GPM is much more
than VMC. As a result, the computational speed of VMC is
more than an order of magnitude faster than GPM, while the
optimization performance has only small loss.

In order to compare the convergence rate and analyze the
impacts of the number of UCAVs on the computation time
betweenVMCandGPMfurther, the comparative experiment
is run multiple times with different numbers of UCAVs (𝑁V
is set as an integer from 1 to 10, resp.) and the same number
of nodes (𝑁

𝑐
= 20). Figure 11 shows the change of the average

planning time required to solve the optimization problem
as the number of UCAVs increases. It can be seen that the
increase of the number of UCAVs results in an exponential
increase of the required computation time for GPM. In
contrast, the computation time for VMC based algorithm
increases slowly. When the number of UCAVs increases to
10, the number of the optimization variables for GPM is up
to 1810. However, for VMC, the number is only 210. Since the
required computation time strongly depends on the number
of optimization variables, the computational time required
by VMC is more than an order of magnitude less than that
required by GPM. Maybe it can be concluded that the larger
the number of UCAVs is, the more obvious the advantage of
VMC to GPM is.

6. Conclusions

This paper is devoted to explore the cooperative collision-free
trajectory planning for multiple UCAVs in performing the
CA/GTA missions. The main contributions of the paper are
as follows. Firstly, the cooperative trajectory planning prob-
lem under consideration is mathematically formulated as a
cooperative trajectory optimal control problem (CTOCP).
In order to consider the weapon delivery constraints, an
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Figure 10: Comparison of state and control time histories.

Table 4: Comparison between GPM and VMC for Example 1.

Method 𝑁
𝑐

Number of optimization variables Objective
function value

Average planning
time (s)

Ratio of the planning
time (%)

GPM

10 (10 × 9 + 1) × 2 = 182 1.776 12.31 —
15 (15 × 9 + 1) × 2 = 272 1.731 16.28 —
20 (20 × 9 + 1) × 2 = 362 1.698 20.31 —
30 (30 × 9 + 1) × 2 = 542 1.705 28.67 —

VMC

10 (10 × 1 + 1) × 2 = 22 1.851 2.23 18.12
15 (15 × 1 + 1) × 2 = 32 1.840 2.46 15.11
20 (20 × 1 + 1) × 2 = 42 1.769 2.83 13.93
30 (30 × 1 + 1) × 2 = 62 1.731 3.18 11.09

approximate allowable attack region model is proposed and
integrated into the problem formulation. Secondly, a par-
ticular virtual motion camouflage approach combining with
differential flatness theory, Gauss pseudospectral method,
and nonlinear programming is used to develop the trajectory
planner for solving CTOCP. The advantages of this method
are that it can automatically satisfy all boundary conditions
and use any models and any performance indexes, does not
require numerical integration of differentiation of the state

equations, and transforms the OCP into a NLP problem of
very low dimension. Finally, in order to handle the temporal
constraints, the notion of the virtual time is introduced into
the virtualmotion camouflage approach to realize the spatial-
temporal cooperation.

The proposed approach is validated by numerical exam-
ples. The results show that the approach is able to gener-
ate both feasible and near-optimal attack trajectories with
meeting the spatial and temporal constraints very efficiently.
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of the number of UCAVs.

Moreover, the convergence rate and average planning time of
the method and optimality of the generated trajectories are
evaluated via a detailed comparison with GPM based direct
collocation method. The results show that the computational
speed of virtual motion camouflage approach is more than
an order of magnitude faster than GPM, at small loss of
optimality.

For the future work, we will analyze some uncertain
factors in the true battlefield environment and carry out the
research on the real-time cooperative trajectory planning. For
the presence of a larger number of UCAVs, we will make
further efforts to exploit more efficient trajectory planning
algorithm and improve the time cooperative strategy. More-
over, we will try to study another important aspect about how
to plan in the opposability battlefield environment.
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With increasing and more stringent requirements for advanced vehicle integration, including vehicle dynamics and control,
traditional control and optimization strategies may not qualify for many applications.This is because, among other factors, they do
not consider the nonlinear characteristics of practical systems.Moreover, the vehicle wheel model has some inadequacies regarding
the sideslip angle, road adhesion coefficient, vertical load, and velocity. In this paper, an adaptive neuralwheel network is introduced,
and the interaction between the lateral and vertical dynamics of the vehicle is analyzed. By means of nonlinear analyses such as
the use of a bifurcation diagram and the Lyapunov exponent, the vehicle is shown to exhibit complicated motions with increasing
forward speed. Furthermore, electric power steering (EPS) and active suspension system (ASS), which are based on intelligent
control, are used to reduce the nonlinear effect, and a negotiation algorithm is designed to manage the interdependences and
conflicts among handling stability, driving smoothness, and safety. Further, a rapid control prototype was built using the hardware-
in-the-loop simulation platform dSPACE and used to conduct a real vehicle test. The results of the test were consistent with those
of the simulation, thereby validating the proposed control.

1. Introduction

When a car is travelling at a high speed, a slight variation
of the steering could result in a crash. Moreover, steering
instability is primarily caused by the lateral force acting on
the steering wheels, which is particularly affected by the
sideslip angle [1]. When a vehicle navigates a large radius
curve, the change in the sideslip angle is small and linearly
related to the change in the lateral force. However, for high
lateral accelerations, the wheel characteristic is nonlinear
and the lateral force varies nonlinearly, thereby reducing the
steering stability [2]. Under these complex conditions and
the accompanying uncertainties, there are variations in the
vertical load and lateral force acting on the wheel, as well as
the longitudinal force of the vehicle. It is therefore necessary
to develop an effective nonlinear model and employ more
accurate processes such as the use of a neural network model
and the sliding mode to achieve control requirements [3–5].

Currently, vehicle dynamics is mostly studied by means
of nonlinear dynamics. For example, Wu and Sheng [6]
established the phase plane of the sideslip angle and the rate

at which it changes, which afforded a better method for the
quantitative determination of the stability region. However,
the method is limited by the simplified wheel model and
cannot be theoretically used to determine the state and
analyze the trend of the vehicle outside the stable area. Inagaki
et al. [7] also studied the phase plane of the turning kinetic
energy and forward kinetic energy and proposed a method
for interpreting experimental observations and the results of
quantitative analyses. However, the application of his method
is also limited.

Shi et al. [8] established the potential energy function
for the major parameters of a vehicle such as the sideslip
angle of the wheel, steering wheel angle, and vehicle speed. In
addition, he conducted qualitative and quantitative analyses
to determine the steering stability region of a vehicle. Yang et
al. [9] used the nonlinear dynamical center manifold theory
to simplify a high-dimensional system to a one-dimensional
center manifold system and theoretically analyzed the phe-
nomenon of bifurcated limit cycles. He pointed out that
saddle node bifurcation occurs with increasing speed and
front wheel angle.
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Liu et al. [10] developed a nonlinear steering model of a
frontwheel drive vehicle, analyzed theHopf bifurcation of the
system, and confirmed that if the front wheel is periodically
perturbed, chaotic motion would be produced in the system.
Chang [11] created the bifurcation diagram of steer-by-wire
vehicles for certain parameter ranges and used it to obtain
the periodic and chaotic motions of the system. He proposed
a chaotic feedback controller for steering the vehicle.

Ono et al. [12] analytically showed that the heading angle
of a vehicle would be unstable if the heading speed exceeds a
critical value. Beyond the critical speed, the vehicle may spin
and possibly topple. Furthermore, Chang and Lin [13] used
the bifurcation Lyapunov exponent to analyze complicated
motions and offered detailed explanations of the topology
change that occurs in the solutions of the mathematical
model of a lateral system. A feedback controller of a linear
lateral system has also been proposed and implemented in
the steering system to enable the escape of a vehicle from the
unstable domain, thereby preventing spinning and improving
safety [14].

The steering and suspension are two important subsys-
tems of the chassis of a vehicle, and both directly affect
the overall vehicle performance, including handling stability,
driving smoothness, and safety. The two systems are coupled
and interact with each other. The suspension causes signif-
icant variations in the vertical force acting on the wheel,
whereas the steering affects the lateral force, which in turn
affects the overall lateral dynamics [15].

Studies have been conducted on the integrated control of
electric power steering (EPS) and active suspension system
(ASS) for complex nonlinear time-varying vehicle dynamics.
The lateral and vertical dynamics of the vehicle were eval-
uated using different indexes, control strategies, and wheel
dynamics. According to the linear superposition principle, if
the lateral and vertical dynamics are separately controlled, the
determined comprehensive properties would not be accurate.
Over the past few years, diverse intelligent control strategies
for integrated control have been proposed. March and Shim
[16] developed an integrated control system for active front
wheel steering and normal force control and used fuzzy logic
to improve the vehicle handling. Yoshimura and Emoto [17]
also used fuzzy logic and skyhook dampers to develop a
steering and suspension system of a half car model subjected
to irregular excitation by the surface of the road. Other
techniques have been applied to the design of vehicle chassis
control, such as sliding mode control and adaptive control
[18–20].More recently, the𝐻

∞
approachwas used to produce

promising designs of a vehicle chassis controller [21–25].
Chen et al. [26] developed a full car dynamic model

that integrates EPS and ASS and used it to design a random
suboptimal control strategy based on output feedback for
integrated EPS and ASS control. Wang et al. [27] determined
the structural parameters and used them to obtain the
controller parameters by means of a simulated annealing
algorithm. Furthermore, for simultaneous optimization, the
major mechanical parameters of the EPS and ASS and
some of the controller parameters were used as design
variables, and the comprehensive dynamic performance of
the automobile was selected as the target function. An EPS,

ASS, and rule-based central controller that supervised and
coordinated the subsystems were designed based on the
coupling relationships between the steering and suspension
systems.

In the present study, a fuzzy control method was used to
reduce the nonlinear effect, and a coordination mechanism
was introduced tomanage the interdependences and conflicts
among handling stability, driving smoothness, and safety.
Moreover, computer simulations were used to validate the
bifurcation and chaotic motions implied by the integrated
nonlinear differential equations that describe the vehicle
dynamics. Finally, to conduct a real vehicle test, a rapid
control prototype was built using the hardware-in-the-loop
simulation platform dSPACE. The results of the test were
consistent with those of the simulation, thereby validating the
proposed control.

2. Integrated Vehicle Dynamics

2.1. Vehicle Model. To develop the vehicle dynamics model
based on the steering working condition, the effect of the
ground tangential force on the cornering properties of the
wheel and the aerodynamics were ignored, as shown in
Figure 1.

During the steering process of the vehicle, the effect of the
roll angle and yaw velocity on changes in the sideslip angle
cannot be ignored. The equations of motion of the vehicle
were therefore derived by taking the effect of the roll angle
into consideration and are as follows:
lateral movement of the vehicle:

𝑚V ( ̇𝛽 + 𝛾) − 𝑚
𝑠
ℎ
𝑠

̈𝜙 = 𝑆
1
+ 𝑆
2
+ 𝑆
3
+ 𝑆
4
, (1)

yaw movement of the vehicle:

𝐼
𝛾
̇𝛾 = 𝑙
𝑓
(𝑆
1
+ 𝑆
2
) − 𝑙
𝑟
(𝑆
3
+ 𝑆
4
) , (2)

vertical movement of the vehicle:

𝑚
𝑠
̈𝑧
2
= 𝐹
21
+ 𝐹
22
+ 𝐹
23
+ 𝐹
24
, (3)

pitching movement of the vehicle:

𝐼
𝜃

̇𝜃 = 𝑙
𝑟
(𝐹
21
+ 𝐹
22
) − 𝑙
𝑓
(𝐹
23
+ 𝐹
24
) , (4)

roll movement of the vehicle:

𝐼
𝜙

̈𝜙 = 𝑚
𝑠
V ( ̇𝛽 + 𝛾) ℎ

𝑠
+ 𝑚
𝑠
𝑔ℎ
𝑠
𝜙 + (𝐹

21
+ 𝐹
23
− 𝐹
22
− 𝐹
24
) 𝑑,

(5)

vertical movement of the unsuspended mass:

𝑚
𝑙𝑖
̈𝑧
𝑙𝑖
= 𝑘
𝑙𝑖
(𝑧
𝑜𝑖
− 𝑧
𝑙𝑖
) − 𝐹
2𝑖
, (𝑖 = 1, 2, 3, 4) . (6)
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Figure 1: Vehicle dynamics model.

Taking into consideration the effect of the stabilizer bar
on the inclination angle of the vehicle body, the resultant force
of the suspension is given by the following:

𝐹
21
=𝑘
21
(𝑧
11
− 𝑧
21
)+𝑐
21
( ̇𝑧
11
− ̇𝑧
21
) −

𝑘
𝑎𝑓

2𝑑
(𝜙 −

𝑧
11
− 𝑧
12

2𝑑
) ,

𝐹
22
=𝑘
22
(𝑧
12
− 𝑧
22
)+𝑐
22
( ̇𝑧
12
− ̇𝑧
22
) −

𝑘
𝑎𝑓

2𝑑
(𝜙 −

𝑧
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− 𝑧
12

2𝑑
) ,

𝐹
23
=𝑘
23
(𝑧
13
− 𝑧
23
)+𝑐
23
( ̇𝑧
13
− ̇𝑧
23
) −
𝑘
𝑎𝑟

2𝑑
(𝜙 −

𝑧
13
− 𝑧
14

2𝑑
) ,

𝐹
24
=𝑘
24
(𝑧
14
− 𝑧
24
)+𝑐
24
( ̇𝑧
14
− ̇𝑧
24
) −
𝑘
𝑎𝑟

2𝑑
(𝜙 −

𝑧
13
− 𝑧
14

2𝑑
) .

(7)

When the pitch angle 𝜃 and inclination angle 𝜙 are in the
minor range, the following approximations can be obtained:

𝑧
21
= 𝑧
𝑠
− 𝑙
𝑓
𝜃 − 𝑑𝜙,

𝑧
22
= 𝑧
𝑠
− 𝑙
𝑓
𝜃 + 𝑑𝜙,

𝑧
23
= 𝑧
𝑠
+ 𝑙
𝑟
𝜃 + 𝑑𝜙,

𝑧
24
= 𝑧
𝑠
+ 𝑙
𝑓
𝜃 − 𝑑𝜙.

(8)

2.2. Wheel Model. When a real vehicle is traveling on a
nonflat road, the effect of the road on the wheel varies,
which makes it necessary to obtain a dynamic model that

is adaptable to environmental changes. The adaptive neural
network (ANN) is more appropriate and is as follows:

𝑇 = {𝐹
𝑦
} = NN

{{{{{

{{{{{

{

[
[
[
[
[

[

𝛼

𝑃

V
𝐹
𝑧

𝐹
𝑦(𝑛−1)

]
]
]
]
]

]

}}}}}

}}}}}

}

. (9)

ANN includes the input layer, hidden layer, and output
layer. The input layer contains five variables, namely, the
sideslip angle of thewheel𝛼, the wheel pressure𝑃, the vertical
load𝐹

𝑧
, the velocity V, and the lateral force of the previous step

𝐹
𝑦(𝑛−1)

. The hidden layer is composed of several nonlinear
transfer functions, whereas the output layer is composed of a
single variable, which is the lateral force acting on the wheel,
𝐹
𝑦
.
The input of the neuron in the hidden layer of the network

is given by

𝜃
𝑗
(𝑘) =

𝑚

∑

𝑖=1

𝑤
𝑖𝑗
𝑝
𝑖
(𝑘) ; 𝑗 = 1, 2, . . . , 8; 𝑚 = 5. (10)

The relationship between the input and output of the
hidden layer is given by the following sigmoid function,
which is an expression of the output of the neuron in the
hidden layer:

𝜉
𝑗
(𝑘) = 𝑓 [𝜃

𝑗
(𝑘)] ; 𝑗 = 1, 2, . . . , 8. (11)
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Figure 2: Analytical tire contact system.

The output layer consists of one neuron, the input
function of which is as follows:

𝜍
𝑙
(𝑘) =

𝑛

∑

𝑗=1

V
𝑗𝑙
𝜉
𝑗
(𝑘) ; 𝑙 = 1; 𝑛 = 8. (12)

The relationship between the input and output of the
output layer is given by the following sigmoid function:

𝐼
𝑙
= 𝑓 [𝜍

𝑙
(𝑘)] ; 𝑙 = 1. (13)

Let us assume that the inclination angles of the left- and
right-side wheels are equal and that the inclination angles of
the front and rear wheels can be expressed as

𝛼
1
= 𝛼
2
= 𝛿
𝑓
− 𝛽 −

𝑙
𝑓
𝛾

V
+ 𝐸
𝑓
𝜙,

𝛼
3
= 𝛼
4
=
𝑙
𝑟
𝛾

V
− 𝛽 + 𝐸

𝑟
𝜙.

(14)

For our experiments, we used a 165/65R13 Radial Tyre
(Hankooktire). The equipments used for the experiments
included a Vehicle Tyre Road Rotating Test Stand (Figure 2)
and a T-8050 Tyre RoadContacting Pressure Analysis System
(US Tekscan Company).

Based on the characteristics of the Magic formula model,
a comparative analysis of the fitting performances of the
adaptive and Magic formula models was conducted using
experimental tire data for different loads and with the
assumption of steady working conditions, namely, a wheel
speed of 20 km/h and inflation pressure of 250 kPa (Figure 3).
As shown in the figure, the adaptive model produces a
better fit of the experimental data. In the case of the Magic
formula, because the trigonometric function is used as the
base function, the fitting curve is only close to and crosses
the experimental data. Moreover, there are distortions in the
approximation of the lateral force.

3. Nonlinear Analysis of Lateral and
Vertical Vehicle Dynamics

3.1. CoupledMechanism. Figure 4 is a diagram of the interac-
tion between the suspension and steering systems.Thedouble
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Figure 3: Model fitting.

lines in the figure indicate the basic and direct actions; the
solid lines indicate the indirect effect of its functions; and the
dashed lines indicate the constraints.When an increase in the
gain of one of either the suspension or steering system is used
to improve the performance of the system, the indirect effect
on the performance of the other system is also significantly
increased. For example, if the roll stiffness of the suspension
is increased, the roll angle would decrease, resulting in a
weakening of the under steer characteristics and an increase
in the yaw velocity gain, which in turn deteriorates the yaw
response characteristics.

It can be seen from (1)–(6) that the steering of a vehicle
affects the roll of the body by laterally accelerating it, which
in turn affects the motion of the suspension subsystem.
The vertical force acting on the wheel changes significantly,
which affects the vertical motion. The wheel model (see (9))
shows that this causes additional changes in the lateral force
acting on the wheel, which in turn affects the overall lateral
dynamics. This indicates that there are intercoupling and
interaction between the steering and suspension systems of
the vehicle.

3.2. Nonlinear Computation. An analytical solution of the
nonlinear dynamic system of a coupled neural network is
extremely cumbersome, which makes its actual application
difficult. It is thus necessary to obtain an approximate solu-
tion by a numerical method, that is, to convert the differential
differential equation to a differential equation. In this study,
Matlab/Simulinkwas used to develop a simulationmodel, the
calculation flow of which is shown in Figure 5. The model
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Table 1: Vehicle parameters.

Parameter Value
Kerb weight/kg 900
Maximum total weight/kg 1330
Unsprung mass (front/rear)/kg 35/33
Front axle weight (empty/full)/kg 540/640
Wheel base/mm 2335
Front axle-centred distance/mm 955
Rear axle-centred distance/mm 1380
Front/rear wheel tread/mm 1360/1355
Vehicle body
length/width/height/mm 3400/1575/1670

Wheel model/mm 165/65R13

parameters were chosen with reference to those of a real
vehicle and are given in Table 1.

ThemaximumLyapunov exponentmethod and the phase
plane method are the major methods used to examine
the nonlinear system in this paper. In mathematics, the
Lyapunov exponent characterizes the rate of separation of
infinitesimally close trajectories. Quantitatively, the rate at
which two trajectories separated by 𝛿𝑍

0
in a phase space

diverge (provided the divergence can be treated using its
linearized approximation) is given by

|𝛿𝑍 (𝑡)| ≈ 𝑒
𝜆𝑡 𝛿𝑍0

 .
(15)

The rate of separation may be different for different
orientations of the initial separation vector. Thus, there is a
spectrum of Lyapunov exponents, the number of which is
equal to the dimensionality of the phase space. The largest
exponent is commonly referred to as the maximal Lyapunov

Input excitation

Vehicle model Tire model

Output result

Nonlinear research

Iterative loop of
the design

Figure 5: Calculation flowchart.

exponent (MLE) because it determines the predictability for
a dynamic system. A positive MLE is usually considered as
an indication that the system is chaotic (provided some other
conditions are met, e.g., the compactness of the phase space).
It should be noted that an arbitrary initial separation vector
would typically have a component in the direction of the
MLE, and the exponential growth rate would obliterate the
effect of the other exponents over time.

The maximal Lyapunov exponent is defined as follows:

𝜆 = lim
𝑡→∞

lim
𝛿𝑍0→0

1

𝑡
ln |𝛿𝑍 (𝑡)|𝛿𝑍0



. (16)

The limit 𝛿𝑍
0
ensures the validity of the linear approximation

at any time.
When computing the maximal Lyapunov exponent, the

time series should be reconstructed to determine the closest
point 𝑉

𝑗
 for every point 𝑉

𝑗
.
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The separation interval is defined as follows:

𝜔 =
max (𝜏

𝑖
)

Δ𝑡
; 𝑖 = 1, 2, . . . ,𝑀. (17)

It is assume that 𝑑
𝑗
(0) is the distance between 𝑉

𝑗
and its

closest point 𝑉
𝑗
 ; that is,

𝑑
𝑗
(0) =


𝑉
𝑗
− 𝑉
𝑗



,

𝑗 − 𝑗


> 𝜔. (18)

For every point 𝑉
𝑗
in the phase space, the distance to its

closest point after the forward evolution in the 𝑖th step is
calculated using

𝑑
𝑗
(𝑖) =


𝑉
𝑗+1
− 𝑉
𝑗+𝑖



, (19)

where 𝑖 = 𝐽
0
, 𝐽
0+1
, . . . , 𝑁.

Assuming that the closest point of 𝑉
𝑗
diverges at the rate

of the Lyapunov exponent, namely, 𝑑
𝑗
(𝑖) = 𝑑

𝑗
(0) × 𝑒

𝜆(𝑖Δ𝑡), the
logarithm on both sides is used to obtain ln 𝑑

𝑗
(𝑖) = ln 𝑑

𝑗
(0) +

𝜆(𝑖Δ𝑡). The least square method is then used to fit the curve
of ln 𝑑

𝑗
(𝑖) relative to 𝑖Δ𝑡 to obtain the maximal Lyapunov

exponent 𝜆
1
:

𝜆
1
=
[𝑖 × 𝑦 (𝑖)]

∑ 𝑖2
, (20)

where 𝑦(𝑖) = (∑𝑝
𝑗=1

ln 𝑑
𝑗
(𝑖))/(𝑝Δ𝑡) and 𝑝 is the number of

nonzero 𝑑
𝑗
(𝑖).

A phase plane is a visual display of certain characteristics
of certain types of differential equations. However, a coordi-
nate plane is a plane whose axes represent two state variables
such as (𝑥, 𝑦), (𝑞, 𝑝), or any other pair of variables. It is a two-
dimensional case of the general n-dimensional phase space
and can be used to determine the stability or otherwise of the
dynamics.

3.3. Analysis of Results. The yaw angle rate 𝛾 of the chassis is
the riding and visual evaluation index of the driver during
steering. It is therefore necessary to study the dynamic
behavior of 𝛾 to explain a variety of phenomena and evaluate
the stability and control of the steering process.

In the bifurcation diagram (Figure 6), as the velocity V
increases, 𝛾 initially maintains a single stable period. When
V reaches 15 km/h, 𝛾 suddenly becomes chaotic. As V further
increases to 45 km/h, 𝛾 suddenly changes to a period-4
motion. After another short period of stability, 𝛾 enters the
chaotic state again and finally converges to a period-1 motion
with further increase in V.

Figure 7 shows that when V increases from zero, 𝜆 begins
at a negative value and continuously fluctuates as the absolute
value of V increases. 𝜆 is zero when V = 15 km/h and
subsequently becomes positive, which indicates that the
system becomes chaotic.This shift corresponds to the change
of 𝛾 from a period-1 motion to the chaotic state (Figure 6).
As V increases from 15 to 50 km/h, 𝜆 fluctuates, alternating
increasing from and decreasing back to zero. When V is 25
or 40 km/h, 𝜆 assumes a local maximum value. These local
maximums correspond to regions in which the attractors are
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Figure 6: Bifurcation diagram.

Table 2: Description of control mode.

Identification Rule Working condition
1 𝑐

2
∧ 𝑐
3
∧ 𝑐
5

Assist
2 𝑐

1
∧ 𝑐
5

Damping
3 𝑐

2
∧ 𝑐
6

Aligning

densely distributed in Figure 6. As V approaches 50 km/h, 𝜆
changes rapidly and assumes a global minimum value. In
the bifurcation diagram in Figure 6, the attractors maintain
the four-period stable state, after which the chaotic state is
reentered. When V = 65 km/h, 𝜆 assumes another maximum
value, which is the global maximum and corresponds to
a narrow strip of densely distributed chaotic attractors in
Figure 6. Subsequently, 𝜆 gradually decreases and the chaotic
attractors correspondingly decrease in density and become
increasingly narrow in scope. The attractors are narrowest
at V = 80 km/h, at which point 𝜆 is zero, after which it
increases again. When V = 95 km/h, 𝜆 assumes another local
maximum. However, when V exceeds 95 km/h, 𝜆 continu-
ously decreases. The Lyapunov exponent tends to negative
infinity with continuous thinning of the chaotic attractors
and convergence to a stable fixed point in the bifurcation
diagram (Figure 6).

4. Intelligent Control for Chaotic State

4.1. EPS Based on Fuzzy Control. The input signals and
system state are specified by 𝑆 = {𝑠

1
, 𝑠
2
, 𝑠
3
, 𝑠
4
}, where 𝑠

1
is

the steering wheel torque, 𝑠
2
is the velocity, 𝑠

3
is the wheel

steering angle, and 𝑠
4
is the motor current. The environment

is categorized into three working conditions, namely, assist,
damping, and aligning (see Tables 2 and 3 for the criteria for
determining the working condition).

The schedule of the fuzzy rules is based on the working
condition. In the assist condition, a seamless velocity assist
mode is employed using a velocity range of 0–200 km/h and
intervals of 20 km/h. For each velocity, the assist provided
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Table 3: Conditions of EPS hybrid control system.

Identification Logical expression
𝑐
1

𝑇
𝑑
< 𝑇
𝑑,0

𝑐
2

¬𝑐
1

𝑐
3

𝑢vehicle < 𝑢vehicle,max

𝑐
4

¬𝑐
4

𝑐
5

𝜃
ℎ

̇𝜃
ℎ
> 0

𝑐
6

¬𝑐
5

4

3

2

1

0

−1

−2

−3

−4

−5

0 25 50 75 100 125

Velocity � (km/h)

𝜆

Figure 7: Lyapunov exponent diagram.

by the motor can be divided into three segments, which are
as follows. When the steering wheel input torque is in the
range of 0-1 Nm, there is a boosting dead zone and no assist
is provided by the motor. When the input torque is in the
range of 1–6Nm, there is an assist zone. When the torque is
beyond this range, there will be a 6Nm assist saturated zone.
The four parameters used for designing linear assist are the
steering wheel input torque𝑇

𝑑,0
at the beginning of the assist,

the maximum steering wheel input torque 𝑇
𝑑,max, the motor

current maximum value 𝐼
𝑡,max, and the coefficient 𝑘(V). The

characteristics of the designed linear assist and its function
expressions are as shown in Figure 8:

𝐼
𝑡
=

{{

{{

{

0,
𝑇𝑑
 ≤ 𝑇𝑑,0,

𝑘 (V) 𝑓 (𝑇
𝑑
− 𝑇
𝑑,0
) , 𝑇

𝑑,0
≤
𝑇𝑑
 ≤ 𝑇𝑑,max,

𝐼
𝑡,max,

𝑇𝑑
 ≥ 𝑇𝑑,max.

(21)

Based on the requirements and objectives, the aligning
condition is composed of two parts. One is the aligning
control, the major function of which is the provision of
necessary assist for easy steering of the wheel back to
the central position. In this process, the aligning control
functions as a PI adjuster for adjusting the target steering
wheel position 𝜃 and the actual steering wheel variance 𝑒

ℎ
,

outputting the control voltage and allowing the motor to
bring the steering wheel back to the central position:

𝑉mr𝑙 = −(𝐾𝑝𝑒ℎ + 𝐾𝑖 ∫ 𝑒ℎdt) . (22)
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Figure 8: Characteristics of a linear assist.

The other part is damping control, the major function
of which is to bring the vehicle back to the central position
and avoid the shimmy events under the damping condition.
During this process, a certain control voltage is generated
based on the angular velocity of the aligning process, which
produces a certain damping torque in the motor.The quicker
the steering wheel spins, the higher the control voltage
generated and the larger the damping torque is. Conversely,
the slower the steering wheel spins, the smaller the damping
torque is. The steering wheel alignment speed can therefore
be adjusted by adjusting the damping coefficient:

𝑉mrℎ = −𝐾𝑑 ̇𝑒ℎ. (23)

The alignment control and the damping control can be
integrated in one PID returning control algorithm.Moreover,
by adjusting the coefficient, alignments that produce different
effects can be obtained as expressed by the following:

𝑉mr = −(𝐾𝑝𝑒ℎ + 𝐾𝑖 ∫ 𝑒ℎdt + 𝐾𝑑 ̇𝑒ℎ) . (24)

In the damping condition, the operation status of the
system is determined by the value of the deviation |𝑒

𝑑
|, and

timely adjustment is made to the structure of the controller.
The controlling rules are as follows:

IF 𝑒
𝑑
> +𝑒
𝑑,max THEN 𝐾

𝑑,PWM,𝑚 = +𝐾𝑑,PWM,max,

IF 𝑒
𝑑
≤ −𝑒
𝑑,max THEN 𝐾

𝑑,PWM,𝑚 = −𝐾𝑑,PWM,max.
(25)

The input variable 𝑒 and the rate of change of the deviation
𝑒𝑐 are determined by computing the deviation between the
actual current in the current booster motor and the target
current, to carry out fuzzy query using the fuzzy rules and
to query the fuzzy matrix table.The parameters 𝑘

𝑝
, 𝑘
𝑖
, and 𝑘

𝑑

controlled by the PID are then adjusted for adaptation (see
Table 4 and Figure 9).

4.2. ASS Based on Fuzzy Control. In the external state 𝑃 =
{𝑝
1
, 𝑝
2
, 𝑝
3
, 𝑝
4
, 𝑝
5
}, 𝑝
1
is the vertical acceleration ̈𝑍

𝑠
, 𝑝
2
is the
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Figure 10: Fuzzy controller interface in Matlab/Simulink.

Table 4: Fuzzy rule table.

𝑒𝑐

𝑒
NB NM NS ZO PS PM PB

NB PB PB PM PM PS ZO ZO
NM PB PB PS ZO NS ZO NS
NS PM PM PM PS ZO NS NS
ZO PM PM PS ZO NS NM NM
PS PS PS ZO NS NS NM NM
PM PS PS ZO NS NM NM NB
PB ZO ZO NM NM NM NB NB

pitching angular speed of the vehicle ̇𝜃, 𝑝
3
is the vehicle body

roll angular speed ̇𝜃, 𝑝
4
is the suspension dynamic deflection

𝑓
𝑑
, and 𝑝

5
is the wheel vertical acceleration ̈𝑍

𝑡
.

To rank the changing amplitudes of 𝑝
1
, 𝑝
2
, 𝑝
3
, 𝑝
4
, and 𝑝

5

based on their values and achieve selective control (using the
belief rules) of ̈𝑍

𝑠
, ̇𝜙, 𝑓
𝑑
, and ̈𝑍

𝑡
by combining the operation

condition of the wheel angel with the velocity signal, the
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Figure 11: Schematic diagram.
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Figure 12: State flow of the controlling strategy.
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Figure 14: Entire control loop.

following control rules are used together with (24)-(25):

Steering→ ̇𝜃 ∩ ̇𝜙 ∩ ̈𝑍
𝑠
→ “stability”,

Medium and low speed → ̈𝑍
𝑠
∩ 𝑓
𝑑
→ “comfort”,

High speed → ̇𝜙 ∩ ̈𝑍
𝑡
∩ ̈𝑍
𝑠
→ “safety”.

The fuzzy logic system can be described as follows:

if 𝑥
1
(𝑡) = 𝐹

1𝑗
, 𝑥
2
(𝑡) = 𝐹

2𝑗
, . . . , 𝑥

𝑛
(𝑡) = 𝐹

𝑛𝑗
,

then 𝑦
𝑗
(𝑡) = 𝐺

𝑗
(𝑗 = 1, 2, . . . , 4) .

(26)

In this formula, 𝑥 = (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
)
𝑇 and 𝑦 are the

language variables; 𝐹
𝑖𝑗
(𝑖 = 1, 2, . . . , 𝑛) and 𝐺

𝑗
are the fuzzy

sets; and 𝑙 is the number of rules. The output is

𝑓 (𝑥) =

∑
𝑚

𝑙=1
𝑦
𝑙
[∏
𝑛

𝑖=1
𝜇
𝐹𝑖𝑗
(𝑥)]

∑
𝑚

𝑙=1
[∏
𝑛

𝑖=1
𝜇
𝐹𝑖𝑗
(𝑥)]

, (27)

where 𝜇
𝐹𝑖𝑗

is the membership function of the fuzzy set of 𝐹
𝑖𝑗
:

𝐹
𝑖
=

𝑚

∑

𝑗=1

(min𝑓 (𝑥
𝑗
)) , 𝑖 = 1, 2, 3, 4 (28)

s.t. If “stability” → 𝑥
1
= ̇𝜃, 𝑥

2
= ̇𝜙, 𝑥

3
= ̈𝑍
𝑠
,

If “comfort” → 𝑥
1
= ̈𝑍
𝑠
, 𝑥
2
= 𝑓
𝑑
,

If “safety” → 𝑥
1
= ̇𝜙, 𝑥

2
= ̈𝑍
𝑡
, 𝑥
3
= ̈𝑍
𝑠
.

The fuzzification and defuzzification processes of the
fuzzy control of this studywere designed using the fuzzy logic
toolbox in MATLAB/Simulink (see Figure 10).

4.3. Negotiation Algorithm for Intelligent Control. Figure 11
shows a control strategy for vehicle integrated chassis control.
Because it is difficult to directly determine the interrelations
between EPS and ASS, the controller was designed using four
parts as follows: TYRE, EPS-, ASS, and SYS.The inputs are the
road noise w(t), steering wheel angle 𝜃

ℎ
, and steering wheel

torque 𝑇
ℎ
, and the outputs are the controlled current 𝐼ASS

powered by ASS and the controlled current 𝐼EPS powered by
EPS.

The logical process of the negotiation algorithm is as
follows (see Figure 12):

input: road noise w(t), steering wheel angle 𝜃
ℎ
, and

steering wheel torque 𝑇
ℎ
,

output: the controlled current 𝐼ASS powered by ASS,
and the controlled current 𝐼EPS powered by assist
motors.

Step 1 (task reception). Categorize the operation conditions
into steering control, suspension control, and coordination
control based on the external input w(t), 𝜃

ℎ
, and 𝑇

ℎ
. For

steering control and suspension control, the operation con-
ditions can be determined within the capacity limitations
of the single EPS and ASS, which would initiate the corre-
sponding agent and at the same time notify that the agent
has been occupied by the operation conditions and should
stop receiving new operation conditions until the completion
and return of the current condition. However, if the current
operation condition fails to accomplish the process by a single
attempt, it means that it is beyond its capacity. The operation
condition would thus be rejected and would return to the
rank for allocation to others.

Step 2 (task convey and allocation). With the whole vehicle
model, after obtaining signals 𝛽, 𝜔, 𝜃, 𝜑, 𝑍

𝑖
for the vehicle
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(a) Speed sensors installed on
the vehicle

(b) Test car

(c) Gyroscope (d) Data acquisition box

Figure 15: Main parts of the test and control systems.

body andmaking reference to the values for the velocity V and
the rotation angle 𝛿

𝑓
for the front wheels, the system would

make a timely definition for employment and the proportion
of the vague weights. Based on the planned working con-
ditions allocation strategy, the target is subcategorized into
several subtargets for the respective accomplishment.

Step 3 (task execution and return). After receiving orders for
the subtargets, the EPS receives signals for the steering wheel
torque 𝑇

ℎ
and velocity V and then uploads a set of solutions

for the steering wheel assist and orientation. Regarding the
ASS, after receiving the order for the subtargets, it receives
the signals 𝜃, Φ, 𝑍

𝑠
, and 𝑍

𝑖
for the vehicle body and uploads

a set of solutions for the orientation of 𝐹
𝑖
powered by the

suspension.

Step 4 (task integration and accomplishment). The controller
coprocesses all the subsystems collected during the sequences
of vague relational weights as follows:

input: the proposals for 𝑎EPS and 𝑎SAS at the negotia-
tion of turn 𝑗(𝑥(𝑗), 𝑦(𝑗)); utility value 𝑉

𝑗−1
,

output: the proposals for 𝑎EPS and 𝑎SAS at the negotia-
tion of turn 𝑗 + 1(𝑥(𝑗+1), 𝑦(𝑗+1)).

(1) Compute 𝑉
𝑗
(𝑥
(𝑗)

, 𝑦
(𝑗)

).

(2) If 𝑉
𝑗
(𝑥
(𝑗)

, 𝑦
(𝑗)

) ≤ 𝑉
𝑗−1
(𝑥
(𝑗−1)

, 𝑦
(𝑗−1)

), then the negoti-
ation is a failure; if 𝑉

𝑗
(𝑥
(𝑗)

, 𝑦
(𝑗)

) > 𝑉
𝑗−1
(𝑥
(𝑗−1)

, 𝑦
(𝑗−1)

),
then the negotiation is a success and is followed by a
return to the negotiation results (𝑥(𝑗), 𝑦(𝑗)).

(3) Compute the concession 𝑅𝑠 = 𝑉
𝑗
(𝑥
(𝑗)

, 𝑦
(𝑗)

) −

𝑉
𝑗−1
(𝑥
(𝑗−1)

, 𝑦
(𝑗−1)

)/N to generate 𝑉
𝑗+1

= 𝑉
𝑗
(𝑥
(𝑗)

,

𝑦
(𝑗)

) − 𝑅𝑠, and return to 𝑎EPS and 𝑎SAS for a new
proposal (𝑥(𝑗+1), 𝑦(𝑗+1)).

(4) Output the proposal.

Using the above task integration, the return results for
the entire operation condition can be obtained to output the
controlled current 𝐼ASS powered by the suspension and the
steering force-controlled current 𝐼EPS.

5. Road Test and Result

5.1. Test Device and System. The tests were performed using
the control system shown in Figure 13. It comprises a rapid
control module, an actuator system, and a sensor system.
The SC unit is used for communication between the sensor
system and the main controller unit, whereas the PU is
used for communication between the actuators and the main
controller unit. The 1401/1505/1507 MicroAutoBox is used as
the main controller unit. In the actuator and dSPACE system,
an input power of 12V was obtained from the car battery.The
vehicle state was determined using an arm position sensor,
gyroscopes, a vehicle speed sensor, and a data acquiring box.
The entire control loop shown in Figure 14 is closed by the
driver. The main parts of the control and test systems are
shown in Figure 15.

5.2. Road Test. To validate the control, a step input road and
various S-shaped operation conditions were used to perform
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Figure 16: Vehicle results for angle step steering input.

joint simulations for different speeds of a passive and active
vehicle, respectively. The test vehicle was equipped with the
original passive suspension system and then with the active
suspension system with chaos control.

5.2.1. Angle Step Steering Input Operation Conditions. A
simulation analysis of the angle step steering input operation
conditions can be used to illustrate the improved status of the
ASS achieved by stabilizing the handling of the vehicle.

5.2.2. Simulation of the S-Shaped Operation Condition. The
road surface was simulated using a vehicle speed of 30 ±
2 km/h.The primary variables that weremeasured during the
simulation were the steering wheel turning angle, steering
wheel torque, and velocity of the vehicle.

5.2.3. Angle Step Steering Input Operation Conditions on a
Pulse Road. A simulation analysis of the angle step steering
input operation conditions on a pulse road can be used
to illustrate the improved status achieved by stabilizing the

handling and ride comfort of the vehicle. The operation
condition used for the simulation consisted of a velocity of
120 km/h (33m/s) and front wheel steering angle of 6∘. For a
dry asphalt road, when the vehicle arrived at the 130m point
after 4 s, the front and rear axle wheels were excited by the
pulse of the road with an amplitude of 5 cm.

5.3. Discussion. Figures 16(a) and 16(b) show that the intel-
ligent control applied to ASS + EPS effectively reduced the
first resonance of the slip angle and the yaw velocity. It
produced better results than a passive suspension system and
traditional PID control for ASS+EPS, especially for angle step
steering. Although the performance of intelligent control and
traditional PID control in the steady state are very close, the
former afforded steady operation and produced little noise.

Meanwhile, it can be seen from the phase portraits in
Figures 16(c) and 16(d) that the vehicle lateral dynamic
runs along elliptic orbits when the intelligent controller is
applied but exhibits chaotic behavior when the traditional
PID controller is applied. Moreover, the oscillation peaks
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Figure 17: Vehicle results for S-shaped input.

produced by the irregularities are also significantlyweakened.
This indicates that the proposed control method can be
effectively used to suppress chaotic behavior.

Under the S-shaped operation condition, the slip angle
and yaw velocity when the intelligent controller is applied are
significantly better than the others as shown in Figures 17(a)
and 17(b). The parameters also exhibit greater linearity in the
phase portrait for the intelligent controller (Figure 17(d)) but
disorder for the PID controller (Figure 17(c)).This also shows
that the proposed control method can be effectively used to
suppress chaotic behavior.

In Table 5, the intelligent control was proposed to make
the Lyapunov exponents of the closed-loop system negative
and thereby eliminate chaos from the related system. From
these table and figures, it can be concluded that the chaotic
oscillators were controlled and the performance of the vehicle
and its lateral dynamic were improved.

It can be seen from Figures 18(a) and 18(b) that when the
vehicle is unevenly excited by the pulse road, the intelligent
control significantly improves the vertical acceleration of
the vehicle and the yaw velocity speed amplitude of the
vibration. However, the effects of the control in the vertical
direction controlled by traditional PID are slightly lower

Table 5: Lyapunov exponents for road test.

Measurement points Lyapunov
exponents

Slip angle
Step input PID control 1.89

Intelligent control −0.55

Snake input PID control 2.29
Intelligent control −0.23

Yaw velocity
Step input PID control 3.18

Intelligent control −0.16

Snake input PID control 5.16
Intelligent control −1.66

(the acceleration amplitude in the vertical direction is about
1m/s2). This is because, in the traditional integrated control
system, vertical control and other performance indicators
are considered in a single frame, and the amplitude of the
controlling force is obtained from the optimal weight acting
against the generalized suspension force. The same situation
occurs during the pitchingmovement of the vehicle as shown
in Figure 18(c). It should be noted that during the transfer
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Figure 18: Results for step-pulse road.

from the step angle to the input, the entire vehicle has a
stable roll angle of about 2∘ and the process lasts for about 4 s.
The uneven excitation of the pulse road significantly affects
the roll movement when the vertical load on the wheels
changes the yaw and lateral forces, whereas this is not the
case for traditional PID control. The negotiation algorithm
can compensate for this by continuous negotiation among the
different indicators. Moreover, the uneven pulse excitation of
the road surface had almost no effect on the manipulation of
the vehicle, which also reflects the robustness of the control
strategy.

6. Conclusion

In this paper, we considered the coupling mechanism of
advanced vehicle integration, as well as adaptive neural net-
work of the vehicle wheels. By nonlinear analysis such as the
use of bifurcation diagram and the Lyapunov exponent, it was

shown that the lateral dynamics of the vehicle was character-
ized by complicated motions with increasing forward speed.
Electric power steering and active suspension system based
on intelligent control were used to reduce the nonlinearity,
and a negotiation algorithm was designed to manage the
interdependences and conflicts among handling stability,
driving smoothness, and safety. The results of rapid control
prototyping confirmed the feasibility of the proposed control
method. By comparing the time response diagrams, phase
portraits, and Lyapunov exponents for different operation
conditions, we observed that the slip angle and yaw velocity of
the lateral dynamics entered a stable domain and the chaotic
motions were successfully suppressed. It was also shown that
the safety was significantly improved. Under the angle step
steering input operation conditions on the pulse road, the
proposed intelligent control significantly improved the ride
comfort and handling stability. The uneven pulse excitation
of the road surface had almost no effect on the manipulation
of the vehicle. Future work will focus on optimizing and
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improving the robustness of the control and the information
constraints and faults of the integrated vehicle dynamics.

Nomenclature

𝑚,𝑚
𝑠
: Qualities of the vehicle and the

suspension, respectively
V: Velocity
𝛽, ̇𝛽: Slip angle and slip angular speed,

respectively
ℎ
𝑠
: Height of the center of gravity of the

vehicle under roll condition
𝜙, ̇𝜙, ̈𝜙: Roll angle, roll angular speed, and roll

angular acceleration of the vehicle,
respectively

𝑆
𝑖
: Lateral force on four wheels
𝐼
𝛾
: Rotary inertia of the vehicle
𝛾, ̇𝛾: Yaw rate and yaw acceleration, respectively
𝐿
𝑓
, 𝑙
𝑟
: Distances from the front and rear wheels

to the center of the body, respectively
𝑧
𝑠
, ̇𝑧
𝑠
, ̈𝑧
𝑠
: Vertical displacement, vertical velocity,

and vertical acceleration of the vehicle
body, respectively

𝐹
2𝑖
: Composite force exerted by the

suspension on the vehicle body
𝐼
𝜃
, 𝐼
𝜑
: Pitching rotary inertia and roll rotary

inertia of the vehicle, respectively
𝑑: 1/2 of the track
𝑚
𝑙𝑖
: Unsuspended mass

𝑘
𝑙𝑖
: Stiffness of the wheels

𝑧
0𝑖
: Displacement of the road

𝑧
1𝑖
, ̇𝑧
1𝑖
, ̈𝑧
1𝑖
: Vertical displacement, vertical velocity,
and vertical acceleration of the
unsuspended mass

𝑘
𝑎𝑓
, 𝑘
𝑎𝑟
: Stiffness of the stabilizer bar angle of the

front and rear suspensions, respectively
𝑘
2𝑖
: Stiffness of the suspension

𝑐
2𝑖
: Damping coefficient of the suspension

𝑧
2𝑖
, ̇𝑧
2𝑖
, ̈𝑧
2𝑖
: Vertical displacement, vertical velocity,
and vertical acceleration of the suspended
mass, respectively

𝑘
𝑎𝑓
, 𝑘
𝑎𝑟
: Stiffness of the stabilizer rods of the front

and rear suspensions, respectively
𝜃
𝑗
(𝑘): Input of the jth neuron of the hidden layer

𝑝
𝑖
(𝑘): Output of the input layer
𝑤
𝑖𝑗
: Weight of the connection between the

input and hidden layers
𝜉
𝑗
: Output of the 𝑗th neuron of the hidden

layer
V
𝑗𝑙
: Weight of the connection between the

hidden and output layers
𝐼
𝑙
: Output of the neuron of the output layer
𝛼
1
, 𝛼
2
: Inclination angles of the left-side and

right-side wheels of the front axle,
respectively

𝛼
3
, 𝛼
4
: Inclination angles of the left-side and

right-side wheels of the rear axle,
respectively

𝜆: Lyapunov exponent
𝑉mr𝑙: Returning control voltage of the motor
𝜃
ℎ
: Angle of the steering wheel

𝑒
ℎ
: Deviation between the target and actual

steering angles
𝐾
𝑝
: Proportionality coefficient

𝐾
𝑖
: Integral coefficient

𝑉mrℎ: Returning control voltage of the motor
𝐾
𝑑
: Integral coefficient

𝑉mr: Aligning control voltage of the motor
𝑒
𝑑
= 𝐼
𝑑,𝑚,𝑡

− 𝐼
𝑑,𝑚

: Deviation between the target and actual
damping currents

𝐼
𝑑,𝑚,𝑡

: Armature current for the target damping
torque

𝑒
𝑑,max: Maximum deviation between the target

and actual damping currents
𝐾
𝑑,PWM,𝑚: PWM duty ratio corresponding to 𝑒

𝑑

𝐾
𝑑,PWM,max: PWM duty ratio corresponding to 𝑒

𝑑,max.
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A three-phase induction motor used as a propulsion system for the electric vehicle (EV) is a nonlinear, multi-input multi-output,
and strong coupling system. For such a complicated model system with unmeasured and unavoidable disturbances, as well as
parameter variations, the conventional vector control method cannot meet the demands of high-performance control.Therefore, a
novel control strategy named least squares support vector machines (LSSVM) inverse control is presented in the paper. Invertibility
of the induction motor in the constant 𝑉/𝑓 control mode is proved to confirm its feasibility. The LSSVM inverse is composed of
an LSSVM approximating the nonlinear mapping of the induction motor and two integrators. The inverse model of the constant
𝑉/𝑓-controlled induction motor drive is obtained by using LSSVM, and then the optimal parameters of LSSVM are determined
automatically by applying amodified particle swarmoptimization (MPSO). Cascading the LSSVM inversewith the inductionmotor
drive system, the pseudolinear system can be obtained. Thus, it is easy to design the closed-loop linear regulator. The simulation
results verify the effectiveness of the proposed method.

1. Introduction

Nowadays, some serious problems such as environment depr-
avation and air pollution are becoming more and more seri-
ous, due to the rapid development of the global economy. Ele-
ctric vehicles (EVs), including fuel cell-powered vehicle and
hybrid electric vehicles, are being currently researched and
their practicalities are increasingly capturingmany countries’
eyes, since they are a way to solve these problems that are tied
to exhaust gas-emission and energy-saving issues [1–3].

By converting electrical energy into mechanical energy, a
motor can propel a vehicle [4, 5]. Comparedwith the combus-
tion engines, themotors have somemain advantages in terms
of power density, conversion efficiency, low-speed torque
characteristics, and so on [6–9]. In addition, when the motor
operates in the braking mode, it can convert the mechanical
energy back to electrical energy [10, 11]. Aforementioned
characteristics of the motors make the electric drive more
energy efficient, more powerful, and more compact. With
the rapid development of power electronics, information
technology, and the revolution in motor control, the EV
technologies are being quickly progressed. Among EV key
technologies, selection of a suitable drive, optimum design of

the motor topologies, and optimal control strategies are the
major factors [12, 13].

In general, permanent-magnet synchronous motors
(PMSMs) have been popular in EV traction applications, but
some problems have recently arisen. One of the key issues is
that the cost of rare earth materials, such as neodymium, has
sharply increased in the past years [14–16].Therefore, the ind-
uction motors are drawing attention as a promising altern-
ative to PMSMs [17].The inductionmotors havemany chara-
cteristics, such as firm structure, small model, ruggedness,
light capacity, low price, and the ability to operate in the exte-
nded high speed. Moreover, with the growth of power elect-
ronic technology and microprocess technology, high-speed
inductionmotors driven by changeable frequency have many
merits on aspects of reliability, low maintenance, low cost,
craftwork, and so on [18–20]. So induction motor drive sys-
tems play an increasingly important role in driving EV. With
the background, our study revisits and renews this old tech-
nology, aiming at high-performance control of the induction
motor drives in EV applications.

The mature control method of induction motor drives is
the vector control, which has been widely implemented in
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electric drives [21, 22]. However, since the rotor flux angle of
the inductionmotor is not directlymeasurable, vector control
of an induction motor is more difficult than that of a PMSM.
In addition, another issue in electrical drives is system
sensitivity to inaccuracy and changes of motor parameters
[23, 24]. Since the vector control systems are very sensitive to
such inaccuracies, some parameters of the induction motor
drives should be estimated online, and a more robust control
structure is required. Therefore, some intelligent control
methods, such as fuzzy control [25, 26], sliding mode control
[27–29], adaptive control [30, 31], neural network control
[32, 33], and other advanced control methods [34–36], are
adopted for the induction motor drives. These approaches
only improve different aspects of the control performance of
induction motor drives. Thus, how to enhance the satisfying
dynamic behavior of the induction motor drive for EVs
further is very urgent.

The aim of this paper is to propose a novel control
scheme based on least squares support vector machines
(LSSVM) inverse for the constant 𝑉/𝑓-controlled induction
motor drive system for EVs. The mathematic model of
the induction motor drive is presented, and a reversible
analysis of such system is also performed. Based on the
analysis, speed control of the induction motor drive based
on LSSVM inverse system method is proposed. The method
is combined by LSSVM, which has the abilities of learning
and function approximation and the adaptation capacity of
system parameter variations, and the inverse system method
which can realize the linearization of complex nonlinear
system [37, 38]. The LSSVM is used to identify the inverse
model of the constant𝑉/𝑓-controlled induction motor drive
system, and a modified particle swarm optimization (MPSO)
algorithm is adopted to optimize the kernel parameter and
regularization parameter of the LSSVM. Consequently, a
composite pseudolinear system is completed by constructing
LSSVM inverse and combining it with the original system.
Then the linear control techniques can be applied to design
control system to achieve the high performance control of
the original nonlinear system. Finally, the simulation testing
research is studied using this method, and the control effect
is satisfying.

2. Mathematic Model and Reversible Analyses

For current-followed SPWM inverter of the inductionmotor,
when the nonlinear and time delay of the inverter, magnetic
saturation, and iron loss of the induction motor are ignored,
the state equation is described as a 6-order nonlinear model
in still 𝛼-𝛽 coordinates:
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(1)

where 𝜔
1
and 𝜔

𝑟
are synchronous angle frequency and rotate

speed, respectively. 𝑖
𝑠𝛼

and 𝑖
𝑠𝛽

are stator currents in 𝛼-𝛽
coordinates, respectively. 𝜓

𝑠𝛼
and 𝜓

𝑠𝛽
are stator flux linkage

in 𝛼-𝛽 coordinates, respectively. 𝑇
𝑟
is rotor time constant. 𝐿

𝑚

is mutual inductance. 𝑛
𝑝
is the number of pole pairs. 𝐿

𝑠
and

𝐿
𝑟
are stator inductance and rotor inductance, respectively.𝑅

𝑠

and 𝑅
𝑟
are stator resistance and rotor resistance, respectively.

𝑇
𝑒
and 𝑇

𝐿
are electromagnetic torque and load torque,

respectively. 𝜃
1
is angle between the space voltage vector and

the 𝛼 axis. 𝑉 is the amplitude of the space voltage vector.
Given the state variable
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1
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𝑟
.

(4)

When the induction motor is operating in the constant
𝑉/𝑓 control mode, we can obtain the following expression:

𝑉 = 𝑘𝜔
1
, (5)

where 𝑘 = √3/2⋅(220⋅√2)/(2⋅𝜋⋅50) = ((√3⋅220)/(2⋅𝜋⋅50))
is the proportion coefficient of frequency voltage.
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So

𝑢
1
= 𝑘𝑢
2
. (6)

In order to analyze the reversibility of the induction
motor, the output formula should be differentiated until the
input variable is visualized firstly. According to expression
(11), the following expressions can be deduced:

𝑦
(1)

= 𝑥
(1)

=

𝑛
2

𝑝

𝐽
(𝑥
2
𝑥
5
− 𝑥
3
𝑥
4
) −

𝑛
𝑝

𝐽
𝑇
𝐿
, (7)

𝑦
(2)

=

𝑛
2

𝑝

𝐽
(𝑥
2
̇𝑥
5
+ ̇𝑥
2
𝑥
5
− 𝑥
3
̇𝑥
4
− ̇𝑥
3
𝑥
4
)

=

𝑛
2

𝑝

𝐽
[𝑥
2
(

𝑅
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑥
3
−

𝐿
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑥
1
𝑥
2

−
𝑅
𝑠
𝐿
𝑟
+ 𝐿
𝑠
𝑅
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑥
5
+ 𝑥
1
𝑥
4

+
𝐿
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑘𝑢
2
sin𝑥
6
)

+ (𝑘𝑢
2
cos𝑥
6
− 𝑅
𝑠
𝑥
4
) 𝑥
5

− 𝑥
3
(

𝑅
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑥
2

+
𝐿
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑥
1
𝑥
3

−
𝑅
𝑟
𝐿
𝑠
+ 𝐿
𝑟
𝑅
𝑠

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑥
4
− 𝑥
1
𝑥
5

+
𝐿
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑘𝑢
2
cos𝑥
6
)

− (𝑘𝑢
2
sin𝑥
6
− 𝑅
𝑠
𝑥
5
) 𝑥
4
] ,

(8)

𝜕𝑦
(2)

𝜕𝑢
2

=

𝑛
2

𝑝

𝐽
[𝑥
2

𝐿
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑘 sin𝑥
6
+ 𝑘 cos𝑥

6
𝑥
5

− 𝑥
3

𝐿
𝑟

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

𝑘 cos𝑥
6
− 𝑘 sin𝑥

6
𝑥
4
]

=

𝑛
2

𝑝

𝐽
[

𝐿
𝑟
𝑘

𝐿
𝑠
𝐿
𝑟
− 𝐿2
𝑚

(𝑥
2
sin𝑥
6
− 𝑥
3
cos𝑥
6
)

+ 𝑘 (cos𝑥
6
𝑥
5
− sin𝑥

6
𝑥
4
) ] .

(9)

Since 𝑥 ∈ Ω = {𝑥 ∈ 𝑅6 : (𝐿
𝑟
𝑘/(𝐿
𝑠
𝐿
𝑟
− 𝐿
2

𝑚
))(𝑥
2
sin𝑥
6
−

𝑥
3
cos𝑥
6
)+𝑘(𝑥

5
cos𝑥
6
−𝑥
4
sin𝑥
6
) ̸= 0}, the inverse of system

is existent. According to implicit function theorem, the
inverse system can be written as

𝑢 = 𝜉 (𝑥, 𝑦, ̇𝑦, ̈𝑦) . (10)

3. Basic Conception of LSSVM

As an interesting variant of the standard support vector
machines (SVM), least squares support vector machines

(LSSVM) have been proposed by Suykens and Vandewalle
for solving pattern recognition and nonlinear function esti-
mation problems [39, 40]. Here, we simply present the
basic principle of LSSVM. Considering a given training set
{x
𝑖
, y
𝑖
}
𝑙

𝑖=1
, with input data x

𝑖
∈ R𝑛 and output data y

𝑖
∈ R, in

feature space, the regression model takes the form

𝑓 (x) = w𝑇Φ (x) + 𝑏, (11)

where the nonlinear mappingΦ(⋅) : R𝑛 → R𝐻 maps the in-
put data into a higher dimensional feature space, w ∈ R𝐻 is a
weight vector of the same dimension as the feature space, and
𝑏 is a threshold.Then the following optimization problem for
the LSSVM is formulated:

min 𝐽 (w, 𝜉) = 1
2
‖w‖2 + 1

2
𝛾

𝑙

∑

𝑖=1

𝜉
2

𝑖

subject to y
𝑖
= 𝑤
𝑇

Φ (𝑥
𝑖
) + 𝑏 + 𝜉

𝑖
,

(12)

where 𝜉 is approximation error at the instant 𝑖, 𝐽 is a loss fun-
ction, and 𝛾 is an adjustable constant which determines pen-
alties for estimation errors.

The corresponding Lagrange function is described as

L (w, 𝑏, 𝜉,𝛼) = 𝐽 (w, 𝜉) −
𝑙

∑

𝑖=1

𝛼
𝑖
[w𝑇Φ (x

𝑖
) + 𝑏 + 𝜉

𝑖
− y
𝑖
] ,

(13)

where 𝛼 = (𝛼
1
, 𝛼
2
, 𝛼
3
, . . . , 𝛼

𝑙
)
𝑇 is a vector with the Lagrange

multipliers.
According to the optimization conditions by Karush-

Kuhn-Tucker, the optimal values can be found by setting the
derivatives of the Lagrange function equal to zero:

𝜕L
𝜕w

= 0 → w =
𝑙

∑

𝑖=1

𝛼
𝑖
Φ (𝑥
𝑖
) ,

𝜕L
𝜕𝑏

= 0 →

𝑙

∑

𝑖=1

𝛼
𝑖
= 0,

𝜕L
𝜕𝜉
𝑖

= 0 → 𝛼
𝑖
= 𝛾𝜉
𝑖
, 𝑖 = 1, 2, . . . , 𝑙,

𝜕L
𝜕𝛼
𝑖

= 0 → w𝑇Φ (x
𝑖
) + 𝑏 + 𝜉

𝑖
− y
𝑖
= 0.

(14)

Then the optimization problem can be rewritten as

[
0 1𝑇

𝑙×1

1
𝑙×1
Ω + 𝛾

−1I] [
𝑏

𝛼
] = [

0

y] , (15)

where y = [𝑦
1
, 𝑦
2
, 𝑦
3
, . . . , 𝑦

𝑙
]
𝑇, 1
𝑙×1

= [1, 1, . . . , 1]
𝑇, I =

diag[1, 1, . . . , 1], Ω = {Ω
𝑖𝑗
}
𝑙×𝑙
, Ω
𝑖𝑗
= Φ
𝑇

(x
𝑖
) ⋅ Φ(x

𝑗
), 𝑖 = 1, 2,

. . . , 𝑙.
According to Mercer’s condition, there is kernel function

𝐾(x
𝑖
, x) = Φ𝑇(x

𝑖
) ⋅Φ(x), which causes such LSSVMmodel

𝑓 (x) =
𝑙

∑

𝑖=1

𝛼
𝑖
𝐾(x
𝑖
, x) + 𝑏, (16)
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Figure 1: Structure of least squares support vector machine.

where 𝛼 and 𝑏 are obtained by solving (7). In this paper, we
will focus on RBF kernel function which corresponds to

𝐾(x
𝑖
, x) = exp(

−
x𝑖 − x

2

2𝜎2
) , (17)

where 𝜎 is the kernel parameter. The structure of the LSSVM
is shown in Figure 1.

4. MPSO-Based Parameters
Optimization for LSSVM

4.1. MPSO. Particle swarm optimization (PSO), a novel evo-
lutionary computation technique, was proposed by Kennedy
and Eberhart in 1995 [41–43]. It is inspired by social behavior
of bird flocking and fish schooling and has been found to
be robust in solving nonlinear optimization problems. Com-
pared with other stochastic approaches, PSO can generate
solutions of high quality with relative shorter calculation time
and has more stable convergence features. In the original
PSO algorithm, particles flying through the search space are
affected by two factors: one is the best position ever found of
the individual, and another is the best position of the group.

The position and velocity of 𝑖th individual (called par-
ticle) in 𝑑-dimensional search space can be represented as
u
𝑖
= [𝑢
𝑖1
, 𝑢
𝑖2
, . . . , 𝑢

𝑖𝑑
] and k

𝑖
= [V
𝑖1
, V
𝑖2
, . . . , V

𝑖𝑑
], respectively.

The local best of the 𝑖th particle can be denoted as p
𝑖
=

[𝑝
𝑖1
, 𝑝
𝑖2
, . . . , 𝑝

𝑖𝑑
] and the global best found so far can be

denoted as p
𝑔
= [𝑝
𝑔1
, 𝑝
𝑔2
, . . . , 𝑝

𝑔𝑑
]. Then, at each iteration,

the new positions and velocities of each particle can be
calculated as shown in the following formulas:

k
𝑖
(𝑘 + 1) = 𝜔k

𝑖
(𝑘) + 𝑐

1
𝑟
1
(p
𝑖
(𝑘) − u

𝑖
(𝑘))

+ 𝑐
2
𝑟
2
(p
𝑔
(𝑘) − u

𝑖
(𝑘)) ,

(18)

u
𝑖
(𝑘 + 1) = u

𝑖
(𝑘) + k

𝑖
(𝑘) , (19)

where 𝑖 = 1, 2, . . . , 𝑚. 𝑚 is the number of particles. 𝑘 is
the number of current iteration. u

𝑖
(𝑘) is the position of 𝑖th

particle at iteration 𝑘. p
𝑖
(𝑘) is the best local position of 𝑖th

particle at iteration 𝑘. p
𝑔
(𝑘) is the best global position of all

particles at iteration 𝑘. v
𝑖
(𝑘) is the velocity of 𝑖th particle at

iteration 𝑘. 𝑟
1
and 𝑟

2
are random variables drawn from a

uniformdistribution in the range [0, 1] to provide a stochastic
weight of the different components participating in the par-
ticle velocity definition. 𝑐

1
and 𝑐
2
are two acceleration consta-

nts regulating the relative velocities with respect to the best
global and local positions, respectively.𝜔 is the inertia weight
used as a tradeoff between global and local exploration capa-
bilities of the swarm. Let the inertia weight be a high value
𝜔max in the early evolution and linearly decrease to 𝜔min at
themaximal number of iterations. Itsmathematical represen-
tation can be described as

𝜔 = 𝜔min +
𝑛max − 𝑛

𝑛max
(𝜔max − 𝜔min) , (20)

where 𝑛max is the maximal number of iterations and 𝑛 is the
current number of iterations.

In order to overcome the limitation that basic PSO was
not convergent because of the maximum speed parameters
and big acceleration constants (𝑐

1
, 𝑐
2
), Clerc introduced the

shrinkage factor 𝜂. This approach can ensure that the PSO
algorithm convergent during the search process. So, in this
paper, we apply the MPSO method with shrinkage factor 𝜂
to optimize the LSSVM’s parameters. Then the mathematical
representations of PSO algorithm given in (18) can be
changed to

k
𝑖
(𝑘 + 1) = 𝜂 (𝜔k

𝑖
(𝑘) + 𝑐

1
𝑟
1
(p
𝑖
(𝑘) − u

𝑖
(𝑘))

+ 𝑐
2
𝑟
2
(p
𝑔
(𝑘) − u

𝑖
(𝑘))) ,

(21)

where

𝜂 =
2


2 − 𝜑 − √𝜑2 − 4𝜑



, 𝜑 = 𝑐
1
+ 𝑐
2
> 4. (22)

Aiming at the regularization parameter 𝛾 and kernel
parameter 𝜎 which are needed to be optimized, choose mean
square root error (RMSE) of the LSSVM as shown in (14) as
the fitness function 𝑓(⋅) of the MPSO:

𝑓 (u) = 𝑓 (𝛾, 𝜎) = 𝐸RMSE = √
1

𝑙

𝑙

∑

𝑖=1

(y
𝑖
− ŷ
𝑖
)
2

, (23)

where y
𝑖
and ŷ

𝑖
are real value and model output one, resp-

ectively.Theminimization of the fitness function can be seen
as a mechanism to guarantee a reasonable choice of the opti-
mized parameters (𝛾, 𝜎).

4.2. Procedure of LSSVM’s Parameters Optimization Using
MPSO. The steps of the MPSO-LSSVM estimation are sum-
marized as follows.

Step 1. Generate training and test samples sets, and normalize
the data.

Step 2. Initialize the parameters of MPSO. The values of the
parameters are as follows: 𝑚 = 60, 𝑑 = 2, 𝑛max = 500, 𝑐1 =
𝑐
2
= 2.05, 𝜔max = 0.9, and 𝜔min = 0.4.
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Step 3. Generate an initial swarm of size 𝑚. Set the best
position of each particle with its initial position; that is, p

𝑖
=

u
𝑖
(𝑖 = 1, 2, . . . , 𝑚).

Step 4. Set to zero the velocity vectors v
𝑖
(𝑖 = 1, 2, . . . , 𝑚) that

are associated with the𝑚 particles.

Step 5. For each candidate particle u
𝑖
(𝑖 = 1, 2, . . . , 𝑚), train

an LSSVM estimator on the corresponding training set and
with the estimation of 𝛾 and 𝜎 that are conveyed by u

𝑖
. Then,

compute its fitness function 𝑓(u
𝑖
).

Step 6. Update the velocity of each particle using (21). To
perform the update, the best global position p

𝑔
is selected.

p
𝑔
is chosen as the position exhibiting the minimal value of

the considered fitness function over all explored trajectories.
In detail, compare each particle’s current fitness value 𝑓(u

𝑖
)

with the fitness value of its best local position𝑓(p
𝑖
). If𝑓(u

𝑖
) <

𝑓(p
𝑖
), let p

𝑖
= u
𝑖
. And compare the current fitness value

𝑓(u
𝑖
) with the fitness value of the best globe position 𝑓(p

𝑔
).

If 𝑓(u
𝑖
) < 𝑓(p

𝑔
), let p

𝑔
= u
𝑖
.

Step 7. Update the position of each particle by means of
(19). In the event of a particle flying beyond the predefined
boundary of the search space, set the position of the particle at
the space boundary and reverse its search direction by means
of multiplying its velocity vector by −1.

Step 8. If 𝑛max ≥ 500 or RMSE < 1 × 10−3, output the optimal
parameter values; else return to Step 5.

5. LSSVM Inverse Control

From the mathematical model of the constant 𝑉/𝑓-
controlled induction motor described as (2), it can be seen
that the induction motor drive system is a nonlinear and
strong coupling system. Therefore, it is very difficult to
get the accurate analytic expression described in (10). To
effectively solve this thorny problem, an LSSVM is employed
to identify the inverse model of the constant 𝑉/𝑓-controlled
induction motor drive system, since the LSSVM has the
ability of approaching an arbitrary nonlinear function with
satisfactory accuracy. The proposed LSSVM inverse consists
of an LSSVM approximating the nonlinear mapping (10)
and two integrators charactering its dynamic behaviors.
In view of the principle of the LSSVM regression and the
control principle of the inverse system scheme, we can easily
obtain the whole implementation steps of the LSSVM inverse
control scheme for the induction motor drive system for
EVs.

Step 1. A superposition of the random signals and constant is
chosen as the input excitation signal. The original induction
motor drive system is adequately excited, and then we
can obtain its static and dynamic performance. We not
only need the static data of the constant 𝑉/𝑓-controlled
induction motor drive system but also need the dynamic
ones for the LSSVM learning the inverse model of the
constant𝑉/𝑓-controlled induction motor. Consequently, the

complete inverse model of induction motor drive system
can just be gotten. During the measuring process, because
there are various random noises jamming and the error of
measurement devices themselves, there are generally some
errors between measured values and real ones. In order to
effectively overcome these disadvantages, the 2-order filters
are used for adopting data. Note that the variation period of
the given speed signalmust be chosen properly; otherwise the
practical system cannot follow the given signal. In this paper,
the variation period of the all kinds of given signal is set at
10 s and the sampling period of speed is set at 0.1 s.The whole
operation time is 200 s and 2000 sampled data are obtained.

Step 2. By using precise seven-point algorithm, the 1-order
and 2-order offline derivative of speed output response can
be obtained. Therefore, the training sample sets {x

𝑖
, 𝑢} (𝑖 =

1, 2, . . . , 𝑙, 𝑙 = 1000) can be formed by chosing from original
sampling period equidistantly, where, x = [𝑦

(2)

, 𝑦
(1)

, 𝑦] =

[𝜔
(2)

𝑟
, 𝜔
(1)

𝑟
, 𝜔
𝑟
] and 𝑢 = 𝜔

1
are, respectively, the input data

and the expected output data of the LSSVM which learns
the inverse model of the constant 𝑉/𝑓-controlled induction
motor drive system. Figure 2 shows the collected training
data.

Step 3. According to the MPSO optimization procedure
mentioned aforementioned, the best values of LSSVM
parameters are 𝛾 = 950 and 𝜎 = 2.6, and its RMSE (i.e., the
fitness function) is equal to 3.421 ×10−3. Through learning
the LSSVM with training sample sets, the corresponding
input vector coefficient 𝛼

𝑖
(where the zero coefficients are

also included in the formula) and threshold value 𝑏 can be
obtained.Therefore, in view of the current input x, the output
of the 𝛼th-order inversion can be identified as

u (x) =
𝑑

∑

𝑖=1

𝛼
𝑖
(Φ
𝑇

(x
𝑖
) ⋅Φ (x)) + 𝑏 =

𝑑

∑

𝑖=1

𝛼
𝑖
𝐾(x
𝑖
, x) + 𝑏. (24)

Step 4. By combining the LSSVM inverse with the induction
motor drive system, a 2-order compound system, named
pseudolinear system, can be obtained as shown in Figure 3.
The input and output linearization of the original constant
𝑉/𝑓-controlled induction motor drive system is achieved.
Although the relationship between input and output of the
compound system is linear, there are still some nonlinear
factors in the system. Therefore, the compound system is
not an ideal linear system and is called the pseudolinear
system. Since the compound system is an open-loop unstable
system and various uncertainties are existing in practical
applications, the additional closed-loop controller should
be designed. In this paper, the proportional integral (PI)
controller is designed for the closed-loop controller. Figure 4
shows the whole control diagram of LSSVM inverse for the
induction motor drive system.

6. Simulation Test Research

The parameters of the induction motor are 𝑃
𝑒
= 5KW, 𝑅

𝑠
=

5.35Ω, 𝑅
𝑟
= 4.85Ω, 𝐿

𝑠
= 0.41H, 𝐿

𝑟
= 0.46H, 𝐿

𝑚
=

0.47H, and 𝐽 = 0.0018 kg⋅m2. Rated speed is 1600 r/min.
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Figure 4: Control diagram of LSSVM inverse control.

6.1. Predicted Result Comparison of the Inverse Model. The
remaining 1000 groups of data from the whole sample data
sets are chosen and then adopted for testing sample to
compare the predicted performance of the inverse model. To
effectively test the performance of the inversion, the mean
square root of error (𝐸RMSE) and maximal absolute error
(𝐸MAXE) are considered as

𝐸RMSE = √
1

𝑙

𝑙

∑

𝑖=1

(y
𝑖
− ŷ
𝑖
)
2

,

𝐸MAXE =
𝑙max
𝑖=1

y𝑖 − ŷ
𝑖

 ,

(25)

where 𝑖 = 1, 2, . . . , 𝑙 and y
𝑖
and ŷ

𝑖
are real and predicting

values.

Table 1: Comparison of predicting results of ERMSE, EMAXE, and t.

𝐸RMSE 𝐸MAXE 𝑡/s
Standard SVM 0.0091 0.0073 60. 472
Standard LSSVM 0.0053 0.0042 23. 193
MPSO-LSSVM 1.306𝑒 − 04 7.616𝑒 − 04 11.178

In order to verify the predicted performance of the
LSSVM inversion with the MPSO algorithm (MPSO-
LSSVM), the standard SVM and LSSVM are utilized for the
training sample to develop the inversion of the constant𝑉/𝑓-
controlled induction motor drive system. The CPU runtime
(𝑡/s) and the corresponding key performance indicators
(𝐸RMSE and 𝐸MAXE) of the models are listed in Table 1. From
Table 1, it can be seen that the generalization ability and
predicted precision ofMPSO-LSSVM inversion is superior to
the standard SVM and LSSVM inversion.

6.2. Simulation Results Analysis. The constant 𝑉/𝑓-con-
trolled induction motor drive system under the control sche-
mes of the proposedmethod and vector control are simulated
using Matlab/Simulink.

Case 1 (performance comparison of speed startup response
without load disturbances). In this case, Figures 5 and 6 are,
respectively, the simulation results of speed startup response
curves in the case of rated loadwith the proposedmethod and
vector control. The dashed and solid lines are, respectively,
the reference value and practical one. Compared with the
speed response with vector control, the speed response under
LSSVM inverse control has a shorter settling time and much
smaller overshoot and steady-state error. The corresponding
performance index of the speed response is shown in Table 2.
FromFigures 5 and 6 andTable 2, we can see that the constant
𝑉/𝑓-controlled induction motor drive system has a better
speed-adjusting performance by using the proposedmethod.

Case 2 (performance comparison of tracking triangular wave
without load disturbances). In this case, Figures 7 and 8
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Figure 5: Speed startup response curves in the case of rated load
with vector control method.
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Figure 6: Speed startup response curves in the case of rated load
with the proposed control method.
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Figure 7: Response of tracking triangle curves in the case of rated
load with vector control method.

Table 2: Speed performance comparison in the case of rated load.

Settling time Overshoot Steady-state error
Proposed method 1.4 s 7.33% 0.56
Vector control method 2 s 32.62% 6.83
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Figure 8: Response of tracking triangle curves in the case of rated
load with proposed control method.

show, respectively, the simulation results of tracking tria-
ngular wave in the case of rated load with LSSVM inverse
control and vector control methods. In Figures 7 and 8, the
amplitudes of the triangular waves are all between 1200 r/min
and 1600 r/min, and the dashed and the solid lines are, respec-
tively, the given motor input signals and response curves.
From Figures 7 and 8, we can see that, by adopting LSSVM
inverse control method, the setting time of the constant
𝑉/𝑓-controlled induction motor drive system is shorter, and
its dynamic performance is also better. Additionally, the
response curve can more accurately and quickly track the
given motor input signal, and the control accuracy can be
improved form 86% to 96%.

Case 3 (performance comparison with rotor resistance vari-
ation). Of all the motor parameters, the rotor resistance has
the greatest impact on the control performance of the motor
drive system. In this case, a random variable is added to the
rated value of the motor rotor resistance, and its amplitude
is not more than 10% of the rated resistance value. The
comparison results of the proposed LSSVM inverse control
and the vector control methods in the case of rotor resistance
variation and without load disturbances are shown in Figures
9 and 10, respectively. From Figures 9 and 10, it can be seen
that, compared with the vector control method, the LSSVM
inverse scheme has a smoother speed curve with almost no
overshoot. In addition, by adopting the proposed LSSVM
inverse method, the relative steady error can be reduced from
12% to 4%.

Case 4 (performance comparison with load disturbances).
To compare the capacity of being insensitive to the load
torque variation of the proposed LSSVM inverse control
and the vector control schemes, the simulation comparison
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Figure 9: Speed response curves in the case of rotor resistance
variation with vector control method.
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Figure 10: Speed response curves in the case of rotor resistance
variation with the proposed control method.

was also carried out under sudden load disturbance impact.
When the constant 𝑉/𝑓-controlled induction motor drive
system is running at steady state of 1600 r/min, a sudden
load torque disturbance was applied at 100 s and removed
immediately, and the simulation results of speed response
curves during the sudden application and removal of the
load disturbance are shown in Figures 11 and 12. From
Figures 11 and 12, it can be seen that the speed response
by using the proposed method recovers faster when the
load torque disturbance was added and removed. We can
see that the proposed method can effectively attenuate the
speed deviation caused by load disturbances and has a shorter
recovery time. Moreover, from Figures 11 and 12, we can
see that the control accuracy can be improved form 90% to
97% by using the proposed method. Therefore, it obviously
suggests that the constant 𝑉/𝑓-controlled induction motor
drive system has better robustness performance compared
with the vector control method and that the LSSVM inverse
method possesses a good adaptation and a much better
dynamic performance against load disturbance.
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Figure 11: Speed response curves in the case of load disturbance
with vector control method.
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Figure 12: Speed response curves in the case of load disturbance
with the proposed control method.

7. Conclusion

This paper aims at how to further improve the performance
of the induction motor drive system used in EVs widely. The
design and implementation procedure of a control scheme
named LSSVM inverse control for a high-performance
induction motor drive system for the traction purpose of
EVs has been investigated. According to the characteristic
of the constant 𝑉/𝑓 control mode, the mathematic model of
the induction motor drive system is deduced and an inverse
system model suitable for the constant 𝑉/𝑓 control mode is
also obtained. Based on these, the LSSVM inverse control
method is applied to control the induction motor drive
system. The simulation test results testify that the proposed
method is feasible and it can realize the high performance
control of the induction motor drive system. It also offers
a new method for the control of the induction motor drive
system.
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With the development of smart grid and the increase of global resident Plug-In Electric Vehicle (PEV) market in the near future,
the interaction between limited distribution grid capacity and uncontrollable PEV charging loads can lead to violations of local
grid restrictions. And the proper model charging scheduling mechanism is the key to assess and satisfy various resident charging
requirements and help in optimizing utility utilization. In this paper, the distribution grid profile model with PEV charging
power is firstly constructed for the purpose of studying resident PEV charging impact on the distribution grid. To better reflect
the actual impact of PEVs, we use real data on driving behaviors, vehicle characteristics, and electricity loads to generate our
model. Furthermore, an improved queuing-theory-based schedulingmechanism is proposed, the distribution grid communication
structure and the algorithm are illustrated, and computer simulations are demonstrated to verify their performance. The results
show that the proposed scheduling mechanism will enhance the distribution grid flexibility to meet various charging requirements
while maximizing the grid capacity.

1. Introduction

The smart grid represents a new paradigm in electrical power
distribution and management. Incorporating advanced two-
way communications and distributed computing capabilities,
smart grid is emerging power grids that enhance control,
efficiency, reliability, and safety. The resident Plug-In Electric
Vehicle (PEV) is a motor vehicle that can be recharged by
plugging in the house electricity source [1]. With zero green-
house gas emission and a readily available energy source,
PEV offers a promising alternative for residents as a new
mean of transportation.The National Electromobility Devel-
opment Plan, proposed by the German Federal Government
in August 2009, predicts one million electric vehicles on
German roads by 2020 [2]. And current estimations state that
only by 2015 there would be more than 3 million electric
vehicles on roads all around the world [3].

While this is a huge step forward for electric vehicles and
emissions reduction, it will also cause a huge demand for
electricity. Considering that the PEV batteries are sizeable
and uncoordinated loads, the large-scale adoption of PEVs

will significantly increase the power grid load especially in
the peak load hours. And the coincidence between peaks of
PEV charging load and non-PEV load will require massive
investments in generation, transmission, and distribution [4,
5]. Moreover, since PEV adoption is initially expected to clus-
ter in residential communities where the demand for PEVs
is strongest [6], those PEVs will increase the potential for
negative distribution system impacts, and the charging power
may overload transformers and sap much needed distribu-
tion capacity, causing severe grid fluctuations and blackouts
while degrading power grid efficiency [7].

On the other side, due to the PEVs’ high battery capacities
and high charging powers to store massive electricity at off-
peak hours, they may serve as ideal actors for demand side
management (DSM) and canmaximize the yield of electricity
supplied by renewable sources such as PV panels [8]. And the
development of smart grid and AMI techniques enables utili-
ties in many countries to adopt various price strategies or
regulations, for example, time-of-use (TOU) tariff, to shift
the PEVs charging requests [9]. However, the increasing pen-
etration of resident PEVs brings various quality-of-service
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Table 1: PEV types and key parameters.

Key parameters
PEV typesa Prototypes Battery capacity Charge power Max range Market share
Auto Nissan LEAF 24 kWh 6.6 kW 73mL 49.9%
SUV AMP and Jeep Cherokee 37.6 kWh 6.5 kW 80mL 19.4%
Pick-up Smith Newton 80 kWh 8 kW 50mL 18.2%
Truck Smith Edison 36 kWh 6 kW 60mL 8.2%
a2009 National Household Travel Survey.

(QoS) requirements [10].Moreover, if it goes without the pro-
per charging scheduling management, the large charging
activities that have been shifted to the night by price strategies
will also bring night high-peak hours to the grid [11].

Considering all the facts above, in order to maintain the
reliability of the power system, the appropriate model for
evaluating and predicting PEV charging activity impact
toward smart gridmust be designed, and a proper PEV charg-
ing scheduling mechanism is critical for maintaining the
grid safety and PEV charging efficiency. Several recent works
currently are undergoing the effort to optimize the PEV
charging activity. Asad et al. [12] adopted sensor web service
to manage the charging activity, but the algorithm considers
few parameters and is not practical. Callaway and Hiskens
proposed a hysteresis-based control strategy in [13] to charge
PEV intermittently, but that strategy will cause obvious
oscillations due to charging synchrony. Taheri and Entriken
proposed a clustering algorithm in [14] to consider future
demands of vehicles in a fleet, and in their algorithm each
vehicle’s charging schedule is instantly determined as it con-
nects to the grid; therefore, the scheduling process is not
dynamic and lacks flexibility. Baek et al. in [15] put forward
a queuing model for PEV charging systems; however, the
proposed M/M/Inf model does not quite match the real PEV
charging scenario in the smart grid.

Although a number of papers in this field have established
the benefits of optimizing PEV charging activities, the PEV
charging model in the smart grid has not been practically
and clearly demonstrated; therefore, the real-time impact of
PEVs on the distribution grid has yet to be fully explored.
Moreover, considering the limited computational capabilities
of smart grid terminals in the residential area, a relatively low
complexity scheduling mechanism is preferred. Therefore,
this paper proposed a resident PEV charging model based
on the driving data from National Household Travel Survey
(NHTS), 2009 [16]. The real-time grid profile data of the
utility are also imported into this model to get the impact of
charging activity. Based on the model this paper illustrates
the communication structure of the distribution grid, and
an improved queuing-theory-based scheduling algorithm is
proposed, which would work to coordinate PEVs charging
activity with the consideration of both distribution grid safety
and the various PEV charging requirements. The simulation
shows that the proposed mechanism can improve the ability
of the distribution grid to better respond to the resident PEV
charging demand while improving the reliability of the grid
system.

The rest of this paper is organized as follows. Section 2
illustrates the communication structure of the smart grid

with the adoption of PEVs, analyses the resident PEV charg-
ing activity, and proposes the model in the distribution grid.
The charging activity impact of the PEV is demonstrated
with the proposed model. Section 3 analyses scheduling
using queuing theory and proposes the improved scheduling
mechanism. The simulation is presented and discussed in
Section 4 to inspect its effectiveness; then the paper concludes
in Section 5.

2. PEV Charging Activity
Analysis and Modeling

2.1. Key Parameters Analysis of PEV Charging Activity. Con-
sidering the fact that resident PEVs will be amajor smart grid
application [17], the key parameters that affect the power grid
are the PEV types, resident driving habits, the distribution
grid load profile, and PEV market.

(1) PEV Types. PEV type determines the vehicle’s charging
power 𝑃

𝑐
and battery capacity 𝐶. Based on the 2009 NHTS

database, the resident vehicles can mainly be classified by the
following four types: auto, sport utility vehicle (SUV), pickup,
and truck. Tomodel the impact of PEV charging activities, we
selected four PEV prototypes, respectively, for each type, and
their key parameters are shown in Table 1. Nissan LEAF [18]
is the latest version of pure electric autos in the market, and
the electric Cherokee [19] developed by AMP and Jeep is an
ideal substitution for ordinary SUV, while theNewton Pickup
and Edison Truck produced by Smith [20] have been widely
used in US transportation business.

(2) Resident Driving Habits. Driving habits of the drivers
influence the charging start time 𝑇

𝑠
and duration 𝑇

𝑙
directly,

where 𝑇
𝑠
is mainly determined by the home-arrival time,

and 𝑇
𝑙
depends on the daily driving range together with the

battery capacity and charging power. Given the assumption
that the resident driving habits stay unchanged and PEVs
will get recharged immediately when arriving home, the two-
dimensional conditional probability distribution diagram
between daily range and home-arrival time on weekdays and
weekends is constructed based on the statistical data inNHTS
2009.The two distribution diagrams are illustrated in Figures
1 and 2. As can be observed, the majority of PEVs should
be charged between 15:00–20:00 on the weekdays and 18:00–
23:00 on the weekends, and the daily ranges aremostly within
50 miles.

(3) Distribution Grid Load Profile. The PEV charging load
will superimpose directly onto the real-time distribution
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Figure 1: Conditional probability distribution diagram inweekdays.
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Figure 2: Conditional probability distribution diagram in week-
ends.

grid load curve 𝑃
𝐺
(𝑡). And therefore the available power for

PEV charging activities depends on the original grid load
profile 𝑃load and the distribution grid capacity 𝑃all, that is, the
maximum power allowance. In this paper, the electricity grid
load profile consults the real load of the Electric Reliability
Council of Texas (ERCOT) [21]. ERCOT is an isolated elec-
trical system operator that manages the flow of electric power
to 23 million customers in Texas; this paper calculates the
average power consumption on the hour and interpolates the
hourly data into continuous power profile 𝑃

𝐺
(𝑡). Considering

that the large-scale PEV data is not presently available, the
paper reasonably assumes a residential community with one-
ten-thousandth of Texas population, and all houses in this
community are equipped with the smart meters. Provided
that the residential consumption ratio 𝜃 of Texas electricity
is 37.6% [22], the residential community original grid load
profile 𝑃load can be calculated from the function:

𝑃load =
𝑃
𝐺
(𝑡) 𝜃𝑒

𝐸
, 0 ≤ 𝑡 < 24, (1)

where 𝑒 is the population of the proposed residential com-
munity, which is supposed to be 2300 as one-ten-thousand of
the population of Texas 𝐸. Given that the ERCOT capacity is
83000MW, the community distribution grid capacity 𝑃all is
assumed to be 3000 kW.

(4) PEV Market. The number of PEVs 𝑁 on a certain area
depends on its population 𝑒, vehicles ownership ratio 𝑅,
and the PEV penetration ratio 𝜇. Due to the NHTS 2009,
the vehicles ownership ratio 𝑅 is 74%. Therefore, given the
2300-population residential community, the vehicle amount
is about 1702.

2.2. PEV Charging Activity Modeling. Considering the charg-
ing activity from the 𝑖th PEV, the charging time duration 𝑇

𝑙𝑖

can be calculated from the function:

𝑇
𝑙𝑖
=
𝑙
𝑖
𝐶
𝑖

𝐾
𝑖
𝑃
𝑐𝑖
𝜌
, (2)

where 𝑙
𝑖
is the driving miles, 𝐶

𝑖
is the battery capacity, 𝐾

𝑖
is

the maximum range, 𝑃
𝑐𝑖
is the charging power, and 𝜌 is the

charging efficiency. Provided the PEV charging start time, the
charging end time 𝑇

𝑒𝑖
can be calculated by the function:

𝑇
𝑒𝑖
= 𝑇
𝑠𝑖
+ 𝑇
𝑙𝑖
. (3)

Without the loss of generality, the arrival time of the PEV in
this paper is regarded to be a nonstationary Poisson process
[23], and the probability distribution function of 𝐾 new-
arrival charging PEVs in each hour is the function:

𝑃 (𝑋 = 𝑘) =
𝑒
−𝜆𝑡𝜆
𝑘

𝑡

𝑘!
, (4)

where 𝜆
𝑡
is the expectation of hourly new-arrival charging

PEVs, and it can be calculated from the function:

𝜆
𝑡
= 𝜆
𝑓
𝑒𝑅𝜇, (5)

where 𝜆
𝑓
is the piecewise function of PEV charging time

hourly fractions on weekdays and weekends, which can be
derived from Figures 1 and 2. Therefore, considering the
proposed community with all the above parameters, the real
power load on the distribution grid when adopted with PEVs
𝑃real can be expressed in the function:

𝑃real = 𝑃load +
𝑅

∑

𝑖=1

𝑃
𝑐𝑖
[𝑢 (𝑡 − 𝑇

𝑒𝑖
) − 𝑢 (𝑡 − 𝑇

𝑠𝑖
)] ,

0 ≤ 𝑃real ≤ 𝑃all,

(6)

where 𝑢(𝑡) is the step function.

2.3. PEVCharging Impact Simulation. Based on the proposed
model, the simulation of PEV charging impact to the elec-
tricity grid is demonstrated in Figure 3.The PEV penetration
ratio is set to be 0.4. The thin and thick dashed red wave
represents the power of original distribution grid load 𝑃load
in summer weekdays and weekends, and the dotted line in
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Figure 3: PEV charging activity impact without the propermanage-
ment.

3000 kW is the distribution grid capacity. The thin and
thick solid lines denote the distribution grid load 𝑃real which
includes the addup of PEV charging power.

As is indicated in Figure 3, the PEV charging activity
without proper management conducts a severe grid fluctua-
tion.The power profile caused by mass PEV charging activity
significantly reshapes the original grid load power profile and
enlarges the peak time as well as the peak value. Due to
the coincidence of the night charging activities, the charging
load around 20:00 p.m. rises to the distribution grid capacity,
which might cause critical accidents in reality. However, the
load after midnight is nearly unchanged, which denotes that
the power generation in the night is not well utilized. In
order to maximize the grid utilization to support the future
growth of PEVmarket without investing heavily in upgrading
existing grid capacity, the PEV charging activity scheduling
mechanism should be developed.

3. PEV Charging Activity
Scheduling Mechanism

3.1. Distribution Grid Communication Structure. In this
paper, it is assumed that most of the PEVs owners in the
proposed community have been interested in participating
in utility scheduling by charging or discharging their PEVs.
And therefore a proper communication structure based on
the smart grid is necessary to enable the utility’s scheduling
instruction and the PEV owners’ timely response. Consider-
ing a PEV-adopted distribution grid system, we can identify
three main communication network components between
resident houses and distribution station: wide area network,
neighborhood area network, and home area network.

As is demonstrated in Figure 4, in order to achieve the
scheduling, each resident PEV should bemonitored andpow-
ered by a smart meter in the house of the PEV owner.

The smart meter is an intelligent device that manages the
power supply of the home area network (HAN) in the smart
grid, and the control of the house owner or utility will be
performed by the predeployed smart sockets. Smartmeters in
a certain area, for example, a residential community, can form
a neighborhood area network (NAN) through wireless mesh
networks, power line communication (PLC), or Ethernet
and handle the last-mile connectivity from the smart meters
located on the edge of the power grid to the grid data
collectors. Each data collector coordinates a large number of
houses and manages the communication between a group
of residents and an electric distribution utility, collecting
smart meter data and transferring the utility instruction
and information through wide area network (WAN), and
the public wired (solid line) and wireless (dashed line)
communication networks with a ubiquitous reach are critical
elements of successful WAN communication.

3.2. Queuing-Theory-Based Scheduling Algorithm. There are
currently no standard algorithms on regulating PEV charg-
ing activity in the smart grid. Although several proposed
sophisticated management mechanisms relying on real-time
high-speed communications could allow distribution circuits
to run at nearly full capacity, the cost-effectiveness would
then compromise due to the sophisticated mechanism, and
complex negotiation between the resident and the utility
may result in an unsuccessful outcome [24]. Considering the
realistic scenario of the smart grid in the near future, schedul-
ing algorithm based on relatively low computing complexity
should be more appropriate. They can be easily deployed
in smart meters and other smart devices; meanwhile their
communications require relatively few network resources to
manage hundreds of PEV charging activities in a certain
area. Queuing theory is adopted in a widespread manner for
analyzing and optimizing stochastic problems, as they pro-
vide a range of benefits in scheduling the available resource
to maximize the need of consumers with low computing
complexity, which is suitable for the low-cost and low-power
smart sockets and can be well applied in smart meters.

There aremany different queuing regulations for different
circumstances, which follow a different scheduling algorithm
and have their own advantages and disadvantages. first-
come first-served (FCFS) is the basic scheduling algorithm
for PEV charging in many grids and charging stations. The
main process of scheduling mechanism with FCFS algorithm
is illustrated in Figure 5(a). If the grid is in peak hours
when new PEV arrives and there is no available power for
charging, the PEV will be suspended and regulated by the
FCFS queuing regulation which places all PEVs in a queue
and charges them in the order that they arrive in. And as
soon as the available distribution grid power is sufficient for
the headmost PEV in the queue, the FCFS algorithm will
automatically trigger the charging process of that vehicle.

Due to its low complexity and fairness of the service,
the FCFS scheduling has been considered as a possible
strategy in scheduling the PEV charging activity in the smart
grid [15]. However, this method cannot distinguish PEV
charging requests with urgency. In order to satisfy the various
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charging requirements brought by the increasing penetration
of PEVs, this paper proposes an improved queuing-theory-
based dynamic scheduling algorithm that assigns each PEV
with different priority levels, with which the schedule queue
can be considered as a soft real-time system comprising
mainly aperiodic tasks [25, 26]. Therefore, the PEV priority
is assigned based on the slack time of each process, which is
defined in the function:

𝑇
𝑘𝑖
= 𝑇
𝑑𝑖
− 𝑇
𝑠𝑖
− 𝑇
𝑙𝑖
, (7)

where 𝑇
𝑑𝑖
is the allowable latest charging finish time and can

be calculated by the function:

𝑇
𝑑𝑖
= 𝑇
𝑝𝑖
− 𝑇
𝑠𝑖
, (8)

where 𝑇
𝑝𝑖

is the resident-preset charging duration time
through smart meters, and it reflects the resident charging
urgency. The main process of dynamic scheduling algorithm
is illustrated in Figure 5(b).

4. Computer Simulation

4.1. Simulation Platform and Configuration. The computer
simulation is demonstrated based on the proposed model in
order to verify the performance of the proposed scheduling
mechanism. Considering that the PEV charging events of a
certain area form a typical discrete event process, the Extend-
Sim software is adopted as the simulation platform to estab-
lish the proposed model. ExtendSim is advanced simulation
software with powerful constructs and unlimited hierarchical
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Figure 5: Main process of scheduling mechanisms.

Table 2: Key parameters of the simulation.

Population Vehicle owner PEV penetration ratio Charging efficiency Power capacity Power threshold
2300 1702 0.4 0.833 3000 kW 2400 kW

structure formodeling complex discrete event processes [27],
which is especially suitable for the modeling the dynamic
PEV charging queuing process andmultiple scheduling algo-
rithms. Meanwhile, the features of the ExtendSim also make
the constructed model flexible and extensible for more
complex situations in the future study.

In order to compare the performance of the proposed
algorithms as well as the FCFS, the main simulation param-
eters including the resident population, PEV types and spec-
ification, and the driving habit of the proposed residential
community keep the same as those in Section 2,where the key
parameters are listed in Table 2. And in order to represent the
charging PEVs with high, middle, and low urgency, 𝑇

𝑝𝑖
in the

simulation is preset to be 1 h, 3 h, and 6 h with the probability
of 0.3, 0.3, and 0.4.

With the simulation parameters added andmodules con-
nected in the ExtendSimplatform, themain simulation struc-
ture of the proposed model is shown in Figure 6, where the
scheduling algorithms are programmed in function modules
marked with a black block in the figure.

4.2. Simulation Result and Discussion. A series of computer
simulations are conducted based on the above conditions.
Figure 7 shows 𝑃real with the FCFS algorithm and the pro-
posed algorithm, in which group 1 and group 2 denote the
𝑃real profiles in weekdays and weekends.

Compared with 𝑃real in Figure 3, electricity grid and the
two PEV charging scheduling algorithms both enjoy a stable
charging load in charging peak hours. And the performance
of the two algorithms is similar to each other. The reshaped
electricity grid load power profiles are safely limited under
the 2400 kW threshold. Moreover, the power valley after
midnight is largely filled up, and therefore the PAR is reduced.
In order to examine the proposed scheduling algorithm in
satisfying the PEV owners’ requirements, the comparable
simulation between the FCFS scheduling and the proposed
scheduling is illustrated in Figure 8, in which the thin and
thick solid lines denote the FCFS and proposed algorithms
performance in weekdays and dashed lines are their perfor-
mance in weekends.

Compared to the traditional FCFS scheduling, the pro-
posed scheduling algorithm gives the PEV with smaller slack
time 𝑇

𝑘𝑖
higher priorities; therefore, it has relatively higher

on-time ratio, which helps to insure the charging of urgent
PEV owners. The key parameters in the simulations have
been listed in Table 3. It can be observed that the proposed
algorithm has similar average queue length, maximum queue
length, and average wait time. However, to ensure residents
charging urgency requirements, it regulates residents with
low urgency requirements with relatively longer wait time.
Therefore, themaximumwait time of the proposed algorithm
in weekdays and weekends is larger than FCFS, but the
whole on-time rate is guaranteed.Moreover, in the simulation
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Table 3: FCFS and proposed algorithm performance analysis.

Key parameters
Algorithm On-time rate Ave. queue Max. queue Ave. wait Max. wait
FCFS weekdays 64.39 47.85 239 2.14 h 3.85 h
Proposed weekdays 98.24 47.87 244 2.15 h 5.88 h
FCFS weekends 85.82 14.35 108 0.65 h 1.49 h
Proposed weekends 100.00 13.29 98 0.60 h 3.30 h

10 15 20 25 30
0

500

1000

1500

2000

2500

3000

3500

Time

D
ist

rib
ut

io
n 

gr
id

 p
ow

er
 (k

W
)

2

1

Original load, weekday
Original load, weekend
Distribution grid capacity
Safety threshold

FCFS, weekday
FCFS, weekend
Proposed, weekday
Proposed, weekend

Figure 7: PEV charging impact with FCFS and proposed algorithm.

most of night-coming PEVs are served before 06:00 a.m. the
next day, which denotes the proposed charging algorithm’s
efficiency in maintaining the electricity grid safety as well as
satisfying the PEV owner charging requirements.

In practice, the proposed scheduling can be adopted with
dynamic electricity prices; therefore, the idle PEV owners
are encouraged to preset a larger 𝑇

𝑑𝑖
for an electricity bill

discount, while urgent PEV owners can get charged in
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Figure 8: On-time ratio comparison.

advance at a cost of high bills. It should be noted that due to
the fact that PEV is owned mostly by residential consumers,
in this analysis it is assumed that the proposed charging
mechanism is associated with home charging for simplicity.
Nevertheless, in case it becomes necessary to account for the
charging at public locations, the proposed scheduling and
dispatch methods would still be properly applied as well.

5. Conclusions

The paper proposes a new PEV charging activity model and
develops a queuing-theory-basedmechanism to schedule the
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PEV charging in order to maximize the utilization of excess
distribution circuit capacity while keeping the probability
of a distribution grid load profile negligible. The proposed
scheduling algorithm shows preferable performance in allevi-
ating the charging impact. And by adopting the mechanism,
the limited available power in high-peak load times is
well utilized, the significant peak load is reduced, and the
various charging requirements are largely satisfied. Due to its
simplicity and flexibility, the model can be easily facilitated
for grid system adopting vast amounts of PEVs.
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Projection to latent structures (PLS)model has beenwidely used in quality-related processmonitoring, as it can establish amapping
relationship between process variables and quality index variables. To enhance the adaptivity of PLS, kernel PLS (KPLS) as an
advanced version has been proposed for nonlinear processes. In this paper, we discuss a new total kernel PLS (T-KPLS) for nonlinear
quality-related process monitoring. The new model divides the input spaces into four parts instead of two parts in KPLS, where
an individual subspace is responsible in predicting quality output, and two parts are utilized for monitoring the quality-related
variations. In addition, fault detection policy is developed based on the T-KPLS model, which is more well suited for nonlinear
quality-related process monitoring. In the case study, a nonlinear numerical case, the typical Tennessee Eastman Process (TEP)
and a real industrial hot strip mill process (HSMP) are employed to access the utility of the present scheme.

1. Introduction

Multivariate statistic process monitoring (MSPM) is effective
for detecting and diagnosing abnormal operating situations
in many industrial processes, which helps by improve prod-
ucts’ quality a lot. In MSPM, projection to latent structures
(PLS) model pays more attention to quality-related faults
while principal component analysis (PCA) considers all faults
in a process [1–7]. The major advantage of PLS is its ability to
capture the relations of a large number of highly correlated
process variables and few quality variables. By building a PLS
model on process variables and quality variables, the process
data can be projected onto two low-dimension subspaces [1,
8]. Then some statistics can be calculated in these subspaces
separately. It should be noted that PLS is a linear algorithm;
thus, it performs well in linear or approximately linear data.
However, when the process data have strong nonlinearity,
PLS will give unsatisfactory results [8].

Formany physical and chemical processes, the nonlinear-
ity lying in the process data and quality data is too obvious
to be neglected. To deal with this problem, many nonlinear

PLS methods have been proposed [6, 9]. Generally, PLS can
be improved by two ways for nonlinear cases, which are the
modification of inner model and the modification of outer
model, which reflects the relation between process variables
and quality variables. A method called kernel projection
to latent structures (KPLS) proposed by Rosipal and Trejo
is developed successfully as a nonlinear PLS model [10].
In KPLS model, the original input data are transformed
into a high-dimensional space via nonlinear mapping, and
then a linear PLS model is created between the feature data
and quality data [11–13]. KPLS takes the advantage over
other nonlinear PLS approaches as it avoids the nonlinear
optimization [14, 15]. In fact, it just uses the linear algorithm
of PLS in the high-dimensional feature space.

In the aforementioned literature [16, 17], Li et al. revealed
the geometric properties of PLS for process monitoring
and compared monitoring policies based on various PLS,
which indicates that the standard PLS model divides the
measured space into two oblique subspaces. One includes
the quality-related variations; another subspace contains
the quality-unrelated variations. Two statistics are usually



2 Mathematical Problems in Engineering

utilized for fault detection separately [3, 18]. Although
PLS-based methods work well in several cases, there are still
some problems. In regular PLS, there are usually many com-
ponents extracted from process variables X for predicting
quality variables Y. As a result, the PLS model is complex
to interpret [16, 19–21]. These PLS components still include
variations orthogonal to Y which have no contribution for
predicting Y. On the other hand, the X-residuals from PLS
model are not necessarily small in covariances. This makes
the use of𝑄 statistic on X-residuals inappropriate. The KPLS
model space decomposition is similar to PLS model, with the
above-mentioned defects.

In order to improve the KPLS model, a new total kernel
PLS (T-KPLS) is proposed for nonlinear quality-related
process monitoring in this paper. First of all, we reveled and
summarized the existing KPLS model and corresponding
process monitoring techniques. Then T-KPLS is developed.
The properties of the new model and the process monitoring
strategies are discussed then. T-KPLS model can describe
the nonlinear process according to quality data effectively
and also give a further decomposition on the feature spaces
in KPLS. Actually, besides nonlinearity, traditional MSPM
approaches also possess the assumption that the processes
operate under a Gaussian distribution and in a single mode.
Also, increasing number of studies can be found in this area.
However, due to the scope in this paper, these issues will be
considered in the subsequent researches [14, 15, 22–25].

This paper is organized as follows. KPLS-related algo-
rithm and process monitoring methods are introduced in
Section 2. Section 3 proposes the algorithm of T-KPLS, dis-
cusses its properties, and constructs T-KPLS-based process
monitoring policy. Section 4 provides a numerical simulation
example and TEP benchmark to illustrate the feasibility of
T-KPLS-based approaches. Furthermore, the new method is
also implemented to a real industrial hot strip mill process in
Section 5. Finally, this paper is concluded in Section 6.
Notation. The notation adopted in this paper is fairly stan-
dard. All vectors andmatrices are presented in a bold fashion
and written in a vector-matrix style. The symbols for scalars
and functions are regularly formulated throughout this paper.

2. KPLS Model for Process Monitoring

2.1. KPLS Model. For a nonlinear process, the input matrix
can be defined as X = [x

1
, x
2
, . . . , x

𝑛
]
𝑇

∈ R𝑛×𝑚, which
consists of 𝑛 samples with 𝑚 process variables, and output
matrix with 𝑝 quality variables can be denoted by Y =

[y
1
, y
2
, . . . , y

𝑛
]
𝑇

∈ R𝑛×𝑝. Define 𝜙 as a nonlinear map which
maps the input vector from the original space into the feature
space 𝐹, in which they are related linearly approximately.
After the nonlinear map, the original input matrix X is
changed to Φ = [𝜙(x

1
), 𝜙(x
2
), . . . , 𝜙(x

𝑛
)]
𝑇

∈ R𝑛×𝑀.
Note that the dimensionality of the feature space 𝑀 can
be very large and even infinite. Define K ∈ R𝑛×𝑛 as the
kernel matrix to represent ΦΦ𝑇, where K

𝑖𝑗
= 𝐾(x

𝑖
, x
𝑗
) =

⟨𝜙(x
𝑖
), 𝜙(x
𝑗
)⟩, 𝑖, 𝑗 = 1, 2, . . . , 𝑛, where𝐾(⋅) is an inner product

operator in feature space.With the kernel trick, one can avoid
performing explicit nonlinear mapping [10]. Similar to PLS,

KPLS algorithm sequentially extracts the latent vectors t, u
and the weight vectors w, q from the Φ and Y matrices [12].
To eliminate the mean effect, mean centering in the high-
dimensional space is performed. In order to center the feature
data to zero mean, the following preprocessing for normal
training data is necessary [10, 12, 13]: Φ = Φraw − 1

𝑛
Φraw,

where Φraw is the directly mapped matrix, Φraw denotes the
mean of Φraw, and 1

𝑛
represents the 𝑛-dimension column

vector whose elements are all one. So the centered K can be
calculated as follows:

K = (I
𝑛
− (

1

𝑛
) 1
𝑛
1𝑇
𝑛
)Kraw (I𝑛 − (

1

𝑛
) 1
𝑛
1𝑇
𝑛
) . (1)

For a test sample xnew ∈ R𝑚, the directly mapped
feature vector is 𝜙(xnew)raw ∈ R𝑀; then the inner product
is calculated by (Knew

raw )𝑖 = ⟨𝜙(x
𝑖
), 𝜙(x
𝑗
)⟩ = 𝐾(x

𝑖
, xnew). The

centered vector 𝜙(xnew) is 𝜙(xnew) = 𝜙(xnew)raw − Φ
𝑇

raw and
Knew are mean-centered as

Knew = (I𝑛 − (
1

𝑛
) 1
𝑛
1𝑇
𝑛
)(Knew

raw − (
1

𝑛
)Kraw1𝑛) . (2)

The algorithm of KPLS modeling has been illustrated in
Appendix A. After that,Φ and Y can be represented as

Φ = Φ̂ +Φ
𝑟
= TP𝑇 +Φ

𝑟
,

Y = Ŷ + Y
𝑟
= TQ𝑇 + Y

𝑟
.

(3)

Let R = Φ𝑇U(T𝑇KU)−1 ∈ R𝑀×𝐴; then

T = ΦR. (4)

The derivation of (4) is presented in Appendix B.
The determination of kernel function𝐾(⋅) is very impor-

tant. According to Mercer’s theorem, there exists a mapping
into a space where a kernel function acts as a dot product
if the kernel function is a continuous kernel of a positive
integral operator. Hence, the necessary condition for the ker-
nel function is to meet Mercer’s theorem [10, 27]. A specific
choice of kernel function implicitly determines the mapping
Φ and the feature space 𝐹. The most widely used kernel
functions includeGaussian, polynomial, sigmoid function. In
this study, the Gaussian kernel function is considered

𝐾(𝑥, 𝑦) = exp(−
𝑥 − 𝑦



2

𝑐
) , (5)

where the parameter 𝑐 is the width of a Gaussian function. It
plays a crucial role in process monitoring. In general, when 𝑐
becomes large, the robustness of thismodel increaseswhereas
the sensitivity decreases. Namely, false alarms decrease while
missing alarms increase. In [28], Mika et al. proposed a
method for determining 𝑐, which is widely utilized for KPLS-
based nonlinear regression [29]. In this paper, first of all,
we choose an appropriate false alarm rate level for normal
training data (10% in this paper). Then 𝑐 can be searched
along with the component number 𝐴 until that the KPLS
model with 𝐴 components acquired by cross validation
presents a false alarm rates below the predefined level.
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2.2. KPLS-Based Fault Detection. Usually 𝑇2 and 𝑄 statistics
are used in KPLS-based monitoring, where 𝑇2 is for quality-
related faults and 𝑄 for quality-unrelated faults. Given a new
sample, the score tnew of 𝜙(xnew) can be calculated as

tnew = R𝑇𝜙 (xnew) = (U
𝑇KT)

−1

U𝑇Knew ∈ R
𝐴

. (6)

The residuals of 𝜙(xnew) are represented as 𝜙
𝑟
(xnew) =

𝜙(xnew) −Ptnew, which cannot be calculated directly. Further,
two statistics 𝑇2 and 𝑄 can be calculated [3, 19] as follows:

𝑇
2

= t𝑇newΛ
−1tnew,

𝑄 =
𝜙𝑟 (xnew)



2

,

(7)

where Λ = (1/(𝑛 − 1))T𝑇T. Two kinds of control limits are
given, respectively: (𝐴(𝑛2 − 1)/(𝑛(𝑛 −𝐴)))𝐹

𝐴,𝑛−𝐴,𝛼
and 𝑔𝜒

ℎ
2
,𝛼
.

𝐹
𝐴,𝑛−𝐴

is 𝐹-distribution with𝐴 and 𝑛−𝐴 degrees of freedom.
𝑔𝜒
2

ℎ
is the 𝜒2-distribution with scaling factors 𝑔 and ℎ degrees

of freedom [13]. Although 𝜙(xnew) is unavailable, it is able to
calculate 𝑄 by the kernel trick as follows:

𝑄 = 𝜙
𝑇

(xnew) 𝜙 (xnew) − 2t
𝑇

newT
𝑇Knew + t𝑇newT

𝑇KTtnew,
(8)

where

𝜙
𝑇

(xnew) 𝜙 (xnew)

= 1 − (
2

𝑛
)

𝑛

∑

𝑖=1

Knew
raw (𝑖) + (

1

𝑛2
)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

Kraw (𝑖, 𝑗) .
(9)

3. T-KPLS Model for Nonlinear Data

KPLS divides the feature space 𝐹 into two subspaces. One is
the principal space which is monitored by 𝑇2, reflecting the
major variation related to Y. The other is the residual space
which is monitored by 𝑄, reflecting the variation unrelated
toY. However, the principal part Φ̂ contains variations which
do not affect output Y and is useless for predicting Y. For the
residual part Φ

𝑟
, as the objective of KPLS is to maximize the

covariance betweenΦ and Y, it does not extract the variance
of Φ in a descending order. So the latter KPLS score may
capture more variance in Φ than the previous one. After the
score vectors have been extracted, Y is best predicted, but the
residual ofΦmay still contain the large variability.Therefore,
it is not suitable to use𝑄 statistic to monitor the residual part
in KPLS. In this part, a T-KPLSmodel is proposed to improve
the original KPLS model. Following that, the T-KPLS-based
process monitoring strategy is established.

3.1. T-KPLSModel. TheT-KPLSmodel is a further decompo-
sition on the KPLSmodel. It can be thought as a postprocess-
ingmethod to decompose the Φ̂ andΦ

𝑟
further in KPLS.The

detailed algorithm for T-KPLS can be found in Algorithm 1.
In step (4) of Algorithm 1, loading matrix P

𝑜
= Φ
𝑇

𝑜
W
𝑜
∈

R𝑀×𝐴𝑜 , whereW
𝑜
∈ R𝑛×𝐴𝑜 contains the scaled eigenvectors

of (1/𝑛)Φ
𝑜
Φ
𝑇

o corresponding to its 𝐴
𝑜
largest eigenvalues. In

Table 1: Meaning of different sections ofΦ.

Section Description

Φ
𝑦

The Y-related part of Φ̂ which is responsible for
predicting Y

Φ
𝑜

The part of Φ̂ that is orthogonal to Y in original T of
KPLS

Φ
𝑟𝑝

The principal part ofΦ
𝑟
which represents a large

variation inΦ
𝑟

Φ
𝑟𝑟 The residual part which is not excited inΦ

step (5), P
𝑟
= Φ
𝑇

𝑟
W
𝑟
∈ R𝑀×𝐴𝑟 , where W

𝑟
∈ R𝑛×𝐴𝑟 are

the scaled eigenvectors of (1/𝑛)Φ
𝑟
Φ
𝑇

𝑟
corresponding to its𝐴

𝑟

largest eigenvalues [27]. As 𝜙(⋅) is unknown, the algorithm
in Algorithm 1 cannot be implemented intuitively, while the
calculable steps are shown in Algorithm 2. In Algorithm 2,

K
𝑜
= 𝑍
𝑦
TT𝑇KTT𝑇𝑍

𝑦
,

K
𝑟
= (I
𝑛
− TT𝑇)K (I

𝑛
− TT𝑇) ,

(10)

where 𝑍
𝑦
= I
𝑛
− T
𝑦
(T𝑇
𝑦
T
𝑦
)
−1T
𝑦
.

In T-KPLS model, we can modelΦ and Y as follows:

Φ = Φ
𝑦
+Φ
𝑜
+Φ
𝑟𝑝
+Φ
𝑟𝑟
,

Y = T
𝑦
Q𝑇
𝑦
+ Y
𝑟
.

(11)

The meanings of different sections of Φ are listed in
Table 1. Compared with KPLS, T-KPLS is clearer for describ-
ing Φ and more suitable for monitoring different parts of
𝜙(x). T-KPLS does not change the prediction ability of Y,
but it decomposes Φ thoroughly supervised by Y. T

𝑦
is the

score of Φ
𝑦
and completely related to Y from the original T,

whereas T
𝑜
is the score ofΦ

𝑜
and orthogonal to Y in original

T. T
𝑟
is the main part of Φ

𝑟
. Φ
𝑟𝑟
represents the residual of

Φ and the noise. Note that in the T-KPLS model, all the
scores T

𝑦
, T
𝑜
, and T

𝑟
have their definite values. However, the

loadingsP
𝑦
,P
𝑜
, andP

𝑟
are unknown because of the uncertain

map function 𝜙.
In T-KPLS, the orthogonality among all score vectors

holds. Meanwhile, T
𝑜
is orthogonal to output Y. The proof

is omitted, and one can refer to Zhou et al. [19].

3.2. T-KPLS-Based Quality-Related Process Monitoring. In
multivariate statistical process monitoring, two types of
statistics are widely used for fault detection. One is the 𝐷
statistic which calculates the Mahalanobis distance between
new scores and the normal scores. The other is the𝑄 statistic
which represents the square predict error of the sample. As for
T-KPLS, the similar statistics are constructed. After T-KPLS
model is built from normal historical data, the new scores
and residuals are calculated from the new sample. Then, the
statistics are constructed with corresponding control limits
for fault detection.



4 Mathematical Problems in Engineering

(1) Perform KPLS algorithm on X and Y to get the model described in (3)
(2) Run PCA on Ŷ with 𝐴

𝑦
components, where Ŷ = T

𝑦
Q𝑇
𝑦
, 𝐴
𝑦
= rank(Q)

(3) DefineΦ
𝑦
= T
𝑦
P𝑇
𝑦
, where P𝑇

𝑦
= (T𝑇
𝑦
T
𝑦
)
−1

T𝑇
𝑦
Φ̂, P
𝑦
∈ R𝑀×𝐴𝑦

(4) Run PCA onΦ
𝑜
= Φ̂ −Φ

𝑦
, with 𝐴

𝑜
components, 𝐴

𝑜
= 𝐴 − 𝐴

𝑦
,Φ
𝑜
= T
𝑜
P𝑇
𝑜

(5) Perform PCA onΦ
𝑟
, with 𝐴

𝑟
components, where 𝐴

𝑟
is determined using PCA methods,

Φ
𝑟𝑝
= T
𝑟
P𝑇
𝑟

(6)Φ
𝑟𝑟
= Φ
𝑟
−Φ
𝑟𝑝
= Φ
𝑟
− T
𝑟
P𝑇
𝑟

Algorithm 1: T-KPLS algorithm for comprehension.

Obtain K and Y

(1) After KPLS model: T = KU(T𝑇KU)−1

(2) Run eigenvector decomposition on Ŷ: T
𝑦
= ŶQ

𝑦
= TQ𝑇Q

𝑦

(3) Perform eigenvector decomposition on (1/𝑛)K
𝑜
to get the eigenvectors

W
𝑜
with regard to its largest 𝐴

𝑜
eigenvalues. T

𝑜
= K
𝑜
W
𝑜

(4) Perform eigenvector decomposition on (1/𝑛)K
𝑟
to get the eigenvectors

W
𝑟
with regard to its largest 𝐴

𝑟
eigenvalues. T

𝑟
= K
𝑟
W
𝑟

Algorithm 2: T-KPLS algorithm for calculation.

Table 2: Monitoring statistics and control limits.

Statistic Calculation Control limit

𝑇
2

𝑦
t𝑇
𝑦newΛ

−1

𝑦
t
𝑦new

𝐴
𝑦
(𝑛
2

− 1)

𝑛 (𝑛 − 𝐴
𝑦
)

𝐹
𝐴𝑦 ,𝑛−𝐴𝑦 ,𝛼

𝑇
2

𝑜
t𝑇
𝑜newΛ

−1

𝑜
t
𝑜new

𝐴
𝑜
(𝑛
2

− 1)

𝑛 (𝑛 − 𝐴
𝑜
)
𝐹
𝐴𝑜 ,𝑛−𝐴𝑜 ,𝛼

𝑇
2

𝑟
t𝑇
𝑟newΛ

−1

𝑟
t
𝑟new

𝐴
𝑟
(𝑛
2

− 1)

𝑛 (𝑛 − 𝐴
𝑟
)
𝐹
𝐴𝑟 ,𝑛−𝐴𝑟 ,𝛼

𝑄
𝑟

𝜙𝑟𝑟 (xnew)


2

𝑔𝜒
2

ℎ,𝑎

According to T-KPLS model, three score vectors can be
calculated as follows:

t
𝑦new = Θ𝑦Knew ∈ R

𝐴𝑦 ,

t
𝑜new = Θ𝑜Knew ∈ R

𝐴𝑜 ,

t
𝑟new = Θ𝑟Knew ∈ R

𝐴𝑟 .

(12)

Motivated by total PLS- (T-PLS-) based methods [19],
four fault detection indices are constructed in Table 2. The
expression of 𝑄

𝑟
can be calculated as follows:

𝑄
𝑟
= 𝜙
𝑇

(xnew) 𝜙 (xnew) − K𝑇newΩ𝑟Knew. (13)

The detailed expression of (12) and 𝑄
𝑟
for calculation are

shown in Appendix C.

3.3. Model Implementation. Implementation of the T-KPLS-
based quality-related detection scheme involves offline train-
ing model and online testing model. As sketched in Figure 1,
the training model aims to obtain the model parameters.
When all parameters are available, the schematic plot for

Historical process
and quality data:

T-KPLS model

Parameters needed for testing model

Ay Qy Ty Ao Wo To Ar Wr TrA U T Q

X→ K, Y

Figure 1: Training model T-KPLS-based monitoring.

A new sample

Step 1

Step 2

Step 3

Step 4

tynew tonew trnew

T2
y

T2
o T2

r

OrOr

Quality-related
index

Quality-unrelated
index

Qr

𝜙(xnew )

xnew → knew

Figure 2: Flowchart of testingmodel for T-KPLS-basedmonitoring.

a testing sample is sketched in Figure 2.The whole procedure
involves four steps: the acquisition of online measurement,
the calculation of all scores for the new sample, the acquire-
ment of four detection indices, and the result for quality-
related detection.
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4. Case Study on Simulation Examples

In this section, two detailed simulation examples are carried
out to demonstrate the advantage of T-KPLS.

4.1. Simulation on a Numerical Nonlinear Example. Firstly,
a synthetic nonlinear numerical process without feedback is
presented as follows:

Process variable :
{{{{

{{{{

{

x
1
∼ N (0, 1) , x

2
∼ N (0, 1) ,

x
3
= sin (x

1
) + 𝑒
1
,

x
4
= x2
1
− 3x
1
+ 4 + 𝑒

2
,

x
5
= x2
2
+ cos (x2

2
) + 1 + 𝑒

3
,

Quality variable : y = x2
3
+ x
3
x
4
+ x
1
+ V,

(14)

where 𝑒
𝑖
∼ N (0, 0.01

2

) (𝑖 = 1, 2, 3), V ∼ N (0, 0.05
2

),
N (𝜇, 𝜎

2

) means the normal distribution with mean 𝜇 and
variance 𝜎2. From (14), it is obvious that the abnormal
variation in x

1
can cause the disturbances in x

3
and x
4
, while

x
2
just influences x

5
. As quality variable ymerely relates to x

1
,

x
3
, and x

4
, so the fault in x

1
will affect y, while the fault in x

2

cannot.
We used 200 samples generated from the above process

as a training dataset. The faulty dataset with 400 samples was
also generated according to the following faults:

(i) Fault 1: a step bias in x
2
at 201st sample, x

2
= x∗
2
+ 𝑓,

(ii) Fault 2: a ramp change in x
2
at 201st sample, x

2
= x∗
2
+

(𝑘 − 200)𝑓,
(iii) Fault 3: a step bias in x

1
at 201st sample, x

1
= x∗
1
+ 𝑓,

(iv) Fault 4: a ramp change in x
1
at 201st sample, x

1
= x∗
1
+

(𝑘 − 200)𝑓,

where x∗
1
, x∗
2
are the normal values of x

1
and x
2
, respectively,

𝑓 is the magnitude for step bias and slope for ramp change,
and 𝑘 is the sample number.Then the faulty measurements of
variable x

3
, x
4
, and x

5
are generated by (14).

Training samples are applied to perform aKPLSmodel on
(X, y). The width of Gaussian kernel 𝑐 = 100 is kept for this
simulation. The components number A = 2 is determined
using cross validation, which provides a good prediction of
y. Then T-KPLS model is constructed based on KPLS, where
𝐴
𝑦
= 1 for the single output, and 𝐴

𝑟
= 1 is chosen as the

principal component unrelated to y.
According to the descriptions of Faults 1 and 2, they are

quality-unrelated faults. Let 𝑓 = 1; the monitoring results
with KPLS model (𝑇2 and 𝑄) are plotted in Figure 3. It is
observed that Fault 1 causes significant alarms in both two
detection indices of KPLS. However, the alarms in 𝑇2 chart
are false alarms for indicating a y-related fault. Thus, KPLS-
based monitoring causes false alarms for this disturbance. T-
KPLS-based monitoring for Fault 1 is depicted in Figure 4.
Among the four detection indices, 𝑇2

𝑦
is kept under the

control line, which gives correct result. Also 𝑇2
𝑟
and𝑄

𝑟
alarm

tinily. Compared with KPLS, T-KPLS provides lower false
alarm rates for Fault 1. Similarly, the detection results of Fault
2 with 𝑓 = 0.005 using KPLS and T-KPLS are shown in

T
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Figure 3: KPLS-based monitoring with 99% control limit when
quality-unrelated Fault 1 occurs.

Table 3: False alarm rates of faults unrelated to y (%).

Fault value
(𝑓)

KPLS
(𝑇2)

T-KPLS
(𝑇2
𝑦
)

T-KPLS
(𝑄
𝑟
)

T-KPLS
(𝑇2
𝑦
or 𝑄
𝑟
)

Fault 1

0.2 26.8 0 4.7 4.7
0.4 31.7 0 11.6 11.6
0.6 53.3 0 26.6 26.6
0.8 77.2 0 43.3 43.3

Fault 2

0.002 24.5 0 8.3 8.3
0.003 37.4 0 18.6 18.6
0.004 44.5 0 27.8 27.8
0.005 56.3 0 36.8 36.8

Figures 5 and 6, respectively. It is shown that the results for
Fault 2 is similar to that of Fault 1. Table 3 lists the false alarm
rates under different fault magnitudes 𝑓. In all simulations,
we repeat 100 times andmake use of the mean for conviction.
From Table 3, it is clear that T-KPLS-based method gives
lower false alarm rates.

The predefined Faults 3 and 4 are quality-related. For
Fault 3 with 𝑓 = 0.6, KPLS-based method could detect this
fault as shown in Figure 7. T-KPLS-based method performs
sensitively in 𝑇

2

𝑦
, 𝑇2
𝑟
, and 𝑄

𝑟
in Figure 8. That is to say,

the alarms in 𝑇2 of KPLS are merely denoted by 𝑇2
𝑦
of T-

KPLS. Thus, for this kind of fault, when the step magni-
tude is small enough, T-KPLS will work better than KPLS.
For quality-related Fault 4 with 𝑓 = 0.005, KPLS-based
method cannot detect quality-related faults by 𝑇2 as shown
in Figure 9, while T-KPLS-based 𝑄

𝑟
statistic detects the fault

sensitively in Figure 10. It means that the variations leading
y to abnormality occur in the residual space. The results of
simulation on Faults 3 and 4 show that T-KPLS-based policy
could improve the detection rates. Moreover, Table 4 lists the
detection results which show that the quality-related fault can
be detected by T-KPLS using 𝑇2

𝑦
and 𝑄

𝑟
better.
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Figure 4: T-KPLS-based monitoring when quality-unrelated Fault 1 occurs.

Table 4: False detection rates of faults related to y (%).

Fault value
(𝑓)

KPLS
(𝑇2)

T-KPLS
(𝑇2
𝑦
)

T-KPLS
(𝑄
𝑟
)

T-KPLS
(𝑇2
𝑦
or 𝑄
𝑟
)

Fault 3

0.2 63.6 80.5 57.3 83.6
0.4 79.8 88.5 74.4 88.7
0.6 90.3 99.2 86.3 99.2
0.8 99.4 100 99.5 100

Fault 4

0.002 4.1 0 29.5 29.5
0.003 4.3 0 43.1 43.1
0.004 3.5 0 54.2 54.2
0.005 4.6 0 62.1 62.1

4.2. Simulation on Tennessee Eastman Process

4.2.1. Tennessee Eastman Process. The Tennessee Eastman
(TE) Process was provided by Eastman Chemical Company
which is a realistic industrial process for evaluating different

process control and monitoring technologies [16, 30]. The
process has five major parts: a reactor, condenser, recycle
compressor, liquid separator, and product stripper, and it
involves eight components: A–H. The gaseous reactants A,
C–E, and the inert B are fed to the reactor while the liquid
products G and H are formed. The reactions in the reactor
follow (15).The species F is a by-product. All reactions of this
process are irreversible, exothermic, and approximately one-
orderwith respect to the reactant concentrations. For detailed
process description, one can refer to Lee et al. and Chiang
et al. [30, 31]. The process used here is implemented under
closed-loop control. All the training and testing datasets
were generated by Chiang et al. and Lee et al., which can
be openly downloaded in their website. The faults in the
test dataset are introduced from the 160th sample. The TE
process has been used as a benchmark process for evaluating
process monitoring methods. Kano et al. applied PCA-
based method for monitoring this process [32]. Russell et al.
compared canonical vector analysis (CVA) and PCA-based
technologies, while Lee et al. reviewed the results using both
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Figure 5: KPLS-based monitoring with 99% control limit when
quality-unrelated Fault 2 occurs.

independent component analysis (ICA) and PCA for TEP
[26, 30, 33]. Also, PLS-based monitoring policy has been
utilized for quality-related fault detection [30]. In [31], Chiang
et al. compared the fault detection and diagnosis method
such as PCA, PLS, and Fisher discriminant analysis (FDA),
according to the case study of TEP.

The TEP contains two blocks of variables: 12 manipulated
variables and 41 measured variables. Process measurements
are sampled with interval of 3min, while nineteen compo-
sition measurements are sampled with time delays which
vary from 6min to 15min. The time delay has a potentially
critical impact on product quality control in this process,
because the closed-loop control works when the next sample
of quality variable is available [21]. Thus during this interval,
the products are produced with uncontrolled quality. It also
implies that the fault effect on product quality cannot be
detected until next measurement sampled,

A (g) + C (g) + D (g) → G (liq) ,

A (g) + C (g) + E (g) → H (liq) ,

A (g) + E (g) → F (liq) ,

3D (g) → 2F (liq) ;

(15)

PLS and KPLS-based monitoring methods can detect the
fault correlated to Y, thus receiving wide applications in
industrial cases. There are 21 predefined faults in TEP, in
which 15 of them are known, denoted by IDV (1–15). IDV
(1–7) are step changes in a process variable, for example, in
the coolingwater inlet temperature. IDV (8–12) are associated
with an increase in the variability of some process variables.
Fault 13 is a slow drift in the reaction kinetics. IDV (14–15) are
associated with sticking valves [19, 20].

Table 5: Fault detection rate of TEPusingT-PLS, KPLS, andT-KPLS
(%).

Faults ID Type T-PLS KPLS T-KPLS
IDV(1) Step 99.3 88.6 99.7
IDV(2) Step 97.6 98.6 99.6
IDV(5) Step 99.5 48.2 97.4
IDV(6) Step 99.8 99.5 99.8
IDV(8) Random variation 93.4 95.6 97.3
IDV(12) Random variation 95.6 99.8 98.3
IDV(13) Slow drift 95.3 96.4 98.5

Table 6: False alarm rates of TEP using T-PLS, KPLS, and T-KPLS
(%).

Faults ID Type T-PLS KPLS T-KPLS
IDV(0) — 5.2 8.6 5.9
IDV(3) Step 5.9 9.8 5.9
IDV(4) Step 33.5 25.3 17.2
IDV(9) Step 5.3 8.2 4.4
IDV(11) Random variation 32.3 32.7 17.8
IDV(14) Random variation 12.4 22.7 7.8
IDV(15) Slow drift 5.3 28.0 10.0

4.2.2. T-KPLS-Based Quality-Related Detection for TEP. In
this case study, the component G in steam 9, that is, the 35th
measured variable, is chosen as the output quality variable
y. The process variables X consist of measured variable 1–
22 and manipulated variable 1–11. The detailed X and y are
summarized by Li et al. [20]. We use 480 normal samples
to build KPLS and T-KPLS model. The selection of kernel
parameter 𝑐 affects the detection results for this process
significantly. According to the simulation results, the larger
𝑐 is, the lower the false alarm rates and the higher the missing
alarm rates will be. In this simulation, 𝑐 = 5000 is chosen
for the KPLS model. Eight principal components are kept
according to cross validation. For T-KPLS, 𝐴

𝑦
is set to 1

because of the single quality variable, and 𝐴
𝑜
= 𝐴 − 𝐴

𝑦
=

7, 𝐴
𝑟
= 6 are determined according to the KPCA-based

method. TEP provides 21 faulty sample datasets, and each of
them consists of 960 samples. Here, we apply 13 known fault
sets to perform our simulation. First of all, these known faults
should be divided into two groups including the quality-
related faults and the quality-unrelated faults with the criteria
proposed by Zhou et al. [19]. Here, the IDV (1, 2, 5, 6, 8,
12, 13) are related to quality variable y; others are not. For
comparison, the normal data set is also included in this
simulation. As illustrated in Figures 11 and 12, the proposed
approach with 𝑇2

𝑦
and 𝑄

𝑟
can detect Fault 1 effectively, but

show few false alarms for quality-unrelated Fault 3.The alarm
for the quality-related fault is considered as an effective alarm,
while the detection for quality-unrelated fault is thought
to be a false alarm. Tables 5 and 6 list the fault detection
rates and fault alarm rates of KPLS and T-KPLS. Also, the
detection results by T-PLS [19] are cited in these two tables
for comparison.
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Figure 6: T-KPLS-based monitoring when quality-unrelated Fault 2 occurs.

From the detection results, it is observed that T-KPLS-
based method gives a higher detection rate and lower false
alarm rate than KPLS-based method. Compared with linear
T-PLS, T-KPLS performs better in most cases. In Table 5, T-
KPLS has higher detection rates in most cases. Meanwhile,
T-KPLS gives lower false alarm rates in most cases as shown
in Table 6. To sum up, T-KPLS is an improvement for KPLS,
and it is effective to detect quality-related faults in nonlinear
processes.

5. Application in Real Industrial Hot Strip Mill

Hot strip mill process (HSMP) is an extremely complex
process in iron and steel industry. A schematic layout of
the hot strip mill is illustrated in Figure 13 corresponding to
the real industrial hot strip mill. According to Figure 13, the
process generally consists of the following units: reheating
furnaces, roughing mill, transfer table, crop shear, finishing
mill, run-out table cooling, and coiler. The finishing mill has

the most significant influence on the final thickness of steel
strip, in which the controlled variables include average gap
of the 7 finishing mill stands and work roll bending (WRB)
force of the last 6 stands (WRB force of the first stand is not
measured). The thickness and temperature of the strip after
finishing rolling are around 850∘C–950∘C and 1.5–12.7mm,
respectively. As is well known from materials science, the
kinetics of metallurgical transformations and the flow stress
of the rolled steel strip are dominantly controlled by the
temperature, which is mainly determined by the finishing
temperature control (FTC).

The demand of dimensional precision, especially thick-
ness precision of hot strip mill, has become stricter in recent
years, which makes the improvement of thickness precision
be a hot topic. In general, the thickness in exit of finishing
mill is closely related to gap and rolling force and has little
connection with bending force. In this paper, two classes
of strips’ manufacturing process are taken for this test with
thicknesses, where their thickness targets are 3.95mm and
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Figure 7: KPLS-based monitoring with 99% control limit when
quality-related Fault 3 occurs.

Table 7: Process and quality variables in finishing mill.

Variable Type Description Unit

1∼7 Measured 𝐹
𝑖
stand average gap, 𝑖 = 1, ..., 7 mm

8∼14 Measured 𝐹
𝑖
stand total force, 𝑖 = 1, ..., 7 MN

15∼20 Measured 𝐹
𝑖
stand work roll bending force,

𝑖 = 2, ..., 7
MN

y Quality Finishing mill exit strip thickness mm

2.70mm, respectively. Based on historical dataset, the new
proposed framework can be constructed with the measured
process variables and quality variable which are listed in
Table 7. In this case study, three kinds of frequently occurring
faults are mainly studied, which are listed in Table 8, where
all faults with the same duration time of 10 s are terminated
artificially. In real circumstances, faults may occur in some
driving units or sensors for measuring force, temperature,
and gaps. Furthermore, malfunction of control loop in a
single stand may also exist occasionally. To be summarized,
three kinds of faults defined in control systems can all be
found in finishing mill process. In this work, three typical
faults separately selected from each type are chosen to
support our study, which are tabulated in Table 8. Among all
these faults, Fault 1 is a little quality-related; others are directly
quality-related. Gaussian kernel parameter 𝑐 affects detection
results significantly. In this study, T-KPLS model is built,
where 𝐴 = 8 is determined according to cross validation,
𝐴
𝑦
= 1; because of the single output, 𝐴

𝑟
= 10 is obtained

by KPCA-based method. In the model, 𝑐min = 0 and 𝑐max =
10000 are chosen, which yield an optimum 𝑐 = 7500.

The results of thickness quality-related process monitor-
ing are given by Table 9. As can be shown in Table 9, com-
pared with PLS, KPLS, and T-PLS, T-KPLS-based method

Table 8: Typical faults in finishing mill.

No. Description Fault type Quality
related

1 Sensor fault of bending force
measurement in 𝐹

5
stand Sensor fault No

2 Malfunction of hydraulic gap
control loop in 𝐹

4
stand Process fault Yes

3 Actuator fault of cooling valve
between 𝐹

2
and 𝐹

3
stands Actuator fault Yes

Table 9: Detection rate or false alarm rate for hot strip mill (%).

Fault
No.

Type of
detection

PLS
(𝑇2)

KPLS
(𝑇2)

T-PLS
(𝑇2 or 𝑄

𝑟
)

T-KPLS
(𝑇2 or 𝑄

𝑟
)

1 False alarm rate 0.104 0.117 0.366 0.044
2 Detection rate 0.998 1.000 1.000 1.000
3 Detection rate 0.656 0.870 0.900 0.980

just gives a little false alarm rate for quality-unrelated Fault
1, while for quality-related Fault 2 and 3, it presents higher
detection rates, especially in Fault 3. In conclusion, T-KPLS
is an appropriate enhancement for typical KPLS model, and
it is effective to deal with the quality-related disturbances in
real industrial processes.

Regarding HSMP, the following should be noted.

Remark 1. We clarify that the data considered about fin-
ishing mill process are acquired from real steel industrial
field, namely, Ansteel Corporation, China. The faults occur
occasionally and were eliminated manually.

Remark 2. In this implementation, only thickness has been
concerned as the quality variable, whereas T-KPLSmodel can
handle multioutput cases.

6. Conclusion

In this paper, the T-KPLS algorithm is proposed by further
decomposing KPLS. The purpose of T-KPLS is to perform a
further decomposition on the high dimension space induced
by KPLS, which is more suitable for quality-related process
monitoring. The process monitoring methods based on T-
KPLS are developed to monitor the operating performance.
Both theoretical analysis and simulation results show better
performance of T-KPLS than KPLS. T-KPLS-based methods
can give lower false alarm rates and missing alarm rates
thanKPLS-basedmethods inmost simulated cases. However,
there are still some problems needed to be considered in the
modeling with T-KPLS, such as how to select an appropriate
kernel function for a given process data and establish a
framework for precisely choosing the kernel parameters. Due
to the scope of this paper, further studies for these issues will
be concerned in the future.



10 Mathematical Problems in Engineering

T2
y

0 100 200 300 400
0

5

10

15

Samples

(a)

T2
o

0 100 200 300 400
0

2

4

6

8

Samples

(b)

T2
r

0 100 200 300 400
0

50

100

150

200

Samples

(c)

Qr

0 100 200 300 400
0

200

400

600

Samples

(d)

Figure 8: T-KPLS-based monitoring when quality-related Fault 3 occurs.
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Figure 9: KPLS-based monitoring with 99% control limit when quality-related Fault 4 occurs.

Appendices

A. KPLS Algorithm

The nonlinear iterative KPLS algorithm is shown in
Algorithm 3.

Based on Algorithm 3, the following equations hold:

P = Φ𝑇T, Q = Y𝑇T,

Φ
𝑟
= (I − TT𝑇)Φ,

Y
𝑟
= (I − TT𝑇)Y,

(A.1)
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Figure 10: T-KPLS-based monitoring when quality-related Fault 4 occurs.

where T = [t
1
, t
2
, . . . , t

𝐴
] ∈ R𝑛×𝐴 is the score matrix, and 𝐴

is KPLS score number, obtained by cross validation [34]. P =
[p
1
, p
2
, . . . , p

𝐴
] ∈ R𝑚×𝐴,Q = [q

1
, q
2
, . . . , q

𝐴
] ∈ R𝑝×𝐴 are the

loadings matrices, andΦ
𝑟
, Y
𝑟
are the residuals matrices.

B. The Proof of T = ΦR
First of all, setting U = [u1u2 ⋅ ⋅ ⋅ uA], K1 = K = ΦΦ

𝑇.
According to the KPLS algorithm in Algorithm 3, the fol-
lowing equations hold:

t
1
=

K1u1
K1u1



⇒ K1u1 = t
1

K1u1
 = t
1
𝐶
11
,

t
2
=

K2u2
K2u2



=

(I − t
1
t𝑇
1
)K1u2

(I − t
1
t𝑇
1
)K1u2



⇒ K1u2 = t
1
(t𝑇
1
K1u2) + t

2


(I − t
1
t𝑇
1
)K1u2



= t
1
𝐶
12
+ t
2
𝐶
22
,

t
3
=

K3u3
K3u3



⇒ K1u3 = t
1
(t𝑇
1
K1u3) + t

2
(t𝑇
2
K1u3)

+ t
3


(I − t
1
t𝑇
1
) (I − t

2
t𝑇
2
)K1u3



= t
1
𝐶
13
+ t
2
𝐶
23
+ t
3
𝐶
33
.

(B.1)

To sum up,

K
1
u
𝐴
= t
1
𝐶
1𝐴
+ t
2
𝐶
2𝐴
+ t
3
𝐶
3𝐴
⋅ ⋅ ⋅ t
𝐴
𝐶
𝐴𝐴
. (B.2)

Then,

K
1
U = TC. (B.3)
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Figure 11: Detection of IDV (1) using T-KPLS (𝑇2
𝑦
and 𝑄

𝑟
). The

dashed line represents the 99% control limit.
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Figure 12: Detection of IDV (3) using T-KPLS (𝑇2
𝑦
and 𝑄

𝑟
). The

dashed line represents the 99% control limit.

Here, C =

[
[
[

[

𝐶11 𝐶12 𝐶13 ⋅⋅⋅ 𝐶1𝐴

𝐶22 𝐶23 ⋅⋅⋅

𝐶33 ⋅⋅⋅

...
d
𝐶𝐴𝐴

]
]
]

]

is a reversible upper triangle

matrix. As T is a unit orthogonal matrix; namely, T𝑇T = I
𝐴
,

so C = T𝑇K
1
U; then,

T = K
1
UC−1 = K

1
U(T𝑇K

1
U)
−1

= ΦΦ
𝑇U(T𝑇KU)

−1

.

(B.4)

Thus T = ΦR holds.

C. Calculations of Scores and 𝑄
𝑟

Motivated by the calculation in T-PLS model,

t
𝑦new = Q𝑇

𝑦
QR𝑇𝜙 (xnew)

= Q𝑇
𝑦
Q(U𝑇KT)

−1

U𝑇Knew = Θ𝑦Knew,

t
𝑜new = P𝑇

𝑜
(PR𝑇 − P

𝑦
Q𝑇
𝑦
QR𝑇) 𝜙 (xnew)

= W𝑇
𝑜
Φ
𝑜
Φ
𝑇TR𝑇𝜙 (xnew)

−W𝑇
𝑜
Φ
𝑜
Φ
𝑇TT𝑇T

𝑦
(T𝑇
𝑦
T
𝑦
)
−1

Q𝑇
𝑦
QR𝑇𝜙 (xnew)

= W𝑇
𝑜
𝑍
𝑦
TT𝑇KT(U𝑇KT)

−1

U𝑇Knew

−W𝑇
𝑜
𝑍
𝑦
TT𝑇KTT𝑇T

𝑦
(T𝑇
𝑦
T
𝑦
)
−1

×Q𝑇
𝑦
Q(U𝑇KT)

−1

U𝑇Knew

= Θ
𝑜
Knew,

t
𝑟new = P𝑇

𝑟
(I − PR𝑇) 𝜙 (xnew)

= W𝑇
𝑟
Φ
𝑟
𝜙 (xnew) −W𝑇

𝑟
Φ
𝑟
PR𝑇𝜙 (xnew)

= W𝑇
𝑟
(I − TT𝑇)Knew

−W𝑇
𝑟
(I − TT𝑇)KT(U𝑇KT)

−1

U𝑇Knew

= Θ
𝑟
Knew.

(C.1)

The 𝑄 statistic for T-KPLS is as follows:

𝑄
𝑟
=
𝜙𝑟𝑟 (xnew)



2

=
𝜙𝑟 (xnew) − P

𝑟
t
𝑟new



2

= 𝜙
𝑇

𝑟
(xnew) 𝜙𝑟 (xnew) − 2𝜙

𝑇

𝑟
(xnew)P𝑟t𝑟new

+ t𝑇
𝑟newP
𝑇

𝑟
P
𝑟
t
𝑟new.

(C.2)

The first part of 𝑄
𝑟
is detailed in (8). And the second part is

𝜙
𝑇

𝑟
(xnew)P𝑟trnew

= (𝜙 (xnew) − Ptnew)
𝑇

Φ
𝑇

𝑟
W
𝑟
t
𝑟new

= 𝜙
𝑇

(xnew)Φ
𝑇

𝑟
W
𝑟
t
𝑟new − t𝑇newP

𝑇

Φ
𝑇

𝑟
W
𝑟
t
𝑟new

= 𝜙
𝑇

(xnew)Φ
𝑇

(I − TT𝑇)W
𝑟
t
𝑟new

− t𝑇newT
𝑇

ΦΦ
𝑇

(I − TT𝑇)W
𝑟
t
𝑟new

= K𝑇new (I − TT𝑇)W
𝑟
t
𝑟new

− t𝑇newT
𝑇K (I − TT𝑇)W

𝑟
t
𝑟new.

(C.3)
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Figure 13: Schematic layout of the hot strip mill.

(1) Set 𝑖 = 1, initialize u
𝑖
as the first column of Y

𝑖
.

(2) t
𝑖
= Φ
𝑖
w
𝑖
= K
𝑖
u
𝑖
, where w

𝑖
= Φ
𝑇

𝑖
u
𝑖
.

(3) Scale t
𝑖
to unit length, t

𝑖
= t
𝑖
/
t𝑖
.

(4) u
𝑖
= Y
𝑖
q
𝑖
, where q

𝑖
= Y𝑇
𝑖
t
𝑖
.

(5) Scale u
𝑖
to unit length, u

𝑖
= u
𝑖
/
u𝑖
.

Repeat (2)–(5) until t
𝑖
convergence.

(6) Deflate matrices K, Y andΦ:
Φ
𝑖+1
= (I − t

𝑖
t𝑇
𝑖
)Φ
𝑖
, Y
𝑖+1
= (I − t

𝑖
t𝑇
𝑖
)Y
𝑖

K
𝑖+1
= (I − t

𝑖
t𝑇
𝑖
)K
𝑖
(I − t

𝑖
t𝑇
𝑖
).

(7) Set 𝑖 = 𝑖 + 1, loop to step (1), until 𝑖 > 𝐴.

Algorithm 3: KPLS algorithm.

The last one is

t𝑇
𝑟newP
𝑇

𝑟
P
𝑟
t
𝑟new

= t𝑇
𝑟newW

𝑇

𝑟
Φ
𝑟
Φ
𝑇

𝑟
W
𝑟
t
𝑟new

= t𝑇
𝑟newW

𝑇

𝑟
(I − TT𝑇)K (I − TT𝑇)W

𝑟
t
𝑟new.

(C.4)

By substituting t
𝑟new with Θ

𝑟
Knew and combining relevant

parts, 𝑄
𝑟
can be expressed as

𝑄
𝑟
= 𝜙
𝑇

(xnew) 𝜙 (xnew) − K𝑇newΩ𝑟Knew. (C.5)
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Based on the preview optimal simple artificial neural network driver model (POSANN), a new driver model, considering jerky
dynamics and the tracing error between the real track and the planned path, is established. In this paper, themodeling for the driver-
vehicle system is firstly described, and the relationship between weighting coefficients of driver model and system parameters is
examined through test data. Secondly, the corresponding road test results are presented in order to verify the vehicle model and
obtain the information on drive model and vehicle parameters. Finally, the simulations are carried out via CarSim. Simulation
results indicate that the jerky dynamics need to be considered and the proposed new driver model can achieve a better path-
following performance compared with the POSANN driver model.

1. Introduction

Although the chassis control systems of a vehicle can improve
vehicle dynamics performances, enhance active safety, and
reduce driver load, they bring more challenges for the eval-
uation of vehicle performance, especially for the evaluation
of handling and stability in terms of subjective sense [1, 2].
Previous studies [3, 4] reveal that the driver-vehicle-road
closed-loop system works effectively when investigating the
performances of vehicle handling and stability. In order to
evaluate the handling quality of a vehicle and avoid potential
risk in actual tests, the study on driver modeling is essential.
This research field has drawn significant attention and several
typical models have been carried out by many researchers in
an early time. In 1953, Kondo [5] started with drivermodeling
in Japan. His research is based on the 2-wheel vehicle model
on a straight line, running at a constant speed with side wind
disturbances. In addition, McRuer and Jex [6] extended pilot
models to road driver models by considering the factors of
reaction time and inertial delay and a compensation driver
model was presented. However, the preview characteristics
of the driver were not taken into consideration in the

studies. Macadam [7] established a driver model by using
optimal preview closed-loop control in 1980. Moreover, the
Preview-Follower theory [8] was proposed for the purpose of
modeling the driver’s path-following behaviors. The driver’s
behaviors were assumed based on the path-following theory
in which the driver’s operation always aims at minimizing
the errors between the desired and actual vehicle trajectory
[9]. With the development of intelligence technology, several
artificial neural network driver models were proposed in
order to accurately imitate human driving behaviors. For
instance, Fujioka et al. [10] presented a NN driver model,
in which the steering angle was mapped as a function of
lateral deviation and heading angle. The model was trained
by a human driver in a simulator environment. Neusser et
al. [11] also proposed a neurocontroller for lateral vehicle
guidance. This driver model was trained with measured
human-driving data. In addition, Macadam and Johnson
[12] constructed a two-layer neural network to represent
driver steering behaviors. Sampled data collected by the
sensors of an on-road car was employed to train the network.
Guo et al. [13] proposed a preview optimal artificial neural
network (ANN) driver model, whose training sample was
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the ideal following path instead of experimental data. The
global optimization of the closed-loop systemwas carried out
in the training process of the network through the Genetic
Algorithm. Further research showed that theweight factors of
this artificial neural network could be calculated analytically
through the Error Elimination Algorithm [14]. For the sake
of simulating driver behaviors under some severe or critical
scenarios, Edelmann et al. [15] presented a driver model
for higher lateral accelerations. The driver model was able
to perform a good tracking behavior even at higher lateral
accelerations. Tracking accuracy was further enhanced by
incorporating information on the change of curvature and the
local curvature of vehicle motion in the prediction of antic-
ipated vehicle positions. The above-mentioned models were
established based on the driver’s visual sensory inputs; kines-
thetic (steering torque) or vestibular (lateral acceleration, yaw
rate, and slip angle) sensory was not taken into account.
Recently, some drivermodels were proposed in [16–18]; those
models integrate both anticipatory and compensatory visual
strategies and take into account both visual perception and
kinesthetic perception. Little amount of the literature gives
information on how vestibular information is used.

Many driver models have been established based on
many kinds of modern control theories and methods. Unlike
acceleration, velocity, and displacement of vehicle, the time
derivative of acceleration (TDoA) of vehicle motion, which
is used to show the vestibular information, has not been
extensively studied in those studies. The TDoA, also referred
to in the literature as jerk, is one of the parameters considered
in vibration control [19] and comfort evaluation [20, 21].
It is a physical property that is felt by humans when a
sudden change of motion occurs. Consequently, it is closely
monitored for discomfort caused to a passenger in a vehicle.
As a sudden change of motion occurs, the vehicle might
drop into the boundary area of stability, and the tire forces
are prone to sudden change. The driver response can be
made according to the steering torque feedback and the jerk
dynamics on the vehicle response to lateral force change.
Thus, the optimal preview control driver model cannot
achieve accurate vehicle performance, especially when the
tires are in the sudden change conditions.

Hence, it is essential to consider the TDoA of vehicle
motion in the preview-follower driver model. Based on the
preview-follower driver modeling approach and ANN, a
modified driver model considering the jerky dynamics is
investigated. The drivers’ behaviors are described with the
parameters of preview and jerk characteristic. The steering
angle is obtained according to the error between the real track
and the planned path and modified by the jerky dynamics
under lateral force mutation. This paper is organized as
follows. A modified driver model is presented in Section 1.
Internal vehicle model is built and simplified in Section 2.
The parameters of driver and vehicle characteristics are
analyzed and calculated according to the driving conditions
in Section 3, where road tests are used to verify vehicle model
and calculate the closed-loop system parameters. Numerical
simulations are employed to verify the proposed drivermodel
in Section 4. Conclusions are given in Section 7.

yf fe
F(s)P(s)

Figure 1: The diagram of preview-follower’s structure.

2. Modeling of Driver-Vehicle System

Many driver models have been established to simulate the
characteristics of driving behaviors on the desired trajectory.
On the basis of the previous researches, the paper explores
the driver model based on the combination of the preview-
follower theory and the jerky dynamics.

2.1. Preview-Follower Theory. Preview-Follower theory
describes the following properties in accordance with the
future input information. The theory can be demonstrated
generally with the following points.

(1) Since the drivers operation is a low frequency pro-
cess under usual driving, the transfer function of
the closed-loop system should always be 1 at low
frequency range. That is, 𝑃(𝑠) ⋅ 𝐹(𝑠) ≈ 1. The theory
is realized by a cascade system, which is composed
of a preview and a follower. 𝑃(𝑠) and 𝐹(𝑠) denote the
preview and follower transfer functions, respectively.

(2) Figure 1 shows the diagram of the preview-follower’s
structure, where 𝑦 denotes the vehicle’s actual lateral
position and 𝑓 and 𝑓

𝑒
denote the vehicle lateral posi-

tion on the absolute and vehicle coordinate system,
respectively [8].

2.2. Preview Optimal Simple Artificial Neural Network Driver
Model. Generally, the behaviors of a qualified and excellent
driver fit with the Preview-Follower theory. According to
this knowledge, the preview optimal simple artificial neural
network (POSANN) driver model is built in Figure 2.

In the preview module 𝑃(𝑠), the driver can acquire the
effective road information 𝑓

𝑒
from target course 𝑓 through

preview process, whose transfer function is 𝑒𝑡𝑝𝑠, in which
𝑡
𝑝
indicates the driver preview time for path following. The

input 𝑓 represents the function of the lateral displacement
of the target course, and the output 𝑓

𝑒
indicates the lateral

displacement of the target course at look-ahead point.
In the follower module 𝐹(𝑠), the driver uses the motion

information of the vehicle to decide on the optimal steering
wheel angle 𝛿. However, since there are response delays
of both human and vehicle, the real steering wheel angle
of vehicle should be 𝛿sw. 𝑤1 ∼ 𝑤

4
are the ANN weight

coefficients of 𝑓
𝑒
, lateral displacement 𝑦, lateral speed ̇𝑦, and

lateral acceleration ̈𝑦, respectively. Here, human factors are
taken into account, which are expressed by the reaction delay
of the driver with the transfer function 𝑒−𝑡𝑑𝑠. In this transfer
function, 𝑡

𝑑
is the lag of the driver’s neural reaction system.

1/(1 + 𝑡
ℎ
𝑠) reflects the inertial delay of the steering system.

2.3. A Modified ANN Driver Model with Jerky Dynamics.
An unequivocal definition of the jerk as “the derivative of
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1

1 + ths

𝛿sw
e−t𝑑s

𝛿

w1

w2

w3

w4

Follower F(s)fe

Preview
P(s)

et𝑝s

Figure 2: Preview optimal simple artificial neural network (POSANN) driver model.

acceleration with respect to time” was given byMelchior who
justifies the use of the term by referring to the physiological
sensation experienced by large changes in acceleration [22].
Jerk has been used bymany researchers to quantify aggressive
driving behavior [23]. Based on Newton’s second law

𝐹 = 𝑚𝑎, (1)

both sides of (1) with respect to time are differentiated; it can
be seen that

𝑑𝐹

𝑑𝑡
= 𝑚𝑗 = 𝑚(

Δ𝑎

Δ𝑡
) . (2)

Thus, if the net external force is not constant, a system of
constant mass will move with a jerk. That jerk is directly
proportional to the time rate of change of the force and
inversely proportional to the mass. Hence, the driver’s sense
of discomfort may rise rapidly whenever there is the unpre-
dictable lateral acceleration. Considering the motion parallel
to the 𝑦-axis, let 𝑗, 𝑎

𝑦
, V
𝑦
, and 𝑦 be the 𝑦-components

of the jerk, acceleration, velocity, and position, respectively.
According to the expression,

𝑗 =
𝑎
2
− 𝑎
1

𝑡
2
− 𝑡
1

=
Δ𝑎

Δ𝑡
(constant jerk) . (3)

Equation (3) was rewritten, letting 𝑎
1
= 𝑎
𝑦0

(the acceleration
at 𝑡 = 0, so 𝑡

1
= 0) and 𝑎

2
= 𝑎
𝑦
(the acceleration at a time 𝑡, so

𝑡
2
= 𝑡). The average jerk equals the instantaneous jerk when

the jerk is constant. So, (3) becomes

𝑗 =

𝑎
𝑦
− 𝑎
𝑦0

𝑡 − 0
(constant jerk) , (4)

so that

𝑎
𝑦
= 𝑎
𝑦0
+ 𝑗𝑡 (constant jerk) . (5)

The similarities between (5) and (6) are obvious

V
𝑦
= V
𝑦0
+ 𝑎
𝑦
𝑡 (constant acceleration) . (6)

Consider the method(s) it uses to obtain

𝑦 = 𝑦
0
+ V
𝑦
𝑡 +

1

2
𝑎
𝑦
𝑡
2

(constant acceleration) . (7)

It can use the samemethods (integration, area under a curve,
or whatever) to derive

V
𝑦
= V
𝑦0
+ 𝑎
𝑦
𝑡 +

1

2
𝑗𝑡
2

(constant jerk) . (8)

It can be seen that it can move from a constant acceleration
relationship to a constant jerk equation by replacing 𝑦 by V

𝑦
,

V
𝑦
by 𝑎
𝑦
, and 𝑎

𝑦
by 𝑗. With calculus and V

𝑦
= 𝑑𝑦/𝑑𝑡, it is easy

to obtain

𝑦 = 𝑦
0
+ V
𝑦
𝑡 +

1

2
𝑎
𝑦
𝑡
2

+
1

6
𝑗𝑡
3

(constant jerk) . (9)

For the lateral motion of the vehicle, (9) was rewritten, letting
𝑦 = 𝑦(𝑡 + 𝑇) (the new position of vehicle, 𝑇 is a period of
look-ahead time), 𝑦

0
= 𝑦(𝑡) (the current lateral position of

vehicle), V
𝑦
= 𝑦


(𝑡) (the current lateral speed of vehicle),
𝑎
𝑦
= 𝑦


(𝑡) (the current lateral acceleration of vehicle), and
𝑗 = 𝑦



(𝑡) (the jerk motion of the vehicle). Equation (9)
becomes

𝑦 (𝑡 + 𝑇) = 𝑦 (𝑡) + 𝑇𝑦


(𝑡) +
𝑇
2

2
𝑦


(𝑡) +
𝑇
3

6
𝑦


(𝑡) . (10)

So, it is feasible to eliminate the error of trajectory caused
by the variations of driving condition through compensation
control of jerk characteristic between acceleration of present
moment and previous moment. Based on the preview-
follower driver modeling approach and ANN, this paper
establishes the preview-compensationANN(PCANN)driver
model, which is shown in Figure 3. In this figure, 𝑃(𝑠), 𝐹(𝑠),
and 𝐶(𝑠) are the transfer functions of the preview, follower,
and jerk character, respectively.

The compensator 𝐶(𝑠) is introduced in order to simu-
late driver behaviors under lateral force disturbances. 𝐶(𝑠)
contains compensation gain and internal model. It is noted
that 𝐶(𝑠) will not be necessary unless there is transient and
unpredictable vehicle motion. The relationship between the
steering wheel change and the lateral acceleration change can
be expressed as follows:

Δ𝛿 = 𝐾Δ𝛼 = 𝐾(𝑎
𝑦𝑖
− 𝑎
𝑦𝑚
) . (11)

In Figure 3, Δ𝛿 is the change of steering wheel. 𝛿sw is the
steering wheel angle. 𝑎

𝑦𝑖
is the lateral acceleration of the

previous moment. 𝑎
𝑦𝑚

is the lateral acceleration ̈𝑦 of the
present moment, which is the real response of vehicle under
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Figure 3: Block diagram of preview-compensation ANN driver model.

various operating conditions. Δ𝛼 is the lateral acceleration
change.𝐾 is the compensation gain.The internal model is the
driver’s recognition and understanding of the vehicle, which
can be obtained through vehicle model linearization under
the steady-state condition of the previous moment. It means
that internal model can produce the same outputs for the
same inputs with vehicle under the steady-state condition. To
be specific, 𝑎

𝑦𝑖
and 𝑎

𝑦𝑚
cancel out each other, Δ𝛼 = 0 leads

to Δ𝛿 = 0 under the steady-state condition. In this case, it
is unnecessary for the driver to compensate control since the
vehicle is at lateral steady-state. When there are variations of
the driving condition or the vehicle dynamic characteristics,
the performances of vehicle and internal model cannot stay
the same, indicating that the internal model cannot produce
the same outputs for the same inputs with vehicle under
lateral force disturbances. In this condition, 𝑎

𝑦𝑖
is different

from 𝑎
𝑦𝑚

, Δ𝛼 ̸= 0, and Δ𝛿 ̸= 0. The driver may have a feeling
of discomfort and then 𝐶(𝑠) will be activated to make the
necessary corrections for the steering wheel. The corrected
steering wheel angle 𝛿sw is defined as follows:

𝛿sw = 𝛿sw + Δ𝛿. (12)

If there are more differences between 𝑎
𝑦𝑖
and 𝑎
𝑦𝑚

that the
driver can feel, more corrections of the steering wheel angle
will be made.

3. Internal Vehicle Model

Research in the field of neuroscience has been undertaken in
recent decades with the goal of understanding how humans
plan and carry out physical motion tasks through the use of
the central nervous system (CNS) and the neuromuscular
system (NMS). Research in this area of neuroscience has
increasingly pointed to the conclusion that the human CNS
learns and stores multiple sets of “internal models” for use
when interacting with the external world [24]. The internal
model paradigm postulates that the CNS generates and stores
models that represent the dynamics of the physical systems
of interest to the CNS, allowing the CNS to then recall and
use these models to predict the behavior of the dynamic

system in question. Hence, the driver can predict the vehicle
motion within the preview horizon and compensate the
transient vehicle motion based on internal models according
to vehicle state. The driver models were used in a linear 2-
wheel vehicle model and rarely in the complex vehicle model.
Keen proposed the derivation of a nonlinear driver steering
controller using multiple linearized models of the vehicle
dynamics and Model Predictive Control (MPC) theory [25].
In order to simulate the vehicle more accurately, the vehicle
model is built up in CarSim. However, it is difficult to
calculate the parameters of the drivermodel with the complex
vehicle model directly. Therefore, the kinematic equations
of a linear 2-wheel vehicle model are employed as a driver’s
internal vehicle model, by which the parameters of the driver
model can be calculated.The corresponding transfer function
of the internal vehicle can be represented as follows:

𝑉 (𝑠) =
̈𝑦

𝛿sw
(𝑠) = 𝐺

𝑎𝑦

1 + 𝑇
𝑦1
𝑠 + 𝑇
𝑦2
𝑠
2

+ ⋅ ⋅ ⋅

1 + 𝑇
1
𝑠 + 𝑇
2
𝑠2 + ⋅ ⋅ ⋅

≈ 𝐺
𝑎𝑦

1

1 + 𝑇
𝑞1
𝑠 + 𝑇
𝑞2
𝑠2
,

(13)

where 𝑉(𝑠) is the transfer function from the vehicle lateral
acceleration to steering wheel angle, 𝐺

𝑎𝑦
is the vehicle lateral

acceleration gain to steering wheel angle, 𝑇
1
, 𝑇
2
, 𝑇
𝑦1
, and

𝑇
𝑦2

are the parameters which present the vehicle’s dynamic
response property, and 𝑇

𝑞1
and 𝑇

𝑞2
can be calculated using

𝑇
1
, 𝑇
2
, 𝑇
𝑦1
, and 𝑇

𝑦2
, respectively.

Different vehicles lead to different second order systems.
Based on step test data, the parameters (𝑇

1
, 𝑇
2
, 𝑇
𝑦1
, and 𝑇

𝑦2
)

of the second order system were identified by LSM (Least-
Square Method) in this paper.

4. Parameters of Closed-Loop System

In this section, the parameters of closed-loop system are
calculated with regard to the test data and road condition.
Those parameters represent common behaviors of the driver
and vehicle, including the preview time 𝑡

𝑝
, neural reaction

time 𝑡
𝑑
, and inertial delay 𝑡

ℎ
of steering system. In a real world



Mathematical Problems in Engineering 5

application, most of those parameters are uncertain factors.
The 𝐻∞ control and robust control have been also paid
considerable attention to eliminate the impact of uncertainty
[26–28], According to some particular parameters values, we
can obtain the weighting parameters of the driver model by
the Error Elimination Algorithm. The meaning and features
of each parameter will be described in detail in the following
part.

4.1. Preview Time 𝑡
𝑝
. Preview time 𝑡

𝑝
can be considered

mathematically as a negative delay time, which can com-
pensate the delay characteristics of the driver and vehicle,
and is one of the key parameters to express the characters
of drivers. It relates not only to the driver’s characteristic but
also to the driving condition. The computational method of
preview time was not given in the optimal preview control
driver model under complicated operation conditions [29].
The preview time is set by a time constant, and the range of
values selected for the general driver model is 0.5 to 2.0 s.
The fixed preview time driver models have a good tracking
reference trajectory when the speed of the vehicle is low and
lateral motion is not in the nonlinear area. Under high speed,
complex trajectory, and bounded constraint conditions, it is
difficult to complete the driving tasks for the fixed preview
time driver models. When the vehicle runs from a small
curvature path into a big curvature path or the vehicle
speed becomes faster, the driver may reduce the preview
time instinctively. Hence, 𝑡

𝑝
is related to the curvature and

vehicle speed. In the big curvature path and high speed, 𝑡
𝑝

is small, and vice versa. Define that the curvature of the
follow path 𝑦 = 𝑓(𝑥) is 𝜌 and the speed is V

𝑥
. The preview

time can be expressed as 𝑡
𝑝
= 𝑓(V

𝑥
, 𝜌). The calculation

schematic diagram of preview time is shown in Figure 4. In
Figure 4, 𝑂𝑋𝑌 and 𝑂𝑋𝑌 are the global coordinate system
and vehicle coordinate system, respectively. The trajectory
𝑦 = 𝑓(𝑥) in 𝑂𝑋𝑌 can be transformed into 𝑦 = 𝑔(𝑥



)

in 𝑂𝑋𝑌. Whether the vehicle is safe within the range
of preview or deviates from the planned trajectories is an
important criterion for a driver after preview time 𝑡

𝑝
. The

offset 𝜏 between the vehicle driving prediction route and
the center of the path can be determined by the driver’s
characteristic, which is acceptance of course error for a driver.
We can define the point of themaximumoffset in the range of
vision as the preview point of driver. When the offset reaches
maximum value, which is constant for one driver, the driver
will operate the steering wheel to reduce the offset and make
vehicle run into a safe area. The preview distance 𝐿 is defined
from driver position to preview point. In Figure 4, 𝑥

0
= 𝜏

and 𝑦
0
= 𝐿. Since the radius of the desired path 𝑅 = 1/𝜌 is

much larger than that of 𝜏, 𝐴𝐵 ≈ 𝑅 + 𝜏. Because 𝐴𝐵𝑂 is a
right-angled triangle, we can obtain that

(𝑡
𝑝
∗ V
𝑥
)
2

= 𝐿
2

= 𝐴𝐵
2

− 𝐴𝑂
2

= (𝑅 + 𝜏)
2

− 𝑅
2

= 2 ∗ 𝑅 ∗ 𝜏 + 𝜏
2

.

(14)
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Figure 4: The calculation of preview time.

According to the previous equation, the preview time can be
expressed as

𝑡
𝑝
=

√2𝜏/𝜌 + 𝜏2

V
𝑥

.
(15)

Through the above analysis, it has been seen that 𝜏 has
an influence on the key parameter 𝑡

𝑝
. The value of 𝜏 can be

measured through the road test as shown in Figure 4. 𝑡
𝑝
can

be estimated based on (15).

4.2. Reaction Time 𝑡
𝑑
. The time gap between receiving

information and operating the steering wheel is defined as
the reaction time 𝑡

𝑑
, which reflects the response capacity and

affects safe driving. The simple reaction time 𝑇 is defined
as the reaction time 𝑡

𝑑
without considering the driving con-

ditions and complex driving behavior. 𝑇 is a psychological,
physical index and an innate character of humans, which
is related to personal experience, proficiency, character, age,
gender, and so on.The reaction time 𝑡

𝑑
may be influenced by

the environment and driving conditions. Both road curvature
and vehicle speed are the key factors of vehicle handling
stability throughout the turn. Generally, the driver may be
sensitive to large curvature and high speed, which will lead
to the tension of the driver. For example, when the vehicle
enters the corner, the curvature begins to increase and 𝑡

𝑑
will

decrease, but on the contrary the curvature starts to decrease
and 𝑡
𝑑
will increase. The same principles can be applied to

vehicle speed; for instance, the reaction time decreases when
vehicle accelerates. Curvature and speed affect the change of
reaction time together. In brief, the relationship between 𝑡

𝑑
,

curvature, and speed is a decreasing function [9], as follows:

𝑡
𝑑
= 𝑇 (𝑎𝑒

1/V𝑥 + 𝑏𝑒
−𝜌

) , (16)

where 𝜌 is curvature and 𝑎, 𝑏 are the weight coefficients of
curvature and speed, respectively. When one factor, curva-
ture or speed, becomes the main status, its corresponding
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coefficient is large which exercises an important influence
on the reaction time. Meanwhile, the driver is sensitive to
lateral acceleration while turning usually takes one lateral
acceleration𝛼

𝑦
as threshold value of discomfort feeling.There

is a certain functional relation between curvature and speed,
and the function is 𝛼

𝑦
≈ V2
𝑥
/𝑅. If 𝛼

𝑦
is determined by

the drivers’ feeling, high speed directly corresponds to small
curvature and 𝑡

𝑑
is mainly affected by speed, and vice versa.

So the weight coefficients can be obtained as follows:

V2
𝑥

𝑅
≈
𝑎

𝑏
,

𝑎 + 𝑏 = 1.

(17)

4.3. Inertial Delay 𝑡
ℎ
. This paper proposes the cross-corre-

lation method to calculate the inertial delay 𝑡
ℎ
which is an

important parameter between steering wheel and vehicle
response. Generally, for single-input-single-output system,
the signals of input and output are utilized to find out the
largest cross-correlation and consequently calculate the time
delay between input and output. In this paper, the cross-
correlation𝑅

𝑥𝑦
between the steeringwheel angle𝑥(𝑡) and yaw

rate 𝑦(𝑡 + 𝑡
ℎ
) is achieved to calculate the inertial delay 𝑡

ℎ
, as

shown in (18).The values of 𝑥(𝑡) and 𝑦(𝑡+𝑡
ℎ
) aremeasured by

the road tests, as shown in Figure 5. Consider the following:

𝑅
𝑥𝑦
= 𝐸 [𝑥 (𝑡) 𝑦 (𝑡 + 𝑡

ℎ
)] . (18)

In (19), the cross-correlation coefficient can be expressed as a
function of 𝑡

ℎ
as follows:

𝜌
𝑥𝑦
(𝑡
ℎ
) =

𝑅
𝑥𝑦
− 𝜇
𝑥
𝜇
𝑦

𝜎
𝑥
𝜎
𝑦

, (19)

where 𝜇
𝑥
, 𝜇
𝑦
are the arithmetic means of 𝑥(𝑡) and 𝑦(𝑡 + 𝑡

ℎ
),

respectively. 𝜎
𝑥
, 𝜎
𝑦
are the variances of 𝑥(𝑡) and 𝑦(𝑡 + 𝑡

ℎ
),

respectively. The curve of 𝜌
𝑥𝑦
(𝑡
ℎ
) is shown in Figure 6. When

𝜌
𝑥𝑦
(𝑡
ℎ
) reaches its largest value, 𝑡

ℎ
is equal to the steering

system delay time 𝑡∗
ℎ
, as follows:

𝑡
∗

ℎ
= {𝑡
ℎ
max (𝜌

𝑥𝑦
(𝑡
ℎ
)) , 0 < 𝑡

ℎ
< 2.0} . (20)

4.4. Weight Parameters of Driver Model. The closed-loop
system should be an ideal low-frequency following system,
which can meet the requirement as follows:

𝑃 (𝑆) ⋅ 𝐹 (𝑆) ≈ 1. (21)

That is to say, 𝐹(𝑠)−1, the inverse function of the follower,
should be an approximation of 𝑃(𝑠).

The Taylor series expansions of 𝐹(𝑠)−1 and 𝑃(𝑠) are
presented as follows:

𝐹(𝑠)
−1

= 𝐹
0
+ 𝐹
1
𝑠 + 𝐹
2
𝑠
2

+ 𝐹
3
𝑠
3

+ ⋅ ⋅ ⋅ ,

𝑃 (𝑠) = 𝑃
0
+ 𝑃
1
𝑠 + 𝑃
2
𝑠
2

+ 𝑃
3
𝑠
3

+ ⋅ ⋅ ⋅ .

(22)

If 𝐹
𝑖
= 𝑃
𝑖
(𝑖 = 0, 1, . . . , 𝑛), 𝐹(𝑠) can be called “follower,”

which is compensated by the𝐶(𝑠). Moreover, vehicle’smotion
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correlation coefficient.

is a low-pass filter [13], so the high-frequency signals can
be ignored, which leads to an ideal following system. By
using the Error Elimination Analysis method, the weight
parameters of the closed-loop system are obtained based on
the driver’s basic parameters and vehicle parameters. The
weight parameters can be calculated as follows:

𝑤
1
= 1,

𝑤
2
= −𝑤
1
,

𝑤
3
= −𝑡
𝑝
,

𝑤
4
= 𝑘
0
−

𝑡
2

𝑝

2
,
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𝐾 =

𝑡
3

𝑝

6
− 𝑘
0
(𝑇
𝑞1
+ 𝑡
ℎ
+ 𝑡
𝑑
) ,

𝑘
0
=

(𝑡
4

𝑝
/24) − (𝑡

𝑑
𝑡
3

𝑝
/6)

𝑇
𝑞2
+ 𝑡
ℎ
𝑇
𝑞1
− 𝑡
2

𝑑

.

(23)

5. Test Identification and Model Verification

In order to obtain the model parameters, a lot of experiments
have been carried out using a small car as test vehicle.
Furthermore, the vehicle model will be verified to ensure the
effectiveness of vehicle model in simulations.

5.1. Vehicle Model Verification. The simulations are carried
out in CarSim, in which complex vehicle model can be
built up to operate in nonlinear region. The vehicle model
is verified by comparing the simulations and test results.
Two typical tests including step input and pulse input of
steering wheel angle are presented and shown in Figures
7 and 8, respectively. From the figures it can be seen that
the simulation results fit the test results well, indicating that
the vehicle model can be used in simulation with sufficient
accuracy.

5.2. Calculation of Model Parameters

(1)TheOffset 𝜏. Based on Section 4.1, the road tests are carried
out to calculate the offset 𝜏. Typical driver A is selected for
road tests. Driver A is skilled and professional with high
driving proficiency. In the tests, the initial positions of the
steering wheel change and speed had been recordedwhen the
driver saw the first bend and intended to enter the bend. The
offset 𝜏 was calculated and the average of results is 0.843m.

(2) Simple Reaction Time 𝑇. In order to get actual simple
reaction time 𝑇 of drivers, the tests are carried out in a
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Figure 8: Result comparison for pulse input test.

Figure 9: Test system for simple reaction time 𝑇.

proving ground, in which the environmental distraction can
be eliminated. The test method is to record the procedure
of simple stimuli-human reaction-execution behavior using
a high-speed digital camera.The test system is composed of a
test car, a camera, a signal lamp, and a data collector, as shown
in Figure 9. The camera is Redlake Y3 high-speed digital
camera, which can provide very high sample frequency up
to 2000 fps. Eight men and one woman are selected to
complete this test. During the test, each subject sits in the
stationary vehicle and observes the signal light. Once the
signal lamp is lighted, the subject should turn the steering
wheel immediately.Meanwhile, the camera records the whole
process of the steering wheel operation. The time difference
from the time when the signal lamp is lighted to the time
when the subject starts to turn the steeringwheel is the simple
reaction time 𝑇. Each subject should complete the test 10
times, and the average value of these data is taken as the final
result. All test results are presented in Table 1.

(3) Inertial Delay 𝑡
ℎ
. According to Figure 5, (19), and (20),

the delay time of the steering system is determined by the
maximum value of 𝜌

𝑥𝑦
. When the value of the correlation



8 Mathematical Problems in Engineering

Table 1: Simple reaction time 𝑇 of nine subjects (unit: ms).

Test number Subjects
1 2 3 4 5 6 7 8 9

1 257 439 279 247 280 450 408 267 244
2 256 466 271 255 271 269 — 245 237
3 — 293 249 242 265 239 284 225 293
4 263 257 242 260 263 258 381 219 332
5 273 281 253 279 338 240 341 211 268
6 314 266 295 276 277 273 — 280 273
7 267 315 241 253 338 236 373 260 265
8 284 313 293 228 377 245 306 198 260
9 — 248 285 281 256 234 296 186 280
10 314 244 266 274 286 241 353 290 258
Average T 276 302 267 261 290 250 341 238 271

coefficient becomes themax value,𝜌
𝑥𝑦
= 0.98727, the value of

the corresponding horizontal axis is inertial delay, 𝑡
ℎ
= 0.12 s.

6. Simulation Results and Analysis

In order to examine the influence of driver model with
the jerky dynamics, the comparisons are made in several
cases by simulations for the driver models with/without the
compensator using the identified vehicle parameter. Here,
taking the skilled driver A as an example, simulation tests are
conducted in CarSim. Two emergency cases and results are
described as follows.

Case 1. The vehicle runs at the speed of 40 km/h on a 𝜇-
split road without ABS, which has two different friction
coefficients on the left/right sides of the road center line, that
is, 0.2 and 0.5. After 2 s, braking is exerted till the vehicle
stops completely.The lateral displacement and acceleration of
vehicle are shown in Figures 10 and 11, respectively. POSANN
driver model cannot achieve accurate path following, while
the PCANN driver model produces better path-following
performance, considering the 𝑦-coordinate error and the
lateral acceleration error. The maximum position error is
0.936m with the POSANN driver model. Meanwhile, the
maximum error obtained with the PCANN driver model is
0.435m, which is 46.5% of that of POSANN driver model.
The maximum lateral acceleration error with the POSANN
driver model is 2.83m/s2. Meanwhile, the corresponding
error, 32.4% of that of the POASNN driver model, is
0.918m/s2 with the POSANN driver model. Obviously, it
can be seen that the PCANN driver model of the driver A
can reduce vehicle lateral responses effectively and make the
vehicle recovering to the stable conditionmuchmore quickly
than POSANN driver model.

Case 2. In order to simulate extreme working conditions, the
double-lane change is carried out in CarSim, supposing that
the vehicle runs at the speed of 80 km/h into the slippery
road of 𝜇 = 0.2, and the other conditions are under
ideal conditions. The responses of lateral displacement and
acceleration are shown in Figures 12 and 13, respectively.
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Figure 13: Comparison of lateral acceleration.

From these two figures, it can be obtained that the vehicle
with the PCANN driver model has better performance of
the lateral acceleration and the lateral displacement than that
the POSANN driver model. The sway of the vehicle with
the PCANN driver model is smaller than that the POSANN
driver model. It is obvious that the PCANN driver model of
driver A can adapt to environmental changes more rapidly.

The above results in two emergency cases show that com-
paredwith the POSANNdrivermodel, the proposedPCANN
driver model can adapt to the changes of road condition
more quickly, implying that the driving compensation is very
necessary especially in emergency cases for the driver. The
compensator will exhibit more potential benefits when the
road is worse.

7. Conclusion

A new POSANN-based driver model with compensator
controller using the jerky dynamics is investigated. The
compensator controller is built using linearized models of
the nonlinear vehicle dynamics and vehicle current states
to generate a steering corrected value for the POSANN
driver model. The key model parameters reflecting the
driving behaviors, such as preview time and reaction time,
are calculated according to the test data which can vary
with changes under operating conditions. The inertial delay
of the steering system is obtained by the cross-correlation
method, which is applied to eliminate random fluctuation
of experimental data. Simulation results demonstrated that
the proposed driver model can achieve better path-following
performance than the POSANN driver model under critical
maneuvering conditions. Furthermore, the driver model can
be used effectively for representing driver steering control
behaviors to some extent. Consequently, the proposed driver
model presented in this study can be used in a closed-loop
simulation and in the development of the vehicle’s intelligent
safety system.
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This paper considers the problems of the robust stability and robust 𝐻
∞

controller design for time-varying delay switched
systems using delta operator approach. Based on the average dwell time approach and delta operator theory, a sufficient condition
of the robust exponential stability is presented by choosing an appropriate Lyapunov-Krasovskii functional candidate. Then, a
state feedback controller is designed such that the resulting closed-loop system is exponentially stable with a guaranteed 𝐻

∞

performance. The obtained results are formulated in the form of linear matrix inequalities (LMIs). Finally, a numerical example is
provided to explicitly illustrate the feasibility and effectiveness of the proposed method.

1. Introduction

Switched systems are a kind of hybrid systems consisting of
a set of discrete event dynamic subsystems or continuous
variable dynamic subsystems and a switching rule which
defines a particular subsystem working during a certain
interval of time. Switched systems have numerous applica-
tions in network control systems [1], robot control systems
[2], intelligent traffic control systems [3], chemical industry
control systems [4], and many other areas [5, 6]. Many
important achievements on stability and stabilization of
switched systems have been developed [7–10]. It was shown
in the literature that the average dwell time (ADT) method is
a powerful tool to deal with the stability of switched systems.

The delta operator which is a novel approach with good
finite word length performance under fast sampling rates has
been investigated by many researchers due to their extensive
applications [11–13], for instance, optimal filtering [14], signal
processing [15], robust control [16], system identification [17],
and so forth. As stated in [15], the standard shift operator was
mostly adopted in the study of control theories for discrete-
time systems. However, the dynamic response of a discrete
system does not converge smoothly to its continuous coun-
terpart when the sampling period tends to zero; namely,

data are taken at high sampling rates. The delta operator
method can solve the above problem. In addition, it was
shown in [15] that delta operator requires smaller word length
when implemented in fixed-point digital control processors
than shift operator does. So far, some useful results on delta
operator systems have been formulated in [18–21]. As is well
known, time delay phenomena which often cause instability
or undesirable performance in control systems are involved
in a variety of real systems, such as chaotic systems, and
hydraulic pressure systems [22]. In the past years, a mass of
results on delta operator systems with time delay have
appeared [23–27]. The delta operator is defined by

𝛿𝑥 (𝑡) =

{{{

{{{

{

𝑑𝑥 (𝑡)

𝑑𝑡
, 𝑇 = 0,

(𝑥 (𝑡 + 𝑇) − 𝑥 (𝑡))

𝑇
, 𝑇 ̸= 0,

(1)

where 𝑇 is a sampling period. When 𝑇 → 0, the delta oper-
ator model will approach the continuous system before dis-
cretization and reflect a quasicontinuous performance [28].

It should be noted that external disturbances are generally
inevitable, and the output will be subsequently affected by
disturbances in the system. Some results on𝐻

∞
control were



2 Mathematical Problems in Engineering

developed by many researchers to restrain the external dis-
turbances [29–33]. The 𝐻

∞
control problem for a class of

discrete systems was solved by using delta operator approach
[34]. Low order sampled data 𝐻

∞
control using the delta

operator was reported in the literature [35]. Robust 𝐻
∞

control for a class of uncertain switched systems using delta
operator was investigated [36]. However, few results on the
issues of robust stability and 𝐻

∞
controller design for delta

operator switched systems with time-varying delay are pre-
sented, which motivates the present investigations.

In this paper, we concentrate our interest on investigating
the stability and 𝐻

∞
controller design problems for delta

operator switched systems with time-varying delay.Themain
contributions of this paper can be summarized as follows:
(1) by constructing a new Lyapunov-Krasovskii functional
candidate and using the average dwell time approach, an
exponential stability criterion for the considered system is
proposed and (2) a state feedback controller design scheme
is developed such that the corresponding closed-loop system
is exponentially stable with a guaranteed𝐻

∞
performance.

The remainder of the paper is organized as follows. The
formulation of the considered systems and some correspond-
ing definitions and lemmas is given in Section 2. In Section 3,
the exponential stability analysis and 𝐻

∞
control for the

underlying system are developed. A numerical example is
given to illustrate the feasibility and effectiveness of the
proposed method in Section 4. Finally, concluding remarks
are presented in Section 5.

Notations. ‖ ⋅ ‖
2
denotes the Euclidean norm. 𝜆min(⋅) and

𝜆max(⋅) denote the minimum and maximum eigenvalues of
a matrix, respectively; 𝐴𝑇 means the transpose of matrix 𝐴;
𝑅 denotes the set of all real numbers; 𝑅𝑛 represents the 𝑛-
dimensional real vector space; 𝑅𝑚×𝑛 is the set of all (𝑚 × 𝑛)-
dimensional real matrices. The notation 𝐴 > 0(≥ 0) means
that the matrix 𝐴 is positive (nonnegative) definite; diag{⋅ ⋅ ⋅ }
refers to the block-diagonal matrix; 𝐼 is the identity matrix
of appropriate dimension. 𝑙

2
[𝑘
0
,∞) stands for the space of

square summable functions on [𝑘
0
,∞).

2. Problem Formulation

Consider the following delta operator switched system with
time-varying delay:

𝛿𝑥 (𝑘) = 𝐴
𝜎(𝑘)
𝑥 (𝑘) + 𝐴

𝑑𝜎(𝑘)
𝑥 (𝑘 − 𝜏 (𝑘)) + 𝐷

𝜎(𝑘)
𝑤 (𝑘) ,

𝑧 (𝑘) = 𝐶
𝜎(𝑘)
𝑥 (𝑘) + 𝐺

𝜎(𝑘)
𝑤 (𝑘) ,

𝑥 (𝑘
0
+ 𝜃) = 𝜙 (𝜃) , 𝜃 = −𝜏, −𝜏 + 1, . . . , 0,

(2)

where 𝑥(𝑘) ∈ 𝑅
𝑛 is the state vector, 𝑧(𝑘) ∈ 𝑅

𝑙 denotes the
controlled output, and 𝑤(𝑘) ∈ 𝑅𝑤 represents the disturbance
input belonging to 𝑙

2
[𝑘
0
,∞). 𝑘 means the time 𝑡 = 𝑘𝑇 and

𝑇 > 0 is the sampling period; 𝑘
0
is the initial instant. 𝜎(𝑘) :

[𝑘
0
,∞) → 𝑁 = {1, 2, . . . , 𝑁} is the switching signal with

𝑁 being the number of subsystems. 𝜏(𝑘) is the time-varying
delay satisfying 0 ≤ 𝜏 ≤ 𝜏(𝑘) ≤ 𝜏 for known constants 𝜏

and 𝜏. 𝜙(𝜃) is the discrete vector-valued initial function. 𝐶
𝑖
,

𝐷
𝑖
, and 𝐺

𝑖
are constant matrices with proper dimensions. 𝐴

𝑖

and 𝐴
𝑑𝑖
are uncertain real-valued matrices with appropriate

dimensions and have the following form:

[𝐴
𝑖
𝐴
𝑑𝑖
] = [𝐴

𝑖
𝐴
𝑑𝑖
] + 𝐻

𝑖
𝐹
𝑖
(𝑘) [𝐸

𝑎𝑖
𝐸
𝑎𝑑𝑖
] , (3)

where 𝐴
𝑖
, 𝐴

𝑑𝑖
, 𝐻

𝑖
, 𝐸

𝑎𝑖
, and 𝐸

𝑎𝑑𝑖
are known real constant

matrices of suitable dimensions and 𝐹
𝑖
(𝑘) is an unknown

time-varying matrix which satisfies

𝐹
𝑇

𝑖
(𝑘) 𝐹

𝑖
(𝑘) ≤ 𝐼. (4)

To obtain the main results, we first give some definitions
and lemmas which will be essential in our later development.

Definition 1 (see [36]). Consider system (2) with 𝑤(𝑘) = 0.
It is said to be exponentially stable under a switching signal
𝜎(𝑘) if, for the initial condition 𝑥(𝑘

0
+𝜃) = 𝜙(𝜃), 𝜃 = −𝜏, −𝜏+

1, . . . , 0, there exist constants 𝛼 > 0 and 𝛽 > 0 such that the
solution 𝑥(𝑘) satisfies

‖𝑥 (𝑘)‖ ≤ 𝛼
𝑥 (𝑘0)

𝑐
𝑒
−𝛽(𝑘−𝑘0), ∀𝑘 ≥ 𝑘

0
, (5)

where ‖𝑥(𝑘
0
)‖
𝑐
= sup

−𝜏≤𝑘≤0
‖𝑥(𝑘

0
+ 𝜃)‖.

Definition 2. For given 0 < 𝛼 < 1/𝑇 and 𝛾 > 0, system (2)
is said to have an 𝐻

∞
performance level 𝛾 if there exists a

switching signal 𝜎(𝑘) such that the following conditions are
satisfied:

(1) system (2) is exponentially stable when 𝑤(𝑘) = 0;
(2) under the zero-initial condition, that is, 𝜙(𝜃) = 0, 𝜃 =

−𝜏, −𝜏 + 1, . . . , −1, 0, system (2) satisfies

∞

∑

𝑘=𝑘0

(1 − 𝑇𝛼)
(𝑘−𝑘0)

‖𝑧 (𝑘)‖
2

≤ 𝛾
2

∞

∑

𝑘=𝑘0

‖𝑤 (𝑘)‖
2

,

∀𝑤 (𝑘) ∈ 𝑙
2
[𝑘
0
,∞) .

(6)

Definition 3 (see [37]). For any switching signal 𝜎(𝑘) and any
𝑘
2
> 𝑘

1
≥ 0, let𝑁

𝜎(𝑘)
(𝑘
1
, 𝑘
2
) denote the number of switching

of 𝜎(𝑘) over the interval [𝑘
1
, 𝑘
2
). For given 𝜏

𝑎
> 0 and𝑁

0
≥ 0,

if the inequality

𝑁
𝜎(𝑘)

(𝑘
1
, 𝑘
2
) ≤ 𝑁

0
+
𝑘
2
− 𝑘

1

𝜏
𝑎

(7)

holds, then the positive constant 𝜏
𝑎
is called the average dwell

time and 𝑁
0
is called the chattering bound. As commonly

used in the literature, we choose𝑁
0
= 0 in this paper.

Lemma 4 (see [20]). For a given matrix 𝑆 = [ 𝑆11 𝑆12
𝑆
𝑇

12
𝑆22

], where
𝑆
11

and 𝑆
22

are square matrices, the following conditions are
equivalent:

(i) 𝑆 < 0;
(ii) 𝑆

11
< 0, 𝑆

22
− 𝑆

𝑇

12
𝑆
−1

11
𝑆
12
< 0;

(iii) 𝑆
22
< 0, 𝑆

11
− 𝑆

12
𝑆
−1

22
𝑆
𝑇

12
< 0.



Mathematical Problems in Engineering 3

Lemma 5 (see [20]). Let 𝑈, 𝑉,𝑊, and 𝑋 be real matrices of
appropriate dimensions with𝑋 satisfying𝑋 = 𝑋

𝑇; then, for all
𝑉
𝑇

𝑉 ≤ 𝐼,

𝑋 + 𝑈𝑉𝑊 +𝑊
𝑇

𝑉
𝑇

𝑈
𝑇

< 0 (8)

if and only if there exists a scalar 𝜀 such that

𝑋 + 𝜀𝑈𝑈
𝑇

+ 𝜀
−1

𝑊
𝑇

𝑊 < 0. (9)

Lemma 6 (see [28]). For any time function 𝑥(𝑡) and 𝑦(𝑡), the
following equation holds:

𝛿 (𝑥 (𝑡) 𝑦 (𝑡)) = 𝛿 (𝑥 (𝑡)) 𝑦 (𝑡) + 𝑥 (𝑡) 𝛿 (𝑦 (𝑡))

+ 𝑇𝛿 (𝑥 (𝑡)) 𝛿 (𝑦 (𝑡)) ,

(10)

where 𝑇 is the sampling period.

Theobjectives of the paper are (1) to find a class of switch-
ing signal 𝜎(𝑘) such that system (2) is exponentially stable
with a guaranteed 𝐻

∞
performance and (2) to determine a

class of switching signal and design a state feedback controller
𝑢(𝑘) = 𝐾

𝜎(𝑘)
𝑥(𝑘) for the following delta operator switched

system with time-varying delay:

𝛿𝑥 (𝑘) = 𝐴
𝜎(𝑘)
𝑥 (𝑘) + 𝐴

𝑑𝜎(𝑘)
𝑥 (𝑘 − 𝜏 (𝑘))

+ 𝐵
𝜎(𝑘)
𝑢 (𝑘) + 𝐷

𝜎(𝑘)
𝑤 (𝑘) ,

𝑧 (𝑘) = 𝐶
𝜎(𝑘)
𝑥 (𝑘) + 𝐺

𝜎(𝑘)
𝑤 (𝑘) ,

𝑥 (𝑘
0
+ 𝜃) = 𝜙 (𝜃) , 𝜃 = −𝜏, −𝜏 + 1, . . . , 0

(11)

such that the corresponding closed-loop system is exponen-
tially stable with a guaranteed𝐻

∞
performance.

3. Main Results

3.1. Robust Stability Analysis. In this section, we will focus on
the stability of system (2) with 𝑤(𝑘) = 0.

Theorem 7. For a given positive constant 0 < 𝛼 < 1/𝑇, if there
exist scalars 𝜀

𝑖
and positive definite symmetric matrices𝑋

𝑖
and

𝑄
𝑖
, 𝑖 ∈ 𝑁, with appropriate dimensions, such that

[
[
[
[
[
[
[
[
[
[
[
[

[

𝐸
𝑖

𝐴
𝑑𝑖
𝑋
𝑖

𝑇𝑋
𝑖
𝐴
𝑇

𝑖
𝜀
𝑖
𝐻
𝑖
𝑋
𝑖
𝐸
𝑇

𝑎𝑖

𝑋
𝑖
𝐴
𝑇

𝑑𝑖
−(1 − 𝑇𝛼)

(𝜏+1)

𝑄
𝑖
𝑇𝑋

𝑖
𝐴
𝑇

𝑑𝑖
0 𝑋

𝑖
𝐸
𝑇

𝑎𝑑𝑖

𝑇𝐴
𝑖
𝑋
𝑖

𝑇𝐴
𝑑𝑖
𝑋
𝑖

−𝑇𝑋
𝑖
𝜀
𝑖
𝑇𝐻

𝑖
0

𝜀
𝑖
𝐻
𝑇

𝑖
0 𝜀

𝑖
𝑇𝐻

𝑇

𝑖
−𝜀
𝑖
𝐼 0

𝐸
𝑎𝑖
𝑋
𝑖

𝐸
𝑎𝑑𝑖
𝑋
𝑖

0 0 −𝜀
𝑖
𝐼

]
]
]
]
]
]
]
]
]
]
]
]

]

< 0,

(12)

where 𝐸
𝑖
= 𝐴

𝑖
𝑋
𝑖
+ 𝑋

𝑖
𝐴
𝑇

𝑖
+ 𝛼𝑋

𝑖
+ (1 − 𝑇𝛼)(𝜏 − 𝜏 + 1)𝑄

𝑖
,

then system (2) with 𝑤(𝑘) = 0 is exponentially stable for any
switching signal 𝜎(𝑘) with the following average dwell time
scheme:

𝜏
𝑎
> 𝜏

∗

𝑎
= −

ln 𝜇
ln (1 − 𝑇𝛼)

, (13)

where 𝜇 ≥ 1 satisfies

𝑋
𝑖
≤ 𝜇𝑋

𝑗
, 𝑄

𝑖
≤ 𝜇𝑄

𝑗
, ∀𝑖, 𝑗 ∈ 𝑁. (14)

Proof. Choose the following Lyapunov-Krasovskii functional
candidate for the 𝑖th subsystem

𝑉
𝑖
(𝑘) = 𝑉

𝑖1
(𝑘) + 𝑉

𝑖2
(𝑘) + 𝑉

𝑖3
(𝑘) , ∀𝑖 ∈ 𝑁, (15)

where

𝑉
𝑖1
(𝑘) = 𝑥

𝑇

(𝑘) 𝑃
𝑖
𝑥 (𝑘) ,

𝑉
𝑖2
(𝑘) = 𝑇

𝑘−1

∑

𝑠=𝑘−𝜏(𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠) ,

𝑉
𝑖3
(𝑘) = 𝑇

−𝜏

∑

𝑙=−𝜏+1

𝑘−1

∑

𝑠=𝑘+𝑙

(1 − 𝑇𝛼)
𝑘−𝑠

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠) .

(16)

Taking the delta operator manipulations of Lyapunov
functional candidate 𝑉

𝑖
(𝑘) along the trajectory of system (2),

by Lemma 6, we have

𝛿𝑉
𝑖1
(𝑘)

= 𝛿 (𝑥
𝑇

(𝑘) 𝑃
𝑖
𝑥 (𝑘))

= 𝛿 (𝑥
𝑇

(𝑘) 𝑃
𝑖
) 𝑥 (𝑘) + 𝑥

𝑇

(𝑘) 𝑃
𝑖
𝛿 (𝑥 (𝑘))

+ 𝑇𝛿 (𝑥
𝑇

(𝑘) 𝑃
𝑖
) 𝛿 (𝑥 (𝑘))

= (𝐴
𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)))

𝑇

𝑃
𝑖
𝑥 (𝑘)

+ 𝑥
𝑇

(𝑘) 𝑃
𝑖
(𝐴

𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)))

+ 𝑇(𝐴
𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)))

𝑇

× 𝑃
𝑖
(𝐴

𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)))

= 𝑥
𝑇

(𝑘) 𝑃
𝑖
𝐴
𝑖
𝑥 (𝑘) + 𝑥

𝑇

(𝑘) 𝑃
𝑖
𝐴
𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘))

+ 𝑥
𝑇

(𝑘) 𝐴
𝑇

𝑖
𝑃
𝑖
𝑥 (𝑘) + 𝑥

𝑇

(𝑘 − 𝜏 (𝑘)) 𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝑥 (𝑘)

+ 𝑇𝑥
𝑇

(𝑘) 𝐴
𝑇

𝑖
𝑃
𝑖
𝐴
𝑖
𝑥 (𝑘) + 𝑇𝑥

𝑇

(𝑘) 𝐴
𝑇

𝑖
𝑃
𝑖
𝐴
𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘))

+ 𝑇𝑥
𝑇

(𝑘 − 𝜏 (𝑘)) 𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑖
𝑥 (𝑘)

+ 𝑇𝑥
𝑇

(𝑘 − 𝜏 (𝑘)) 𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘))

= [
𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))
]

𝑇

× [
𝑃
𝑖
𝐴
𝑖
+ 𝐴

𝑇

𝑖
𝑃
𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑖
𝑃
𝑖
𝐴
𝑑𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑑𝑖

𝐴
𝑇

𝑑𝑖
𝑃
𝑖
+ 𝑇𝐴

𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑖

𝑇𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑑𝑖

]

× [
𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))
] ,

(17)
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𝛿𝑉
𝑖2
(𝑘)

=
1

𝑇
(𝑉
𝑖2
(𝑘 + 1) − 𝑉

𝑖2
(𝑘))

=
1

𝑇
(𝑇

𝑘+1−1

∑

𝑠=𝑘+1−𝜏(𝑘+1)

(1 − 𝑇𝛼)
(𝑘+1−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠)

− 𝑇

𝑘−1

∑

𝑠=𝑘−𝜏(𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠))

≤ −𝑇𝛼

𝑘−1

∑

𝑠=𝑘−𝜏(𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠)

+ (1 − 𝑇𝛼) 𝑥
𝑇

(𝑘) 𝑆
𝑖
𝑥 (𝑘)

− (1 − 𝑇𝛼)
(𝜏+1)

𝑥
𝑇

(𝑘 − 𝜏 (𝑘)) 𝑆
𝑖
𝑥 (𝑘 − 𝜏 (𝑘))

+

𝑘−𝜏

∑

𝑠=𝑘+1−𝜏

(1 − 𝑇𝛼)
(𝑘+1−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠) ,

(18)

𝛿𝑉
𝑖3
(𝑘)

=
1

𝑇
(𝑉
𝑖3
(𝑘 + 1) − 𝑉

𝑖3
(𝑘))

=
1

𝑇
(𝑇

−𝜏

∑

𝑙=−𝜏+1

𝑘−1+1

∑

𝑠=𝑘+1+𝑙

(1 − 𝑇𝛼)
(𝑘+1−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠)

−𝑇

−𝜏

∑

𝑙=−𝜏+1

𝑘−1

∑

𝑠=𝑘+𝑙

(1 − 𝑇𝛼)
(𝑘−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠))

= −𝑇𝛼

−𝜏

∑

𝑙=−𝜏+1

𝑘−1

∑

𝑠=𝑘+𝑙

(1 − 𝑇𝛼)
(𝑘−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠)

+ (1 − 𝑇𝛼) (𝜏 − 𝜏) 𝑥
𝑇

(𝑘) 𝑆
𝑖
𝑥 (𝑘)

−

𝑘−𝜏

∑

𝑠=𝑘+1−𝜏

(1 − 𝑇𝛼)
(𝑘+1−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠) .

(19)

Combining (17)–(19), we have

𝛿𝑉
𝑖
(𝑘) + 𝛼𝑉

𝑖
(𝑘)

= [
𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))
]

𝑇

× [
𝑃
𝑖
𝐴
𝑖
+ 𝐴

𝑇

𝑖
𝑃
𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑖
𝑃
𝑖
𝐴
𝑑𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑑𝑖

𝐴
𝑇

𝑑𝑖
𝑃
𝑖
+ 𝑇𝐴

𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑖

𝑇𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑑𝑖

]

× [
𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))
]

+ 𝛼𝑃
𝑖
+ (1 − 𝑇𝛼) (𝜏 − 𝜏 + 1) 𝑥

𝑇

(𝑘) 𝑆
𝑖
𝑥 (𝑘)

− (1 − 𝑇𝛼)
(𝜏+1)

𝑥
𝑇

(𝑘 − 𝜏 (𝑘)) 𝑆
𝑖
𝑥 (𝑘 − 𝜏 (𝑘))

≤ [
𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))
]

𝑇

Ω
𝑖
[

𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))
] ,

(20)

where

Ω
𝑖
= [

𝑃
𝑖
𝐴
𝑖
+ 𝐴

𝑇

𝑖
𝑃
𝑖
+ 𝛼𝑃

𝑖
+ (1 − 𝑇𝛼) × (𝜏 − 𝜏 + 1) 𝑆

𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑖

𝑃
𝑖
𝐴
𝑑𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑑𝑖

𝐴
𝑇

𝑑𝑖
𝑃
𝑖
+ 𝑇𝐴

𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑖

𝑇𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑑𝑖
− (1 − 𝑇𝛼)

(𝜏+1)

𝑆
𝑖

] . (21)

Applying Lemma 4, we can obtain that Ω
𝑖
< 0 is equivalent

to

[
[
[
[
[

[

𝑃
𝑖
𝐴
𝑖
+ 𝐴

𝑇

𝑖
𝑃
𝑖
+ 𝛼𝑃

𝑖
+ (1 − 𝑇𝛼) (𝜏 − 𝜏 + 1) 𝑆

𝑖
𝑃
𝑖
𝐴
𝑑𝑖

𝑇𝐴
𝑇

𝑖

𝐴
𝑇

𝑑𝑖
𝑃
𝑖

− (1 − 𝑇𝛼)
(𝜏+1)

𝑆
𝑖
𝑇𝐴

𝑇

𝑑𝑖

𝑇𝐴
𝑖

𝑇𝐴
𝑑𝑖

−𝑇𝑃
−1

𝑖

]
]
]
]
]

]

< 0. (22)

Using diag {𝑃−1
𝑖

𝑃
−1

𝑖
𝐼} to pre- and post-multiply both sides

of (22), respectively, we have

[
[
[
[
[

[

𝐸
𝑖

𝐴
𝑑𝑖
𝑃
−1

𝑖
𝑇𝑃

−1

𝑖
𝐴
𝑇

𝑖

𝑃
−1

𝑖
𝐴
𝑇

𝑑𝑖
− (1 − 𝑇𝛼)

(𝜏+1)

𝑃
−1

𝑖
𝑆𝑃
−1

𝑖
𝑇𝑃

−1

𝑖
𝐴
𝑇

𝑑𝑖

𝑇𝐴
𝑖
𝑃
−1

𝑖
𝑇𝐴

𝑑𝑖
𝑃
−1

𝑖
−𝑇𝑃

−1

𝑖

]
]
]
]
]

]

< 0, (23)

where𝐸
𝑖
= 𝐴

𝑖
𝑃
−1

𝑖
+𝑃

−1

𝑖
𝐴
𝑇

𝑖
+𝛼𝑃

−1

𝑖
+(1−𝑇𝛼)(𝜏−𝜏+1)𝑃

−1

𝑖
𝑆
𝑖
𝑃
−1

𝑖
.

Denote 𝑄
𝑖
= 𝑃

−1

𝑖
𝑆
𝑖
𝑃
−1

𝑖
and 𝑋

𝑖
= 𝑃

−1

𝑖
; then, substituting

(3) into (23) and applying Lemmas 4 and 5,we obtain that (23)
is equivalent to (12). Thus, from (12), we can easily obtain

𝛿𝑉
𝑖
(𝑘) + 𝛼𝑉

𝑖
(𝑘) ≤ 0. (24)
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It follows from (24) that

𝛿𝑉
𝑖
(𝑘) =

𝑉
𝑖
(𝑘 + 1) − 𝑉

𝑖
(𝑘)

𝑇
≤ −𝛼𝑉

𝑖
(𝑘) ,

𝑉
𝑖
(𝑘 + 1) − 𝑉

𝑖
(𝑘) ≤ −𝛼

𝑖
𝑇𝑉

𝑖
(𝑘) ,

𝑉
𝑖
(𝑘 + 1) ≤ (1 − 𝛼𝑇)𝑉

𝑖
(𝑘) .

(25)

Let 𝑘
1
< ⋅ ⋅ ⋅ < 𝑘

𝑞
denote the switching instants of 𝜎(𝑘)

over the interval [𝑘
0
, 𝑘). Consider the following piecewise

Lyapunov functional for system (2):

𝑉 (𝑘) = 𝑉
𝜎(𝑘)

(𝑘) = 𝑉
𝜎(𝑘𝑝)

(𝑘) ,

∀𝑘 ∈ [𝑘
𝑝
, 𝑘
𝑝
+ 1) , 𝑝 = 0, 1, . . . , 𝑞.

(26)

From (14), we obtain

𝑉
𝜎(𝑘𝑝)

(𝑘
𝑝
) ≤ 𝜇𝑉

𝜎(𝑘
−

𝑝
)
(𝑘
−

𝑝
) , 𝑝 = 0, 1, . . . , 𝑞. (27)

It can be obtained from (24), (27), and Definition 3 that

𝑉
𝜎(𝑘)

(𝑘) ≤ (1 − 𝑇𝛼)
(𝑘−𝑘𝑞)𝑉

𝜎(𝑘𝑞)
(𝑘
𝑞
)

≤ 𝜇(1 − 𝑇𝛼)
(𝑘−𝑘𝑞)𝑉

𝜎(𝑘
−

𝑞
)
(𝑘
−

𝑞
)

≤ 𝜇(1 − 𝑇𝛼)
(𝑘−𝑘𝑞−1)𝑉

𝜎(𝑘𝑞−1)
(𝑘
𝑞−1
)

≤ 𝜇
2

(1 − 𝑇𝛼)
(𝑘−𝑘𝑞−1)𝑉

𝜎(𝑘
−

𝑞−1
)
(𝑘
−

𝑞−1
)

≤ ⋅ ⋅ ⋅

≤ 𝜇
𝑁𝜎(𝑘)(𝑘0 ,𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑘0)𝑉

𝜎(𝑘0)
(𝑘
0
)

≤ 𝜇
(𝑘−𝑘0)/𝜏𝑎

(1 − 𝑇𝛼)
(𝑘−𝑘0)𝑉

𝜎(𝑘0)
(𝑘
0
)

= (𝜇
1/𝜏𝑎

(1 − 𝑇𝛼))
(𝑘−𝑘0)

𝑉
𝜎(𝑘0)

(𝑘
0
) .

(28)

Considering the definition of 𝑉
𝜎(𝑘)
(𝑘), it yields that

𝑉
𝜎(𝑘)

(𝑘) ≥ 𝑎‖𝑥 (𝑘)‖
2

, (29)

𝑉
𝜎(𝑘)

(𝑘
0
) ≤ 𝑏

𝑥 (𝑘0)


2

𝑐
, (30)

where

𝑎 = min
𝑖∈𝑁

𝜆min (𝑃𝑖) ,

𝑏 = max
𝑖∈𝑁

{𝜆max (𝑃𝑖) + 𝑇 (𝜏
2

− 𝜏𝜏 + 𝜏) 𝜆max (𝑆𝑖)} ,

𝑥 (𝑘0)
𝑐
= sup
−𝜏≤𝜃≤0

𝑥 (𝑘0 + 𝜃)
 .

(31)

Combining (29) and (30), we have

‖𝑥 (𝑘)‖
2

≤
𝑏

𝑎
(𝜇
1/𝜏𝑎

(1 − 𝑇𝛼))
(𝑘−𝑘0)𝑥 (𝑘0)



2

. (32)

Therefore, system (2) with 𝑤(𝑘) = 0 is exponentially stable
under the average dwell time scheme (13).

The proof is completed.

Remark 8. When 𝜇 = 1 in (14), which leads to𝑋
𝑖
= 𝑋

𝑗
, 𝑄

𝑖
=

𝑄
𝑗
, ∀𝑖, 𝑗 ∈ 𝑁, and 𝜏∗

𝑎
= 0 by (13), system (2) has a common

Lyapunov-Krasovskii functional and the switching signal can
be arbitrary.

When 𝜏(𝑘) = 0, system (2) with 𝑤(𝑘) = 0 becomes the
following system:

𝛿𝑥 (𝑘) = (𝐴
𝜎(𝑘)

+ 𝐴
𝑑𝜎(𝑘)

) 𝑥 (𝑘) ,

𝑧 (𝑘) = 𝐶
𝜎(𝑘)
𝑥 (𝑘) .

(33)

Then we have the following corollary.

Corollary 9. For a given positive constant 0 < 𝛼 < 1/𝑇, if
there exist scalars 𝜀

𝑖
and positive definite symmetric matrices

𝑋
𝑖
, ∀𝑖 ∈ 𝑁, of appropriate dimensions, such that

[
[
[
[
[
[

[

(𝐴
𝑖
+ 𝐴

𝑑𝑖
)𝑋

𝑖
+ 𝑋

𝑖
(𝐴

𝑇

𝑖
+ 𝐴

𝑇

𝑑𝑖
) + 𝛼𝑋

𝑖
𝑇𝑋

𝑖
(𝐴

𝑇

𝑖
+ 𝐴

𝑇

𝑑𝑖
) 𝜀

𝑖
𝐻
𝑖
𝑋
𝑖
(𝐸
𝑇

𝑎𝑖
+ 𝐸

𝑇

𝑎𝑑𝑖
)

𝑇 (𝐴
𝑖
+ 𝐴

𝑑𝑖
)𝑋

𝑖
−𝑇𝑋

𝑖
𝜀
𝑖
𝑇𝐻

𝑖
0

𝜀
𝑖
𝐻
𝑇

𝑖
𝜀
𝑖
𝑇𝐻

𝑇

𝑖
−𝜀
𝑖
𝐼 0

(𝐸
𝑎𝑖
+ 𝐸

𝑎𝑑𝑖
)𝑋

𝑖
0 0 −𝜀

𝑖
𝐼

]
]
]
]
]
]

]

< 0, (34)

then system (33) is exponentially stable for any switching signal
𝜎(𝑘) with average dwell time scheme (13), where 𝜇 ≥ 1 satisfies

𝑋
𝑖
≤ 𝜇𝑋

𝑗
, ∀𝑖, 𝑗 ∈ 𝑁. (35)

3.2. 𝐻
∞

Performance Analysis. The following theorem gives
sufficient conditions for the existence of an𝐻

∞
performance

level for system (2).
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Theorem 10. For given positive constants 𝛾 and 0 < 𝛼 < 1/𝑇,
if there exist scalars 𝜀

𝑖
and positive definite symmetric matrices

𝑋
𝑖
and 𝑄

𝑖
, 𝑖 ∈ 𝑁, of appropriate dimensions, such that

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

Δ
𝑖

𝐴
𝑑𝑖
𝑋
𝑖

𝐷
𝑖

𝑇𝑋
𝑖
𝐴
𝑇

𝑖
𝑋
𝑖
𝐶
𝑇

𝑖
𝜀
𝑖
𝐻
𝑖
𝑋
𝑖
𝐸
𝑇

𝑎𝑖

𝑋
𝑖
𝐴
𝑇

𝑑𝑖
−(1 − 𝑇𝛼)

𝜏+1

𝑄
𝑖

0 𝑇𝑋
𝑖
𝐴
𝑇

𝑑𝑖
0 0 𝑋

𝑖
𝐸
𝑇

𝑎𝑑𝑖

𝐷
𝑇

𝑖
0 −𝛾

2

𝐼 𝑇𝐷
𝑇

𝑖
𝐺
𝑇

𝑖
0 0

𝑇𝐴
𝑖
𝑋
𝑖

𝑇𝐴
𝑑𝑖
𝑋
𝑖

𝑇𝐷
𝑖

−𝑇𝑋
𝑖

0 𝜀
𝑖
𝑇𝐻

𝑖
0

𝐶
𝑖
𝑋
𝑖

0 𝐺
𝑖

0 −𝐼 0 0

𝜀
𝑖
𝐻
𝑇

𝑖
0 0 𝜀

𝑖
𝑇𝐻

𝑇

𝑖
0 −𝜀

𝑖
𝐼 0

𝐸
𝑎𝑖
𝑋
𝑖

𝐸
𝑎𝑑𝑖
𝑋
𝑖

0 0 0 0 −𝜀
𝑖
𝐼

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

< 0,

(36)

where Δ
𝑖
= 𝐴

𝑖
𝑋
𝑖
+𝑋

𝑖
𝐴
𝑇

𝑖
+ 𝛼𝑋

𝑖
+ (1 − 𝑇𝛼)(𝜏 − 𝜏 + 1)𝑄

𝑖
, then

system (2) is exponentially stable with an 𝐻
∞

performance
level 𝛾 for any switching signal 𝜎(𝑘) with average dwell time
scheme (13), where 𝜇 ≥ 1 satisfies (14).

Proof. Equation (12) in Theorem 7 can be directly derived
from (36). Thus, system (2) is exponentially stable. We are
now in a position to show the𝐻

∞
performance of system (2).

Choosing the Lyapunov-Krasovskii functional candidate
(15) and following the proof line of Theorem 7, we get

𝛿𝑉
𝑖1
(𝑘)

= 𝑥
𝑇

(𝑘) 𝑃
𝑖
𝛿𝑥 (𝑘) + (𝛿𝑥 (𝑘))

𝑇

𝑃
𝑖
𝑥 (𝑘)

+ 𝑇(𝛿𝑥 (𝑘))
𝑇

𝑃
𝑖
𝛿𝑥 (𝑘)

= 𝑥
𝑇

(𝑘) 𝑃
𝑖
(𝐴

𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)) + 𝐷

𝑖
𝑤 (𝑘))

+ (𝐴
𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)) + 𝐷

𝑖
𝑤 (𝑘))

𝑇

𝑃
𝑖
𝑥 (𝑘)

+ 𝑇(𝐴
𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)) + 𝐷

𝑖
𝑤 (𝑘))

𝑇

× 𝑃
𝑖
(𝐴

𝑖
𝑥 (𝑘) + 𝐴

𝑑𝑖
𝑥 (𝑘 − 𝜏 (𝑘)) + 𝐷

𝑖
𝑤 (𝑘))

= [

[

𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))

𝑤 (𝑘)

]

]

𝑇

Θ̃
𝑖

[

[

𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))

𝑤 (𝑘)

]

]

,

(37)

where

Θ̃
𝑖
=

[
[
[

[

𝑃
𝑖
̂
𝐴
𝑖
+
̂
𝐴
𝑇

𝑖
𝑃
𝑖
+ 𝑇
̂
𝐴
𝑇

𝑖
𝑃
𝑖
̂
𝐴
𝑖
𝑃
𝑖
̂
𝐴
𝑑𝑖
+ 𝑇
̂
𝐴
𝑇

𝑖
𝑃
𝑖
̂
𝐴
𝑑𝑖
𝑃
𝑖
𝐷
𝑖
+ 𝑇
̂
𝐴
𝑇

𝑖
𝑃
𝑖
𝐷
𝑖

̂
𝐴
𝑇

𝑑𝑖
𝑃
𝑖
+ 𝑇
̂
𝐴
𝑇

𝑑𝑖
𝑃
𝑖
̂
𝐴
𝑖

𝑇
̂
𝐴
𝑇

𝑑𝑖
𝑃
𝑖
̂
𝐴
𝑑𝑖

𝑇
̂
𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐷
𝑖

𝐷
𝑇

𝑖
𝑃
𝑖
+ 𝑇𝐷
𝑇

𝑖
𝑃
𝑖
̂
𝐴
𝑖

𝑇𝐷
𝑇

𝑖
𝑃
𝑖
̂
𝐴
𝑑𝑖

𝑇𝐷
𝑇

𝑖
𝑃
𝑖
𝐷
𝑖

]
]
]

]

,

𝛿𝑉
𝑖2
(𝑘) ≤ −𝑇𝛼

𝑘−1

∑

𝑠=𝑘−𝜏(𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠)

+ (1 − 𝑇𝛼) 𝑥
𝑇

(𝑘) 𝑆
𝑖
𝑥 (𝑘)

− (1 − 𝛼𝑇)
(𝜏+1)

𝑥
𝑇

(𝑘 − 𝜏 (𝑘)) 𝑆
𝑖
𝑥 (𝑘 − 𝜏 (𝑘))

+

𝑘−𝜏

∑

𝑠=𝑘+1−𝜏

(1 − 𝑇𝛼)
(𝑘+1−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠) ,

𝛿𝑉
𝑖3
(𝑘) = −𝑇𝛼

−𝜏

∑

𝑙=−𝜏+1

𝑘−1

∑

𝑠=𝑘+𝑙

(1 − 𝑇𝛼)
(𝑘−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠)

+ (1 − 𝑇𝛼) (𝜏 − 𝜏) 𝑥
𝑇

(𝑘) 𝑆
𝑖
𝑥 (𝑘)

−

𝑘−𝜏

∑

𝑠=𝑘+1−𝜏

(1 − 𝑇𝛼)
(𝑘+1−𝑠)

𝑥
𝑇

(𝑠) 𝑆
𝑖
𝑥 (𝑠) .

(38)

It follows from (37)-(38) that

𝛿𝑉
𝑖
(𝑘) + 𝛼𝑉

𝑖
(𝑘) + 𝑧

𝑇

(𝑘) 𝑧 (𝑘) − 𝛾
2

𝑤
𝑇

(𝑘) 𝑤 (𝑘)

= 𝛿𝑉
𝑖
(𝑘) + 𝛼𝑉

𝑖
(𝑘)

+ (𝐶𝑥 (𝑘) + 𝐺𝑤 (𝑘))
𝑇

(𝐶𝑥 (𝑘) + 𝐺𝑤 (𝑘))

− 𝛾
2

𝑤
𝑇

(𝑘) 𝑤 (𝑘)

= [

[

𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))

𝑤 (𝑘)

]

]

𝑇

Θ
𝑖

[

[

𝑥 (𝑘)

𝑥 (𝑘 − 𝜏 (𝑘))

𝑤 (𝑘)

]

]

,

(39)

where

Θ
𝑖
=

[
[
[
[
[
[

[

Π
𝑖

𝑃
𝑖
𝐴
𝑑𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑑𝑖

𝑃
𝑖
𝐷
𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐷
𝑖
+ 𝐶

𝑇

𝑖
𝐺
𝑖

𝐴
𝑇

𝑑𝑖
𝑃
𝑖
+ 𝑇𝐴

𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑖

𝑇𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐴
𝑑𝑖
− (1 − 𝑇𝛼)

𝜏+1

𝑆
𝑖

𝑇𝐴
𝑇

𝑑𝑖
𝑃
𝑖
𝐷
𝑖

𝐷
𝑇

𝑖
𝑃
𝑖
+ 𝑇𝐷

𝑇

𝑖
𝑃
𝑖
𝐴
𝑖
+ 𝐺

𝑇

𝑖
𝐶
𝑖

𝑇𝐷
𝑇

𝑖
𝑃
𝑖
𝐴
𝑑𝑖

𝑇𝐷
𝑇

𝑖
𝑃
𝑖
𝐷
𝑖
+ 𝐺

𝑇

𝑖
𝐺
𝑖
− 𝛾

2

𝐼

]
]
]
]
]
]

]

,

Π
𝑖
= 𝑃

𝑖
𝐴
𝑖
+ 𝐴

𝑇

𝑖
𝑃
𝑖
+ 𝑇𝐴

𝑇

𝑖
𝑃
𝑖
𝐴
𝑖
+ 𝛼𝑃

𝑖
+ (1 − 𝑇𝛼) (𝜏 − 𝜏 + 1) 𝑆

𝑖
+ 𝐶

𝑇

𝑖
𝐶
𝑖
.

(40)
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Applying Lemma 4, we can obtain that Θ
𝑖
< 0 is equivalent

to the following inequality:

[
[
[
[
[
[
[
[
[
[
[
[

[

𝑃
𝑖
𝐴
𝑖
+ 𝐴

𝑇

𝑖
𝑃
𝑖
+ 𝛼𝑃

𝑖
+ (1 − 𝑇𝛼) (𝜏 − 𝜏 + 1) 𝑆

𝑖
𝑃
𝑖
𝐴
𝑑𝑖

𝑃
𝑖
𝐷
𝑖
𝑇𝐴

𝑇

𝑖
𝐶
𝑇

𝑖

𝐴
𝑇

𝑑𝑖
𝑃
𝑖

−(1 − 𝑇𝛼)
𝜏+1

𝑆
𝑖

0 𝑇𝐴
𝑇

𝑑𝑖
0

𝐷
𝑇

𝑖
𝑃
𝑖

0 −𝛾
2

𝐼 𝑇𝐷
𝑇

𝑖
𝐺
𝑇

𝑖

𝑇𝐴
𝑖

𝑇𝐴
𝑑𝑖

𝑇𝐷
𝑖
−𝑇𝑃

−1

𝑖
0

𝐶
𝑖

0 𝐺
𝑖

0 −𝐼

]
]
]
]
]
]
]
]
]
]
]
]

]

<0. (41)

Using diag {𝑃−1
𝑖

𝑃
−1

𝑖
𝐼 𝐼 𝐼} to pre- and post-multiply both

sides of (41), respectively, we have

[
[
[
[
[
[
[
[
[
[
[
[
[

[

𝑀
𝑖

̂
𝐴
𝑑𝑖
𝑃
−1

𝑖
𝐷
𝑖

𝑇𝑃
−1

𝑖

̂
𝐴
𝑇

𝑖
𝑃
−1

𝑖
𝐶
𝑇

𝑖

𝑃
−1

𝑖

̂𝐴
𝑇

𝑑𝑖
−(1 − 𝑇𝛼)

𝜏+1

𝑃
−1

𝑖
𝑆
𝑖
𝑃
−1

𝑖
0 𝑇𝑃

−1

𝑖

̂𝐴
𝑇

𝑑𝑖
0

𝐷
𝑇

𝑖
0 −𝛾

2

𝐼 𝑇𝐷
𝑇

𝑖
𝐺
𝑇

𝑖

𝑇
̂
𝐴
𝑖
𝑃
−1

𝑖
𝑇
̂
𝐴
𝑑𝑖
𝑃
−1

𝑖
𝑇𝐷

𝑖
−𝑇𝑃

−1

𝑖
0

𝐶
𝑖
𝑃
−1

𝑖
0 𝐺

𝑖
0 −𝐼

]
]
]
]
]
]
]
]
]
]
]
]
]

]

< 0,

(42)

where𝑀
𝑖
= 𝐴

𝑖
𝑃
−1

𝑖
+𝑃

−1

𝑖
𝐴
𝑇

𝑖
+𝛼𝑃

−1

𝑖
+(1−𝑇𝛼)(𝜏−𝜏+1)𝑃

−1

𝑖
𝑆
𝑖
𝑃
−1

𝑖
.

Set 𝑄
𝑖
= 𝑃

−1

𝑖
𝑆
𝑖
𝑃
−1

𝑖
and 𝑋

𝑖
= 𝑃

−1

𝑖
; then, substituting (3)

into (42) and applying Lemmas 4 and 5, we can obtain that
(42) is equivalent to (36).

Therefore, one has, for 𝑘 ∈ [𝑘
𝑝
, 𝑘
𝑝+1
),

𝑉 (𝑘) ≤ (1 − 𝑇𝛼)
(𝑘−𝑘𝑝)𝑉

𝜎(𝑘𝑝)
(𝑘
𝑝
) −

𝑘−1

∑

𝑠=𝑘𝑝

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠) ,

(43)

where Λ(𝑠) = 𝑇‖𝑧(𝑠)‖2 − 𝛾2𝑇‖𝑤(𝑠)‖2.
Following the proof line of (28), we obtain

𝑉
𝜎(𝑘)

(𝑘)

≤ 𝜇(1 − 𝑇𝛼)
(𝑘−𝑘𝑞)𝑉

𝜎(𝑘
−

𝑞
)
(𝑘
−

𝑞
)

−

𝑘−1

∑

𝑠=𝑘𝑞

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

≤ 𝜇(1 − 𝑇𝛼)
(𝑘−𝑘𝑞−1)𝑉

𝜎(𝑘𝑞−1)
(𝑘
𝑞−1
)

− 𝜇

𝑘𝑞−1

∑

𝑠=𝑘𝑞−1

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

−

𝑘−1

∑

𝑠=𝑘𝑞

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

= 𝜇
𝑁𝜎(𝑘)(𝑘𝑞−1 ,𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑘𝑞−1)𝑉

𝜎(𝑘𝑞−1)
(𝑘
𝑞−1
)

− 𝜇
𝑁𝜎(𝑘)(𝑘𝑞−1 ,𝑘)

𝑘𝑞−1

∑

𝑠=𝑘𝑞−1

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

−

𝑘−1

∑

𝑠=𝑘𝑞

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

≤ ⋅ ⋅ ⋅

≤ 𝜇
𝑁𝜎(𝑘)(𝑘0 ,𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑘0)𝑉

𝜎(𝑘0)
(𝑘
0
)

− 𝜇
𝑁𝜎(𝑘)(𝑘0 ,𝑘)

𝑘1−1

∑

𝑠=𝑘0

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

− 𝜇
𝑁𝜎(𝑘)(𝑘1 ,𝑘)

𝑘2−1

∑

𝑠=𝑘1

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

− ⋅ ⋅ ⋅ −

𝑘−1

∑

𝑠=𝑘𝑞

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠)

= 𝜇
𝑁𝜎(𝑘)(𝑘0 ,𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑘0)𝑉

𝜎(𝑘0)
(𝑘
0
)

−

𝑘−1

∑

𝑠=𝑘0

𝜇
𝑁𝜎(𝑘)(𝑠,𝑘)

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠) .

(44)

Under the zero initial condition, we get

0 ≤ −

𝑘−1

∑

𝑠=𝑘0

𝜇
𝑁𝜎(𝑘)(𝑠,𝑘)

(1 − 𝑇𝛼)
(𝑘−1−𝑠)

Λ (𝑠) . (45)
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Namely,

𝑘−1

∑

𝑠=𝑘0

𝜇
𝑁𝜎(𝑘)(𝑠,𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑠)

‖𝑧 (𝑠)‖
2

≤ 𝛾
2

𝑘−1

∑

𝑠=𝑘0

𝜇
𝑁𝜎(𝑘)(𝑠,𝑘)

(1 − 𝑇𝛼)
(𝑘−𝑠)

‖𝑤 (𝑠)‖
2

.

(46)

Multiplying both sides of (46) by 𝜇−𝑁𝜎(𝑘)(𝑘0 ,𝑘) leads to

𝑘−1

∑

𝑠=𝑘0

𝜇
−𝑁𝜎(𝑘)(𝑘0 ,𝑠)

(1 − 𝑇𝛼)
(𝑘−𝑠)

‖𝑧 (𝑠)‖
2

≤ 𝛾
2

𝑘−1

∑

𝑠=𝑘0

𝜇
−𝑁𝜎(𝑘)(𝑘0 ,𝑠)

(1 − 𝑇𝛼)
(𝑘−𝑠)

‖𝑤 (𝑠)‖
2

.

(47)

From Definition 3 and (13), we have

𝜇
−𝑁𝜎(𝑘)(𝑘0 ,𝑠) ≤ (1 − 𝑇𝛼)

𝑠−𝑘0 . (48)

Combining (47) and (48) leads to

𝑘−1

∑

𝑠=𝑘0

(1 − 𝑇𝛼)
(𝑠−𝑘0)

(1 − 𝑇𝛼)
(𝑘−𝑠)

‖𝑧 (𝑠)‖
2

≤ 𝛾
2

𝑘−1

∑

𝑠=𝑘0

(1 − 𝑇𝛼)
(𝑘−𝑠)

‖𝑤 (𝑠)‖
2

.

(49)

Then, summing both sides of (49) from 𝑘
0
to∞ leads to

∞

∑

𝑘=𝑘0

(1 − 𝑇𝛼)
(𝑘−𝑘0)

‖𝑧 (𝑘)‖
2

≤ 𝛾
2

∞

∑

𝑘=𝑘0

‖𝑤 (𝑘)‖
2

. (50)

According to Definition 2, we can conclude that the theorem
is true.

The proof is completed.

3.3. 𝐻
∞

Controller Design. In this section, a state feedback
controller 𝑢(𝑘) = 𝐾

𝜎(𝑘)
𝑥(𝑘) will be designed for system

(11) such that the corresponding closed-loop system (51)
is exponentially stable and satisfies an 𝐻

∞
performance.

Consider

𝛿𝑥 (𝑘) = (𝐴
𝜎(𝑘)

+ 𝐵
𝜎(𝑘)
𝐾
𝜎(𝑘)
) 𝑥 (𝑘)

+ 𝐴
𝑑𝜎(𝑘)

𝑥 (𝑘 − 𝜏 (𝑘)) + 𝐷
𝜎(𝑘)
𝑤 (𝑘) ,

𝑧 (𝑘) = 𝐶
𝜎(𝑘)
𝑥 (𝑘) + 𝐸

𝜎(𝑘)
𝑤 (𝑘) ,

𝑥 (𝑘
0
+ 𝜃) = 𝜑 (𝜃) , 𝜃 = −𝜏, −𝜏 + 1, . . . , −1, 0,

(51)

where𝐾
𝑖
, 𝑖 ∈ 𝑁, are the controller gains to be determined. 𝐵

𝑖

are uncertain real-valued matrices with appropriate dimen-
sions and have the following form

𝐵
𝑖
= 𝐵

𝑖
+ 𝐻

𝑖
𝐹
𝑖
(𝑘) 𝐸

𝑏𝑖
. (52)

Theorem 11. Consider system (11). For given positive constants
𝛾 and 0 < 𝛼 < 1/𝑇, if there exist scalars 𝜀

𝑖
, positive definite

symmetric matrices 𝑄
𝑖
and 𝑋

𝑖
, and any matrices𝑊

𝑖
, 𝑖 ∈ 𝑁, of

appropriate dimensions, such that

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

Υ
𝑖

𝐴
𝑑𝑖
𝑋
𝑖

𝐷
𝑖
𝑇(𝐴

𝑖
𝑋
𝑖
+ 𝐵

𝑖
𝑊
𝑖
)
𝑇

𝑋
𝑖
𝐶
𝑇

𝑖
𝜀
𝑖
𝐻
𝑖
(𝐸
𝑎𝑖
𝑋
𝑖
+ 𝐸

𝑏𝑖
𝑊
𝑖
)
𝑇

𝑋
𝑖
𝐴
𝑇

𝑑𝑖
− (1 − 𝑇𝛼)

𝜏+1

𝑄
𝑖

0 𝑇𝑋
𝑖
𝐴
𝑇

𝑑𝑖
0 0 𝑋

𝑖
𝐸
𝑇

𝑎𝑑𝑖

𝐷
𝑇

𝑖
0 −𝛾

2

𝐼 𝑇𝐷
𝑇

𝑖
𝐺
𝑇

𝑖
0 0

𝑇 (𝐴
𝑖
𝑋
𝑖
+ 𝐵

𝑖
𝑊
𝑖
) 𝑇𝐴

𝑑𝑖
𝑋
𝑖

𝑇𝐷
𝑖

−𝑇𝑋
𝑖

0 𝜀
𝑖
𝑇𝐻

𝑖
0

𝐶
𝑖
𝑋
𝑖

0 𝐺
𝑖

0 −𝐼 0 0

𝜀
𝑖
𝐻
𝑇

𝑖
0 0 𝜀

𝑖
𝑇𝐻

𝑇

𝑖
0 −𝜀

𝑖
𝐼 0

(𝐸
𝑎𝑖
𝑋
𝑖
+ 𝐸

𝑏𝑖
𝑊
𝑖
) 𝐸

𝑎𝑑𝑖
𝑋
𝑖

0 0 0 0 −𝜀
𝑖
𝐼

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

< 0, (53)

where Υ
𝑖
= (𝐴

𝑖
𝑋
𝑖
+ 𝐵

𝑖
𝑊
𝑖
) + (𝐴

𝑖
𝑋
𝑖
+ 𝐵

𝑖
𝑊
𝑖
)
𝑇

+ 𝛼𝑋
𝑖
+

(1 − 𝑇𝛼)(𝜏 − 𝜏 + 1)𝑄
𝑖
, then under the state feedback

controller

𝑢 (𝑘) = 𝐾
𝜎(𝑘)
𝑥 (𝑘) , 𝐾

𝑖
= 𝑊

𝑖
𝑋
−1

𝑖
(54)

and the average dwell time scheme (13), the closed-loop system
(51) is exponentially stable with a prescribed𝐻

∞
performance

level 𝛾, where 𝜇 ≥ 1 satisfies (14).

Proof. Replacing 𝐴
𝑖
in (36) with 𝐴

𝑖
+ 𝐵

𝑖
𝐾
𝑖
, we get
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Θ
𝑖
=

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

𝜑
𝑖

𝐴
𝑑𝑖
𝑋
𝑖

𝐷
𝑖
𝑇𝑋

𝑖
(𝐴

𝑖
+ 𝐵

𝑖
𝐾
𝑖
)
𝑇

𝑋
𝑖
𝐶
𝑇

𝑖
𝜀
𝑖
𝐻
𝑖
𝑋
𝑖
(𝐸
𝑎𝑖
+ 𝐸

𝑏𝑖
𝐾
𝑖
)
𝑇

𝑋
𝑖
𝐴
𝑇

𝑑𝑖
− (1 − 𝑇𝛼)

𝜏+1

𝑄
𝑖

0 𝑇𝑋
𝑖
𝐴
𝑇

𝑑𝑖
0 0 𝑋

𝑖
𝐸
𝑇

𝑎𝑑𝑖

𝐷
𝑇

𝑖
0 −𝛾

2

𝐼 𝑇𝐷
𝑇

𝑖
𝐺
𝑇

𝑖
0 0

𝑇 (𝐴
𝑖
+ 𝐵

𝑖
𝐾
𝑖
)𝑋

𝑖
𝑇𝐴

𝑑𝑖
𝑋
𝑖

𝑇𝐷
𝑖

−𝑇𝑋
𝑖

0 𝜀
𝑖
𝑇𝐻

𝑖
0

𝐶
𝑖
𝑋
𝑖

0 𝐺
𝑖

0 −𝐼 0 0

𝜀
𝑖
𝐻
𝑇

𝑖
0 0 𝜀

𝑖
𝑇𝐻

𝑇

𝑖
0 −𝜀

𝑖
𝐼 0

(𝐸
𝑎𝑖
+ 𝐸

𝑏𝑖
𝐾
𝑖
)𝑋

𝑖
𝐸
𝑎𝑑𝑖
𝑋
𝑖

0 0 0 0 −𝜀
𝑖
𝐼

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

< 0, (55)

where 𝜑
𝑖
= (𝐴

𝑖
+𝐵

𝑖
𝐾
𝑖
)𝑋
𝑖
+𝑋

𝑖
(𝐴
𝑖
+𝐵

𝑖
𝐾
𝑖
)
𝑇

+𝛼𝑋
𝑖
+(1−𝑇𝛼)(𝜏−

𝜏 + 1)𝑄
𝑖
.

Denoting𝑊
𝑖
= 𝐾

𝑖
𝑋
𝑖
, (53) is directly obtained.

The proof is completed.

We are now in a position to give an algorithm for deter-
mining𝐾

𝑖
and 𝜏∗

𝑎
.

Algorithm 12. Step 1. Input the system matrices.

Step 2. Choose the parameters 0 < 𝛼 < 1/𝑇 and 𝛾 > 0. By
solving (53), one can obtain the solutions of 𝜀

𝑖
,𝑊

𝑖
,𝑋

𝑖
, and𝑄

𝑖
.

Step 3.By (54), with the obtained𝑊
𝑖
and𝑋

𝑖
, one can compute

the gain matrices𝐾
𝑖
.

Step 4. Compute 𝜇 and 𝜏∗
𝑎
by (13)-(14).

4. Numerical Example

Consider system (11) with parameters as follows:

𝐴
1
= [

0.5 −0.7

0 0.4
] , 𝐴

𝑑1
= [

0.2 0

0 −0.4
] ,

𝐵
1
= [

0.12 0

0.4 −1
] , 𝐶

1
= [0.2 −0.18] ,

𝐷
1
= [

0.01

0
] , 𝐺

1
= 0.01,

𝐻
1
= [

0.05

−0.05
] , 𝐸

𝑎1
= [

−0.11

0.03
]

𝑇

,

𝐸
𝑎𝑑1

= [
0.03

−0.1
]

𝑇

, 𝐸
𝑏1
= [

0.02

−0.01
]

𝑇

,

𝐴
2
= [

1.2 −1.3

1.2 −0.8
] , 𝐴

𝑑2
= [

0 0.3

0.1 0
] ,

𝐵
2
= [

−0.1 0

0 0.3
] , 𝐶

2
= [0.1 −0.18] ,

𝐷
2
= [

0.02

−0.01
] , 𝐺

2
= 0.05,

𝐻
2
= [

0.07

−0.1
] , 𝐸

𝑎2
= [

0.06

−0.13
]

𝑇

,

𝐸
𝑎𝑑2

= [
0.01

−0.03
]

𝑇

, 𝐸
𝑏2
= [

−0.24

0.01
]

𝑇

,

𝐹
1
(𝑘) = 𝐹

2
(𝑘) = sin (𝑘) .

(56)

Choosing 𝜏 = 1, 𝜏 = 0, 𝛼 = 0.9, 𝛾 = 2, and 𝑇 = 0.25 and
solving (53) inTheorem 11, we obtain

𝑋
1
= [

48.9936 28.9063

28.9063 57.2489
] ,

𝑄
1
= [

28.3482 16.5940

16.5940 39.3879
] ,

𝑋
2
= [

7.7646 12.2103

12.2103 35.4768
] ,

𝑄
2
= [

4.3523 9.9187

9.9187 35.9927
] ,

(57)

and the state feedback gain matrices are as follows:

𝐾
1
= [

−25.2606 14.3786

−11.3117 7.9375
] ,

𝐾
2
= [

24.9665 −8.2606

16.0614 −12.3235
] .

(58)

According to (14), we have 𝜇 = 6.5134. Then, from (13),
we get 𝜏

𝑎
> 𝜏

∗

𝑎
= 7.3516. Choosing 𝜏

𝑎
= 7.5, the simulation

results are shown in Figures 1 and 2, where the initial con-
ditions are 𝑥(0) = [−1 1]

𝑇, 𝑥(𝑘) = [0 0]
𝑇, and 𝑘 ∈ [−1, 0)

and the exogenous disturbance input is𝑤(𝑘) = 0.05𝑒−0.5𝑘.The
switching signal with average dwell time 𝜏

𝑎
= 7.5 is shown in
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Figure 1: Switching signal.
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Figure 2: State responses of the closed-loop system.

Figure 1 and the state responses of the corresponding closed-
loop system are given in Figure 2.

From Figures 1 and 2, it is easy to see that the designed
controller can guarantee that the resulting closed-loop system
is exponentially stable. This demonstrates the effectiveness of
the proposed method.

5. Conclusions

In this paper, the robust stability and 𝐻
∞

controller design
problems for time-varying delay switched system using delta
operator approach have been investigated. By using the
average dwell time approach and constructing a Lyapunov-
Krasovskii functional candidate, sufficient conditions for the
existence of a state feedback 𝐻

∞
controller are presented.

Finally, a numerical example is given to illustrate the feasi-
bility of the proposed approach. In our future work, we will
study the problem of robust 𝐻

∞
filtering for delta operator

switched systems with uncertainties and time-varying delays.
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To realize a smooth and quick shift of the positive independent mechanical split path transmission (PIMSPT) equipped with
automatic shifting control system (ASCS), the research on the feasibility of improving shift quality by dynamic and cooperative
controlling engine, steering clutches, and brakes has been conducted.The shifting control method suited to starting gear of PIMSPT
has been proposed.The controlmethod is based on control parameters, such as the driving shaft speed and its derivative.The control
laws of steering clutches and brakes are presented during each gear and stage of shifting. Bench and road test results show that the
proposed shifting control method can not only shorten the shift time, but also decrease the jerk of shifting effectively.

1. Introduction

During the straight driving process of a vehicle equippedwith
PIMSPT, power from the engine is transmitted through the
shifting mechanism and steering mechanism. The splitting
power is converged by planet gear trains on each side of the
transmission and then outputs to driving wheels. Thus, the
shifting mechanism only transmits part of the engine torque,
which means that the torque transmitted by the shifting
mechanism can be decreased. As a result, the power density of
the transmission can be improved. So, the PIMSPT is widely
used in many kinds of track vehicles in the world [1–3].

Figure 1 shows a schematic diagram of a PIMSPT and its
power transmission path.We can see that the PIMSPT shares
the same shifting components with the fixed shaft transmis-
sion, although its structure is very different from the latter.
Because of the difference of the structures, both the driving
shaft and the countershaft of the PIMSPT are rotating when
the vehicle stops, which leads to longer shifting time of start-
ing gear and causes more shifting noise. This paper takes the
PIMSPT shown in Figure 1 as a research subject and conducts
research on the shifting control method for starting gear.

2. Kinematics and Dynamics Analysis

2.1. Dynamic Model of Neutral Position. Assuming that the
gear shift of transmission is in the neutral position before
launching. First, we should separate the main clutch com-
pletely.The planetary carriers are static now.The driving shaft
and the countershaft of the transmission are decelerated by
the resistant torque produced by the oil. Considering the
structure of the PIMSPT, we can set up the kinematic model
and the dynamic model of the transmission in the condition
that the steering clutches or steering brakes are engaged,
according to their status on both sides.

2.1.1. Analysis of Steering Clutches Engagement. When the
clutches on both sides are engaged, respectively, the counter
shaft, steering clutches, and sun gear shaft can be regarded
as a whole. And we can assume that the rotational inertia of
counter shaft can be added to the sun gear shaft. The motion
state of each transmission component can be seen in Figures
2 and 3.

In Figures 2 and 3,𝑇
𝐿
,𝑇
𝑅
represent the resistance imposed

on each side of the planet carrier, respectively, and are caused
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by road resistance, N⋅m; 𝜔
1
, 𝜔
2
represent the angular speed

of the counter shaft and the driving shaft, respectively, rad/s;
𝜔
𝑡𝐿
𝜔
𝑡𝑅

represent the angular speed of the sun gears, rad/s;
𝜔
𝑧𝐿
, 𝜔
𝑧𝑅

represent the angular speed of the steering clutches,
rad/s; 𝐽

1
, 𝐽
2
represent the sum of the rotational inertia of

the counter shaft and the driving shaft with some rotating
components and the equivalent rotational inertia of the free

gears on their own shaft, respectively, kg⋅m2; 𝐽 represents the
rotational inertia converted to the planet carrier shaft due
to the mass of vehicle, kg⋅m2. 𝐽

𝑡
represents the rotational

inertia converted to the sun gear shaft by the counter shaft,
𝐽


𝑡
= 𝑖
2

𝑧
𝐽
1
+ 2𝐽
𝑡
+ 2𝐽
𝑐
, kg⋅m2, where 𝐽

𝑡
and 𝐽
𝑐
represent the

rotational inertia of the sun gears and the steering clutch,
respectively, kg⋅m2. Because 𝐽

1
, 𝐽
2
are much greater than 𝐽

𝑡
,

𝐽
𝑐
, we can assume that 𝐽

𝑡
= 𝑖
2

𝑧
𝐽
1
; 𝑇
1
and 𝑇

2
represent the

resistance moment of the counter shaft and the driving shaft,
respectively, N⋅m; 𝑇

𝑡𝑅
, 𝑇
𝑞𝑅
, and 𝑇

𝑗𝑅
represent, respectively

the resistance moment on the sun gear shaft, driving shaft,
and the planet carrier forced by the planet gears, N⋅m; 𝑇

𝐵𝑑

represents the resistancemoment on the sun gear shaft forced
by the steering brakes of a single side, N⋅m; 𝑇

1
represents the

resistance moment on the sun gear shaft by 𝑇
1
, 𝑇
1
= 𝑖
𝑧
𝑇
1
,

N⋅m;𝑇
𝑑
represents the towing torquewhen themultiplatewet

clutch is separating, N⋅m.
Establishing the equivalent kinetics equations of the sun

gear shaft and the driving shaft according to the force analysis
of Figure 3:

𝐽


𝑡
̇𝜔
𝑡𝑅
= 𝑇
𝑡𝑅
+ 𝑇


1
+ 2𝑇
𝐵𝑑
,

𝐽
2
̇𝜔
2
= 𝑇
𝑞𝑅
− 𝑇
2
.

(1)

In (1), ̇𝜔
𝑡𝑅
, ̇𝜔
2
represent the angular acceleration of the sun

gear shaft and the driving shaft, respectively, rad/s2. And ̇𝜔
𝑅
=

̇𝜔
1
/𝑖
𝑧
, ̇𝜔
1
represents the angular acceleration of the counter

shaft, rad/s2.
The speed and resistance moment of a single planetary

gear set satisfy the following equations:

𝜔
𝑡
+ 𝑘𝜔
𝑞
= (1 + 𝑘) 𝜔

𝑗
,

̇𝜔
𝑡
+ 𝑘 ̇𝜔
𝑞
= (1 + 𝑘) ̇𝜔

𝑗
,

𝑇
𝑡
: 𝑇
𝑞
: 𝑇
𝑗
= 1 : 𝑘 : (1 + 𝑘) .

(2)
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ics analysis of the components of the gear box before launching in
the condition of the steering brakes engaged.

In (2), 𝜔
𝑡
, 𝜔
𝑞
, and 𝜔

𝑗
represent the angular speed of the

sun gear shaft, ring shaft, and the planet carrier, respectively,
rad/s; ̇𝜔

𝑡
, ̇𝜔
𝑞
, ̇𝜔
𝑗
represent the angular acceleration of them,

rad/s2; and 𝑇
𝑡
, 𝑇
𝑞
, and 𝑇

𝑗
represent the resistance moment on

them, N⋅m.
When 𝜔

𝑗
= 0, ̇𝜔

𝑗
= 0, we can calculate the angular accel-

eration of the counter shaft and the driving shaft according to
(1) and (2):

[
̇𝜔
1

̇𝜔
2

] =
−1

𝐽
2
+ 𝑘2𝑖2
𝑧
𝐽
1

[
(𝑘𝑖
𝑧
)
2

𝑘𝑖
𝑧
2𝑘
2

𝑖
𝑧

𝑘𝑖
𝑧

1 2𝑘
][

[

𝑇
1

𝑇
2

𝑇
𝐵𝑑

]

]

, (3)

𝑇
𝑗𝑅
=

1 + 𝑘

𝐽
2
+ 𝑘2𝑖2
𝑧
𝐽
1

[−𝑖
𝑧
𝐽
2
𝑘𝑖
2

𝑧
𝐽
1
−2𝐽
2
] [

[

𝑇
1

𝑇
2

𝑇
𝐵𝑑

]

]

. (4)

2.1.2. Analysis of Steering Brakes Combination. When the
steering brakes of both sides are engaged and the steering
clutches of both sides are released, the counter shaft and the
sun gears move independently. The motion state and stress
state of each component are shown in Figures 4 and 5.

In Figures 4 and 5,𝑇
𝐶𝑑

represents the towing torque of the
steering clutches, N⋅m; 𝑇

𝐶𝑑
represents the equivalent torque

on the counter shaft by𝑇
𝐶𝑑
,𝑇
𝐶𝑑
= 𝑇
𝐶𝑑
/𝑖
𝑧
, N⋅m.𝑇

𝐵
represents

the braking torque on the sun gear shaft forced by the steering
brakes, N⋅m.
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Figure 6: The diagram of the kinematics and dynamics analysis of
the components of the gear box in the synchronizing stage of 2nd
gear in the condition of the steering brakes being engaged.

Establishing the kinetics equations of the counter shaft,
the driving shaft, and the sun gear shaft according to the force
analysis of Figure 5,

𝐽
1
̇𝜔
1
= −𝑇
1
− 2𝑇


𝐶𝑑
,

𝐽
𝑡
̇𝜔
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+ 2𝑇
𝐶𝑑
,

𝐽
2
̇𝜔
2
= 𝑇
𝑞𝑅
− 𝑇
2
.

(5)

When 𝜔
𝑗
= 0, ̇𝜔

𝑗
= 0, we can calculate the following results

according to (2) and (5):

[
̇𝜔
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]

×

[
[
[

[
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𝐶𝑑

]
]
]

]

,

(6)

𝑇
𝑗𝑅
=

1 + 𝑘

𝐽
2
+ 𝑘2𝐽
𝑡

[𝑘𝐽
𝑡
−𝐽
2
−2𝐽
2
] [

[

𝑇
2

𝑇
𝐵

𝑇
𝐶𝑑

]

]

. (7)

2.1.3. Analysis Conclusion. By comparing (3) with (6), we
know that the angular speeds of the counter shaft and the
driving shaft decrease faster when the main clutch is released
and the steering brakes are engaged.

2.2. Dynamic Model of Shifting Process. Taking the shifting
process of 2nd gear as an example, synchronizer is used dur-
ing this shifting process. According to Figure 6, we know that
when the vehicle is launching with 2nd gear, the synchronizer
rotates in opposite direction to the 2nd gear and the angular
speeds are 𝜔

2
and 𝜔

2𝑏
= 𝜔
1
/𝑖
2
, respectively. When they reach

the same speed, the angular speed difference value of the
synchronizer and the 2nd gear should be zero.

We divide the shifting process into two stages: synchro-
nizer gap elimination and synchronizer working. And then
we analyze the conditions of the steering clutches and the
steering brakes of both sides when they are engaged.We have
analyzed the former condition in Section 2.1.
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Figure 7: The diagram of the equivalent kinematics and dynamics
analysis of the components of the gear box in the synchronizing stage
of 2nd gear in the condition of steering brakes being engaged.

2.2.1. Analysis of Shifting Process in the Condition of Steering
Clutches Engaged. Under the action of shifting force, there
are equal and opposite torque on the friction cone of the
synchronizer and the driving gear. The synchronizing torque
on the driven gear in 2nd gear is transmitted to the counter
shaft by the constant mesh gear of 2nd gear. The motion state
and stress state of each component in this condition can be
seen in Figure 6.

In Figures 6 and 7, 𝑇
𝑠
represents the torque on the

synchronizer, N⋅m; 𝑇
𝑠
represents the torque transmitted to

the counter shaft, 𝑇
𝑠
= 𝑇
𝑠
/𝑖
2
, N⋅m; 𝑇

𝑠
represents the

equivalent torque on the sun gear shaft by 𝑇
𝑠
, 𝑇
𝑠
= 𝑇
𝑠
𝑖
𝑧
/𝑖
2
,

N⋅m.Other parameters have the samemeaning asmentioned
previously.

Establishing the kinetics equations of the sun gear shaft,
driving shaft, and the sun gear shaft according to the force
analysis of Figure 7,

𝐽


𝑡
̇𝜔
𝑡𝑅
= 𝑇
𝑡𝑅
+ 𝑇


1
+ 2𝑇
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𝑠
, (8)

𝐽
2
̇𝜔
2
= 𝑇
𝑞𝑅
− 𝑇
2
− 𝑇
𝑠
. (9)

According to (8) and (9), we can calculate the angular
accelerations ( ̇𝜔

1𝑡2
, ̇𝜔
2𝑡2
) of the counter shaft and the driving

shaft during synchronization:

[
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×
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.

(10)

When the angular acceleration is constant, the relation of the
angular speed and the angular acceleration is as follows:

̇𝜔 =
(𝜔
𝑒
− 𝜔
𝑏
)

𝑡
. (11)

In (11), 𝑡 represents the action time, s; 𝜔
𝑏
represents the

angular speed when the angular acceleration has a certain

value, rad/s; and 𝜔
𝑒
represents the angular speed when the

angular acceleration stays zero, rad/s.
If 𝜔
1𝑡0
, 𝜔
2𝑡0

represent the angular speeds of the counter
shaft and the driving shaft in 𝑡

0
, then we can calculate the

angular speeds (𝜔
1𝑡1
,𝜔
2𝑡1
) of themwhen the synchronization

process begins.
According to (9), (10), and (11), the time of the stage before

the synchronization process can be calculated, 𝑡
01
= 𝑡
1
− 𝑡
0
,

𝑡
12
= 𝑡
2
−𝑡
1
. Andwe can also get the functional relationship of

the synchronizing torque, the angular speeds of the counter
shaft, and the driving shaft when synchronization begins and
the synchronization time is

𝑡
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(14)

Based on energy conservation law, the friction work
produced in the process of synchronization can be calculated
by the following:

𝑊
𝑠
=
1

2
𝐽
1
𝜔
2

1𝑡1
+
1

2
𝐽
2
𝜔
2

2𝑡1
− (𝑇
1
𝜔
1𝑡1
+ 𝑇
2
𝜔
2𝑡1
)

− ∫

𝑡2

𝑡1

2𝑇
𝐵𝑑
𝜔
1𝑡1
𝑑𝑡.

(15)

In this equation, 𝑊
𝑠
represents the friction work of the

synchronizer, 𝐽.
From (12), we know that the friction work of the syn-

chronizer is directly proportional to the angular speed of the
counter shaft and the driving shaft when the synchronization
begins. Thus, the friction work can be reduced by reducing
𝜔
1𝑡1

and 𝜔
2𝑡1
. When the steering clutches of both sides are
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engaged, the synchronization torque and the slipping work
can be reduced by extending the time before synchronization,
but it will cause a longer shifting time.

2.2.2. Analysis of Shifting Process When Steering Brakes in
Condition of Combination. When the steering brakes of both
sides are engaged, the transitive relation between the counter
shaft, and the sun gear is cut off. The motion state and stress
state of each transmission component can be seen in Figure 8.

Establishing the kinetics equations of the counter shaft,
the sun gear shaft and the driving shaft according to the force
analysis of Figures 8 and 9, the angular speeds ( ̇𝜔

1𝑡2
, ̇𝜔
2𝑡2
)

of the counter shaft, and the driving shaft in this stage are
calculated:

[
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]
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]
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]
]
]

]

.

(16)

When the steering brakes are engaged, the synchroniza-
tion time (𝑡

01
, 𝑡
12
) of the beginning and ending stage can

be calculated in a similar way. And we can also obtain
the functional relationship of the synchronizing torque, the
angular speed of the counter shaft and the driving shaft when
the synchronization begins:

𝑡
01
=

{{{{{

{{{{{

{
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(19)

Based on energy conservation law, the fraction work
produced in the process of synchronization can be calculated:

𝑊
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=
1

2
𝐽
1
𝜔
2

1𝑡1
+
1

2
𝐽
2
𝜔
2
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− [𝑇
1
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2
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(
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𝑖
𝑧

)𝑑𝑡.

(20)

When the steering brakes are engaged and the steering
clutches are in combination condition, the influence on
synchronizing torque and slipping work at the beginning
of synchronization is the same, which is affected by the
counter shaft and driving shaft’s angular speeds and the
synchronization time.

2.2.3. Comparison and Analysis of the Two Types of Shifting
Processes. By comparing (12)with (17), it is obvious thatwhen
the angular speed of the counter shaft is the same as the
angular speed (𝜔

1𝑡1
) of synchronization starting, the steering

brakes in the engagement condition takes less time than the
steering clutches in the engagement condition. Since 𝑇

𝐵
≫

𝑇
1
> 𝑇
2
, the angular speed of the driving shaft when the

steering brakes are engaged is less than that in 𝑡
1
, which is

equivalent to reducing the speed difference of the initiative
and passive parts of the synchronizer.

Comparing (14) with (19), the conclusion that the syn-
chronizing torque in the steering brakes engaged condition is
less than that in the steering clutches engaged conditionwhen
the synchronous time and the angular speed of the counter
shaft are the same can be obtained.

Comparing (15) with (20), it is noticeable that the fraction
work in the steering brakes engaged condition is less than that
in the steering clutches engaged condition when the initial
angular speeds of the counter shaft are the same (𝜔

1𝑡1
) in both

conditions.



6 Mathematical Problems in Engineering

Memory
n2d

Shift starts

Shift ends

Temperature

Shifting
controller

adaptive

Steering brake

Shifting actuator

Steering clutch

PIMSPT
Speed of

driving shaft

Figure 10: Diagram of control block of shifting into 1st gear.

To sum up, during the shifting process of starting gear,
the shift time, the shift force, and the fraction work of the
synchronizer can be reduced by breaking the steering brakes
of both sides. As a result, the shift quality can be improved.

3. Shifting Control Method for Staring Gear

Aiming at optimizing the shifting control of an automatic
mechanical transmission (AMT) used in vehicles, Yang et
al. proposed a method of optimal shifting control based on
pattern recognition and a learning algorithm [4]. Bóka et al.
use a simple mechanical model to define the reduction of the
speed difference between the synchronizers in order to obtain
a smooth gear shifting [5]. Qi et al. analyze the principle of
gear shifting in a hydraulic system and obtain an expert PID
control to reduce the shifting vibration and time [6].

But the above researches and other relative researches [7–
11] are only validated through simulation and limited to the
traditional manual transmission which is not satisfied with
the PIMSPT.

According to the analysis of Section 2, the requirements
for steering clutch and brake control might be different
depending on the different starting gears. So the shifting
control strategies of two starting gears are introduced, respec-
tively.

3.1. Shifting Control Strategy of First Gear

3.1.1. Selection of the Control Parameters. By controlling the
steering brakes and imposing braking torque to the sun gear,
the absolute value of the driving shaft angular velocity can
be increased and the time of the driving shaft achieving ideal
shifting rotation speed can be shortened. However, if the
driving shaft rotation speed is too low during shifting, it may
cause the sliding teeth sleeve to stop because the teeth of
synchronization loop makes shifting difficult. Therefore, the
key of the control process is to choose an appropriate shifting
rotation speed of the driving shaft.

The driving shaft rotation speed and rotational accelera-
tion can be used to describe the status and trend of driving
shaft quickly and accurately, and they can be obtained by
finite difference method. So, the driving shaft rotation speed
and its derivative are used as the control parameters in the
control process.

3.1.2. The Stage of Steering Brake Control. By imposing brak-
ing torque to the sun gear, the driving shaft rotation speed
will slow down to an expected value with the control of
the steering brakes. The value is inverse proportional to the
temperature of transmission oil, and the relationship function
can be calibrated by test. Due to the large reserve coefficient
of brake, improper control might make the driving shaft
rotation speed slow down to zero quickly. To address the issue
and get a good performance, the incremental PD control can
be adopted in the deceleration process. In the future, some
advanced control methods such as robust control [12–14] can
be applied.

3.1.3. The Stage of Shifting Control. This phase needs to con-
trol steering brakes and remove the braking torque imposed
on the sun gear and meanwhile maintain the steering clutch
separated. Steering clutch can be controlled to separate
completely; at this time the sun gear of confluence planetary
row is free. The planet carrier connects with the vehicle, and
the degree of freedom of planetary row can be considered
as one. When the sliding gear sleeve engages into the tooth,
the driving shaft speed 𝑛

2
changes directly in response to the

disturbance of the sun gear and it will not impact the vehicle.
Therefore, steering clutch displacement is selected as a shift
operation trigger in this stage.

The whole control process diagram is shown in Figure 10.
The control process flow diagram is shown in Figure 11,
𝑙𝑠𝑡disengage is the steering clutch displacement, 𝑡𝑥 is the shifting
piston displacement, and 𝑡𝑥min is the piston displacement
after shifting to 1st gear.

3.2. Shifting Control Strategy of Second Gear. When the gear
shift is in the neutral position, the power flows as follows:
by twice outer meshing between splitter gear and planetary
gear of confluence planet row, the counter shaft transmits
the torque to the driving shaft, making the driving shaft and
the counter shaft rotate in the same direction, as shown in
Figure 12A. However, after shifting to 2nd gear, the rotation
of driving shaft and counter shaft is in the opposite direction,
as shown in Figure 12C.The direction of rotation of each axis
is as follows: rotation direction of counter shaft 𝜔

1
and the

sun gear planetary row 𝜔
𝑡
must be the same, but they are

the outer meshing and the direction of rotation is different;
the steering clutch should be ensured that they are separated.
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Shifting into 1st gear

Main clutch separates

Steering clutch and
brake fills oil
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Controller
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No
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pressure control

Steering clutch
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Shifting force control
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Figure 11: Diagram of control flow of shifting into 1st gear.
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Figure 12: Three components velocity direction of planetary line schematic.
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Figure 13: Diagram of control flow of shifting into 2nd gear.
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Figure 14: The shifting process with the controlling method.

When shifting to 2nd gear, the rotation direction of driving
shaft (ring gear wheel) 𝜔

2,𝑞
changes from A to C, and it must

pass through the state B, as shown in Figure 12. In order
to reduce the shifting time, steering clutch can be separated
before shifting, and the maximum braking torque is imposed
to the sun gear by controlling steering brake tomake sure that
the driving shaft speed is reduced to zero quickly, as shown in
Figure 12B.

Then, a shifting action can be made after steering clutch
separating completely.The diagram of control flow of shifting
starting 2nd gear is shown in Figure 13.
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Figure 15: The shifting process without the controlling strategy.

4. Experimental Researches

The automatic shift control system for the PIMSPT was
designed [15, 16]. Experiments of shifting process of 2nd gear
are conducted with and without the strategy of controlling
the steering clutches and steering brakes. The curves of the
process can be seen in Figures 14 and 15.

In Figure 14, A∼B represents the separating process of the
main clutch; B∼D represents the decline stage of the angular
speed of driving shaft; B∼C represents the response time of
the control stage; D∼E represents the oil charging stage of
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hydrocylinder during shifting process and the stage of elimi-
nating synchronizer gap; E∼F represents the accomplishment
of shifting action with synchronizer working.

In Figure 15, A∼B represents the separating process of
the main clutch; B∼C represents the decline stage of the
angular speeds of driving and counter shaft to a reasonable
shift speed; C∼E represents the oil charging stage of hydro-
cylinder during shift process and the stage of eliminating
synchronizer gap; E∼F represents the accomplishment of
shifting action with synchronizer working.

Comparing Figure 14 with Figure 15, it is obvious that the
stage E∼F of Figure 14 parallels the stage D∼E of Figure 15.
From the figures, we can make a conclusion that when the
shifting jerks are the same, the shifting time could be reduced
over 50% by adopting the new shifting control strategy.

5. Conclusions

As the main clutch of the positive independent mechanical
split path transmission is released, the speed of countershaft
and driving shaft can be descended faster by controlling the
steering clutches and brakes. Based on this mechanism, the
shifting time can be shortened and the shifting jerk can be
reduced as well with steering clutches and brakes control,
which take the driving shaft speed as a closed-loop control
parameter and can actively control the speed difference
between the driving part and passive part of synchronizer.
Subsequently, this control strategy has been approved with
a road test of vehicle that it can improve the shift quality
effectively.
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Road sensor network is an important part of vehicle networks system and is critical for many intelligent automobile scenarios, such
as vehicle safety monitoring and transportation efficiency supporting. Localization of sensors is an active and crucial issue to most
applications of road sensor network. Generally, given some anchor nodes’ positions and certain pairwise distance measurements,
estimating the positions of all nonanchor nodes embodies a nonconvex optimization problem. However, due to the small number
of anchor nodes and low sensor node connectivity degree in road sensor networks, the existing localization solutions are ineffective.
In order to tackle this problem, a novel distributed localizationmethod based on game theory for road sensor networks is proposed
in this paper. Formally, we demonstrate that our proposed localization game is a potential game. Furthermore, we present several
techniques to accelerate the convergence to the optimal solution. Simulation results demonstrate the effectiveness of our proposed
algorithm.

1. Introduction

A wireless sensor network (WSN) usually consists of a large
number of static sensor nodes that organize themselves into
multihop networks [1]. Sensor nodes are able to measure var-
ious parameters of the environment and transmit collected
data to the sink node through multihop communication.
Once the sink node received the sensed data, it processes
and forwards it to the users. Roadways, which are mainly
used for the transportation of people, are one of the typical
application areas for WSNs. Recently, roadways equipped
with intelligent sensor nodes have prompted the emergence
of road sensor network, which is a new type of WSN and
is considered as a promising solution to effectively enhance
the driving safety and mobility [2]. Furthermore, the U.S.
Department of Transportation (DOT) and many automobile
companies (e.g., General Motors and Toyota) have started
to apply the WSN technology to the Intelligent Transporta-
tion Systems (ITS) infrastructures [3–5]. In addition, the
European Telecommunications Standards Institute (ETSI)
has been making globally applicable standards for Intelligent
Transportation Systems integrated with WSNs [6], in which
sensor nodes are deployed on the roadways to monitor the

road condition (e.g., road construction sites or obstacles) and
to announce such condition to vehicles through vehicle-to-
vehicle or infrastructure-to-vehicle communications.

Localization technology has become one of the key
technologies of road sensor networks [7]. Firstly, node local-
ization is crucial for potential location-aware applications
of ITS, such as surveillance and target tracking. Secondly,
node location is needed for geographic message forwarding,
geographic hash tables, coverage control, energy conser-
vation algorithms, and others [7–9]. Finally, security can
also be enhanced by location awareness [10]. In wireless
sensor networks, many localization approaches have been
proposed. These algorithms can be classified into coarse-
and fine-grained localization, respectively. The former relies
on lower hardware but is less accurate, while the latter
facilitates higher precision of position determination and
may represent the most suitable ones. In these fine-grained
localization techniques, only a fraction of the nodes, named
as anchor nodes, are endowed with their exact coordinates
through GPS or manual placement, while the remaining
nodes, referred to as nonanchor nodes, are able to calculate
their distances to nearby nodes through measurement-based
techniques, such as received signal strength (RSS) [11], angle
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of arrival (AoA) [12], or time of arrival (ToA) [13]. Hence,
assuming that the coordinates of anchor nodes are known and
obtaining pairwise distance measurements between nearby
nodes, the fine-grained localization problem is to estimate
the positions of all nonanchor nodes. It is important to rec-
ognize that this problem can be formulated as multivariable
nonconvex optimization problem [14], which has proven
to be rather difficult [15]. In response to a multivariable
nonconvex optimization task, three different approaches have
been presented, namely, multidimensional scaling (MDS)
[16], semidefined programming (SDP) [17], and stochastic
optimization [14, 18]. MDS, applied widely in data analysis,
hinges on obtaining the relative coordinates of each node
based on a starting distance matrix. On the other hand,
SDP relaxes the original nonconvex optimization problem
and obtains an approximate solution at a reduced compu-
tational effort. Since the relaxation may increase estimation
error, additional refinements, such as gradient descent search
procedures, are often employed to refine the initial solutions
obtained by SDP [19]. Finally, the third class of techniques
considers the heuristic optimization algorithms to efficiently
solve the localization problem, such as simulated annealing
(SA), genetic algorithms, or pareto archived evolution strate-
gies (PAES). However, all these methods discussed above
cannot be directly applied to road sensor networks, which
is mainly because that these methods ignore two important
characteristics in road networks. One is that; in road sensor
networks, sensors are deployed with only a small number of
anchor nodes; the other is that the localization estimation
in road sensor networks should be executed in a distributed
manner, and previous works using centralized localization
may result in severe communication congestion and high
computational complexity. Although some distributed fine-
grained localization methods (e.g., distributed SDP [20]
and distributed MDS [21]) have been proposed to improve
network performance recently, however, existing distributed
methods tend to have worse localization accuracy than
centralized methods, which are further exacerbated by the
fact that the number of anchor nodes is sufficiently small
and the network connectivity degree is not sufficiently high.
Hence, exploiting distributed localization algorithm with
high localization accuracy guarantee is of great importance
for road sensor networks.

In this work, we develop a computationally efficient and
distributed localizationmethod for road sensor network.The
proposed method borrows the model from game theory,
which is a mathematical tool, particularly useful in the
network engineering field tomodel highly complex scenarios.
This mathematical tool provides researchers with the ability
to model individual or independent decision makers called
“players.” Every player interacts with other players and has an
impact on their decisions.Thedynamics of the localization, in
which pure mathematical analysis has been met with limited
success, closely resemble this observation. It has recently
come to our attention that some works have also applied
game theory forWSNs [22, 23]. In [22], the authors proposed
a localization game in wireless sensor networks, where the
two-player game model is used to assess the reliability of
the node localization data, thus identifying the attacker node

and enhancing the security of WSNs. In [23], the coalition
game theory is applied to form coalitions, which can reduce
communication costs and track mobile target. The major
differences between their work and ours lie, however, in that,
(i) in our work, we intend to achieve a fully distributed
localization with high localization accuracy. We have given
a theoretical proof on the fact that the localization game
is a potential game; (ii) our distributed sensor localization
algorithm is based on the above theoretical analysis and is
hence theoretically founded; (iii) we have presented new
methods to accelerate the convergence for the localization
game.

The rest of the paper is organized as follows. Section 2
presents the assumptions, network model, and design con-
siderations. A fully distributed localization scheme based on
potential game is proposed in Section 3. Section 4 gives the
simulation results, and Section 5 concludes our paper.

2. Network Model

In this section, we present our network model and basic
assumptions. Consider a 2D road sensor network composed
of 𝑁 sensor nodes with position 𝑝

𝑖
= (𝑥
𝑖
, 𝑦
𝑖
) ∈ 𝑅

2, 𝑖 =

1, . . . , 𝑁, where 1 to 𝑁
𝑛
(𝑁
𝑛

< 𝑁) are nonanchor nodes
to be localized and 𝑁

𝑛+1
to 𝑁 are anchor nodes whose

positions are known a priori. We adopt a simple disk model
for network connectivity determination, and if the distance
between nodes 𝑖 and 𝑗, denoted by 𝑟

𝑖𝑗
, is less than the physical

communication range 𝑅
𝑐
, we say that nodes 𝑖 and 𝑗 are

neighbor nodes, and thus can communicate and obtain a
(noisy) distance measurement 𝑑

𝑖𝑗
using some measurement

technique (see Section 1), and it is represented as

𝑑
𝑖𝑗

= 𝑟
𝑖𝑗
+ 𝑒
𝑖𝑗
, (1)

where 𝑟
𝑖𝑗

= ‖𝑝
𝑖
− 𝑝
𝑗
‖ represents the true distance between

𝑖 and 𝑗 (‖ ‖ denotes the norm-2 operator) and 𝑒
𝑖𝑗

= 𝑒
𝑗𝑖
is

the corresponding measurement error. The statistics on this
measurement error depend on the ranging technique used
in [24]. Considering that the RSS-based distance estimation
can easily be achieved in most modern wireless systems,
the measurement error model used in our paper is similar
to [15, 18, 19], which are independent and follow a zero-
mean Gaussian distribution with an unknown variance 𝜎

2,
𝑒
𝑖𝑗
∼𝑁(0, 𝜎

2

𝑖𝑗
). Further, we assume range measurements are

symmetric; that is, 𝑑
𝑖𝑗

= 𝑑
𝑗𝑖
, for all 𝑖, 𝑗.

Based on the above disk model, each node can easily
determine which other nodes it can directly communicate
with, and we define 𝑁

𝑖
as the neighbor set of node 𝑖, and it

can be represented as

𝑁
𝑖
= {𝑗 ∈ 𝑁, 𝑗 ̸= 𝑖 :


𝑝
𝑖
− 𝑝
𝑗


≤ 𝑅
𝑐
} . (2)

Without loss of generality, we assume the position of
nonanchor node 𝑖 ∈ {1, . . . , 𝑁

𝑛
} that is estimated by the

localization algorithm as 𝑝
𝑖
= {𝑥
𝑖
, 𝑦
𝑖
}, so that the estimated
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distance 𝑑(𝑝
𝑖
, 𝑝
𝑗
) between two neighbor sensors 𝑖 and 𝑗 can

be calculated as

𝑑 (𝑝
𝑖
, 𝑝
𝑗
) =

{

{

{


𝑝
𝑖
− 𝑝
𝑗


, if 𝑗 is an anchor node,


𝑝
𝑖
− 𝑝
𝑗


, otherwise.

(3)

The difference of 𝑑
𝑖𝑗
and 𝑑(𝑝

𝑖
, 𝑝
𝑗
) is denoted by 𝛿(𝑝

𝑖
, 𝑝
𝑗
)

and is determined as follows:

𝛿 (𝑝
𝑖
, 𝑝
𝑗
)

= {
(𝑑
𝑖𝑗
− 𝑑 (𝑝

𝑖
, 𝑝
𝑗
))
2

, if nodes 𝑖 and 𝑗 are neighbors,
0, otherwise.

(4)

If all the nonanchor nodes are localized accurately,
𝛿(𝑝
𝑖
, 𝑝
𝑗
) tends to 0. Obviously, the goal of the localization

algorithm is to estimate the position of all nonanchor nodes
as accurately as possible, and it can be defined as the following
optimization problem:

Min 𝑈Net =

𝑁𝑛

∑

𝑖=1

∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) . (5)

To this purpose, for any nonanchor node 𝑖, its own utility
function can be defined as

Min ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) . (6)

3. Distributed Localization Based on
Game Theory

In this section, we firstly present the distributed localization
scheme applying the game theory and then present the
techniques that can be adopted to improve convergence
speed. The main objective of such modeling is to achieve the
precise localization using themathematical analyses provided
by the game theory framework.

In our algorithm, each nonanchor node is considered as
a decision maker in the game. All the game players, denoted
by 𝐴 = {1, 2, . . . , 𝑁

𝑛
}, have a common strategy space S = {𝑠

𝑖
},

for all 𝑖 ∈ 𝐴. In this context, we map the estimated position
as its chosen strategy, and the strategy of the player 𝑖 is its
estimated location 𝑠

𝑖
= {𝑥
𝑖
, 𝑦
𝑖
}. The game profile is defined

as the Cartesian product of the players’ strategy vector, Ψ =

×
𝑖∈𝐴

𝑠
𝑖
= 𝑠
1
× 𝑠
2

× ⋅ ⋅ ⋅ × 𝑠
𝑁𝑛
. Note that a game profile includes

one strategy for each player. Similarly, 𝑠
−𝑖

is defined as the
strategy set chosen by all the other players except player 𝑖.

We assume that each player has a decision module to
select its location based on its local information and observa-
tion.More specifically, we consider a practical scenario where
each player only knows the information of its neighbors.
Therefore, for each player, say 𝑖, the location 𝑠

𝑖
= {𝑥
𝑖
, 𝑦
𝑖
}

should be selected to minimize the following:

𝑈
𝑖
(Ψ) = 𝑈

𝑖
(𝑠
𝑖
, 𝑠
−𝑖
) = ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) , (7)

where 𝑈
𝑖
(Ψ) is defined as the utility function of player 𝑖 ∈ 𝐴.

From the network’s perspective, it is desirable to obtain
the optimum location selection Ψ

∗ which minimizes the
network cost function given by

𝑅 (Ψ) =

𝑁𝑛

∑

𝑖=1

∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) . (8)

In order to achieve an optimal value for𝑈
𝑖
(Ψ), the players

will negotiate and change their interdependent strategies in
Ψ. Then, two important issues will arise: (i) whether they will
ever reach a consensus, or a steady state, and (ii) if the steady
state exists, whether the steady state of the game is also the
precise localization of the whole network.

Definition 1 (Nash equilibrium, NE). A strategy 𝑠
∗

∈ Ψ is a
NE if it satisfies

𝑈
𝑖
(𝑠
∗

) ≤ 𝑈
𝑖
(𝑠


𝑖
, 𝑠
−𝑖
) , ∀𝑠



𝑖
∈ 𝑆, ∀𝑖 ∈ 𝐴. (9)

According to this definition, no player can benefit by
deviating from its strategy if other players do not change
theirs. In other words, this result guarantees an agreement
for negotiations among all the players. However, no optimal
outcome or fairness is intrinsically guaranteed. Nevertheless,
we show that the sensor location game falls into the category
of potential games, where the existence of Nash equilibrium
can be established.

Definition 2 (potential game). A game is defined as a poten-
tial game in which a potential function 𝑃 exists, such that

𝑃 (𝑠
𝑖
, 𝑠
−𝑖
) − 𝑃 (𝑠



𝑖
, 𝑠
−𝑖
) = 𝑈

𝑖
(𝑠
𝑖
, 𝑠
−𝑖
) − 𝑈
𝑖
(𝑠


𝑖
, 𝑠
−𝑖
) , ∀𝑖,

(10)

where 𝑠
𝑖
and 𝑠


𝑖
are two arbitrary strategies.

Potential game is a specific type of games. And if a game
is a potential one, there exists at least one pure strategy NE
for such a game. Moreover, all NEs are either local or global
optimal solutions of the potential function 𝑃.

Theorem 3. Nonanchor node localization game is a potential
game, and has a Nash equilibrium, which minimizes, either
locally or globally, the following function:

𝑃 (𝑠
𝑖
, 𝑠
−𝑖
) =

1

2
∗ 𝑅 (Ψ) . (11)

Proof. Without loss of generality, let us assume sensor node
𝑖 is updating its location selection unilaterally, given the
location selections of other sensors, that is, 𝑠

−𝑖
. For two

feasible location selection strategies 𝑠
𝑖
and 𝑠


𝑖
, the performance

difference for sensor node 𝑖 is calculated as

𝑈
𝑖
(𝑠
𝑖
, 𝑠
−𝑖
) − 𝑈
𝑖
(𝑠


𝑖
, 𝑠
−𝑖
) = ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) − ∑

𝑗∈𝑁𝑖

𝛿 (𝑝


𝑖
, 𝑝
𝑗
) .

(12)
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We next rewrite the function 𝑃 and obtain

𝑃 (𝑠
𝑖
, 𝑠
−𝑖
) =

1

2
∗

𝑁𝑛

∑

𝑖=1

∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
)

=
1

2
∗ ( ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) +

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

∑

𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
))

=
1

2
∗ ( ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
)

+

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

( ∑

𝑗 ̸= 𝑖,𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
)

+𝛿 (𝑝
𝑘
, 𝑝
𝑖
)))

=
1

2
∗ ( ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) +

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

∑

𝑗 ̸= 𝑖,𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
)

+

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

𝛿 (𝑝
𝑘
, 𝑝
𝑖
)) .

(13)

According to (4), if nodes 𝑘 and 𝑖 are not neighbors,
𝛿(𝑝
𝑘
, 𝑝
𝑖
) = 0; then we have

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

𝛿 (𝑝
𝑘
, 𝑝
𝑖
) = ∑

𝑘∈𝑁𝑖

𝛿 (𝑝
𝑘
, 𝑝
𝑖
)

+

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘∉𝑁𝑖,𝑘=1

𝛿 (𝑝
𝑘
, 𝑝
𝑖
) = ∑

𝑘∈𝑁𝑖

𝛿 (𝑝
𝑘
, 𝑝
𝑖
) .

(14)

And (13) can be rewritten as

𝑃 (𝑠
𝑖
, 𝑠
−𝑖
) =

1

2
∗ ( ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
)

+

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

∑

𝑗 ̸= 𝑖,𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
)

+ ∑

𝑘∈𝑁𝑖

𝛿 (𝑝
𝑘
, 𝑝
𝑖
))

=
1

2
∗ (2 ∗ ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
)

+

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

∑

𝑗 ̸= 𝑖,𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
))

= ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
)

+
1

2
∗

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

∑

𝑗 ̸= 𝑖,𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
) .

(15)

Thus, the difference of function 𝑃 with two strategies 𝑠
𝑖

and 𝑠


𝑖
can be calculated as

𝑃 (𝑠
𝑖
, 𝑠
−𝑖
) − 𝑃 (𝑠



𝑖
, 𝑠
−𝑖
)

= ∑

𝑗∈𝑁𝑖

𝛿 (𝑝
𝑖
, 𝑝
𝑗
) +

1

2
∗

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

∑

𝑗 ̸= 𝑖,𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
)

− ( ∑

𝑗∈𝑁𝑖

𝛿 (𝑝


𝑖
, 𝑝
𝑗
) +

1

2
∗

𝑁𝑛

∑

𝑘 ̸= 𝑖,𝑘=1

∑

𝑗 ̸= 𝑖,𝑗∈𝑁𝑘

𝛿 (𝑝
𝑘
, 𝑝
𝑗
))

= 𝑈
𝑖
(𝑠
𝑖
, 𝑠
−𝑖
) − 𝑈
𝑖
(𝑠


𝑖
, 𝑠
−𝑖
) .

(16)

Note that we utilize the property that when a single sensor
node 𝑖 switches its location strategy from 𝑠

𝑖
to 𝑠


𝑖
, the costs

of other sensors that are not neighbors of 𝑖 are unchanged.
We stress that the above equation is valid for any 𝑖, 𝑠

𝑖
to 𝑠
−𝑖
.

Therefore, the location selection game is an exact potential
gamewith a potential function given by (11). It is worth noting
that every Nash equilibrium in the location selection game,
where no sensor node can improve its own performance
by deviating unilaterally, corresponds to a local or global
localization solution of the whole network. The existence of
Nash equilibrium follows the results of [25].

Bymaking use of NE and potential game, our localization
approach can converge to an agreement among all players and
this point is an efficient solution of the whole network. In
the literature, there are two famous learning schemes that are
used to converge to NE, namely, the best and better response
techniques, expressed as follows:

𝑠
𝑡+1

𝑖
= argmin
𝑠∈𝑆𝑖

𝑈
𝑖
(Ψ)

= argmin
𝑠∈𝑆𝑖

( ∑

𝑗∈𝑁𝑖 ,𝑗∈𝑁𝑛

(𝑑
𝑖𝑗
−


𝑠 − 𝑠
𝑡

𝑗


)
2

+ ∑

𝑗∈𝑁𝑖 ,𝑗∉𝑁𝑛

(𝑑
𝑖𝑗
−


𝑠 − 𝑝
𝑗


)
2

) ,

(17)

𝑠
𝑡+1

𝑖
= {

𝑠
rand
𝑖

, if 𝑈
𝑖
(𝑠

rand
𝑖

, 𝑠
−𝑖
) < 𝑈

𝑖
(𝑠
𝑡

𝑖
, 𝑠
−𝑖
) ,

𝑠
𝑡

𝑖
, otherwise.

(18)

In the former scheme, for each player, during its turn to
play, it searches its entire strategy space and selects the one
that yields the best outcome considering all its neighbors’
(including both neighbor anchor node and neighbor nonan-
chor node) strategies, as shown in (17).Theprimary drawback
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of the best response is the computational complexity for
resource constrained sensor nodes, which grows linearly with
the cardinality of the strategy space. The latter scheme is an
improvement of the former one, where at each step, the player
updates its strategy as long as the randomly selected strategy
𝑠
rand
𝑖

yields a better utility 𝑈
𝑖
(𝑠

rand
𝑖

, 𝑠
−𝑖
) than the previous

one 𝑈
𝑖
(𝑠
𝑡

𝑖
, 𝑠
−𝑖
), as shown in (18). The dramatically reduced

computation is the trade offwith the convergence speed. Both
the best response and the better response are guaranteed
to converge to a NE in potential games [25]. However, the
equilibrium may occur at the local optimum of the utility
function, instead of the global optimum if there are multiple
NEs. In this case, the system performance will be trapped in
a suboptimal state and, since this is one instance of NE, no
node will be able to increase its utility function by changing
its strategy. Therefore, some response techniques should be
designed to avoid being trapped in a local optimal state.

In our paper, the smoothed better response learning
scheme [26] is applied, which can converge to the optimal NE
with high probability. In this scheme, for each player 𝑖, during
its turn to play, it selects a random strategy 𝑠

rand
𝑖

and keeps it
with the probability of 𝑝(𝑠

rand
𝑖

, 𝑠
𝑡

𝑖
), which can be expressed as

𝑝 (𝑠
rand
𝑖

, 𝑠
𝑡

𝑖
) =

1

1 + e(𝑈𝑖(𝑠rand𝑖 ,𝑠−𝑖)−𝑈𝑖(𝑠𝑡𝑖 ,𝑠−𝑖))/𝛾
, (19)

where 𝛾 is the smoothing factor. Equation (19) is a function
of the difference of the utility functions; if 𝑈

𝑖
(𝑠

rand
𝑖

, 𝑠
−𝑖
) <

𝑈
𝑖
(𝑠
𝑡

𝑖
, 𝑠
−𝑖
), player 𝑖 will change its strategies with high prob-

ability; otherwise, it will keep them with high probability.
If only a small difference occurs, the player will select one
of the strategies almost randomly. In this case, even though
the players will be able to select a “worse” strategy or not to
select a marginally “better” strategy, this uncertainty of the
probability allows the players to move from a local optimum
state and to start negotiating towards a new NE.

In addition, smoothing factor 𝛾 is responsible for control-
ling the trade-off between the algorithmic performance and
convergence speed. The larger the smoothing factor is, the
more extensive strategy search and slower convergence speed
will be obtained. On the other hand, smaller 𝛾 represents
more limited search and faster a convergence speed. In
our simulations, we borrow the concept of temperature in
simulated annealing [18], and 𝛾 is set to 10/𝑡

2, where 𝑡

denotes the negotiation iterations. It is advisable that 𝛾 keeps
deceasing as the negotiation iterates.

Due to the uneven sensor distribution, some nonanchor
nodes with more neighbor anchors and larger neighbor
connectivity may tend to converge faster than others. With
the purpose of saving energy during negotiation, those nodes
that are already accurately localized should be detected and
deleted from the game as early as possible. Moreover, any
time when a nonanchor node is considered to be localized,
it should elevate as an anchor node and help to decide the
strategy space for all its neighbor nonanchor nodes. In our
paper, we further propose the following strategy space deter-
mination techniques for each player before game negotiation.

(i) If the player has three or more neighbor anchors,
the estimate on the position of this sensor can be

calculated by one of the existing algorithms for range
based positioning, such as the one proposed in [27],
and the player is elevated as an anchor node.

(ii) If the sensor has two neighbor anchors, its strategy
space is set as the junctions of its neighbor anchors’
communication circles.

(iii) If the sensor has one neighbor anchor, its strategy
space is set as the communication circle of its neigh-
bor anchor.

(iv) If the sensor has no neighbor anchor, its strategy space
is set as the full target area.

In addition, after game negotiation, if the value of the util-
ity function of one player is smaller than the prior given local-
ization threshold, it may be precisely localized or localized
with flip-ambiguity [15]. In order to avoid the flip-ambiguity
during localization, only the value of the utility function
achieved by the player is satisfactory in consecutive 𝑘 times;
the player is considered to be accurately localized. And then
this player is elevated as an anchor node. Combined with the
parameters and techniques associated with our localization
game discussed above, the steps of the proposed localization
algorithm are summarized in Algorithm ??. For each player,
its game framework involves a strategy space generation step,
a negotiation step, and an anchor node elevation step, where
only local communications are necessary in all steps.

In our algorithm,𝑇 is the maximum number of iterations
for localization game and 𝑤

𝑖
records the number of consec-

utive game iterations that the 𝑖th node’s utility function is
no larger than Θ

ℎ
. Once 𝑤

𝑖
≥ 𝑘, node 𝑖 is considered to be

accurately localized and is elevated as an anchor node. It is
obvious that, for these nodes elevated as anchor nodes, their
game iterations are smaller than 𝑇, and their complexity is
smaller than 𝑂(𝑛

𝑐
∗ 𝑇), where 𝑛

𝑐
is the average size of their

neighbor sensor set. Therefore the time complexity of the
whole network is 𝑂(𝑁

𝑛
∗ 𝑛
𝑐
∗ 𝑇).

4. Performance Evaluation

To evaluate the performance of the proposed algorithm, we
introduce the mean localization error (MLE), which can be
calculated by

MLE =
1

𝑁
𝑛

√

𝑁𝑛

∑

𝑖=1

𝑝𝑖 − 𝑝
𝑖



2

. (20)

4.1. Simulation in Regular Network. At first, 200 nonanchor
nodes and 10 anchor nodes are randomly located in a 100 ×

100 area network. The communication range is set to 15,
the variance of measurement error 𝑒

𝑖𝑗
is given by 𝜆

2

𝑟
2

𝑖𝑗
, at

first, 𝜆 is first set to 0, which means that the system is in an
ideal situation, and there is nomeasurement error in distance
calculation.

Figure 1(a) shows the initial distribution and the nonan-
chor nodes connecting with anchor nodes, where the anchors
and the true locations of nonanchor nodes are shown by
red asterisks and green circles. Figure 1(b) shows the final
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(1) set 𝑡 = 0, 𝑠
𝑖
= {0} , 𝑤

𝑖
= 0 (∀𝑖 ∈ 𝐴)

(2) while 𝑡 < 𝑇

(3) for each non-anchor node 𝑖 ∈ 𝐴

(4) //solution space generation
(5) get posOfNeighborsandnumOfNeighborAnchor of 𝑖
(6) if numOfNeighborAnchor < 1
(7) set its straSpace as the target area
(8) else if numOfNeighborAnchor equals to 1
(9) set its straSpace as the communication circle of its anchor
(10) else if numOfNeighborAnchor equals to 2
(11) set its straSpace as the junctions of its neighbor anchors’ communication circles
(12) else
(13) estimate the position of the player using existing localization algorithms
(14) 𝐴 = 𝐴 − {𝑖};
(15) continue;
(16) end if
(17) // negotiation
(18) 𝑠

rand
𝑖

← random strategy form its strategy space;
(19) if𝑝 (𝑠

rand
𝑖

, 𝑠
𝑡

𝑖
) ≥ random number from 0 to 1

(20) 𝑠
𝑡+1

𝑖
← 𝑠

rand
𝑖

(21) else
(22) 𝑠

𝑡+1

𝑖
← 𝑠
𝑡

𝑖

(23) end if
(24) // anchor node elevation
(25) if 𝑈

𝑖
(𝑠
𝑡+1

𝑖
, 𝑠
−𝑖
) ≤ Θ

ℎ

(26) 𝑤
𝑖
= 𝑤
𝑖
+ 1;

(27) if𝑤
𝑖
≥ 𝑘

(28) Elevate node 𝑖 as an anchor node
(29) 𝐴 = 𝐴 − {𝑖};
(30) else
(31) 𝑤

𝑖
= 0

(32) 𝑡 = 𝑡 + 1

(33) end if
(34) end for
(35) end while

Algorithm 1: Distributed localization algorithm based on potential game.

location results after 500th iterations, where the anchors and
the true locations of nonanchor nodes are also shown by red
asterisks and green circles, the estimated locations are shown
by the plus, and the dashed lines quantize localization error.
From the simulation results in Figure 1, we can make the
following observations. (1)As can be observed in Figure 1(a),
no more than 20 nodes have two anchor neighbors, and the
other anchor nodes have less than one anchor neighbor. (2)
Almost all the nonanchor nodes are accurately localized in
our algorithm; only a few nodes are deviated from the true
locations, as can be observed in Figure 1(b). This is mainly
because of the nonuniqueness of these nodes’ location in
the network, where the flip-ambiguity problem is happening
during localization game.

In Figure 2, we illustrate the negotiation process reaching
the NE with different responses. In the best response, the
player selects the strategy with the best utility function, which
has fast convergence speed as expected, but it may generate
suboptimal results when nodes find themselves trapped in a
local optimum NE. In contrast, better response can obtain

better results than the best response, but it needs many more
iterations to converge. As the uncertainty is used in strategy
selection, the SBR scheme has the best performance. And we
also can find that, by adding the accelerating techniques in
the localization game, both strategies can converge to the NE
rapidly.

Since our approach is a range based technique, in a prac-
tical application, the measurement error has great influence
on the localization accuracy. We further set communica-
tion radius as 15, 20, and 25 and compare the localization
performance with different measurement error. Considering
that the road sensor network is usually deployed in a typical
outdoor environment, the measurement error is smaller than
0.1 in most cases [15]. Therefore, in our simulation, the range
of 𝜆 is set from 0 to 0.2, and simulations with 𝜆 > 0.2 are not
executed in our paper.

Figure 3 shows the MLE comparison with different
communication radii and different 𝜆. From Figure 3, we can
draw the conclusion that (1) localization accuracy will be
improved when the communication radius increases; this is
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Figure 1: The initial distribution and final localization results.
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Figure 2: 𝑈Net in different numbers of iterations.

mainly because the larger the communication radius is, the
more node connectivity can be obtained, thus improving
the localization performance; (2) localization error increases
with the measurement error increases; (3) when the commu-
nication radius increases to 25 and 30, our work can work
well for typical outdoor environment (𝜆 > 0.1); (4) evenwhen
themeasurement error is very large, our algorithm still works
better, which demonstrates the effectiveness of the algorithm.

4.2. Simulation in Irregular Network. In a practical road
sensor network deployment, it is most likely that the shape
of the roadway is irregular due to the presence of physical
obstacles. In Figure 4, we give an example of such a network,
in particular, a C-shaped network, with 200 nonanchor nodes
and 10 anchors.

10
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Rc = 30

Figure 3:MLE comparison with different communication radii and
different 𝜆 in regular networks.

Figure 5 shows the MLE comparison with different
communication radii and different 𝜆. From Figure 5, we can
draw the conclusion that (1) localization error ismore serious
in irregular networks shapes than that in regular networks;
(2) when the communication range is larger than 25, for
about 60% of the scenarios, the localization error is less
than 2, which demonstrates the robustness against distance
estimation noise and irregular network shape.

4.3. Comparison with MDS-MAP and PAES. We further
compare the performance obtained by our algorithm with
those obtained by the PAES algorithm and MDS-MAP
algorithmwith the same network topologies, where the target
area is set to 100 ∗ 100, 𝑅

𝑐
is set to 25, and 𝜆 is set to 0.1.
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Figure 4: Irregular sensor distribution.
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Figure 5:MLE comparison with different communication radii and
different 𝜆 in irregular networks.

In each topology, the ratio of anchor nodes and nonanchor
nodes is 0.1. Since our algorithm and PAES are running with
the number of iterations, the maximum number iterations of
these two algorithms is 1000, and any time the total utility
function decreases to 0.5, the whole network is considered
accurately localized and the total running time is calculated.

Table 1 shows the average localization error and computa-
tion time of the 6 network topologies with different numbers
of sensor nodes. FromTable 1, we can get some conclusions as
follows: (1) our algorithm has a significantly shorter running
time and localization error than MDS-MAP and PAES in
most cases (𝑁

𝑛
≥ 100), which is mainly because in our

approach, its complexity scales as 𝑂(𝑁
𝑛

∗ 𝑛
𝑐
∗ 𝑇); (2) the

time complexities of PAES and MDA-MAP are 𝑂(𝑁
𝑛
∗ 𝑁
𝑛
∗

𝑇) and 𝑂(𝑁
𝑛

∗ 𝑛
3

𝑐
), as PAES takes a number of iterations

much larger than 𝑛 to converge; that is, 𝑇 ≫ 𝑛; PAES

Table 1: Comparison of localization error and computation time.

𝑁
𝑛

Algorithm NLE (m) Computation time (s)

50
Game 6.18 0.07

MDS-MAP 5.28 0.03
PAES 7.61 0.59

100
Game 1.37 0.11

MDS-MAP 6.25 0.18
PAES 3.32 1.23

150
Game 0.32 0.17

MDS-MAP 1.09 0.35
PAES 1.05 2.1

200
Game 0.29 0.27

MDS-MAP 3.57 0.62
PAES 0.82 3.66

250
Game 0.32 0.33

MDS-MAP 3.4 1.11
PAES 0.68 4.7

300
Game 0.22 0.35

MDS-MAP 3.47 1.7
PAES 0.34 5.21

takes the longest computation time to converge; (3) when
the number of deployed nodes is very small (𝑁

𝑛
≤ 50), our

algorithm has a slightly longer running time and localization
error than MDS-MAP, which is mainly because when the
number of sensors is very small, each nonanchor node has
fewer neighbor sensors, and thus more nodes tend to be
flipped during localization and more running time is used
for convergence. Combined with our previous results on the
localization error for different network shapes, our proposed
localization algorithm is a very efficient and distributed
method with excellent localization accuracy.

5. Conclusion

In this paper, we have proposed a potential game for dis-
tributed localization for road sensor networks using only
local information. Our main contributions are as follows.
First, we have transformed the optimal localization problem
to a distributed potential game. Second, we have developed a
negotiation-based localization algorithmusing the properties
of potential game. Furthermore, we have derived new meth-
ods to accelerate the localization algorithm in converging
to optimal solutions. Extensive simulations demonstrate that
our algorithm can quickly converge to the optimal solution
and perform well even with a small number of anchor nodes
and achieve better localization accuracy and efficiency than
the existing algorithms.
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A vehicle stability control approach for four-wheel independently actuated (FWIA) electric vehicles is presented. The proposed
control method consists of a higher-level controller and a lower-level controller. An adaptive control-based higher-level controller
is designed to yield the vehicle virtual control efforts to track the desired vehicle motions due to the possible modeling inaccuracies
and parametric uncertainties. The lower-level controller considering tire force saturation is given to allocate the required control
efforts to the four in-wheel motors for providing the desired tire forces. An analytic method is given to distribute the high-level
control efforts, without using the numerical-optimization-based control allocation algorithms. Simulations based on a high-fidelity,
CarSim, and full-vehicle model show the effectiveness of the control approach.

1. Introduction

Electric vehicles typically achieve greater fuel economy, lower
emissions, and increased energy security than conventional
internal combustion engine vehicles [1]. Four-wheel inde-
pendently actuated (FWIA) electric vehicles employ four in-
wheel (or hub)motors to actuate the fourwheels, and thus the
torque of each wheel can be controlled independently. The
actuation flexibility of the FWIA electric vehicles together
with the fast and precise torque responses of electric motors
enhances the vehicle control strategies, such as the traction
control system and direct yaw-moment control [2–4].

The actuators in a FWIA electric vehicle are more than
those in a conventional vehicle. This actuator redundancy
makes the FWIA electric vehicle control problem more
challenging but rewarding. This paper considers the motion
control problems of FWIA electric vehicles. Both the vehicle
longitudinal speed and yaw motion are controlled. Many
studies have been carried out on the vehicle control methods
for improving the vehicle stability and maneuverability. Most
of them nevertheless are designed for the conventional
vehicle architectures [5–7], not for the FWIA electric vehicles.
Sakai et al. [8] proposed a direct yaw-moment control system

for a FWIA electric vehicle, a half-vehicle model which is
a linear approximation of vehicle dynamics was used in the
controller design, and only the vehicle lateral motion was
controlled. A braking control method for electric vehicle
was proposed in [9], and the studied vehicle was driven
by independent front and rear motors. The vehicle stability
problem was not considered either in the paper. A stability
control method for four-wheel driven hybrid electric vehicle
was proposed in [10]. The studied vehicle in this paper was
driven by a front and a rear motor, and the rear motor
with an electrohydraulic brake was used to generate the
required torque split for yaw motion control. As a FWIA
electric vehicle is equipped with four in-wheel motors to
independently actuate the four wheels, the control problem
in [10] is thus different from the one considered in this study.

In this paper, the tracking control problem [11–14] of
a FWIA electric vehicle is studied. The proposed control
system consists of a higher-level controller and a lower-
level controller. Due to the possible modeling inaccuracies
and vehicle parametric uncertainties, an adaptive controller
is designed as the higher-level control to give the required
virtual total ground forces and the force split between the
left and right sides of the vehicle. The vehicle longitudinal
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Figure 1: Schematic diagram of a vehicle planar motion model.

speed is controlled by the total ground forces while the
yaw motion is compensated with the external yaw moment
generated with the tire force difference between the two sides
of the vehicle. The lower-level controller allocates the virtual
ground forces from the higher-level controller to the four
wheels. Control allocation algorithms are generally used to
distribute the higher-level control signals to the lower-level
actuators [15, 16]. As the control allocation algorithms usually
require high computational costs, which may discourage
their implementations in real time, an analytic solution of
allocating the ground forces without using the numerical-
optimization-based control allocation algorithms is given
in this study. When the tire slip ratios become large and
move into the unstable tire force region, the tire forces
will be saturated and it may no longer be possible to fully
transfer the desired tire force onto the road. What is more,
locking/skidding wheels no longer provide any grip on the
road and thus the cornering forces transferred to the ground
will be limited. So the vehicle will be unsteerable if the tire
slip ratios become too large. The constraints of the tire forces
are also explicitly considered in the optimal solution.

The rest of the paper is organized as follows. System
modeling is presented in Section 2.Theproposed higher-level
controllers are designed in Section 3. Tire force distribution
design considering the tire force constraints is described in
Section 4. Simulation results based on a high-fidelity, CarSim,
full-vehicle model are provided in Section 5 followed by
conclusive remarks.

2. System Modelling

Vehicle yaw control enhances the vehicle handling perfor-
mance and maintains vehicle stability in cornering maneu-
vers [17]. When the vehicle yaw rate can be controlled to
track the reference, the vehicle lateral speed and slip angle
will be small [18]. A schematic diagram of a vehicle model is
shown in Figure 1. If the vehicle longitudinal speed and yaw

rate are controlled at the same time, the vehicle model can be
expressed as
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(1)

where V
𝑥
and V
𝑦
are the vehicle longitudinal speed and lateral

speed, respectively, 𝑟 is the yaw rate, 𝑚 is the mass of the
vehicle, 𝐼

𝑧
is the yaw inertia, and 𝐶

𝑎
is the aerodynamic

drag term. 𝐹
𝐷
is the total driving/braking forces in vehicle

longitudinal direction, Δ𝑀
𝑧
is the external yaw moment

generated with the longitudinal tire force difference between
the left and right side wheels, 𝐹

𝐷
and Δ𝑀

𝑧
can be written as
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(2)

The wheel slip angle is a function of the vehicle states and
can be calculated as

𝛽
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(3)
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The tire lateral forces are functions of the tire slip angleswhich
can be calculated with the vehicle states, which indicates that
the tire lateral forces in 𝐹

𝑦𝑖
are also functions of the vehicle

states. Denoting 𝑥 = [V
𝑥

V
𝑦

𝑟]
𝑇, the vehicle model can be

rewritten as
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where 𝑢
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The tire longitudinal slip ratio 𝑠
𝑖
is defined as the relative

difference between the tire center speed and tire circumfer-
ential speed, and the tire slip ratio can be written as
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𝑖
=
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where 𝜔
𝑖
is the tire longitudinal rotational speed of the 𝑖th

wheel, 𝑅 is the tire effective rolling radius, and V
𝑥𝑖

are the
speeds at the centers of the wheels and are given as
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The vehicle states can be measured with the global posi-
tioning system (GPS) and inertia measurement unit (IMU)
[19, 20]. The wheel speeds can be measured with wheel speed
sensors. Thus, in this study, we assume all of the required
signals to be known.

3. Higher-Level Controller Design

The proposed control system consists of a higher-level con-
troller and a lower-level controller. The vehicle longitudinal
speed is controlled by the total ground forces while the yaw
rate is compensated with the external yaw moment. For the
first channel of (4), the following controller

𝑢
∗

1
= 𝑚 (−𝑓

1
(𝑥) + 𝐾

1
𝑒
𝑥
+ ̇V
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) , (7)

with V
𝑥𝑟

being the reference vehicle longitudinal speed and
𝐾
1
being a positive constant, canmake the longitudinal speed

tracking error, 𝑒
𝑥

= V
𝑥𝑟

− V
𝑥
, converge to 0. However, 𝑓

1
(𝑥)

and the vehicle mass 𝑚 may not be accurately obtained due
to the modeling error and parameter uncertainties, and an
adaptive controller is thus designed to yield the control signal
𝑢
1
. The controller for the first channel is thus modified as
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where 𝑓
1
and �̂� are the estimated values of 𝑓

1
(𝑥) and 𝑚,

respectively. If the following control law are used:
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with 𝛾
1
and 𝛾
2
being positive constants, the longitudinal speed

tracking error 𝑒
𝑥
can be bounded as
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where | ̇𝑓
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|max is the upper boundary of | ̇𝑓

1
| and 𝑓

1max
and 𝑓

1min are the upper and lower boundaries of 𝑓
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respectively. Proof can be found in Appendix A. Note that by
choosing sufficiently large 𝛾

1
and 𝐾

1
, the longitudinal speed

tracking error 𝑒
𝑥
can be arbitrarily small.

The adaption law for𝑓
1
and �̂� in (9)may cause the control

signals grow out of the boundary. Thus the following control
law modifications are introduced:
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where 𝜅
1
and 𝜅
2
are positive constants,
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with𝑚max and𝑚min being the upper and lower bounds of𝑚.
The modified control law (11) for the first channel can still
make the tracking error 𝑒

𝑥
be arbitrarily small. Proof can be

found in Appendix B.
Similar to the controller design for the first channel, the

control law for the second channel can be designed as
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where 𝑒
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= 𝑟ref −𝑟 is the yaw rate tracking error and 𝛾
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Here, 𝑓
2max and 𝑓

2min are the upper and lower bounds of 𝑓
2
,

respectively. 𝐼
𝑧max and 𝐼

𝑧min are the upper and lower bounds
of 𝐼
𝑧
, respectively.

4. Lower-Level Controller Design

When the higher-level controller signals are obtained, the
lower-level controller operates the four in-wheel motors such
that the control requirements from the higher-level controller
can be satisfied. An analytic solution is given to distribute
the higher-level control efforts without using the numerical-
optimization-based control allocation algorithms.

The cost function for allocating the four tire forces can be
defined as
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effort given by the higher-level controller, and 𝐵 is the control
effectiveness matrix and can be written according to (2)
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Based on (15), we have
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As𝑊 > 0 and𝐵
𝑇

𝑄𝐵 ≥ 0, one can claim𝐻 > 0, which implies
that the objective function 𝐽 has a global minimum with the
minimizing 𝐹

𝑥0
given by
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It is known that the tire force may become saturated if
a sufficiently large motor control signal is applied in some
extreme cases such as hard brake on a low-𝜇 road. Once
the tire longitudinal force reaches its maximal value, further
increasing of slip makes the tire work in the unstable range
and the tire force will decrease quickly. So the constraints
of the tire forces should be explicitly considered in the tire
force allocation design. Note that a bigger weighting factor
𝑤
𝑖
in (15) for a wheel means that a smaller portion of the

total torque is required from this wheel. So one can control
a certain wheel to provide a larger or less portion of the total
torque by selecting a smaller or bigger weighting factor for
this wheel. The constraint violations of the tire forces can be
discouraged by defining the weighting factors 𝑤

𝑖
in (15) as

𝑤
𝑖
=

𝑤
0

(1 − 𝑠
∗

𝑖
)
𝜅
, (20)
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Figure 2: Weighting factor curves at different 𝜅 (𝑤
0
= 1).

where 𝑤
0
is a positive constant, 𝜅 > 0 is a constant which

is used to determine the shape of the weighting factor, and
𝑠
∗

𝑖
= 𝑠
𝑖
/𝑠

peak
𝑖

is the normalized tire slip ratio with 𝑠
peak
𝑖

corresponding to the maximum longitudinal forces of the
𝑖th tire. The curves of the weighting factor at different 𝜅 >

0 are plotted in Figure 2. When the slip ratio of a certain
wheel reaches the 𝑠

peak
𝑖

which corresponds to the maximum
longitudinal tire force, the weighting factor for this wheel
will become large according to (20), which means that the
required tire force from this wheel will become small; in this
way the tire slip ratio can always be limited within the stable
region. Based on the desired tire force calculated from (19),
motor control signals can be generated such that the desired
tire forces can be provided [21].

5. Simulation Results

Two simulation cases based on a high-fidelity, full-vehicle
model constructed in CarSim were conducted. The vehicle
parameters in the simulations were taken from an actual
FWIA electric vehicle with in-wheel motors developed at the
Ohio State University [21]. The desired vehicle yaw rate and
speed can be generated from the drivers steering angle, accel-
erator/brake pedal positions.The vehicle referencemodel can
be found in the literatures such as [22, 23].

5.1. J-Turn Simulation. In this simulation, the vehicle ran at
a low-speed range. A counter-clockwise turn was introduced
with the front wheel steering angle shown in Figure 3.We aim
at controlling the vehicle such that the actual vehicle states
can follow the references.Thenominal vehiclemass was set to
800 kg in the simulation. As the designed controller does not
depend on the actual vehicle parameters, we set the vehicle
mass in the controller as 600 kg, which is different than the
actual vehicle mass.

The generated external yaw moment with the tire force
difference between two sides of the vehicle is shown in
Figure 4. The vehicle yaw rate and vehicle speed are plotted
in Figures 5 and 6, respectively. One can see from these two
figures that both vehicle yaw rate and speed could be well
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Figure 3: Front wheel steering angle in the J-turn simulation.
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Figure 4: The generated external yaw moment in the J-turn
simulation.

controlled. Note that, in this simulation, a big steering angle
was applied to the vehicle, and this steering angle could make
the vehicle yaw rate reach up to 30 deg/s, which indicates that
the proposed control method can control the vehicle well at
extreme conditions.

5.2. Single-Lane Change. In the above simulation, we investi-
gated the performance of the proposed controller in the cases
where the vehicle runs on a high-𝜇 road. In this simulation,
the vehicle was controlled to make a single-lane change on
a low-𝜇 road. The tire-road friction coefficient was set as
0.2 and a big steering which would make the vehicle loss of
stability was introduced at 2 s. The desired speed increased
from 24.5m/s to around 27.8m/s in 6 seconds. The vehicle
mass in the controller was set to 1000 kg, which is bigger than
the actual vehicle mass.

The front wheel steering angle is shown in Figure 7. The
generated yaw moment which regulated the vehicle yaw rate
was plotted in Figure 8. The yaw rate control results are
shown in Figure 9. To better show the effectiveness of the
proposed control method, the yaw rate of an uncontrolled
vehicle which ran on the same low-𝜇 road was compared.
One can see from Figure 9 that the yaw rate of the controlled
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Figure 5: Vehicle yaw rates in the J-turn simulation.
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Figure 6: Vehicle speeds in the J-turn simulation.

vehicle could always follow the reference, while the yaw rate
of the uncontrolled vehicle deviated from the reference when
the front wheel steering angle became large. The yaw rate
control results indicate that stability of the controlled vehicle
was ensured. The vehicle longitudinal speeds are plotted in
Figure 10. One can see again that the vehicle speed could be
well controlled as well.

6. Conclusion

A vehicle stability control system for an FWIA electric vehicle
is presented. The proposed adaptive control-based higher-
level controller does not need the accurate vehicle parameters
or tire force models but can still yield the desired control
signals. An analytic solution considering tire force constraints
is designed to allocate the required control efforts from the
higher-lever controller to the four wheels. Simulations under
various driving scenarios are carried out with a high-fidelity,
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Figure 8: The generated external yaw moment in the single-lane
change simulation.

CarSim, and full-vehicle model. Simulation results show the
effectiveness of the proposed control approach.

Appendices

A.

By defining �̃� = �̂� −𝑚 and 𝑓
1
= 𝑓
1
−𝑓
1
, the dynamics of the

vehicle speed can be written as

̇V
𝑥
= 𝑓
1
+

1

𝑚
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1

= (𝑓
1
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1
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1
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1
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1
− 𝑓
1
) + (−𝑓

1
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1
𝑒
1
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Figure 9: Vehicle yaw rates in the single-lane change simulation.
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Figure 10: Vehicle longitudinal speeds in the single-lane change
simulation.

which means that the error dynamics of the first channel can
be written as

̇𝑒
1
= ̇V
𝑟𝑥

− ̇V
𝑥

= −𝐾
1
𝑒
1
+ 𝑓
1
−

�̃�

𝑚
𝑢
1
.

(A.2)

Define the Lyapunov function candidate for this channel as

𝑉
1
=

1

2
(𝑒
2

1
+

𝑓
2

1

𝛾
1

+
�̃�
2

𝛾
2
𝑚

) , (A.3)
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whose time derivative can be expressed as
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(A.4)

Assuming that the upper bound of 𝑓
1
is the same as that for

𝑓
1
, the update law (11) can make the time derivative of 𝑉

1
to

be written as
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(A.5)

where | ̇𝑓
1
|max is the upper boundary of | ̇𝑓

1
| and 𝑓

1min and
𝑓
1max are the upper and lower boundaries of 𝑓

1
, respectively.

The error can be bounded according to (10). The proof is
completed.

B.

Redefine the Lyapunov function candidate (A.3) as
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Based on (12), the time derivative of the above Lyapunov
function candidate is
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If 𝑓
1min ≤ 𝑓

1
≤ 𝑓
1max, the following holds
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And if 𝑓
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1min or 𝑓1 > 𝑓

1max, we have
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which means the following always holds:
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Similarly, one has
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so (B.2) can be rewritten as
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Based on (20), one can see that if 𝑓
1
tends to move out of its

boundary [𝑓
1min, 𝑓1max], the feedback term −𝜅

1
(𝑓
1
−𝑓
1
) will

pull 𝑓
1
back to close to 𝑓

1
; thus 𝑓

1
is also bounded.Thus, the

modified control law given by (11) and (12) can also make 𝑒
1

arbitrarily small if sufficiently large 𝛾
1
and𝐾

1
are taken.
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Manresa 08242, Barcelona, Spain

2Department of Engineering, Faculty of Engineering and Science, University of Agder (UiA), 4898 Grimstad, Norway

Correspondence should be addressed to Josep Rubió-Massegú; josep.rubio@upc.edu
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In this paper, a new strategy to design static output-feedback controllers for a class of vehicle suspension systems is presented. A
theoretical background on recent advances in output-feedback control is first provided, whichmakes possible an effective synthesis
of static output-feedback controllers by solving a single linearmatrix inequality optimization problem. Next, a simplifiedmodel of a
quarter-car suspension system is proposed, taking the ride comfort, suspension stroke, road holding ability, and control effort as the
main performance criteria in the vehicle suspension design. The new approach is then used to design a static output-feedback 𝐻

∞

controller that only uses the suspension deflection and the sprung mass velocity as feedback information. Numerical simulations
indicate that, despite the restricted feedback information, this static output-feedback 𝐻

∞
controller exhibits an excellent behavior

in terms of both frequency and time responses, when compared with the corresponding state-feedback 𝐻
∞
controller.

1. Introduction

In recent decades, vehicle suspension systems have been
attracting a growing interest. In particular, much research
effort has been devoted to designing different kinds of
passive, active, and semiactive vehicle suspensions using a
wide variety of control strategies. Some relevant instances of
control strategies used in this field are fuzzy control, optimal
control, 𝐻

∞
control, gain scheduling, adaptive control, and

model predictive control [1–5]. The development of these
control strategies has been closely related to the emergence
of computational tools and efficient numerical algorithms,
which allow solving complex and sophisticated control prob-
lems in a reasonably short time.

When designing a feedback control system, the amount
of information available for feedback purposes is an element
of particular importance. In the ideal case that the entire state
vector is available, many advanced state-feedback controller
designs can be formulated as linear matrix inequality (LMI)

optimization problems and efficiently computed using stan-
dard computational tools as those provided by theMATLAB
Robust Control Toolbox [6]. In a more realistic situation,
however, the complete state vector is rarely accessible and
the available feedback information consists only in a reduced
set of linear combinations of the states. In this context, static
output-feedback control strategies are an excellent option to
facilitate a simple implementation in practice.

Froma computational perspective, static output-feedback
controller designs lead to challenging problems. Typically,
this kind of problems has been solved using multistep
numerical algorithms such as those based on random search
[7], or those consisting in iterative procedures [8–11]. In
both cases, complex matrix equations or LMI optimization
problems need to be solved at each step. To avoid the high
computational cost associated with the multistep methods,
some single-step strategies have also been proposed [12–
15], which formulate the static output-feedback controller
design in terms of a single LMI optimization problem. These
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single-step methods are based on a proper transformation of
the state variables and present the drawback of being highly
problem-dependent, in the sense that a complete derivation
of the LMIoptimization problemmust be carried out formost
controller designs.

Recently, a new single-step strategy has been presented
in [16], which can be applied to any control problem that
admits an LMI-based state-feedback controller design. In this
case, an LMI formulation to compute the output-feedback
control gain matrix can be easily derived by means of a
simple change of variables. The new design methodology
is computationally effective, conceptually simple, and easy
to implement. Moreover, it can be an excellent tool to
design static output-feedback controllers in a wide variety
of problems by taking advantage of the rich literature on
LMI formulations for state-feedback controller design. Some
preliminary works, with successful applications to the field of
vibration control of large structures, can be found in [17–21].

Themain objective of this paper is to explore the potential
applicability of the new design methodology in the field
of vehicle suspensions. Additionally, we are also interested
in providing a clear and practical presentation of the main
theoretical elements of the new approach, which we believe
can be of general interest for control engineers in different
fields. To this end, a static output-feedback 𝐻

∞
controller

is designed for a simplified quarter-car suspension system.
A state-feedback 𝐻

∞
controller is also designed, and it is

used as a reference in the performance assessment.Moreover,
the LMI formulation of the state-feedback design serves as a
natural starting point to derive the LMI formulation for the
output-feedback design.

The paper is organized as follows. In Section 2, the
fundamental elements of the new strategy for static output-
feedback controller design are summarily discussed. In
Section 3, a suitable mathematical model for a quarter-car
suspension system is provided, and the general ideas of
Section 2 are applied to the particular case of 𝐻

∞
controller

design. In Section 4, a static output-feedback𝐻
∞
controller is

designed for a particular quarter-car suspension system, and
a suitable set of frequency and time responses are computed
to assess the effectiveness of the proposed controller. Finally,
in Section 5, some conclusions and future lines of research are
briefly presented.

2. Theoretical Background

Let us consider a linear matrix inequality that depends on a
symmetric positive-definite matrix 𝑋 ∈ R𝑛×𝑛, a matrix 𝑌 ∈

R𝑚×𝑛, and possibly other scalar or matrix variables. Such an
LMI can be written in the form:

𝑋 > 0, 𝐹 (𝑋, 𝑌, 𝜁) > 0, (1)

where the vector 𝜁 ∈ R𝑝×1 collects the free entries of the
matrices distinct from 𝑋 and 𝑌, together with the remaining
LMI variables, and 𝐹 is a given affine map that makes the
matrix inequality an LMI. This kind of LMI formulation is
very common in practice and appears in a large number of
state-feedback control problems [22]; some recent works can

be found in [23–28]. More precisely, the LMI formulation (1)
arises naturally in a wide variety of state-feedback controller
designs, where the state control gain matrix 𝐺 ∈ R𝑚×𝑛 is
explicitly given by

𝐺 = 𝑌𝑋
−1

, (2)

where 𝑋 is usually the inverse of a Lyapunov matrix or a
scaling of it, and𝑌 comes from a previous change of variables
defined by

𝑌 = 𝐺𝑋. (3)

Static output-feedback control problems can be seen as
static state-feedback problems with the additional constraint
that the state control gain matrix 𝐺 admits a factorization of
the form:

𝐺 = 𝐾𝐶
𝑦
, (4)

where 𝐾 ∈ R𝑚×𝑞 is the output control gain matrix and 𝐶
𝑦

∈

R𝑞×𝑛 is the observed-output matrix, which is assumed to be
a given full row-rank matrix with 𝑞 < 𝑛. Consequently, if a
static state-feedback control problem can be formulated in
terms of an LMI of the form (1) with the state gain matrix
given in (2), then the corresponding static output-feedback
version of the same control problem can be reduced to a
nonconvex problem, consisting in finding matrices𝑋,𝑌, and
𝜁 satisfying

𝑋 > 0, 𝐹 (𝑋, 𝑌, 𝜁) > 0, (𝑋, 𝑌) ∈ M, (5)

where M is the set of all pairs of matrices (𝑋, 𝑌) for which
there exists an 𝑚 × 𝑞 matrix 𝐾 satisfying

𝑌𝑋
−1

= 𝐾𝐶
𝑦
. (6)

Recently, a systematic and easy-to-implement strategy to
obtain feasible solutions of (5) has been proposed in [16].This
strategy considers an 𝑛×(𝑛−𝑞)matrix𝑄, whose columns are
a basis of ker(𝐶

𝑦
), and a matrix 𝑅 defined by

𝑅 = 𝐶
†

𝑦
+ 𝑄𝐿, (7)

where 𝐿 is a given (𝑛 − 𝑞) × 𝑞 matrix and

𝐶
†

𝑦
= 𝐶
𝑇

𝑦
(𝐶
𝑦
𝐶
𝑇

𝑦
)
−1 (8)

is theMoore-Penrose pseudoinverse of𝐶
𝑦
. Next, the following

linear transformations are introduced:

𝑋 = 𝑄𝑋
𝑄
𝑄
𝑇

+ 𝑅𝑋
𝑅
𝑅
𝑇

, 𝑌 = 𝑌
𝑅
𝑅
𝑇

, (9)

where 𝑋
𝑄

∈ R(𝑛−𝑞)×(𝑛−𝑞) and 𝑋
𝑅

∈ R𝑞×𝑞 are symmetric
matrices and 𝑌

𝑅
∈ R𝑚×𝑞 is an arbitrary matrix. The design of

static output-feedback controllers is based on the following
result.
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Theorem 1 (see [16]). If the matrix 𝑋 in (9) is nonsingular,
then 𝑋

𝑅
is also nonsingular and the matrix equation 𝑌𝑋

−1

=

𝐾𝐶
𝑦
holds with

𝐾 = 𝑌
𝑅
𝑋
−1

𝑅
. (10)

Moreover, 𝑋 is positive-definite if and only if the matrices 𝑋
𝑄

and 𝑋
𝑅
are both positive-definite.

This theorem provides a systematic methodology to
obtain solutions of (5). Indeed, we only need to choose a
suitable (𝑛 − 𝑞) × 𝑞 matrix 𝐿 in order to define 𝑅 = 𝐶

†

𝑦
+ 𝑄𝐿,

and solve the following LMI with variables 𝑋
𝑄
, 𝑋
𝑅
, 𝑌
𝑅
, and

𝜁:

𝑋
𝑄

> 0, 𝑋
𝑅

> 0,

𝐹 (𝑄𝑋
𝑄
𝑄
𝑇

+ 𝑅𝑋
𝑅
𝑅
𝑇

, 𝑌
𝑅
𝑅
𝑇

, 𝜁) > 0,

(11)

which has been obtained from (1) by using the transforma-
tions (9), using also the fact that the condition 𝑋 > 0 can be
replaced by 𝑋

𝑄
> 0 and 𝑋

𝑅
> 0. If a feasible solution to the

LMI (11) is achieved by the matrices 𝑋
𝑄
, 𝑋
𝑅
, �̃�
𝑅
, and 𝜁 then,

for the corresponding matrices 𝑋, �̃� defined in (9) and the
vector 𝜁 we obtain a feasible solution of (5) that, at the same
time, satisfies the constraint (6) with the output gain matrix:

𝐾 = �̃�
𝑅
𝑋
−1

𝑅
. (12)

The main features of this strategy are its generality,
conceptual simplicity, and ease of implementation.Moreover,
it can also be applied to optimization problems of the form:

minimize ℎ (𝑋, 𝑌, 𝜁)

subject to 𝑋 > 0, 𝐹 (𝑋, 𝑌, 𝜁) > 0, (𝑋, 𝑌) ∈ M,
(13)

where the objective function ℎ is assumed to be linear. This
kind of optimization problem arises when some performance
criterion needs to be optimized. In this case, the optimization
problem (13) can be transformed into the following LMI
optimization problem with variables 𝑋

𝑄
, 𝑋
𝑅
, 𝑌
𝑅
, and 𝜁:

minimize ℎ̂ (𝑋
𝑄
, 𝑋
𝑅
, 𝑌
𝑅
, 𝜁)

subject to 𝑋
𝑄

> 0, 𝑋
𝑅

> 0,

𝐹 (𝑄𝑋
𝑄
𝑄
𝑇

+ 𝑅𝑋
𝑅
𝑅
𝑇

, 𝑌
𝑅
𝑅
𝑇

, 𝜁) > 0,

(14)

where the new objective function ℎ̂ is defined as

ℎ̂ (𝑋
𝑄
, 𝑋
𝑅
, 𝑌
𝑅
, 𝜁) = ℎ (𝑄𝑋

𝑄
𝑄
𝑇

+ 𝑅𝑋
𝑅
𝑅
𝑇

, 𝑌
𝑅
𝑅
𝑇

, 𝜁) . (15)

Clearly, given an optimal solution to the optimization prob-
lem (14), a corresponding triplet (𝑋, �̃�, 𝜁) of matrices can be
computed, which minimizes the objective function ℎ(𝑋, 𝑌, 𝜁)

on a set that satisfies all the constraints in (13). In particular,
we will have �̃�𝑋

−1

= 𝐾𝐶
𝑦
with 𝐾 = �̃�

𝑅
𝑋
−1

𝑅
.

Remark 2. In general, the objective function ℎ in (13)
depends on the variables 𝑋, 𝑌, and 𝜁. However, an
objective function ℎ(𝜁) that only depends on 𝜁 will be
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Figure 1: Quarter-car suspension model with active suspension.

encountered in the following sections. In this case, we have
ℎ̂(𝑋
𝑄
, 𝑋
𝑅
, 𝑌
𝑅
, 𝜁) = ℎ(𝜁) and the corresponding LMI opti-

mization problem (14) takes the simplified form:

minimize ℎ (𝜁)

subject to 𝑋
𝑄

> 0, 𝑋
𝑅

> 0,

𝐹 (𝑄𝑋
𝑄
𝑄
𝑇

+ 𝑅𝑋
𝑅
𝑅
𝑇

, 𝑌
𝑅
𝑅
𝑇

, 𝜁) > 0.

(16)

Remark 3. For simplicity, positive semidefinite terms are not
considered in the LMI (1). If necessary, this kind of terms can
be easily included by adding a new matrix inequality of the
form 𝐹

0
(𝑋, 𝑌, 𝜁) ≥ 0.

3. Static Output-Feedback Control for
Vehicle Suspensions

In this section, the general methodology introduced in
Section 2 is applied to design an output-feedback𝐻

∞
control

system for a quarter-car suspension model. More precisely,
in Section 3.1, a first-order state-space model for a quarter-
car together with a suitable vector of controlled outputs are
presented. An LMI formulation to compute static output-
feedback 𝐻

∞
controllers is provided in Section 3.2.

3.1. Mathematical Model. Let us consider the quarter-car
suspension model schematically depicted in Figure 1. The
motion equations can be written as

𝑚
𝑠

̈𝑧
𝑠
(𝑡) = − 𝑐

𝑠
[ ̇𝑧
𝑠
(𝑡) − ̇𝑧

𝑢
(𝑡)] − 𝑘

𝑠
[𝑧
𝑠
(𝑡) − 𝑧

𝑢
(𝑡)]

+ 𝑢 (𝑡) ,

𝑚
𝑢

̈𝑧
𝑢
(𝑡) = 𝑐

𝑠
[ ̇𝑧
𝑠
(𝑡) − ̇𝑧

𝑢
(𝑡)] + 𝑘

𝑠
[𝑧
𝑠
(𝑡) − 𝑧

𝑢
(𝑡)]

− 𝑘
𝑢
[𝑧
𝑢
(𝑡) − 𝑧

𝑟
(𝑡)] − 𝑢 (𝑡) ,

(17)
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where 𝑚
𝑠
and 𝑚

𝑢
are the sprung and unsprung masses

representing the chassis mass and wheel mass, respectively;
𝑘
𝑠
and 𝑐

𝑠
are, respectively, the stiffness and damping of

the suspension system; 𝑘
𝑢
stands for the tire stiffness; 𝑧

𝑟
(𝑡)

represents the vertical road displacement; 𝑧
𝑠
(𝑡) and 𝑧

𝑢
(𝑡)

are the vertical displacements of the sprung and unsprung
masses, respectively; and 𝑢(𝑡) is the active input of the
suspension system. By defining the state variables

𝑥
1
(𝑡) = 𝑧

𝑠
(𝑡) , 𝑥

2
(𝑡) = 𝑧

𝑢
(𝑡) ,

𝑥
3
(𝑡) = ̇𝑧

𝑠
(𝑡) , 𝑥

4
(𝑡) = ̇𝑧

𝑢
(𝑡) ,

(18)

a first-order state-space model in the form:

̇𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) + 𝐵
𝑤
𝑤 (𝑡) (19)

can be derived, where 𝑥(𝑡) = [𝑥
1
(𝑡), 𝑥
2
(𝑡), 𝑥
3
(𝑡), 𝑥
4
(𝑡)]
𝑇 is

the vector of states, 𝑢(𝑡) is the control input, 𝑤(𝑡) = 𝑧
𝑟
(𝑡) is

the road disturbance input, and the matrices𝐴, 𝐵, and 𝐵
𝑤
are

given by

𝐴 =

[
[
[
[
[
[
[

[

0 0 1 0

0 0 0 1

−
𝑘
𝑠

𝑚
𝑠

𝑘
𝑠

𝑚
𝑠

−
𝑐
𝑠

𝑚
𝑠

𝑐
𝑠

𝑚
𝑠

𝑘
𝑠

𝑚
𝑢

−
𝑘
𝑠
+ 𝑘
𝑢

𝑚
𝑢

𝑐
𝑠

𝑚
𝑢

−
𝑐
𝑠

𝑚
𝑢

]
]
]
]
]
]
]

]

,

𝐵 =

[
[
[
[
[
[

[

0

0

1

𝑚
𝑠

−
1

𝑚
𝑢

]
]
]
]
]
]

]

, 𝐵
𝑤

=

[
[
[
[
[

[

0

0

0

𝑘
𝑢

𝑚
𝑢

]
]
]
]
]

]

.

(20)

To define the vector of controlled outputs, we consider the
ride comfort, suspension stroke, road holding ability, and the
required control effort as main performance criteria in the
vehicle suspension design. These criteria can be quantified
using the sprung mass acceleration ̈𝑧

𝑠
(𝑡), the suspension

deflection 𝑧
𝑠
(𝑡) − 𝑧

𝑢
(𝑡), the tire deflection 𝑧

𝑢
(𝑡) − 𝑧

𝑟
(𝑡), and

the control force 𝑢(𝑡), respectively, and should be made as
small as possible in order to have good vehicle suspension
characteristics [29, 30]. Therefore, we consider the following
vector of controlled outputs:

𝑧 (𝑡) =

[
[
[

[

̈𝑧
𝑠
(𝑡)

𝛼 (𝑧
𝑠
(𝑡) − 𝑧

𝑢
(𝑡))

𝛽 (𝑧
𝑢
(𝑡) − 𝑧

𝑟
(𝑡))

𝜂𝑢 (𝑡)

]
]
]

]

, (21)

where 𝛼, 𝛽, and 𝜂 are adjustable weights that should manage
the tradeoff between the above performance requirements.
Using (17) to isolate the sprung mass acceleration, the
controlled output 𝑧(𝑡) can be written as

𝑧 (𝑡) = 𝐶𝑥 (𝑡) + 𝐷𝑢 (𝑡) + 𝐷
𝑤
𝑤 (𝑡) (22)

with

𝐶 =

[
[
[
[
[

[

−
𝑘
𝑠

𝑚
𝑠

𝑘
𝑠

𝑚
𝑠

−
𝑐
𝑠

𝑚
𝑠

𝑐
𝑠

𝑚
𝑠

𝛼 −𝛼 0 0

0 𝛽 0 0

0 0 0 0

]
]
]
]
]

]

,

𝐷 =

[
[
[
[
[

[

1

𝑚
𝑠

0

0

𝜂

]
]
]
]
]

]

, 𝐷
𝑤

=

[
[
[

[

0

0

−𝛽

0

]
]
]

]

.

(23)

3.2. Static Output-Feedback 𝐻
∞

Controller Design. Now, let
us consider the system:

̇𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) + 𝐵
𝑤
𝑤 (𝑡) ,

𝑧 (𝑡) = 𝐶𝑥 (𝑡) + 𝐷𝑢 (𝑡) + 𝐷
𝑤
𝑤 (𝑡) ,

(24)

where 𝑥(𝑡) ∈ R𝑛 is the state vector, 𝑢(𝑡) ∈ R𝑚 is the control
input, 𝑤(𝑡) ∈ R𝑟 is the disturbance input, 𝑧(𝑡) ∈ R𝑑 is the
controlled output, and 𝐴, 𝐵, 𝐵

𝑤
, 𝐶, 𝐷, and 𝐷

𝑤
are constant

matriceswith appropriate dimensions.Given a state-feedback
controller:

𝑢 (𝑡) = 𝐺𝑥 (𝑡) (25)

with state gain matrix 𝐺 ∈ R𝑚×𝑛, the following closed-loop
system results:

̇𝑥 (𝑡) = 𝐴
𝐺
𝑥 (𝑡) + 𝐵

𝑤
𝑤 (𝑡) ,

𝑧 (𝑡) = 𝐶
𝐺
𝑥 (𝑡) + 𝐷

𝑤
𝑤 (𝑡) ,

(26)

where

𝐴
𝐺

= 𝐴 + 𝐵𝐺, 𝐶
𝐺

= 𝐶 + 𝐷𝐺. (27)

For a given control gain matrix 𝐺, the 𝐻
∞
-norm of the

closed-loop system (26) is given by

𝛾
𝐺

=
𝑇𝐺

∞
= sup
𝜔∈R

𝜎max [𝑇
𝐺
(𝑗𝜔)] , (28)

where 𝜎max[⋅] denotes the maximum singular value and 𝑇
𝐺

is the transfer function from the disturbance input to the
controlled output:

𝑇
𝐺
(𝑠) = 𝐶

𝐺
(𝑠𝐼 − 𝐴

𝐺
)
−1

𝐵
𝑤

+ 𝐷
𝑤
. (29)

In the state-feedback𝐻
∞
controller design approach, the

objective is to obtain a controller of the form (25), which
defines an asymptotically stable matrix 𝐴

𝐺
and, simultane-

ously, minimizes the corresponding𝐻
∞
-norm 𝛾

𝐺
. According

to the Bounded Real Lemma [22], for a given scalar 𝛾 > 0,
the closed-loop state matrix 𝐴

𝐺
is asymptotically stable and

𝛾
𝐺

< 𝛾, if and only if there exists a symmetric positive-definite
matrix 𝑃 ∈ R𝑛×𝑛 such that the matrix inequality

[
[

[

𝑃𝐴
𝐺

+ 𝐴
𝑇

𝐺
𝑃 ∗ ∗

𝐵
𝑇

𝑤
𝑃 −𝛾𝐼 ∗

𝐶
𝐺

𝐷
𝑤

−𝛾𝐼

]
]

]

< 0 (30)
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holds, where (∗) denotes the transposed entry. Pre- and
postmultiplying both sides of (30) by the symmetric matrix
diag[𝑋, 𝐼, 𝐼] with 𝑋 = 𝑃

−1, using the values of the matrices
𝐴
𝐺
, and 𝐶

𝐺
in (27), and introducing the new variable 𝑌 =

𝐺𝑋, we arrive at the linear matrix inequality:

𝑆 (𝑋, 𝑌, 𝛾) = [

[

𝐴𝑋 + 𝑋𝐴
𝑇

+ 𝐵𝑌 + 𝑌
𝑇

𝐵
𝑇

∗ ∗

𝐵
𝑇

𝑤
−𝛾𝐼 ∗

𝐶𝑋 + 𝐷𝑌 𝐷
𝑤

−𝛾𝐼

]

]

< 0.

(31)

The state-feedback 𝐻
∞

controller can then be effectively
computed by solving the following LMI optimization prob-
lem:

minimize 𝛾

subject to 𝑋 > 0, 𝛾 > 0, 𝑆 (𝑋, 𝑌, 𝛾) < 0.
(32)

If the optimization problem (32) attains an optimal value 𝛾

for the matrices 𝑋 and �̃�, then the state gain matrix 𝐺 =

�̃�𝑋
−1 defines a state-feedback controller 𝑢(𝑡) = 𝐺𝑥(𝑡) with

an asymptotically stable closed-loop state matrix 𝐴
𝐺
and an

optimal 𝐻
∞
-norm 𝛾

𝐺
= 𝛾.

Let us now consider the case of a static output-feedback
controller:

𝑢 (𝑡) = 𝐾𝑦 (𝑡) , (33)

where 𝐾 ∈ R𝑚×𝑞 is the observed-output gain matrix and
𝑦(𝑡) ∈ R𝑞 is the vector of observed outputs, which can be
written as

𝑦 (𝑡) = 𝐶
𝑦
𝑥 (𝑡) , (34)

for a given full row-rank matrix 𝐶
𝑦

∈ R𝑞×𝑛 with 𝑞 < 𝑛. From
(33) and (34), we obtain

𝑢 (𝑡) = 𝐾𝐶
𝑦
𝑥 (𝑡) , (35)

and consequently, the output-feedback controller (33) can be
considered as a state-feedback controller with an associated
state gain matrix 𝐺of = 𝐾𝐶

𝑦
. Therefore, the design of a static

output-feedback 𝐻
∞

controller leads to the optimization
problem (32) with the additional constraint 𝑌𝑋

−1

= 𝐾𝐶
𝑦
,

which is a particular case of the optimization problem (13)
with

𝜁 = 𝛾, ℎ (𝑋, 𝑌, 𝛾) = 𝛾,

𝐹 (𝑋, 𝑌, 𝛾) = diag [𝛾, −𝑆 (𝑋, 𝑌, 𝛾)] .

(36)

According to the discussion presented in Section 2, the
following LMI optimization problem results:

minimize 𝛾

subject to 𝑋
𝑄

> 0, 𝑋
𝑅

> 0, 𝛾 > 0,

𝑆 (𝑄𝑋
𝑄
𝑄
𝑇

+ 𝑅𝑋
𝑅
𝑅
𝑇

, 𝑌
𝑅
𝑅
𝑇

, 𝛾) < 0,

(37)

where thematrix inequality 𝑆(𝑄𝑋
𝑄
𝑄
𝑇

+𝑅𝑋
𝑅
𝑅
𝑇

, 𝑌
𝑅
𝑅
𝑇

, 𝛾) < 0

takes the explicit form

[
[

[

𝐴𝑄𝑋
𝑄
𝑄
𝑇

+ 𝑄𝑋
𝑄
𝑄
𝑇

𝐴
𝑇

+ 𝐴𝑅𝑋
𝑅
𝑅
𝑇

+ 𝑅𝑋
𝑅
𝑅
𝑇

𝐴
𝑇

+ 𝐵𝑌
𝑅
𝑅
𝑇

+ 𝑅𝑌
𝑇

𝑅
𝐵
𝑇

∗ ∗

𝐵
𝑇

𝑤
−𝛾𝐼 ∗

𝐶𝑄𝑋
𝑄
𝑄
𝑇

+ 𝐶𝑅𝑋
𝑅
𝑅
𝑇

+ 𝐷𝑌
𝑅
𝑅
𝑇

𝐷
𝑤

−𝛾𝐼

]
]

]

< 0. (38)

If the optimization problem defined in (37) attains an optimal
solution 𝛾 for the matrices 𝑋

𝑄
, 𝑋
𝑅
, and �̃�

𝑅
, then the output

gain matrix 𝐾 = �̃�
𝑅
𝑋
−1

𝑅
defines a static output-feedback

controller 𝑢(𝑡) = 𝐾𝑦(𝑡) with asymptotically stable matrix
𝐴
𝐺of

and optimal 𝐻
∞
-norm 𝛾

𝐺of
≤ 𝛾, where 𝐺of = 𝐾𝐶

𝑦
.

Remark 4. Note that the LMI optimization problem (37)
allows us to design a static output-feedback 𝐻

∞
controller

𝑢(𝑡) = 𝐾𝑦(𝑡) by solving a single LMI optimization problem.
Moreover, the optimal value 𝛾 provides an upper bound of
the 𝐻

∞
-norm corresponding to 𝐺of = 𝐾𝐶

𝑦
. The actual

value of 𝛾
𝐺of

can be obtained by maximizing the maximum
singular value of the matrix 𝑇

𝐺of
(𝑗𝜔), as indicated in (28).

Alternatively, the value 𝛾
𝐺of

can also be computed by solving
the LMI optimization problem:

minimize 𝛾

subject to 𝑃 > 0, 𝛾 > 0, LMI (30) .
(39)

4. Numerical Results

In this section, the ideas presented in Section 3.2 are applied
to design a static output-feedback 𝐻

∞
controller for the

quarter-car suspension model described in Section 3.1. This
output-feedback controller only uses the suspension deflec-
tion and the sprung mass velocity as feedback information.
A state-feedback 𝐻

∞
controller is also computed to be

taken as a reference in the performance assessment. Next,
three different configurations are considered: (i) uncontrolled
system, (ii) controlled system using the state-feedback 𝐻

∞

controller, and (iii) controlled system using the static output-
feedback 𝐻

∞
controller. For these configurations, a brief

discussion on the corresponding frequency responses is
presented in Section 4.2. The time responses to an isolated
bump as road disturbance are presented and discussed in
Section 4.3. Finally, some closing remarks are provided in
Section 4.4. All computations have been carried out with
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the MATLAB Robust Control Toolbox [6], and the following
particular values [29, 31]

𝑚
𝑠
= 504.5 kg, 𝑚

𝑢
= 62 kg, 𝑘

𝑠
= 13100N/m,

𝑘
𝑢
= 252000 N/m, 𝑐

𝑠
= 400 Ns/m,

(40)

have been taken as parameters of the quarter-car suspension
model in the controllers design and numerical simulations.

4.1. Controllers Design. Let us consider the quarter-car state-
space model defined by (19), (20), and the parameter values
given in (40). To design a state-feedback 𝐻

∞
controller

𝑢 (𝑡) = 𝐺sf𝑥 (𝑡) , (41)

which uses the full state vector given in (18) as feedback
information, we also consider the controlled output defined
in (22), (23) and the following particular values of the
weighting coefficients:

𝛼 = 8, 𝛽 = 10, 𝜂 = 1.5 × 10
−3

. (42)

By solving the LMI optimization problem given in (32), we
obtain the state gain matrix:

𝐺sf = 10
3

× [1.4733 −5.0315 −2.8818 0.1018] , (43)

with an associated 𝐻
∞
-norm:

𝛾
𝐺sf

= 528.32. (44)

Now, as proposed in [29], let us assume that the available
feedback information only includes the suspension deflection
and the sprung mass velocity. In this case, the vector of
observed outputs is

𝑦 (𝑡) = [𝑧
𝑠
(𝑡) − 𝑧

𝑢
(𝑡) ̇𝑧
𝑠
(𝑡)]
𝑇

, (45)

which can be written in the form:

𝑦 (𝑡) = 𝐶
𝑦
𝑥 (𝑡) , (46)

where 𝑥(𝑡) is the state vector defined in (18), and

𝐶
𝑦
= [

1 −1 0 0

0 0 1 0
] (47)

is the observed-output matrix. To design a static output-
feedback 𝐻

∞
controller

𝑢 (𝑡) = 𝐾𝑦 (𝑡) , (48)

we compute the matrix

𝑄 =

[
[
[

[

1 0

1 0

0 0

0 1

]
]
]

]

, (49)

whose columns are a basis of ker(𝐶
𝑦
) and the matrix

𝑅 =

[
[
[
[
[
[

[

1

2
0

−
1

2
0

0 1

0 0

]
]
]
]
]
]

]

, (50)

which can be obtained from (7) for the particular choice
𝐿 = 0. By solving the LMI optimization problem (37) with the
matrices 𝑄 and 𝑅 given in (49), (50) and the same matrices
𝐴, 𝐵, 𝐵

𝑤
, 𝐶, 𝐷, and 𝐷

𝑤
used in the previous state-feedback

controller design, we get the observed-output gain matrix:

𝐾 = 10
3

× [−0.3585 −8.9459] , (51)

and an optimal 𝛾-value:

𝛾 = 551.03. (52)

According to Remark 4 and the 𝛾-value in (44), the 𝐻
∞
-

norm of the state gain matrix

𝐺of = 𝐾𝐶
𝑦

(53)

associated with the observed-output gain matrix 𝐾, satisfies

528.32 ≤ 𝛾
𝐺of

≤ 551.03. (54)

By setting 𝐺 = 𝐺of in (30) and solving the optimization
problem (39), the following value of 𝛾

𝐺of
results:

𝛾
𝐺of

= 532.74, (55)

which is only a 0.84% greater than the optimal value 𝛾
𝐺sf

achieved by the state-feedback 𝐻
∞

controller.

4.2. Frequency Response. In this subsection, we consider
the frequency response for three different control configura-
tions of the quarter-car suspension model: (i) uncontrolled
system, (ii) controlled system using the state-feedback 𝐻

∞

controller defined in (41) and (43), and (iii) controlled system
using the static output-feedback 𝐻

∞
controller defined in

(45), (48), and (51). For these configurations, the frequency
transfer functions from the road displacement 𝑤(𝑡) to the
magnitudes used as performance criteria are displayed in
Figure 2. Specifically, the frequency transfer functions from
the road displacement 𝑤(𝑡) to the sprung mass acceleration
̈𝑧
𝑠
(𝑡) are presented in Figure 2(a), where the black dotted

line corresponds to the uncontrolled system (denoted as
Passive in the legend), the blue dashed line pertains to the
state-feedback controller (denoted as State-feedback in the
legend), and the red solid line corresponds to the static
output-feedback controller (denoted as Output-feedback in
the legend). The frequency transfer functions from the road
displacement 𝑤(𝑡) to the suspension deflection 𝑧

𝑠
(𝑡) − 𝑧

𝑢
(𝑡),

tire deflection 𝑧
𝑢
(𝑡)−𝑧
𝑟
(𝑡), and control force𝑢(𝑡) are displayed

in Figures 2(b), 2(c), and 2(d), respectively, using the same
line styles and colors.
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Figure 2: Frequency transfer functions from road displacement to (a) sprungmass acceleration, (b) suspension deflection, (c) tire deflection,
and (d) control effort, corresponding to the passive (black dotted line), state-feedback (blue dashed line), and static output-feedback (red
solid line) configurations.

Looking at the graphics in Figure 2(a), it can be appreci-
ated that a significant improvement on ride comfort is pro-
vided by the state-feedback and output-feedback controllers
when compared with the passive system, especially in the
sensitive frequency range of 0–65 rad/s [32]. A closer look
at the graphics corresponding to the active control config-
urations in Figures 2(a) and 2(d) also indicates that, in this
case, the static output-feedback controller behaves slightly
better than the state-feedback controller requiring,moreover,
similar levels of control effort. Regarding the suspension
deflection and tire deflection, the graphics in Figures 2(b) and
2(c) show that both active controllers provide a significant

improvement near the natural frequency of the sprung mass
mode:

𝑓
𝑠
= √

𝑘
𝑠

𝑚
𝑠

, (56)

which for our particular model takes the value 𝑓
𝑠
= 5.1 rad/s

(0.81Hz). It should be highlighted that, in the case of
suspension deflection (Figure 2(b)), the passive control con-
figuration exhibits the best behavior for frequencies inferior
to 0.6Hz. However, it should also be noted that in this case
both active control configurations present negative dB-gains
for frequencies below 0.6Hz.
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Remark 5. As indicated in [33], independently of the suspen-
sion type (passive or active), the frequency transfer function
from road displacement to sprung mass acceleration has an
invariant point at the wheel-hop frequency:

𝑓
𝑢
= √

𝑘
𝑢

𝑚
𝑢

, (57)

with magnitude 𝑘
𝑢
/𝑚
𝑠
. This fact reveals the difficulty of

improving the ride comfort for frequencies around 𝑓
𝑢
. For

the parameter values in (40), we have a wheel-hop frequency
of 𝑓
𝑢

= 63.75 rad/s (10.15Hz) with a magnitude of 𝑘
𝑢
/𝑚
𝑠
=

499.50 (53.97 dB). The existence of an invariant point also
applies to the frequency transfer function from road displace-
ment to suspension deflection at the rattle-space frequency:

𝑓
𝑟
= √

𝑘
𝑢

𝑚
𝑠
+ 𝑚
𝑢

, (58)

which for the parameters in (40) takes the value 𝑓
𝑟

=

21.10 rad/s (3.36Hz).

Remark 6. Thegraphics of frequency response in Figure 2 use
the road displacement as disturbance input. For the sake of
completeness, the graphics of frequency response using the
road displacement velocity as disturbance input are presented
in Figure 3. Note that the comments made to the graphics in
Figure 2 also apply to this second set of graphics.

4.3. Time Response to a Bump Disturbance. To provide a
more complete picture of the performance achieved by the
proposed static output-feedback controller, in this subsection
we present the time response of the quarter-car suspension
system to a road disturbance. More precisely, we consider an
isolated bump of the form:

𝑧
𝑟
(𝑡) =

{

{

{

𝐻

2
[1 − cos(2𝜋𝑉

𝐿
𝑡)] if 0 ≤ 𝑡 ≤

𝐿

𝑉
,

0 otherwise,
(59)

where 𝐻 and 𝐿 are the bump height and length, respectively;
and 𝑉 is the vehicle velocity. The following particular values
of the parameters [30]:

𝐻 = 0.1m, 𝐿 = 5m, 𝑉 = 12.5m/s, (60)

have been used to conduct the numerical simulations. For
this road disturbance, the magnitudes taken as performance
criteria have been computed for the control configurations
(i)–(iii) defined in Section 4.2, and the corresponding graph-
ics are presented in Figure 4. In particular, the graphics in
Figure 4(a) display the sprung mass acceleration ̈𝑧

𝑠
(𝑡) for the

uncontrolled system (black dotted line), the controlled sys-
temwith state-feedback controller (blue dashed line), and the
controlled system with static output-feedback controller (red
solid line).The graphics of suspension deflection 𝑧

𝑠
(𝑡)−𝑧

𝑢
(𝑡),

tire deflection 𝑧
𝑢
(𝑡) − 𝑧

𝑟
(𝑡), and control force 𝑢(𝑡) for these

three control configurations are displayed in Figures 4(b),

4(c), and 4(d), respectively, using the same line styles and
colors.

The graphics in Figures 4(a)–4(c) clearly show that a sig-
nificant improvement in ride comfort, suspension deflection,
and road holding ability is provided by the active controllers.
It can also be appreciated that the static output-feedback
controller achieves practically the same levels of vibrational
response mitigation as the state-feedback controller. More-
over, the graphics in Figure 4(d) point out that there are
no relevant differences between the levels of control effort
required to operate the active controllers.

4.4. Closing Remarks. The numerical results obtained in this
section indicate that the proposed static output-feedback𝐻

∞

controller exhibits a remarkable performance in terms of
both frequency and time responses when compared with the
corresponding state-feedback𝐻

∞
controller. In fact, from the

point of view of 𝐻
∞

controller design, the values of the 𝐻
∞
-

norms in (44) and (55) show that the static output-feedback
controller is practically optimal.

These outstanding numerical results are even more
meaningful when considering some additional features of
the new design methodology: (i) Generality: the proposed
methodology can be applied to a wide variety of control
problems, with the only requirement that the state-feedback
version of the problem admits a standard LMI formulation.
(ii) Conceptual simplicity: the ideas involved in the proposed
change of variables are simple and transparent. As shown in
Section 2, new LMI formulations for static output-feedback
controller designs can be easily derived from existing state-
feedback LMI formulations through a simple change of
the LMI variables. (iii) Ease of implementation: the static
output-feedback controller design is formulated in terms of
LMI optimization problems, which can be directly solved
using standard computational tools, as those provided by the
MATLAB Robust Control Toolbox [6]. (iv) Computational
efficiency: traditionally, static output-feedback gain matrices
have been computed by means of multistep optimization
algorithms that require solving complex matrix equations or
LMI problems at each step. In contrast, in the new design
methodology, the output-feedback gain matrix is computed
by solving a single LMI optimization problem.

The property of computational efficiency deserves some
additional considerations. As it is well known, the nonconvex
nature of static output-feedback control problems makes
them NP-hard [34, 35]. Consequently, heuristic strategies
are commonly used to solve this kind of problems in a
computationally effective way. These heuristic strategies can
be based on a certain set of sufficient conditions for controller
design or on sophisticated randomized algorithms. In any
case, the design procedure depends critically on a suitable
choice of certain parameters that, in principle, can take awide
range of possible values.

Obviously, the previous remark also applies to the new
design strategy proposed in this paper, which requires a
proper choice of the matrix 𝐿 in (7) to define the change
of variables (9). The output-feedback controller design pre-
sented in Section 4.1 has been carried out by taking 𝐿 as a
zero matrix, which leads to the simplified form 𝑅 = 𝐶

†

𝑦
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Figure 3: Frequency transfer functions from road displacement velocity to (a) sprung mass acceleration, (b) suspension deflection, (c) tire
deflection, and (d) control effort, corresponding to the passive (black dotted line), state-feedback (blue dashed line), and static output-feedback
(red solid line) control configurations.

in (7). The choice 𝐿 = 0 has also been used recently
in the field of vibration control of large structures with
positive results [17–21]. However, it is worth pointing out that
certain feasibility problems typically appear when applying
the proposed methodology to the design of static output-
feedback controllers for structural vibration control, and that
ongoing investigations indicate that a suitable choice of the 𝐿

matrix can play an important role in solving these feasibility
issues.

5. Conclusions and Future Directions

In this work, a new strategy to design static output-feedback
controllers for vehicle suspension systems has been

presented.The proposed strategy is conceptually simple, easy
to implement, and computationally efficient, and it can be
applied to a wide variety of control problems, with the only
requirement that the state-feedback version of the problem
admits a standard LMI formulation. To illustrate the main
elements of the new approach, a static output-feedback 𝐻

∞

controller has been designed for a simplified quarter-car
suspension system. Numerical simulations show that the
proposed static output-feedback 𝐻

∞
controller exhibits

a remarkable behavior in terms of both frequency and
time responses, when compared with the corresponding
state-feedback 𝐻

∞
controller.

The main contribution of the paper is twofold: (i) to
provide a clear and practical presentation of the main
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Figure 4: Time response to an isolated bump disturbance: (a) sprung mass acceleration, (b) suspension deflection, (c) tire deflection, and (d)
control effort, corresponding to the passive (black dotted line), static state-feedback (blue dashed line), and static output-feedback (red solid
line) control configurations.

theoretical elements of the new strategy for static output-
feedback controller design and (ii) to show the practical
relevance of the proposed design strategy in the field of
automotive suspensions. Indeed, the positive results obtained
for the quarter-car suspension system clearly indicate that
more research effort should be invested in applying the new
design methodology to more complex scenarios. Specifically,
more complete physical models can be considered, as half
or full car models, seat suspension systems, and human-
bodymodels [4, 36, 37]. More sophisticated control strategies
should be also explored, as those including multiobjective
designs with𝐻

∞
and generalized𝐻

2
control strategies, fuzzy

control, advanced 𝐻
∞

control, or model predictive control
[2, 3, 28, 36, 38–43], combined with different mathematical
complexities as, for example, uncertainties, input and output
constraints, actuation saturations, delays and actuator faults
[23, 24, 26, 30, 36, 44–46], and also combined with actuator
dynamics and road excitation models [39, 47].
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Adaptive vehicle speed control is critical for developing Advanced Driver Assistance Systems (ADAS). Vehicle speed control
considering variable road geometry has become a hotspot in ADAS research. In this paper, first, an exploration of intrinsic
relationship between vehicle operation and road geometry is made. Secondly, a collaborative vehicle coupling model, a road
geometry model, and an AVSC, which can respond to variable road geometry in advance, are developed. Then, based on 𝐻

∞

control method and the minimum energy principle, a performance index is specified by a cost function for the proposed AVSC,
which can explicitly consider variable road geometry in its optimization process.The proposed AVSC is designed by the Hamilton-
Jacobi Inequality (HJI). Finally, simulations are carried out by combining the vehicle model with the road geometry model, in an
aim of minimizing the performance index of the AVSC. Analyses of the simulation results indicate that the proposed AVSC can
automatically and effectively regulate speed according to variable road geometry. It is believed that the proposed AVSC can be used
to improve the economy, comfort, and safety effects of current ADAS.

1. Introduction

At present, Advanced Driver Assistance Systems (ADAS) has
become a hotspot in intelligent transportation systems (ITS)
research area. There are many ADAS that have been or are
being developed, including Adaptive Cruise Control System
(ACC), which regulates the speed with the target vehicle
spacing [1], Intelligent Speed Adaptive System (ISA), which
regulates the speed with speed limit signs and marking, and
Lane Keeping Assist Systems (LKAS) and Lane Departure
Warning System (LDWS) that maintain a safe lane position,
the vehicle orientation and among others [2]. Such systems
either regulate vehicle operation or even directly control
vehicle speed according to road geometry, such as traffic
signs, pavement, and sight distance.

The literature review indicates that variable road geome-
try ismainly presented as changing road shapes. Accident rate
of rear-end collision and rollover are still high, especially for
those “dangerous locations,” such as long steep slopes, sharp

curves, and irregular road surface. Several reasons contribute
to this. On one hand, speeding and the inherent limitations
of vehicular sensor system in vision, sensitivity, and delay are
widespread. On the other hand, variable road geometry is
commonly not considered within ADAS. This results in that
ADAS equipped vehicles cannot comprehensively “know” the
road ahead and therefore they cannot develop an “optimal”
vehicle operation in response to variable road geometry.
Related studies show that considering variable road geometry
can effectively improve the safety, comfort, and economy of
vehicle operation.

Vehicle speed control is an important part of ADAS.
Typically, the traditional methods of speed control are static
in that they mostly specify one speed limit for a given
road condition (e.g., sharp curve or steep slope), regardless
of the relative location of the vehicle and road features
(e.g., the beginning or the ending portion of a curve or
a slope). In order to precisely control the vehicle speed
on variable road geometry, most researches focus on road
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geometrical features extraction and estimation. As the road
features, such as slope, curvature, bank angle, are not easy
to get by vehicular sensors available, road features estimation
mainly adopts direct observers such as Kalman, Luenberger,
or other observers based on proportional-integral, fuzzy,
and sliding mode control [3]. Moreover, recent studies
tend to collect road and environment information within
a limited distance ahead. However, the methods proposed
above over-rely on online data acquisition and processing
and unknown data that need to be predictable but by a high
cost of measurement, which results in that the real time of
algorithm cannot be achieved easily [4]. For these reasons,
limited researches tried to explore adaptive speed control
method on variable road geometry. With the development
of Cooperative Vehicle Infrastructure Systems (CVIS), real-
time and abundant information about vehicle inside and out-
side, especially road geometry information, can be obtained
by GPS, GIS, mobile communications, digital map, and so
forth, which can support the development of adaptive vehicle
speed controller (AVSC) in order to respond to variable
road geometry [5]. AVSC can collect road information of
entire road features (e.g., a curve or a slope) and make more
informative and comprehensive decisions in the control of
vehicle speed.

The literature review indicates that few researches have
been focused on AVSC considering variable road geometry.
Németh and Gáspár [6] introduced road division into vehicle
modeling and added appropriate weighting factor for the
reference velocity in each road section. They used LPV/𝐻

∞

control method to design a velocity tracking controller on
the slope road. The controller cannot only adjust the speed
quickly and effectively on the slope but also reduce the
frequent operations of the vehicle actuator. For the platooning
vehicle on the slope, Németh and Gáspár [7] also adopt the
above idea, which still adopts LPV/𝐻

∞
control method to

design a velocity tracking controller for the leader and string
stable controller for each vehicle in the platoon. However, the
slope angle in these references is still taken as the external
disturbance, and the cruise/platooning system is guaranteed
just by LPV method to keep the robustness for the change of
the slope angle and uncertain factors.

Kamal et al. [8, 9] designed an ecological driving system
for running a vehicle on roads with up-down slopes. This
ecological system makes full use of the road information
obtained from digital road maps and proposed a nonlinear
model predictive controlmethod to derive the vehicle control
inputs by road terrain, vehicle dynamics, and fuel consump-
tion characteristics. They acquired the complete road feature
data including slope angle and the rate of slope angle, devel-
oped a fuel consumption model, and designed the optimal
speed controller. This method mainly starts with driving
economy on a slope road, but it does not consider vehicle
running on a curve road as well as its safety and comfort on
variable road geometry. In addition, other researches usually
take road features as external disturbances and used the
weight factors to eliminate the influence of disturbances, or
simply ignore these road geometrical features [10, 11].

In China, Wang and Ma [12] developed the vehicle speed
and spacing model on a curve and/or a slope road. But these

models are mainly suitable for macroscopic traffic flow
simulation, and it is difficult to reflect the individual vehicle
difference, that is, how vehicle regulates its own speed fitting
in with variable road geometry. Zhang et al. [13] conducted a
comprehensive research on ACC vehicles, such as driveline
simplification, actuator design, acceleration switch, distur-
bance decoupling on the uncertainty parameters and non-
linear model, and fuel consumption analysis. Currently, they
have done some researches on the ACC vehicle on a curve
road to prevent vehicle from sideslip and rollover. Zhang
combined ACC and Direct Yaw Control (DYC) together to
put forward a curve coordinate controller, which not only
can satisfy the longitudinal tracking for vehicles, but also
can ensure the lateral stability of vehicles. However, in curve
road, although the controller separates the ego and adjacent
lanes effectively, it does not fundamentally consider the speed
adaption on the curve road. In addition, there is rare report on
AVSC on variable road geometry both at home and abroad.

Many control algorithms such as PID and LQ algorithms
are required for online identification of controlled object, so
precise mathematical model of object/process is essential by
using these algorithms. However, the nonlinear, time varying
and uncertain vehicle systems retrain the development of
precisemodeling of a vehicle.The approach used in this paper
is the𝐻

∞
optimization algorithm.

The study of 𝐻
∞

optimization algorithm has been of
great interest, andmany results can be found in the literature.
To mention a few, the problem of filtering is investigated in
[14–16], and the problem of model reduction is considered
in [17]. The problem of the 𝐻

∞
step tracking control for

discrete-time nonlinear systems is analyzed in [18–20]. The
problem of robust static output feedback controls for net-
worked control systems (NCSs) subject to network-induced
delays and missing data are studied in [21]. Moreover, the
𝐻
∞

control has been also paid considerable attention and
many results have been reported in automotive systems. For
instance, lateral control of autonomy vehicle by using both
𝐻
∞

control and fuzzy control is studied in [22] to confirm
that the control algorithm is feasible for practical application,
and longitudinal control of electric vehicle by using 𝐻

∞

robust control is investigated in [23] to enhance the riding
comfort and energy saving for vehicle constant speed cruise,
especially in slope road. However, the road geometry features
are used as disturbance or constant values to controller. To
the best of the authors’ knowledge, little cost function of
𝐻
∞

control has been developed by road geometry model.
In this study, based on 𝐻

∞
Control Method and Hamilton-

Jacobi Inequality (HJI) theory, a performance index is spec-
ified by a proposed cost function for the proposed AVSC,
which can explicitly consider variable road geometry in its
optimization process. The proposed AVSC is to make more
informative and comprehensive decisions in the control of
vehicle speed.

The rest of this paper develops as the following. After
a literature review for adaptive speed control on variable
road geometry is conducted, a collaborative vehicle coupling
model and road geometrical model are presented in detail;
an adaptive vehicle speed controller (AVSC) for variable
road geometry consisting of upslope and a curve scenario
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by using 𝐻
∞

and HJI method is described. And then
simulation results are carried out and presented to illustrate
the safety, comfort, and economy of the proposed AVSC.
Finally, conclusions and further works are provided.

2. Methodology

Vehicle dynamic characteristics and road geometrical fea-
tures are necessary in determining the risk behaviors of
vehicle collision or rollover. Vehicle running on the slope
needs to consider both vehicle dynamic parameters and road
geometrical parameters, such as longitudinal acceleration,
traction force, velocity, and slope angle. Vehicle running
on the curve needs to consider lateral acceleration, yaw
rate, steering wheel angle, and road curvature. Besides, a
coupling relationship exists between longitudinal and lateral
vehicle movements; a collaborative vehicle coupling model
and road geometry model have been studied to accu-
rately describe vehicle driving characteristics on the variable
road geometry, thus improving the controller designed for
AVSC.

2.1. Vehicle Coupling Model. The vehicle dynamics model
with three degrees of freedom including longitudinal, lat-
eral, and yaw motion can be developed by Newton’s vector
method. Besides, the operation conditions of vehicle usu-
ally need to fit in with different road geometries. So, the
vehicle model should firstly consider the dynamic coupling
between the lateral and longitudinal, followed by a full
impact that road geometrical features have on the vehi-
cle model. The model is referred to [24, 25] as shown
below:
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and the vehicle parameters used are listed in Table 1.
In order to accurately define road geometrical features,

such as slope, bank, and curvature, it is assumed that the
orientation of the road surface is obtained from the horizontal
position by a rotation around the vehicle’s lateral axis equal
to the slope angle 𝜃

𝑠
and a subsequent rotation around the

longitudinal axis equal to the bank angle 𝜃
𝑏
. The slope angle

and bank angle cause gravity components to appear in vehicle
model, yielding

̇V
𝑥
= 𝑎
1
V2
𝑥
+ V
𝑦
̇𝜓 + 𝐶
𝑓

V
𝑦
+ 𝑙
𝑓
̇𝜓

𝑚V
𝑥

𝛿 +

𝐹 − 𝐶
𝑓
𝛿

𝑚

− 𝜇𝑔 cos 𝜃
𝑠
∓ 𝑔 sin 𝜃

𝑠
,

̇V
𝑦
= − 𝑎

2

V
𝑦

V
𝑥

− (V
𝑥
+
𝑘𝑎
3

V
𝑥

) ̇𝜓 +

𝐹 − 𝜇𝜆 (𝑚𝑔 − 𝑘
𝐿
V2
𝑥
) + 𝐶
𝑓

𝑚
𝛿

− 𝑔 cos 𝜃
𝑠
sin 𝜃
𝑏
.

(3)

Then the road curvature is considered. As the road
curvature and vehicle motion are not in the same coordinate
system, the road curvature cannot be used directly by the
vehicle model. Secondly, the bank angle is not easy to get,
compared with road altitude and curvature got by digital
map or other on board sensors. Last but not least, each lane
of road has a certain width and an appropriate deviation is
allowed in terms of the lateral motion of vehicle. So, a vehicle
lateral deviation model is given here. In order to achieve
a better ride comfort, the lateral deviation of the vehicle is
defined as the lateral distance 𝑦

𝑠
from the mounting location

of vehicle sensors to the road centerline, rather than the lateral
distance𝑦 from the vehicle center of gravity (c.o.g) to the road
centerline, as shown in Figure 1.

Assume that 𝜓
𝑟
is the angle between road centerline and

the longitudinal axis of vehicle, and 𝑑
𝑠
is the horizontal

distance between the road centerline and the vehicle longitu-
dinal axis in radians. The approximate relationship between
𝑦
𝑠
, 𝑦 and 𝜓

𝑟
is

sin𝜓
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𝑦
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− 𝑦
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𝑟
, (4)

where 𝑑
𝑠
is the horizontal distance to the sensor from c.o.g.

Time differentiating (4), we get
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(5)
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Table 1: Vehicle parameters.

Parameters Description
m/kg Total mass
Iz/kg⋅m2 Yaw inertial
lf/m Distance from front axle to center of gravity
lr/m Distance from rear axle to center of gravity
Cf/N⋅rad

−1 Front cornering stiffness
Cr/N⋅rad

−1 Rear cornering stiffness
𝜇 Rolling friction coefficient
kD/N⋅s2⋅m−2 Aerodynamic drag parameter
kL/N⋅s2⋅m−2 Aerodynamic lift parameter
g/m⋅s−2 Gravity acceleration
FyfFyr/N Tire lateral force
FxfFxr/N Tire longitudinal force
𝛿/rad Steering wheel angle

lr lf

ds

O

y

S

ys

𝛿𝜓

𝜓r

Road centerline

Figure 1: Vehicle lateral deviation model in terms of sensor space.

Let 𝜓
𝑑
be the yaw rotation of the road centerline with

respect to the fixed earth frame, allowing us to write

𝜓 = 𝜓
𝑟
+ 𝜓
𝑑
. (6)

Time differentiating (6), we get
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where ̇𝜓
𝑑
= 𝐶V
𝑥
; it should achieve an absolute desired yaw

rate of 𝐶V
𝑥
, for a vehicle follows a curve with road curvature

𝐶 (radius of curvature 𝑅 = 1/𝐶).
Substituting𝜓

𝑟
and its derivatives from (6) and (7) for (5),

we get the vehicle lateral deviation model in the sensor space
as
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Consistent with the road conditions, it can be reasonably
assumed that the roadway can be described by a series of
curves that have a constant road curvature. Because the road
curvature is piecewise continuous, it can be assumed that
̈𝜓
𝑑
≈ 0 [26].
In summary, according to the vehicle coupling model

with regard to road geometrical features, on one hand,
the vehicle still needs to overcome the action of gravity
caused by the slope angle in the longitudinal control. On the
other hand, the vehicle also needs to mitigate the change of
deviation caused by the road curvature in the lateral control.
In addition, it is necessary to analyze the speed performance
caused by the changes of variable road geometries.

2.2. Road Geometry Model. According to road design rules,
road geometry determines the direction and specific location
of the route. Road geometry can reach the best combi-
nation by integrated design of the road shapes including
horizon, vertical, and cross sections, which canmeet not only
driver visual and psychological requirements, but also vehicle
dynamics and kinematics characteristics, thus reducing the
driving work and improving the driving safety, comfort, and
economy. Clothoid curves have been used for road geometry
design in order to geometrically join a straight road to a curve
road, or a straight road to a slope road [3, 27, 28]. Besides,
vertical curves should be used to geometrically join an uphill
and a downhill road. As the example of curve road, the main
characteristic of a clothoid function is that its curvature is
proportional to the length of the curve measured from its
origin

𝐶 (𝑙) = 𝐶
0
+ 𝐶
1
⋅ 𝑙, (9)

where 𝐶
0
and 𝐶

1
= 𝑑𝐶/𝑑𝑙 are the curvature and rate of

curvature of the road, respectively; l is the curve length.
Then, the heading direction 𝜑(𝑙) is got by the first integral

of the curvature

𝜑 (𝑙) = 𝜑
0
+ ∫

𝑙

0

𝐶 (𝜏) d𝜏 = 𝜑
0
+ 𝐶
0
𝑙 +

1

2
𝐶
1
𝑙
2

. (10)

And the second integral represents the curve’s longitudi-
nal distance 𝑥(𝑙) and lateral distance 𝑦(𝑙)

𝑥 (𝑙) = 𝑥
0
+ ∫

𝑙

0

cos𝜑 (𝜏) d𝜏,

𝑦 (𝑙) = 𝑦
0
+ ∫

𝑙

0

sin𝜑 (𝜏) d𝜏.

(11)

Assuming sin 𝜑 ≈ 𝜑, cos𝜑 ≈ 1, (11) is rewritten as

𝑥 (𝑙) = 𝑥
0
(𝑙) + 𝑙,

𝑦 (𝑙) = 𝑦
0
+ 𝜑𝑙 +

1

2
𝐶
0
𝑙
2

+
1

6
𝐶
1
𝑙
3

.

(12)
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Figure 2: Simulated curve road with curvature parameters.
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Figure 3: Simulated slope road with slope parameters.

If 𝑥
0
(𝑙) = 0 leads to 𝑥(𝑙) = 𝑙, the curve’s lateral distance

𝑦(𝑥) and the head direction 𝜑(𝑥) can be given as

𝜑 (𝑥) = 𝜑
0
+ 𝐶
0
𝑥 +

1

2
𝐶
1
𝑥
2

,

𝑦 (𝑥) = 𝑦
0
+ 𝜑𝑥 +

1

2
𝐶
0
𝑥
2

+
1

6
𝐶
1
𝑥
3

.

(13)

Figure 2 gives a simulated curve road with curvature
parameters 𝐶

0
and 𝐶

1
by this curve road model.

Similarly, in slope modeling, we can substitute the slope
angle 𝜌

0
and its rate 𝜌

1
for 𝐶

0
and 𝐶

1
, respectively, and

also substitute the horizontal and vertical distance for the

longitudinal and lateral distances, respectively, so the vertical
distance 𝑧(𝑥) and the head direction 𝜑(𝑥) also can be given
as

𝜑 (𝑥) = 𝜑
0
+ 𝜌
0
𝑥 +

1

2
𝜌
1
𝑥
2

,

𝑧 (𝑥) = 𝑧
0
+ 𝜑𝑥 +

1

2
𝜌
0
𝑥
2

+
1

6
𝜌
1
𝑥
3

.

(14)

Figure 3 gives a simulated slope road with slope parame-
ters 𝜌
0
and 𝜌
1
by this curve road model.

Seen from road geometry model developed above, these
road geometrical features, such as 𝐶

0
and 𝐶

1
, or 𝜌

0
and
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𝜌
1
, can represent the direction and location of a curve or a

slope, and the derivation has shown a great deal of similitude
between these road features and vehicle parameters, such as
acceleration, velocity, and displacement. Hence, if the control
system of vehicle makes full use of these road features and
vehicle parameters, AVSC can be achieved.

3. AVSC Design

According to the collaborative vehicle coupling model and
road geometry model, we combine (1), (3), and (8), yielding

̇V
𝑥
= 𝑎
1
V2
𝑥
+ V
𝑦
̇𝜓 + 𝐶
𝑓

V
𝑦
+ 𝑙
𝑓
̇𝜓

𝑚V
𝑥

𝛿 +

𝐹 − 𝐶
𝑓
𝛿

𝑚

− 𝜇𝑔 cos 𝜃
𝑠
∓ 𝑔 sin 𝜃

𝑠
,

̈𝑦
𝑠
= − (𝑎

2
+ 𝑑
𝑠
𝑎
3
)

̇𝑦
𝑠

V
𝑥

− (V
𝑥
+
𝑘𝑎
3
− 𝑑
𝑠
(𝑎
2
− 𝑎
4
) − 𝑑
2

𝑠
𝑎
3

V
𝑥

) ̇𝜓

+ (1 +

𝑑
𝑠
𝑙
𝑓

𝐼
𝑧

)

𝐹 − 𝜇𝜆 (𝑚𝑔 − 𝑘
𝐿
V2
𝑥
) + 𝐶
𝑓

𝑚
𝛿

− 𝐶 (𝑑
𝑠
𝑎
2
+ 𝑑
2

𝑠
𝑎
3
) .

(15)

As the lateral deviation model needs lateral and yaw
motion information, and both lateral and yaw motion share
the same control input, the only two independent states have
been controlled.

Assuming that brake, throttle, and steering dynamics are
discounted, we make some transformation for inputs of state
equation of the vehicle system

𝑢
1
= 𝐶
𝑓

V
𝑦
+ 𝑙
𝑓
̇𝜓

𝑚V
𝑥

𝛿 +

𝐹 − 𝐶
𝑓
𝛿

𝑚
,

𝑢
2
=

𝐹 − 𝜇𝜆 (𝑚𝑔 − 𝑘
𝐿
V2
𝑥
) + 𝐶
𝑓

𝑚
𝛿.

(16)

Thus, we have only to design proper AVSC law to
compute the inputs of the vehicle system 𝐹 (𝛿, resp.) as the
traction/braking force (the steering wheel angle, resp.).

Then, the collaborative vehicle coupling model and road
geometry model can be got as a form of state

̇𝑥
1
= 𝑎
1
𝑥
2

1
+ 𝑥
2
𝑥
3
+ 𝑢
1
− 𝜇𝑔 cos 𝜃

𝑠
− 𝑔 sin 𝜃

𝑠
= 𝑓 (𝑥 𝑢

1
𝜃
𝑠
) ,

̇𝑥
2
= − (𝑎

2
+ 𝑎
3
𝑑
𝑠
)
𝑥
2

𝑥
1

− (𝑥
1
+
𝑘𝑎
3
− 𝑑
𝑠
(𝑎
2
− 𝑎
4
) − 𝑑
2

𝑠
𝑎
3

𝑥
1

)𝑥
3

+ (1 +

𝑑
𝑠
𝑙
𝑓

𝐼
𝑧

)𝑢
2
− 𝐶 (𝑑

𝑠
𝑎
2
+ 𝑑
2

𝑠
𝑎
3
) = 𝑓 (𝑥 𝑢

2
𝐶) .

(17)

Among them x[𝑥
1
, 𝑥
2
, 𝑥
3
] is the state variables of vehicle

control system, and [𝑥
1
, 𝑥
2
, 𝑥
3
] = [V

𝑥
, V
𝑦
, ̇𝜓], 𝜃

𝑠
is the road

slope angle, and 𝐶 is the road curvature.

𝐻
∞

control theory is to analyze the stability of a system
in terms of energy dissipation. If a system is activated, its
stored energy will be attenuated gradually with time. When
it reaches the equilibrium state, its energy is at the minimum
value, and we can say that the system is asymptotically
stable. 𝐻

∞
method presents an objective function about

tracking error or control cost and designs a suitable feedback
controller so that the closed loop system is stable with the
𝐻
∞

norm of its transfer function minimum or less than a
constant. Among them, the criterion of 𝐻

∞
method can be

seen as a nonlinear optimal control problem considering the
performance index below:

min
𝑢

∫

∞

0

(‖𝑢 (𝑡)‖
2

+ 𝐿 (𝑥)) 𝑑𝑡, (18)

where 𝐿 is the cost function, 𝐿(𝑥) ≥ 0, and 𝐿(0) = 0.
In this formulation, the cost function 𝐿 is considered to

have the following form:

𝐿 = 𝜆
1
Φ
1
+
𝜆
2

2
Φ
2

2
+ 𝜆
3
[
1

2
(𝑥
1
− V
𝑑
)
2

] , (19)

where

Φ
1
=

{{{{

{{{{

{

𝜑𝑥 + (1/2) 𝜌
0
𝑥
2

+ (1/6) 𝜌
1
𝑥
3

𝑥
1

slope

𝜑𝑥 + (1/2) 𝐶
0
𝑥
2

+ (1/6) 𝐶
1
𝑥
3

𝑥
1

curve

Φ
2
= {

𝑎
𝑥
+ 𝑔 sin 𝜃

𝑠
slope

𝑎
𝑦
+ 𝑑
𝑠
( ̈𝜓 − 𝐶 ̇𝑥

1
) curve.

(20)

The cost function consists of three terms, each of which is
multiplied by a constant weight 𝜆

1
, 𝜆
2
, and 𝜆

3
, respectively.

The first term defines the cost in terms of speed changes
caused by road geometrical features. In a curve road, it can
be computed from (13) as 𝑦(𝑥)/𝑥

1
and setting 𝑦

0
= 0. In

a slope road, it can be computed from (14) as 𝑧(𝑥)/𝑥
1
and

setting 𝑧
0
= 0. The second term is the cost that corresponds

to the longitudinal and lateral acceleration forces on the
vehicle, respectively, considering the counteracting effect of
gravitational force on the vehicle due to the road slope from
(3) and that of yaw moment on the vehicle due to the road
curvature from (8), respectively. The last term is the cost for
not running at the given speed on the road V

𝑑
. The weights

are chosen in such a way that the usual magnitudes of the cost
terms are balanced with respect to others. Finally, the weights
can be fine-tuned through observation of simulation results
to maximize the performance of controller.

In order to derive the optimal control inputs, the Hamil-
tonian function is formed using (17)–(19) as follows:

𝐻
𝑖
(𝑥, 𝑝
𝑖
, 𝜑
𝑖
, 𝑢
𝑖
) = 𝑝
𝑇

𝑖
𝑓 (𝑥, 𝑢

𝑖
, 𝜑
𝑖
) + 𝐿
𝑖
(𝑥, 𝑢
𝑖
) , (21)
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where 𝑖 is the different road geometry, such as slope or curve,
𝑝 is costate, and 𝜑 is road geometrical features, such as slope
angle 𝜃

𝑠
or curvature 𝐶.

Let 𝑓(𝑥, 𝑢, 𝜑) = 𝑓(𝑥) + 𝑔(𝑥)𝑢 + 𝑘(𝑥)𝜑, according
to the Hamilton-Jacobi Inequality (HJI), if there is a non-
negative function solution of 𝑉(𝑥) of 𝐶𝑟 class (𝑟 > 1)

satisfying

𝑉
𝑥
(𝑥) 𝑓 (𝑥) +

1

2
𝑉
𝑥
(𝑥) 𝑔 (𝑥) 𝑔

𝑇

(𝑥) 𝑉
𝑇

𝑥
(𝑥) +

1

2
𝐿 (𝑥) = 0.

(22)

Then the state feedback control law of 𝐶𝑟−1 class can be
obtained:

𝑢 = −𝑔
𝑇

(𝑥)𝑉
𝑇

𝑥
(𝑥) . (23)

For this specific problem of deriving optimal control
inputs, it is required to compute the following.

On a slope road

𝜕𝐻

𝜕𝜑
=

𝜕

𝜕𝜑
𝐻
𝑖
(𝑥, 𝑝
𝑖
, 𝜑
𝑖
, 𝑢
𝑖
)

=
𝜕

𝜕𝜑
(𝑝
𝑇

𝑖
𝑓 (𝑥, 𝑢

𝑖
, 𝜑
𝑖
) + 𝐿
𝑖
(𝑥, 𝑢
𝑖
))

= −𝑝
2
𝑔 cos 𝜃

𝑠

̇𝜃
𝑠
,

(24)

𝜃
𝑠
(𝑙) = tan−1 (

𝑅alt (𝑙 + Δ𝑙) − 𝑅alt (𝑙 − Δ𝑙)

2Δ𝑙
) ,

𝑑

𝑑𝑙
𝜃
𝑠
(𝑙) = (

𝜃
𝑠
(𝑙 + Δ𝑙) − 𝜃

𝑠
(𝑙 − Δ𝑙)

2Δ𝑙
) ,

(25)

where 𝑅alt is altitude of road and 𝑙 is mileage, and these data
can be obtained by digital map.

On a curve road

𝜕𝐻

𝜕𝜑
=

𝜕

𝜕𝜑
𝐻
𝑖
(𝑥, 𝑝
𝑖
, 𝜑
𝑖
, 𝑢
𝑖
)

=
𝜕

𝜕𝜑
(𝑝
𝑇

𝑖
𝑓 (𝑥, 𝑢

𝑖
, 𝜑
𝑖
) + 𝐿
𝑖
(𝑥, 𝑢
𝑖
))

= −𝑝
2
𝑑
𝑠
̇𝑥
1
𝐶𝐶
1
,

(26)

𝐶 =
1

𝑅
,

̇𝐶 = 𝐶
1
,

(27)

where 𝑅 is curve radius and 𝐶
1
is a constant, and these also

can be obtained by digital map or actual measurement.
Last but not least, the constraint of driving comfort also

needs to be considered (changes of longitudinal acceleration

Table 2: Vehicle parameters.

Parameters Value
m/kg 2000
Iz/kg⋅m2 3150
lf/m 1.33
lr/m 1.26
Cf/N⋅rad

−1 80000
Cr/N⋅rad

−1 80000
𝜇 0.02
kD/N⋅s2⋅m−2 0.4
kL/N⋅s2⋅m−2 0.005
g/m⋅s−2 9.8
ds/m 2
𝜆
1

230
𝜆
2

220
𝜆
3

8
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Figure 4: The simulation of the slope road.

and lateral acceleration within ±2m/s−2, ±0.05 gm/s−2) in
controller design. So, we can get

̇𝑥
1,2

=

{

{

{

𝑎min (

̇𝑥
1,2

 ≤
𝑎min

) ,

𝑎max (

̇𝑥
1,2

 ≥
𝑎max

) .

(28)

4. AVSC Simulation

For the purpose of testifying the performance of designed
AVSC, a series of simulation experiments combining the
vehicle coupling model with the road geometry model are
performed. The specific vehicle parameters are as shown in
Table 2.

In simulation 1, a slope road is given first. The slope is
shown in Figure 4, and its slope angle is calculated by (14)
and (25), as shown in Figure 5.

Then, the AVSC simulation is made for this slope sce-
nario. Assuming the initial speed V

𝑑
is 79.2 km/h (22m/s),

simulation lasts 30 s, and its sampling time is 0.05 s. First,
the following two types of vehicle speed control, Adaptive
Speed Control Driving (ASCD) and Constant Speed Driving
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Figure 5: The calculation of the slope angle.

(CSD), are applied for a comparison analysis. CSD uses the
information of the slope road to generate the control input so
that the velocity remains constant, regardless of the changing
of the slope. ASCD uses the proposed method in this paper
to automatically regulate speed fitting in with the change of
the slope road and, in this case, slope angle.

It can be seen from Figure 6(a) that with the vehicle
entering slope with its initial speed, based on the defined
cost function, the ASCD vehicle can reach the top of slope
through an adaptive way with an operation profile of “pre-
accelerating-post-decelerating.” Despite that the speed of the
ASCD vehicle should not have little ups and downs in the
early stages of running on the slope, maybe something wrong
in computation of the cost function, it has a good, smooth
running performance on thewhole slope. But theCSDvehicle
keeps the speed unchanged at the cost of a very high control
input, easily making the actuators in danger.

Figure 6(b) shows the traction/braking forces under two
types of speed control for the slope scenario.The forces of the
CSD vehicle change greatly when it runs on the slope, while
the forces of the ASCD vehicle move gently over the slope,
depending on the location of the vehicle. That is because
the cost functions of the ASCD take the slope angle and its
changing rate into account, that is, 𝜌

0
and 𝜌

1
. Except for the

final steady state, also seen in Figure 4(b), the forces of the
ASCD remain stable for a period of time, due to the constraint
of driving comfort from (28).

In addition, the performance of the two types of speed
controllers is compared from the perspective of the control
forces, which is calculated as the sum of absolute value of the
entire traction/braking forces under the slope scenario (Σ|𝐹|).
As shown in Figure 6(c), the total force of the CSD vehicle
is 692,280N, while that for the ASCD vehicle is 374,800N.
Therefore, it can be concluded that under the same slope and
initial speed condition, the AVSC applied in this paper can
reduce the consumption of the control energy by 45.86%.

In simulation 2, the curve road is given. Road radius can
be obtained from (29), and the curvature can be obtained
from (13) and (25), as shown in Figure 7.

Then, the AVSC simulation is made for this curve sce-
nario. Assuming the initial speed is 90 km/h (25m/s), the
simulation also lasts 30 s, and its sampling time is 0.05 s. Both
ASCD and CSD vehicles are still applied via the curve road
for a comparison analysis. Therefore,

𝑅 =

{{{{{{{

{{{{{{{

{

0 , 0 ≤ 𝑥 < 120,

200, 120 ≤ 𝑥 < 120 + 25𝜋,

400, 120 + 25𝜋 ≤ 𝑥 < 120 + 100𝜋,

200, 120 + 100𝜋 ≤ 𝑥 < 120 + 125𝜋,

0, 𝑥 ≥ 120 + 125𝜋.

(29)

In Figure 8(a), the ASCD vehicle runs via a curve in the
same way as it runs on a slope. Based on the defined cost
function, the ASCD vehicle can decrease when approaching
the curve and accelerate when it is going to leave the curve.
However, although the CSD vehicle keeps a constant speed
through the curve, it is easy to result in a risky behavior
of collision or rollover. Figure 8(b) shows the steering angle
under two types of speed control. The steering angle of the
CSD vehicle changes greatly when it runs through the curve,
as the very reason for rollover. While the steering angle of the
ASCD vehicle is very small, only one tenth of that of the CSD
vehicle. In addition, the lateral velocity and the yaw rate are
also fitting inwith the road curvature as shown in Figures 8(c)
and 8(d), respectively. For Figure 8(e), the initial horizontal
position in this simulation is 0.2m, in terms of sensor space
𝑦
𝑠
, rather than 𝑦, and the ASCD vehicle can maintain the

lateral deviation minimumwhen leaving the curve, while the
CSD vehicle need not only turn sharply, but also have the
deviation kept within ±0.2m; thus it is difficult to meet the
desired state.

In a summary, the ASCD vehicle can regulate the speed
fitting in with the road geometrical features under AVSC
design. Compared with the CSD vehicle, the ASCD vehicle
has a proper, satisfactory performance of the longitudinal,
lateral, and yaw control.

5. Conclusions and Future Works

Anovel adaptive vehicle speed controller (AVSC) is presented
in this paper. The AVSC proposed is developed based on a
cost function and 𝐻

∞
control method and it is tested with

a collaborative road geometrical model and vehicle coupling
model. Both the developed collaborative model and the cost
function of the AVSC consider variable road geometry and
therefore are more accurate for simulating vehicle’s perfor-
mance.The proposed AVSC can regulate speed automatically
fitting in with the changing road geometry; and has the
advantages of improved safety, comfort, and economy.

Because the vehicle coupling model does not consider
traction force and wheel angle, the simulations carried out in
this paper only contain three state parameters as longitudinal
velocity, lateral velocity, and yaw rate. In the future, the lateral
deviation submodel used is mainly for lane changing and
lane keeping purposes. A more realistic representation of
acceleration, braking, and steeringwheel operation still needs
to be further studied in order to include traction/braking
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Figure 8: AVSC simulations via a curve road.
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force and front wheel angle into the lateral deviation sub-
model.

Conflict of Interests

Theauthors declare that there is no actual or potential conflict
of interests regarding the publication of this paper.

Acknowledgments

This study is supported by the National High-Tech R&D
Program of China (863 Program) (no. 2011AA110402) and
the National Natural Science Foundations of China (nos.
61203236 and 61174173).

References

[1] L. Xiao and F. Gao, “A comprehensive review of the devel-
opment of adaptive cruise control systems,” Vehicle System
Dynamics, vol. 48, no. 10, pp. 1167–1192, 2010.

[2] J. Piao and M. McDonald, “Advanced driver assistance systems
from autonomous to cooperative approach,” Transport Reviews,
vol. 28, no. 5, pp. 659–684, 2008.

[3] C. Lundquist and T. B. Schön, “Road geometry estimation and
vehicle tracking using a single trackmodel,” inProceedings of the
IEEE Intelligent Vehicles Symposium, pp. 144–149, Eindhoven,
The Netherlands, June 2008.

[4] L. Guo, X. H. Huang, B. Y. Liu, and B. Li, “Curved road
detection based on roadway designmodel,” Journal of Transport
Information and Safety, vol. 3, no. 30, pp. 141–146, 2012.

[5] G. Toulminet, J. Boussuge, and C. Laurgeau, “Comparative syn-
thesis of the 3main European projects dealingwith Cooperative
Systems (CVIS, SAFESPOT and COOPERS) and description
of COOPERS demonstration Site 4,” in Proceedings of the
11th International IEEE Conference on Intelligent Transportation
Systems (ITSC ’08), pp. 809–814, Beijing, China, December
2008.
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The large-scale boom system, such as the five-arm concrete pump truck with the arm length of 36–65meters, usually operates in an
unknown dynamic outdoor environment. The motion safety and the energy consumption are thus the two vital measurements to
the effectiveness of the trajectory planning for the large-scale boom system. Due to the redundancy of the large-scale boom system
and some drawbacks of the original particle swarm optimization (PSO) algorithm, an improved PSO algorithm is presented to
solve the inverse kinematic problem of the redundant large-scale boom system. By the improved PSO algorithm, the energy-saving
trajectory planning of the large-scale boom system that operates in a workspace without obstacles and with obstacles is optimized,
which considers different important degrees of the subgoals, respectively. The optimal results from the simulation study and the
practical application verify the effectiveness of the proposed planning strategy. At the same time, the performance of the improved
strategy is compared with that of the traditional, and the superiority is further demonstrated.

1. Introduction

Owing to the agility of action, capability of obstacle avoid-
ance, and excellent dynamic performance, redundant manip-
ulators have attracted more and more attention and have
been used widely in lots of fields, such as manufacturing
and surgery. As they possess more degrees of freedom
than those required to execute a given task, the inverse
kinematics admit a number of solutions. Furthermore, when
manipulator tasks are demanded in precision and diversity,
these tasks’ execution might make the design of a trajectory
planning of the redundant manipulator difficult because of
the nonlinearity of the dynamics and the coupling between
axes. How to obtain an optimal solution for the inverse
kinematics problem of redundant manipulators has become
a research focus.

At present, there are mainly three methods, alge-
bra method, geometrical method, and numerical iteration
method, which are applied to the inverse kinematics of
redundant manipulator [1–4]. Although these methods can
solve the problem, they have their own disadvantage, respec-
tively. Algebra method and geometrical method are only
used to solve the simple redundant manipulators such as

two-joint SCARA mechanical arm. The numerical iteration
method can be utilized to obtain the solution for the intricate
redundantmanipulators, but the solution is unique and unre-
liable. Moreover, these methods only considered one object,
namely, the end-effector ofmanipulatormove from the initial
position to the final desired precisely.Theworkspace obstacle
avoidance is not discussed.

Aiming at this problem, many researchers made a lot of
research. Han and Piu presented the Tank-Hopfield network
and J function to plan the trajectory of the redundant
robot, so that the desired end-effector trajectory is tracked
closely, the workspace obstacles are avoided simultaneously
[5]. McAvoy et al. utilized a genetic algorithm (GA) to opti-
mize the point-to-point trajectory planning of kinematically
redundant manipulators [6]. Peng and Wei proposed the
ASAGA trajectory planning method of redundant manip-
ulators by incorporating the GA and simulated annealing
algorithm [7]. Although these methods can obtain a superior
solution for the kinematic of redundant manipulator, when
number of the parameters to be optimized is large and
the parameters are highly correlated, they can use more
computing time and degrade efficiency to search the global
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Figure 1: The boom system of concrete pump truck.

optimum solution. Furthermore, some vital characteristics of
the redundant manipulator such as safety, energy consump-
tion, and stability of the manipulator may not be considered.

The large-scale boom system of the five-arm concrete
bump truck with the arm length of 36–65 meters is a
representative 6-degree-of-freedom redundant manipulator.
They usually operate in an unknown dynamic outdoor
environment with overhead power transmission lines and
field construction workers. Thus, the motion safety and
the energy consumption are the two vital measurements to
the effectiveness of trajectory planning for the large-scale
boom system. In order to ensure the motion safety as well
as reduce the energy consumption, an improved particle
swarm optimization (PSO) algorithm which can overcome
the drawbacks mentioned above is adopted to optimize the
trajectory of the boom system in this paper.

The paper is organized as follows.The kinematic descrip-
tion of boom system of concrete pump truck is given in
Section 2. Section 3 introduces the improved PSO algorithm.
The PSO method is used to solve the inverse kinematic
problem of the boom system in Section 4. Section 5 gives
some cases study. The practical application is demonstrated
in Section 6. The conclusion is drawn in Section 7.

2. Kinematic Description of Boom System of
Five-Arm Concrete Pump Truck

Figure 1 shows the boom system of five-arm concrete pump
truck with 6 degrees of freedom. It is composed of five arms
and a revolving table.The revolving table is fixed to the frame
foundationwith the screws and revolves on the 𝑧 axis.Thefive
arms and the revolving table are connected in a series with
five revolute joints and each arm is driven by the arm cylinder.
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Figure 2: Geometry of a six-degrees-of-freedom of joint angles 𝜃
𝑖
,

𝑖 = 1, 2, . . . , 6.

According to the characteristic of the framework of the
boom system, the mechanism of the boom system and the
coordinate system of each arm are displayed in Figure 2. It
can be seen that the revolving table coordinate system and the
first arm coordinate system are coincided with the reference
coordinate system and the material outlet of boom system
is set as the end coordinate system origin of the fifth arm.
𝑙
𝑖
(𝑖 = 1, 2, . . . , 6) denote the length of each arm, 𝜃

𝑖
(𝑖 =

1, 2, . . . , 6) signifies the angle between the 𝑖th arm and the
(𝑖 − 1)th arm. Thereinto, 𝑙

1
and 𝜃
1
are the length of revolving

table and the angle between the first arm and the axis 𝑋1,
respectively. For convenience, they are all set as 0; that is,
the boom system becomes a planar five-bar linkages. Table 1
shows the kinematic parameters of each arm.

Utilizing these parameters the transformation matrixes
[8] which describe the relative position and gesture between
two adjacent arms can be obtained and described as follows.

𝐴
0
=

[
[
[

[

1 0 0 0

0 0 1 0

0 −1 0 0

0 0 0 1

]
]
]

]

, 𝐴
1
=

[
[
[

[

𝑐1 0 𝑠1 0

𝑠1 0 −𝑐1 0

0 1 0 0

0 0 0 1

]
]
]

]

,

𝐴
2
=
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[
[

[

𝑐2 −𝑠2 0 𝑙
1
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𝑠2 𝑐2 0 𝑙
1
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]

]

, 𝐴
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2𝑠3
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Table 1: The kinematic parameters of each arm.

𝐽
𝑖

𝜃
𝑖
(∘) Interval (∘) 𝛼

𝑖−1
(∘) 𝑎

𝑖−1
(mm) 𝑑

𝑖
(mm)

1 𝜃
1

0 −90 𝑙
1

0
2 𝜃

2
[0, 90] 90 𝑙

2
0

3 𝜃
3

[0, 180] 0 𝑙
3

0
4 𝜃

4
[0, 180] 0 𝑙

4
0

5 𝜃
5

[0, 200] 0 𝑙
5

0
6 𝜃

6
[0, 240] 0 𝑙

6
0

where 𝐴
𝑖
(𝑖 = 0, 1, . . . , 6) denotes the relative position and

gesture pose of the 𝑖th arm to the (𝑖 − 1)th arm, 𝑐𝑖 (𝑖 =
1, 2, . . . , 6) signifies cos(𝜃

𝑖
), and 𝑠𝑖 (𝑖 = 1, 2, . . . , 6) represents

sin(𝜃
𝑖
). Thus, the position and gesture of the end of the fifth

arm can be expressed as

𝑇
7
= 𝐴
0
𝐴
1
𝐴
2
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3
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4
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𝑧
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) , (2)

where

𝑛
𝑥
= 𝑐1𝑐23456, 𝑛

𝑦
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𝑛
𝑧
= −𝑠1𝑐23456

𝑜
𝑥
= −𝑐1𝑠23456, 𝑜

𝑦
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𝑜
𝑧
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𝑎
𝑥
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= 𝑐1 (𝑙

5
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3
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1
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in which 𝑐1 = cos(𝜃
1
), 𝑠1 = sin(𝜃

1
), 𝑐12 = cos(𝜃

1
+𝜃
2
) and so

on.

3. Review of Particle Swarm Optimization
Algorithm and Improved PSO

3.1. Review of Particle Swarm Optimization Algorithm (PSO).
Particle swarm optimization algorithm is a new entrant to
the family of evolutionary algorithms, which is capable of
mimicking the social behavior of birds flocking and fish
schooling in search for food and proposed by Kennedy and
Eberhart [9]. Its basic concept is that the potential solutions
are flown through hyperspace and are accelerated towards
better ormore optimum solutions.The algorithm is described
simply as follows.

Given a swarm of𝑁 particles in a𝐷-dimension space, the
𝑖th particle which is a feasible solution in an optimal problem
is represented by the position vector 𝑥

𝑖
= (𝑥
𝑖

1
, 𝑥
𝑖

2
, . . . , 𝑥

𝑖

𝐷
).

The best previous solution which has been found is denoted
by the particle 𝑝

𝑖
= (𝑝
𝑖

1
, 𝑝
𝑖

2
, . . . , 𝑝

𝑖

𝐷
), and the current group’s

best solution that is found by the neighborhood particles
of the 𝑖th particle is signified by 𝑔

𝑖
= (𝑔

𝑖

1
, 𝑔
𝑖

2
, . . . , 𝑔

𝑖

𝐷
).

The velocity of the 𝑖th particle is represented as 𝑉
𝑖
=

(V𝑖
1
, V𝑖
2
, . . . , V𝑖

𝐷
). At the iteration step 𝑡 + 1, the position of the

𝑖th particle is updated by the following equations:

V𝑖
𝑑
(𝑡 + 1) = 𝑤

0
V𝑖
𝑑
(𝑡) + 𝑐

1
𝑟
1
[𝑝
𝑖

𝑑
(𝑡) − 𝑥

𝑖

𝑑
(𝑡)]

+ 𝑐
2
𝑟
2
[𝑔
𝑖

𝑑
(𝑡) − 𝑥

𝑖

𝑑
(𝑡)] ,

𝑥
𝑖

𝑑
(𝑡 + 1) = 𝑥

𝑖

𝑑
(𝑡) + V𝑖

𝑑
(𝑡 + 1) ,

(4)

where 𝑖 = 1, 2, . . . , 𝑁, 𝑑 = 1, 2, . . . , 𝐷. 𝑤
0
, 𝑐
1
and 𝑐
2
are the

positive constants, and 𝑟
1
and 𝑟
2
are two random parameters

which belong to the interval [0, 1].Thus, according to (4), the
iterative process will continue warm by warm until the fittest
solution is obtained.

3.2. Improved PSO. The original PSO has been applied to all
kinds of engineering fields widely because of its robustness
and fastness in solving the optimization problems, but it
still has some difficulties in searching the overall optimal
solution and improving the computational efficiency. Jiang et
al. have analyzed the relationship between the convergence
and parameter selection of the standard particle algorithm
[10]. And many scholars have proposed some methods to
improve the performance of the standard PSO algorithm [11–
13]. Although these modified PSO algorithms have improved
the global search ability of the particles, the computation
burden is increased. In order to ensure the real-time control
and intelligent work of the boom system, an improved PSO
algorithm is introduced.

It is well known that the convergence property and
performance of the standard PSO algorithm are influenced
by many factors such as the selection of the nonnegative real
parameter 𝑤, 𝑐

1
and 𝑐
2
[10]. Thereinto, the parameter 𝑤 is

called the inertia weight, which can adjust the velocity of the
particle and enable the particle to search the new solution
space. To enhance the particle’s global search ability, the
positive constant𝑤 is modified using the following equation:

𝑤 = 𝑤
0
×
1 + cos (𝑡/𝑇max)

2
, (5)
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where 𝑤
0
is the initial value and is set as 0.729, 𝑡 is the 𝑡th

iteration step, and 𝑇max is the maximal iteration step number.
And the maximal and minimal velocity of particles are set as

𝑉max =
𝑋max − 𝑋min

2

𝑉min = −𝑉max,

(6)

where 𝑋max and 𝑋min are the maximal and minimal bound-
aries of the parameter space.

For the parameters 𝑐
1
and 𝑐
2
which is included in the

second term and the third term on the right hand of (4),
they represent the cognitive part of PSOwhich can enable the
particle to change its velocity based on its own thinking and
memory and the social part as the particle change its velocity
based on the social-psychological adaptation of knowledge,
respectively, and reflect the personal experience and the
social experience of its own. When the personal and social
experiences accumulated so far are overused the particle
can be driven away from the local optimum. However, if
they are not fully used, the convergence performance of the
PSO algorithm is undermined. In addition, considering the
working characteristic and environment of the of the boom
system of the five-arm concrete pump truck, there can be
a small number of local optimal solutions to the inverse
kinematic problem. To make use of the personal experience
and social experience of the particle and obtain the global
optimal configuration of the boom system, the velocity of
particle is updated by the following formula:

V𝑖
𝑑
(𝑡 + 1) = 𝑤V𝑖

𝑑
(𝑡) + (

1 −

𝑝
𝑖

𝑑
(𝑡) − 𝑥

𝑖

𝑑
(𝑡)


𝑥
max
𝑑

− 𝑥
min
𝑑

)

2

× 𝑟
1
[𝑝
𝑖

𝑑
(𝑡) − 𝑥

𝑖

𝑑
(𝑡)] + (

1 −

𝑔
𝑖

𝑑
(𝑡) − 𝑥

𝑖

𝑑
(𝑡)


𝑥
max
𝑑

− 𝑥
min
𝑑

)

2

× 𝑟
2
[𝑔
𝑖

𝑑
(𝑡) − 𝑥

𝑖

𝑑
(𝑡)] .

(7)

4. Trajectory Planning of Boom System Based
on Improved PSO

Because of the redundancy and difference ofworking require-
ment and environment, the improved PSO algorithm is
adopted to solve the inverse kinematic problem of the boom
system when the concrete pump truck work. The calculation
procedure is shown in Figure 3.

Assumed that the initial position of the material outlet
of the boom system is represented by the vector 𝑃ini =

[𝑝
ini
𝑥
, 𝑝

ini
𝑦
, 𝑝

ini
𝑧
], the initial joint angle is denoted by the

vector 𝜃ini = [𝜃
ini
0
, 𝜃

ini
1
, . . . , 𝜃

ini
5
], the desired position and

desired joint angle are represented by two vectors 𝑃goal =
[𝑝

goal
𝑥
, 𝑝

goal
𝑦
, 𝑝

goal
𝑧
], and 𝜃goal = [𝜃goal

0
, 𝜃

goal
1
, . . . , 𝜃

goal
5
], respec-

tively. The fitness function is designed according to the
desired goal. All constraints and criteria are translated into
penalty functions to beminimized and that are defined in the
sequel. Consider the following:

Start

Select the parameters of PSO:

Initialization of particle

Update the velocities and
positions of particles

Evaluate the fitness of
each particle

Satisfying the
termination

Save the optimal

End

Yes

No

N,w0 , Tmax

𝜃

𝜃

condition

Figure 3: The flowchart of the PSO.

(1) In order to reduce the loss of energy, when material
outletmove from the initial position𝑃ini to the desired
position 𝑃goal, according to the characteristic of the
boom system the variation of joint angle should be
minimized.

𝑓
1
(𝜃) =

5

∑

𝑖=0

1

(𝑖 + 1)
× [abs (𝜃goal

𝑖
− 𝜃

ini
𝑖
)] . (8)

(2) For working convenience of boom system, the varia-
tion orientation of angle between two adjacent links
should be concurrent; namely, the configuration of
the boom system is flexible, the objective function can
be described by the following the function:

𝑓
2
(𝜃) =

5

∑

𝑖=1

𝜆
𝑖
[𝜃
𝑖
(𝑡 + 1) − 𝜃

𝑖
(𝑡)]
2

, (9)



Mathematical Problems in Engineering 5

where 𝑡 and 𝑡 + 1 are two consecutive sampling
instants, and

𝜆
𝑖
= {

𝑡
1/2 if (𝜃

𝑖+1
− 𝜃
𝑖
) (𝜃
𝑖
− 𝜃
𝑖−1
) < 0

1 otherwise,
𝑖 = 2, . . . , 4.

(10)

(3) In order to avoid tilt of the concrete pump truck
because of self-weight, the gravity center of the boom
system should be close to the revolving table; namely,

𝑓
3
(𝜃) = max (𝜃

1
) . (11)

(4) In order to avoid obstacle, the displacements between
obstacle and each end points of all links should be
maximized, and there is no interference between each
link and the obstacle.The function can be represented
as follows:

𝑓
4
(𝜃) = max (𝑑

𝑖
) 𝑖 = 1, . . . , 6, (12)

where 𝑑
𝑖
represents the displacement between obsta-

cle and the 𝑖th end point.
(5) In order to ensure that the material outlet of boom

system can get to the desired final position 𝑃goal, the
positional error 𝑃error is defined as follows:

𝑃error = √(𝑝
goal
𝑥

− 𝑝𝑐
𝑥
)
2

+ (𝑝
goal
𝑦

− 𝑝𝑐
𝑦
)
2

+ (𝑝
goal
𝑧

− 𝑝𝑐
𝑧
)
2

,

(13)

where 𝑃
𝑐
= (𝑝
𝑐

𝑥
, 𝑝
𝑐

𝑦
, 𝑝
𝑐

𝑧
) is the current position of

material outlet of boom system.

Thus, the fitness function 𝐹fitness is defined as follows:

𝐹fitness = 𝑃error + 𝛼𝑖𝑓𝑖 (𝜃) , (14)

where 0 < 𝛼
𝑖
< 1 denotes a weight factor which is

used to represent the importance degree of different
subgoals.

5. Simulation Study

Given that the length of the arm of the boom system is 𝑙
0
= 0,

𝑙
1
= 10, 𝑙

2
= 9, 𝑙

3
= 9, 𝑙

4
= 9, 𝑙

5
= 9, respectively. The

initial joint angle is 𝜃ini
0
= [0, 60

∘

, 150
∘

, 150
∘

, 162
∘

, 150
∘

]. The
desired position is set as 𝑃goal = [30, 20, 0]. Utilizing the PSO
method mentioned above, the inverse kinematic problem of
the redundant boom system in a workspace with obstacles
and without obstacles is solved. In addition, the number of
particles is set as 𝑁 = 40, the maximal number of iteration
step is set as 𝑇max = 150, and the positive constants are set as
𝑤
0
= 0.729, 𝑐

1
= 1.49 and 𝑐

2
= 1.49, respectively.

5.1. Improved PSO Performance in a Workspace without
Obstacles. Generally speaking, the boom system of concrete
pump truck usually works in a workspace without obstacles.
Under different work conditions, when the performance of
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Figure 4: The configuration with the minimal loss of energy.
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Figure 5: The configuration with the tilt-avoidance.

concrete pump truck considered is different, the attitude of
the boom system can be different. In order to enable the boom
system to work better, three different configurations of the
boom system are optimized in this paper.

When the outlet of the boom system move to the desired
position and the different subgoals are also considered pref-
erentially, the configuration of the boom system is different.
Figure 4 shows the optimal configuration with the minimal
loss of energy. Figure 5 displays the optimal configuration
with the tilt-avoidance. The optimal configuration which has
considered all the subgoals is shown in Figure 6.

From Figure 4 it can be seen that when the loss of energy
of the concreter pump truck is considered precedently the
flexibility of the boom system is not optimal. The solution
corresponding to the configuration in Figure 5 can avoid the
tilt effectively, and the flexibility is superior, but the loss of
energy is the maximal. The solution corresponding to the
configuration in Figure 6 is the best, which consider, all the
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Figure 6: The optimal configuration of boom system.
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Figure 7: The configuration in a workspace with two obstacles.

performance such as the loss of the energy, tilt-avoidance, and
flexibility.

In addition, from these figures it can be drawn that
the improved PSO can optimize the multigoal trajectory
planning problem. In other words, according to the different
performance requirements of the boom system considered,
the optimal configuration of the boom system, which consid-
ers different degree of different subgoal, can be obtained by
the improved PSO algorithm effectively.

5.2. Improved PSO Performance in a Workspace with Obsta-
cles. Considering two obstacles in the workspace, for a given
initial configuration some arms of the boom system locate
between two obstacles, the final configuration result of the
boom system obtained by the improved PSO algorithm is
shown in Figure 7. It can be seen that the boom system can
work safely and the material outlet can move to the desired
position accurately. But the flexibility of boom system is bad.
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Figure 8: The optimization process obtained by the improved PSO
and PSO.

RemoteRemote

controller

controller receiver
Boom
system

Angle
sensors ActuatorMotion

Figure 9: The flowchart of control system of the boom system.

At the same time, it is also demonstrated that the improved
PSO can solve the inverse kinematic problem with obstacle-
avoidance.

5.3. Comparison Analysis of Improved PSO and PSO. In order
to further illustrate the superiority of the improved PSO,
the improved PSO algorithm and original PSO are used to
solve the same inverse kinematic problemof the boom system
in the workspace with the obstacle mentioned above. The
optimal process obtained by these two algorithms is shown in
Figure 8. From the figure, it can be seen that the convergence
velocity of the improved PSO is quicker than that of the PSO
and the solution is also better. All these have demonstrated
that the performance of the improved PSO is superior to that
of the PSO.

6. Practical Application

Figure 9 shows the flowchart of control system thatmakes the
boom system of the concrete pump truck works intelligently.
Utilizing the data which describes the position of the outlet
of the boom system and is received by the remote receiver
and emitted by the remote controller along with the signals



Mathematical Problems in Engineering 7

0

4

2

0
5 10 15 20 25 30 35 40 45 50

x

y

Figure 10: The schematic diagram of the boom system obtained
theoretically.

that the angle sensors acquire, the motion controller uses
the improved PSO algorithm to plan the configuration of the
boom system. When the angles between two adjacent arms
are obtained, the displacement increment of each cylinder
is acquired by the geometrical relationship between the
cylinder and two adjacent arms. Accordingly, the variation of
hydraulic oil volume of each arm cylinder is obtained. And
the driver current value is calculated by the proportion of
variation of the oil volume to the current increment.Thus, the
arm cylinder of the boom system is driven by the actuator and
the outlet of the boom system can get to the desired position.

In order to verify the practicability of the control system
that the improved PSO algorithm has been embedded in, an
application test that plans the trajectory of the 46-meters five-
arm boom system of concrete pump truck is done. In this test,
the length of each arm is 𝑙

1
= 9, 𝑙
2
= 9, 𝑙
3
= 8, 𝑙
4
= 10, 𝑙

5
=

10, respectively. There is no obstacle in the workspace and all
subgoals are considered. The initial position of the outlet is
(10, 0, 0), namely, the boom system, is not opened up and the
desired position is (45.5, 1.5, 0).

After running the control system, the schematic diagram
obtained theoretically is shown in Figure 10. The joint angle
obtained is 𝜃goal = [0

∘

0
, 14
∘

1
, 175
∘

2
, 172
∘

2
, 175
∘

2
, 175
∘

2
] and the

obtained position of the outlet is (45.47, 1.46, 0). In practice,
the final configuration of the boom system is displayed in
Figure 10. The position of the outlet is (45.12, 1.25, 0). It
is deviated from the desired goal in a sort. This is mainly
attributed to the gravity of boom system and the calculation
error, but it is still satisfied with the working requirements.

7. Conclusion

In this paper, an improved PSO algorithm is proposed
to solve the multigoal trajectory planning problem of the
redundant large-scale boom system of concrete pump truck.
Because of the drawback of the original PSO such as the low
convergence velocity and the inexact solution, an improved
PSO is introduced.

Utilizing the improved PSO algorithm, the simulation
result to the inverse kinematic problem which considers
different performance requirements of the redundant boom
system of concrete pump truck that works in a workspace
without obstacles and with obstacles have been obtained.
At the same time, the performance of the improved PSO is
compared with that of the PSO. Furthermore, the improved
PSO algorithm have been embedded in the controller and

applied to the trajectory planning of the boom system of
concrete pump truck. All results illustrate that the proposed
strategy can plan a collision-free and energy-saving trajectory
for the redundant large-scale boom system, and thus it has the
practicability.
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An optimal guidance algorithm for air-breathing launch vehicle is proposed based on optimal trajectory correction. The optimal
trajectory correction problem is a nonlinear optimal feedback control problem with state inequality constraints which results in a
nonlinear and nondifferentiable two-point boundary value problem (TPBVP). It is difficult to solve TPBVP on-board. To reduce
the on-board calculation cost, the proposed guidance algorithm corrects the reference trajectory in every guidance cycle to satisfy
the optimality condition of the optimal feedback control problem. By linearizing the optimality condition, the linear TPBVP is
obtained for the optimal trajectory correction. The solution of the linear TPBVP is obtained by solving linear equations through
the Simpson rule. Considering the solution of the linear TPBVP as the searching direction for the correction values, the updating
step size is generated by linear search. Smooth approximation is applied to the inequality constraints for the nondifferentiable
Hamiltonian. The sufficient condition for the global convergence of the algorithm is given in this paper. Finally, simulation results
show the effectiveness of the proposed algorithm.

1. Introduction

The development of space technology has given rise to the
expectation that launchers will become low cost and fully
reusable. The launch vehicle with hypersonic air-breathing
propulsion is considered to reduce the cost of payloads
taken to the Earth’s orbit. The air-breathing launch has
inherent features that make it a candidate for future space
transportation [1]. The impulse of air-breathing propulsion,
which is approximately 3000 s [2], is significantly higher than
that of a rocket (360 s). Air-breathing propulsion brings high
impulse as well as strong nonlinear, coupling aerodynamic
and thrust.

The traditional design category for ascent guidance is to
drive an optimal nominal trajectory off-board. The guidance
problem is then transformed into a tracking problem for
the designed optimal nominal trajectory. The design of a
trajectory could be formulated as a global optimization
task [3]. The methods for numerical optimization of con-
tinuous dynamic systems could be termed “Hamiltonian”
(indirect method) and “Transcription” (direct method) [4].

For the optimization problem with inequality constraints,
smoothing approximation was considered in [5, 6]. A filled
function approach for nonsmooth constrained global opti-
mization was presented in [7]. Linear-quadratic optimization
was implemented to optimal control in [8]. Direct and
indirect optimization methods were implemented to the off-
board trajectory optimization problem in previous literature.
The numerical algorithms of trajectory optimization for
vehicles were summarized and systematically analyzed in
[9, 10]. A new concept of pseudocontrol sets to solve optimal
control problemswas proposed in [11].This approach reduces
the calculation cost by combining large-scale linear program-
ming algorithmswith discretization of the continuous system
dynamics on small segments. An algorithm formultiobjective
optimization was presented in [12]. Intelligent algorithms can
also be used for trajectory optimization problems. The par-
ticle swarm optimization (PSO) method was implemented
to the space trajectory optimization in [13]. The simulation
results showed the effective of PSO in finding the optimal
solution to the space trajectory optimization problems, with
great numerical accuracy. Approximate numerical methods
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of optimization were presented for multiorbit noncoplanar
orbit transfers of low-thrust spacecraft in [14].

Many control methods were implemented to trajectory
tracking guidance and control problem [15]. In the previous
literature, many researchers focused on the robust control
method [16, 17]. It has obtained successful application in the
industry [18, 19]. For the networked control system, a H-
infinity step tracking control method was presented in [20].
An adaptive fuzzy robust control for a class of nonlinear
systems was proposed in [21]. An adaptive guidance law and
off-board trajectory optimization for air-breathing launch
vehicle were addressed in [22]. In that paper, the optimal
control problem was solved using SQP method. And the
adaptive guidance law was developed using a feedback loop
based on a second-order rate controller for angle of attack. A
robust state feedback guidance law was generated in real time
using the indirect Legendre pseudospectral feedbackmethod
in [23]. In that paper, the guidance problem was converted
into a trajectory state regulation problem which is a linear
time varying system.

However, the accuracy of the trajectory tracking method
is low with the disturbance and the modeling error. It
lacks the autonomy and adaptability to cope with the non-
nominal vehicle and mission conditions needed for future
reusable launch vehicles [24]. To improve the performance
and the accuracy of the guidance, the optimal guidance
method generates the prospective trajectory by fast trajectory
optimization on-board based on current flight state. This
guidance method has become a research focus with the
advance in on-board computation capability. Ping Lu used
the indirect method to pose the trajectory optimization
problem as a nonlinear two-point boundary value problem
(TPBVP) in [25, 26]. From this model, the optimal thrust
vector that satisfied the optimality condition was derived.
A finite difference method was employed to solve the
nonlinear TPBVP through numerical calculations. Similarly,
a fast trajectory optimization for hypersonic air-breathing
vehicles was presented in [27]. The indirect method was
implemented for ascent trajectory optimization on-board
considering the features of the air-breathing vehicle. Ping Lu’s
work is significant for the optimal ascent guidance. However,
the TPBVP is nonlinear and nondifferentiable for the air
breathing launch vehicle. It is difficult to solve the nonlinear
and nondifferentiable TPBVP on-board in every guidance
cycle. Using the directmethod, a new guidance concept based
on nonlinear programming (NLP) method was proposed
in [24]. NLP-based guidance concepts appear advantageous
over conventional methods because the on-board guidance
algorithm allows a single algorithm to be implemented for
different vehicles and missions. The optimal control problem
was parameterized into a nonlinear programming problem
that was solved by the gradient projection algorithm. In [28],
the reference trajectorywas updated for disturbance by an on-
board algorithm that satisfied the real-time requirement. A
new real-time guidance method derived from the optimality
condition was proposed in [29]. In that paper, the simple
guidance parameters were updated in real time. In [30], a
guidance method was presented for online launcher ascent
trajectory updating based on neural networks. In the paper,

the utilization of a neural network approximation was used
online during the ascent flight, with a training process
performed off-line.

In this paper, we present an optimal guidance algorithm
for air breathing launch vehicle based on optimal trajectory
correction to reduce the on-board calculation cost. Consider-
ing the current vehicle state as the initial condition, the opti-
mal trajectory correction problem is referred to as a nonlinear
optimal control problem with state inequality constraints.
For the real-time requirement of the on-board algorithm, the
linear TPBVP is obtained for optimal trajectory correction
by linearizing the optimality condition in this paper. The
Simpson rule is applied to transform the linear TPBVP
into linear equations. Considering the solution of the linear
TPBVP as the searching direction for the correction values,
the updating step size is generated by linear search. Smooth
approximation is applied to the inequality constraints for the
nondifferentiable Hamiltonian. The sufficient condition for
the global convergence of the algorithm is given in this paper.
Finally, simulation results for different cases of the modeling
error show the effectiveness of the proposed algorithm. In
summation, the main contributions of this paper are given
as follows.

(1) We reduce the on-board calculation cost of the
guidance method a lot. Comparing with the methods
in previous literatures which solves nonlinear equa-
tions in every guidance cycle, the proposed guidance
method in this paper solves linear equations once in
every guidance cycle only.

(2) We obtain the relationship between the global conver-
gence and the guidance cycle of the online algorithm.
The sufficient condition of the global convergence of
this algorithm is given.

The remainder of this paper is organized as follows.
Section 2 presents the state normalized-energy differential
equations of motion of the vehicle and the optimal control
problem for optimal ascent guidance. Section 3 provides
details on the optimal guidance algorithm. Section 4 presents
an analysis of the global convergence of the proposed
algorithm. Section 5 discusses the proposed differentiable
approximation for Hamiltonian. Section 6 presents the simu-
lations for theGenericHypersonic Vehicle (GHV)model and
scramjet engine. Section 7 presents the conclusion.

2. Problem Formulation

2.1. Ascent Dynamic. The formulation of motion of the air-
breathing vehicle in the longitudinal plane is presented in this
section. As shown in Figure 1, the thrust 𝑇, gravitation 𝑔, and
the aerodynamic lift force𝐿 and drag force𝐷 are acting on the
vehicle. The angle of attack 𝛼 is the angle between the body
axis and the vector of the velocity V. The flight path angle 𝛾 is
the angle between the vector of the velocity V and the ground
plane.
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Figure 1: The forces acting on the vehicle.

Themotion of the vehicle in the longitudinal plane can be
described as follows:

𝑑𝑟

𝑑𝑡
= V sin 𝛾,

𝑑V
𝑑𝑡

=
𝑇 cos𝛼 − 𝐷

𝑚
− 𝑔 sin 𝛾,

𝑑𝛾

𝑑𝑡
=

1

V
[
𝑇 sin𝛼 + 𝐿

𝑚
cos𝜎 − 𝑔 cos 𝛾 + V2

𝑟
cos 𝛾] ,

𝑑𝑚

𝑑𝑡
= −

𝑇

𝐼sp
,

(1)

where 𝑟, 𝑚, 𝐼sp, and 𝑔 are the altitude, weight of the vehicle,
impulse, and gravity acceleration, respectively.

The lift force 𝐿 and the drag force𝐷 are given as follows:

𝐿 =
1

2
𝜌V2𝑆ref𝐶𝐿 (𝑀𝑎, 𝛼) ,

𝐷 =
1

2
𝜌V2𝑆ref𝐶𝐷 (𝑀𝑎, 𝛼) ,

(2)

where 𝜌 and 𝑆ref are the air density of the current altitude
and the reference area respectively, 𝐶

𝐿
and 𝐶

𝐷
are the lift

coefficient and the drag coefficient, respectively, which are the
nonlinear functions of the angle of attack𝛼 andMachnumber
𝑀
𝑎
. For the air-breathing engine, the thrust is given by

𝑇 = 𝑇 (𝜌,𝑀
𝑎
, 𝛼, 𝜙) , (3)

where𝑇 is the nonlinear function of 𝜌, 𝛼,𝑀
𝑎
, and the throttle

command 𝜙.
In [25], the equations were normalized to reduce

the numerical calculation error. Variable substitutions are
applied as follows:

𝑅 =
𝑟

𝑟
0

, 𝑉 =
V

√𝑔
0
𝑟
0

, 𝑔 =
𝑔
0
𝑟
2

0

𝑟2
, (4)

where 𝑟
0
and 𝑔

0
are Earth radius and the ground gravity

acceleration, respectively. Considering the thrust 𝑇 and
aerodynamic forces as a composition of forces, we define the
normalized accelerations 𝑎

𝑇
and 𝑎
𝐿
as follows:

𝑎
𝑇
=

𝑇 cos𝛼 − 𝐷

𝑚𝑔
0

, 𝑎
𝐿
=

𝑇 sin𝛼 + 𝐿

𝑚𝑔
0

. (5)

We define

𝜏 =
𝑡

√𝑟
0
/𝑔
0

. (6)

The normalized equations of motion are obtained from (1),
(4), (5), and (6) as follows:

𝑑𝑅

𝑑𝜏
= 𝑉 sin 𝛾,

𝑑𝑉

𝑑𝜏
= 𝑎
𝑇
−
sin 𝛾
𝑅2

,

𝑑𝛾

𝑑𝜏
=

1

𝑉
[𝑎
𝐿
+ (𝑉
2

−
1

𝑅
)(

cos 𝛾
𝑅

)] ,

𝑑𝑚

𝑑𝜏
= −

𝑇√𝑟
0

𝐼sp√𝑔
0

.

(7)

The mission of ascent is to send the vehicle to the
required final state which is denoted as (𝑅

𝑓
, 𝑉
𝑓
, 𝛾
𝑓
). Define

normalized-energy 𝐸 as follows:

𝐸 =
𝑉
2

2
−

1

𝑅
. (8)

From (8) we obtain

𝑑𝐸

𝑑𝜏
= 𝑉𝑎
𝑇
,

𝑑𝑅

𝑑𝐸
=
sin 𝛾
𝑎
𝑇

,

𝑑𝑉

𝑑𝐸
=

1

𝑎
𝑇
𝑉

[𝑎
𝑇
−
sin 𝛾
𝑅2

] ,

𝑑𝛾

𝑑𝐸
=

1

𝑎
𝑇
𝑉2

[𝑎
𝐿
+ (𝑉
2

−
1

𝑅
)(

cos 𝛾
𝑅

)] ,

𝑑𝑚

𝑑𝐸
= −

𝑇√𝑟
0

𝑎
𝑇
𝑉𝐼sp√𝑔

0

.

(9)

The integration interval [𝐸
0
, 𝐸
𝑓
] is fixed.

2.2. Optimal Feedback Control Problem for Ascent Guidance.
In this section, the optimal feedback control problem for
optimal ascent guidance is addressed. This problem differs
from trajectory optimization off-board in that the initial
state of the optimal control problem is obtained from the
navigation system. We denote the state and the guidance
command of the trajectory as

𝑥 (𝐸) = [𝑅 (𝐸) 𝑉 (𝐸) 𝛾 (𝐸) 𝑚 (𝐸)]
𝑇

,

𝑢 (𝐸) = [𝛼 (𝐸) 𝜙 (𝐸)]
𝑇

.

(10)

With the feedback vehicle state 𝑥𝑐
𝑘
obtained from navigation

system, the optimal ascent guidance algorithm is used to
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generate new reference trajectory [𝑥(𝐸) 𝑢(𝐸)]
𝑇 and output

𝑢(𝐸) from the following optimal control problem:

min 𝐽 = 𝜙 (𝑥 (𝐸
𝑓
)) + ∫

𝐸𝑓

𝐸𝑐𝑘+1

𝑔 (𝑥, 𝑢) 𝑑𝐸,

s.t. ̇𝑥 = 𝑓 (𝑥, 𝑢) ,

𝑥 (𝐸𝑐
𝑘
) = 𝑥𝑐

𝑘
,

𝑊 (𝑥 (𝐸
𝑓
)) = 0,

𝐶 (𝑥, 𝑢) ≤ 0,

(11)

where 𝐸𝑐
𝑘
is the normalized energy for current vehicle state

𝑥𝑐
𝑘
.

3. Optimal Ascent Guidance Algorithm

In [25, 26], the optimal control problem was solved on-board
in every guidance cycle. However, it is difficult to solve the
nonlinear and nondifferentiable TPBVP on-board for air-
breathing launch vehicles. In this section, we propose an opti-
mal guidance algorithm.This guidance algorithmupdates the
reference trajectory [𝑥 𝑢]

𝑇 in every guidance cycle to deal
with the unknowndisturbance. For the current state𝑥𝑐

𝑘
of the

𝑘th guidance cycle, the optimal feedback control problem is
transformed into a linear TPBVP problem using optimality
condition linear approximation. The searching direction of
the correction values 𝑑

𝑘
is obtained by solving the linear

TPBVP. With the searching direction, the new reference
trajectory is generated by linear search. For the 𝑘th guidance
cycle, the trajectory update is performed as follows:

[𝑥
𝑘+1

(𝐸) 𝑢
𝑘+1

(𝐸)]
𝑇

= [𝑥
𝑘
(𝐸) 𝑢

𝑘
(𝐸)]
𝑇

+ 𝑙
𝑘
𝑑
𝑇

𝑘
(𝐸) . (12)

The initial reference trajectory [𝑥
0
(𝐸) 𝑢

0
(𝐸)]
𝑇 is derived

from the off-board from trajectory optimization by direct
method.The flow chart of the algorithm is shown in Figure 2.
Figure 3 shows the time sequence of algorithm.

3.1. Linear Approximation for the Optimality Condition. In
this section, we linearize the optimality condition for opti-
mality trajectory updating. The optimal control problem (11)
without inequality constraints is given as follows:

min 𝐽 = 𝜙 (𝑥 (𝐸
𝑓
)) + ∫

𝐸𝑓

𝐸𝑐𝑘+1

𝑔 (𝑥, 𝑢) 𝑑𝐸,

s.t. ̇𝑥 = 𝑓 (𝑥, 𝑢) ,

𝑥 (𝐸𝑐
𝑘
) = 𝑥𝑐

𝑘
,

𝑊 (𝑥 (𝐸
𝑓
)) = 0.

(13)

The Hamiltonian of (13) is given as follows:

𝐻 = 𝑔 (𝑥, 𝑢) + 𝜆
𝑇

𝑓 (𝑥, 𝑢) , (14)

Begin

Linear approximation for the

optimality condition, the costate

equations, the motion equations

Solving the linear TPBVP

Linear search for the step size

Updating the optimal trajectory

End

Figure 2: Flow chart of the optimal ascent guidance algorithm.

where 𝜆 is the costate vector. The state equations, costate
equations, and optimality condition for the optimal control
problem are given by

̇𝑥 = 𝑓 (𝑥, 𝑢) ,

̇𝜆 = −(
𝜕𝐻

𝜕𝑥
)

𝑇

,

𝜕𝐻

𝜕𝑢
= 0.

(15)

The initial and transversality conditions are given by

𝑥 (𝐸𝑐
𝑘
) = 𝑥𝑐

𝑘
,

𝑊 (𝑥 (𝐸
𝑓
)) = 0,

𝜆 (𝐸
𝑓
) = [

𝜕𝜙

𝜕𝑥 (𝐸
𝑓
)

]

𝑇

+ [𝜛
𝑇

𝜕𝑊

𝜕𝑥 (𝐸
𝑓
)

]

𝑇

.

(16)

We denote the trajectory correction variables as follows:

[

[

Δ𝑥 (𝐸)

Δ𝑢 (𝐸)

Δ𝜆 (𝐸)

]

]

= [

[

𝑥 (𝐸) − 𝑥
𝑘
(𝐸)

𝑢 (𝐸) − 𝑢
𝑘
(𝐸)

𝜆 (𝐸) − 𝜆
𝑘
(𝐸)

]

]

. (17)
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· · ·

Output the
guidance
command
uk+1(E)

Output the
guidance
command
uk+2(E)

· · ·

· · ·

The time consuming of
the online algorithm The guidance cycle

Trajectory
updating

begins
updating

Trajectory

ends

Trajectory
updating

begins
updating

Trajectory

ends

Trajectory
updating

begins
updating

Trajectory

ends

End

Time (𝜏)kΔ𝜏 (k + 1)Δ𝜏 (k + 2)Δ𝜏

Figure 3: Time sequence of the optimal ascent guidance algorithm.

We denote that

𝐻
𝑘

𝑢𝑥
=

𝜕
2

(𝑔 + 𝜆
𝑇

𝑓)

𝜕𝑢𝜕𝑥
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
) ;

𝐻
𝑘

𝑢
= [

𝜕𝐻

𝜕𝑢
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
)]

𝑇

;

𝐻
𝑘

𝑢𝑢
=

𝜕
2

(𝑔 + 𝜆
𝑇

𝑓)

𝜕𝑢2
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
) ;

𝐻
𝑘

𝑥
= [

𝜕𝐻

𝜕𝑥
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
)]

𝑇

;

𝐻
𝑘

𝑥𝑥
=

𝜕
2

(𝑔 + 𝜆
𝑇

𝑓)

𝜕𝑥2
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
) ;

𝑓
𝑘

𝑢
=

𝜕𝑓

𝜕𝑢
(𝑥
𝑘
, 𝑢
𝑘
) ;

𝐻
𝑘

𝑥𝑢
=

𝜕
2

(𝑔 + 𝜆
𝑇

𝑓)

𝜕𝑥𝜕𝑢
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
) ;

𝑓
𝑘

𝑥
=

𝜕𝑓

𝜕𝑥
(𝑥
𝑘
, 𝑢
𝑘
) ;

𝑔
𝑘

𝑢
= [

𝜕𝑔

𝜕𝑢
(𝑥
𝑘
, 𝑢
𝑘
)]

𝑇

;

𝑔
𝑘

𝑥
= [

𝜕𝑔

𝜕𝑥
(𝑥
𝑘
, 𝑢
𝑘
)]

𝑇

.

(18)

The first-order Taylor expansion of (15) on the old reference
trajectory [𝑥

𝑘
𝑢
𝑘

𝜆
𝑘
]
𝑇 is

[
𝜕𝐻

𝜕𝑢
]

𝑇

≈ 𝐻
𝑘

𝑢
+ 𝐻
𝑘

𝑢𝑥
Δ𝑥 + 𝐻

𝑘

𝑢𝑢
Δ𝑢 + (𝑓

𝑘

𝑢
)
𝑇

Δ𝜆,

̇𝜆 ≈ −𝐻
𝑘

𝑥
− 𝐻
𝑘

𝑥𝑥
Δ𝑥 − 𝐻

𝑘

𝑥𝑢
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
) Δ𝑢 − (𝑓

𝑘

𝑥
)
𝑇

Δ𝜆,

̇𝑥 ≈ 𝑓 (𝑥
𝑘
, 𝑢
𝑘
) + 𝑓
𝑘

𝑥
Δ𝑥 + 𝑓

𝑘

𝑢
Δ𝑢.

(19)

The following equations are established:

𝐻
𝑘

𝑢
+ (𝑓
𝑘

𝑢
)
𝑇

Δ𝜆 = 𝑔
𝑘

𝑢
+ (𝑓
𝑘

𝑢
)
𝑇

𝜆,

𝐻
𝑘

𝑥
+ (𝑓
𝑘

𝑥
)
𝑇

Δ𝜆 = 𝑔
𝑘

𝑥
+ (𝑓
𝑘

𝑥
)
𝑇

𝜆.

(20)

Substituting (20) into (19) yields

̇𝜆 = −𝑔
𝑘

𝑥
− 𝐻
𝑘

𝑥𝑥
Δ𝑥 − 𝐻

𝑘

𝑥𝑢
(𝑥
𝑘
, 𝑢
𝑘
, 𝜆
𝑘
) Δ𝑢 − (𝑓

𝑘

𝑥
)
𝑇

𝜆,

Δ ̇𝑥 = 𝑓
𝑘

𝑥
Δ𝑥 + 𝑓

𝑘

𝑢
Δ𝑢 − ̇𝑥

𝑘
+ 𝑓 (𝑥

𝑘
, 𝑢
𝑘
) ,

𝑔
𝑘

𝑢
+ 𝐻
𝑘

𝑢𝑥
Δ𝑥 + 𝐻

𝑘

𝑢𝑢
Δ𝑢 + (𝑓

𝑘

𝑢
)
𝑇

𝜆 = 0,

Δ𝑥 (𝐸𝑐
𝑘
) + Δ𝑥

𝑘
(𝐸𝑐
𝑘
) = 𝑥𝑐

𝑘
,

𝜕𝑊

𝜕𝑥 (𝐸
𝑓
)

Δ𝑥 (𝐸
𝑓
) +𝑊(𝑥

𝑘
(𝐸
𝑓
)) = 0,

𝜆 (𝐸
𝑓
) = [

𝜕𝜙

𝜕𝑥 (𝐸
𝑓
)

]

𝑇

+ [𝜛
𝑇

𝜕𝑊

𝜕𝑥 (𝐸
𝑓
)

]

𝑇

.

(21)

This equation is a linear TPBVP about the variables
[Δ𝑥 Δ𝑢 𝜆]

𝑇. The linear TPBVP is solved using the Simpson
rules in Section 6.

3.2. Backtracking Line Search for the Step Size. In this section,
the step size 𝑙

𝑘
is determined by backtracking line search

considering the solution of the linear TPBVP as the search
direction. The penalty function for problem (13) is given by

𝑝
𝑘
= 𝐽 (𝑥, 𝑢) + 𝜂 {


𝑊(𝑥
𝑓
)

+ ∫

𝐸𝑓

𝐸𝑐𝑘

𝑓 (𝑥, 𝑢) − ̇𝑥


+
𝑥 (𝐸𝑐𝑘) − 𝑥𝑐

𝑘

} ,

(22)
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where 𝜂 is the penalty parameter satisfied 𝜂 > max |𝜆|. We
denote

𝑦 = [
𝑥
𝑘

𝑢
𝑘

] , 𝑑
𝑘
= [

Δ𝑥

Δ𝑢
] , (23)

where [Δ𝑥 Δ𝑢 𝜆]
𝑇 is the solution of the linear TPBVP (21).

The minimizer of penalty function 𝑝
𝑘
(𝑥, 𝑢) corresponds

to the solution of problem (11). Backtracking line search was
used for large-scale nonlinear optimization problems in [31].
The step size 𝑙

𝑘
is determined by backtracking line search that

satisfies

𝑙
𝑘
= max {𝑙 ∈ 𝑆 : 𝑝

𝑘+1
(𝑦
𝑘
+ 𝑙𝑑
𝑘
)

≤ 𝑝
𝑘+1

(𝑦
𝑘
) + 𝑙𝜀
1
𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
)} ,

𝑆 = {𝑙 : 𝑙 = 𝜀
2

𝑚

, 𝑚 = 0, 1, 2, . . .} ,

(24)

where 𝜀
1

∈ (0, 1), 𝜀
2

∈ (0, 1), and 𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
) is the

variational of the functional 𝑝
𝑘+1

(𝑦) caused by variational
𝑑
𝑘
of 𝑦 on 𝑦

𝑘
. Considering 𝑑

𝑘
as the solution of (21),

𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
) ≤ 0 is established. The new state and guidance

command of the reference trajectory are generated as follows:

[
𝑥
𝑘+1

𝑢
𝑘+1

] = [
𝑥
𝑘

𝑢
𝑘

] + 𝑙
𝑘
[
Δ𝑥

Δ𝑢
] . (25)

4. The Global Convergence of the Algorithm

In [32, 33], the convergence of the off-board algorithm was
analyzed. But the relationship between the global conver-
gence and the guidance cycle 𝜏 has not been discussed for on-
board optimization in the previous literatures. In this section,
we state and prove the global convergence of the on-board
algorithm proposed in the preceding section. The solution
sequence [𝑥

𝑘
𝑢
𝑘
]
𝑇 generated by the algorithm will converge

to the solution of the feedback optimal control problem.
Unlike off-board trajectory optimization, the initial condition
of the feedback optimal control problem depends on the
current state of the vehicle in real time. For the 𝑘th guidance
cycle, the optimal feedback control problem is described as
(13).Thepenalty function𝑝

𝑘
for this feedback optimal control

problem is given by (22). For the subsequent guidance cycle,
the optimal feedback guidance problem is given by

min 𝐽 = 𝑊(𝑥 (𝐸
𝑓
)) + ∫

𝐸𝑓

𝐸𝑐𝑘+1

𝑔 (𝑥, 𝑢) 𝑑𝐸,

s.t. ̇𝑥 = 𝑓 (𝑥, 𝑢) ,

𝑥 (𝐸𝑐
𝑘+1

) = 𝑥𝑐
𝑘+1

,

𝑊 (𝑥 (𝐸
𝑓
)) = 0,

(26)

where

𝐸𝑐
𝑘+1

= 𝐸𝑐
𝑘
+ ∫

𝜏𝑘+Δ𝜏

𝜏𝑘

𝑑𝐸

𝑑𝜏
𝑑𝜏, (27)

Δ𝜏 is the guidance cycle and 𝑥𝑐
𝑘+1

is the new state of vehicle
from navigation system at the time 𝜏

𝑘
+ Δ𝜏. The penalty

function for optimal problem (24) is given by

𝑝
𝑘+1

(𝑥, 𝑢) = 𝐽 (𝑥, 𝑢) + 𝜂

𝑊(𝑥
𝑘
(𝐸
𝑓
))


+ 𝜂∫

𝐸𝑓

𝐸𝑐𝑘+1

𝑓 (𝑥, 𝑢) − ̇𝑥
 𝑑𝐸

+ 𝜂
𝑥 (𝐸𝑐𝑘+1) − 𝑥𝑐

𝑘+1

 .

(28)

We define the entire penalty function as follows:

𝑝
𝑘
(𝑥, 𝑢) = 𝑝

𝑘
(𝑥, 𝑢)

+

𝑘−1

∑

𝑖=0

∫

𝐸𝑐𝑖+1

𝐸𝑐𝑖

[𝜂
𝑓 (𝑥
𝑖
, 𝑢
𝑖
) − ̇𝑥
𝑖

 + 𝑔 (𝑥
𝑖
, 𝑢
𝑖
)] 𝑑𝐸.

(29)

The entire penalty function 𝑝
𝑘
(𝑥, 𝑢) includes the penalty

function on the whole integration interval [𝐸
0
, 𝐸
𝑓
].

Theorem 1. If the minimizer of 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
) is exited, 𝑔(𝑥, 𝑢) ≥

0, and Δ𝜏 is selected and satisfies

𝜂

𝑥𝑐
𝑘+1

− 𝑥𝑐
𝑘
− ∫
𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸



−𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
)

< 𝑙
𝑘
𝜀
3
, (30)

where 𝜀
3
∈ (0, 𝜀

1
). The solution sequence [𝑥

𝑘
𝑢
𝑘
]
𝑇 generated

from (24) will converge to the solution of the feedback optimal
control problem.

Proof. From (22), (28), (29) and

𝑥
𝑘
(𝐸𝑐
𝑘+1

) = 𝑥
𝑘
(𝐸𝑐
𝑘
) + ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸 (31)

we can obtain that

𝑝
𝑘+1

(𝑥
𝑘
, 𝑢
𝑘
) − 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
)

= 𝜂



𝑥
𝑘
(𝐸𝑐
𝑘
) − 𝑥𝑐

𝑘

−(𝑥𝑐
𝑘+1

− 𝑥𝑐
𝑘
− ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸)



− 𝜂
𝑥𝑘 (𝐸𝑐𝑘) − 𝑥𝑐

𝑘

 .

(32)
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From (32), we obtain

lim
Δ𝜏→0

[𝑝
𝑘+1

(𝑥
𝑘
, 𝑢
𝑘
) − 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
)] = 0,

lim
𝑓(𝑥𝑘,𝑢𝑘)−

̇𝑥𝑘→0

[𝑝
𝑘+1

(𝑥
𝑘
, 𝑢
𝑘
) − 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
)] = 0,

(33)

𝑝
𝑘+1

(𝑥
𝑘
, 𝑢
𝑘
) − 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
)

= 𝜂 {



𝑥
𝑘
(𝐸𝑐
𝑘
) − 𝑥𝑐

𝑘+1
+ ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸



−
𝑥𝑘 (𝐸𝑐𝑘) − 𝑥𝑐

𝑘

}

≤ 𝜂{
𝑥𝑘 (𝐸𝑐𝑘) − 𝑥𝑐

𝑘



+



𝑥𝑐
𝑘+1

− 𝑥𝑐
𝑘
− ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸



−
𝑥𝑘 (𝐸𝑐𝑘) − 𝑥𝑐

𝑘

}

= 𝜂



𝑥𝑐
𝑘+1

− 𝑥𝑐
𝑘
− ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸



.

(34)

From conditions (24) and (30), it is obtained that

𝑝
𝑘+1

(𝑥
𝑘+1

, 𝑢
𝑘+1

)

≤ 𝑝
𝑘+1

(𝑥
𝑘
, 𝑢
𝑘
) + 𝑙
𝑘
𝜀
1
𝛿𝑝
𝑘+1

(𝑑
𝑘
)

= 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
) + 𝑙
𝑘
𝜀
1
𝛿𝑝
𝑘+1

(𝑑
𝑘
)

+ 𝜂 {



𝑥
𝑘
(𝐸𝑐
𝑘
) − 𝑥𝑐

𝑘

− (𝑥𝑐
𝑘+1

− 𝑥𝑐
𝑘
− ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸)



−
𝑥𝑘 (𝐸𝑐𝑘) − 𝑥𝑐

𝑘

}

≤ 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
) + 𝜂



𝑥𝑐
𝑘+1

− 𝑥𝑐
𝑘
− ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸



+ 𝑙
𝑘
𝜀
1
𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
)

≤ 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
) + 𝜂



𝑥𝑐
𝑘+1

− 𝑥𝑐
𝑘
− ∫

𝐸𝑐𝑘+1

𝐸𝑐𝑘

̇𝑥
𝑘
𝑑𝐸



+ 𝑙
𝑘
𝜀
3
𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
)

< 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
) .

(35)

Thus, the sequence 𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
), 𝑘 = 1, 2, 3, . . .. is monotoni-

cally decreasing. Considering the existence of a minimizer,
𝑝
𝑘
(𝑥
𝑘
, 𝑢
𝑘
) converges. Thus, the following equation is estab-

lished:

lim
𝑘→∞

(𝑙
𝑘
𝜀
3
𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
) − 𝑙
𝑘
𝜀
1
𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
)) = 0. (36)

From (36), we derive

lim
𝑘→∞

(𝑙
𝑘
𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
)) = 0. (37)

If 𝑑
𝑘

̸=0, [𝑥
𝑘

𝑢
𝑘
]
𝑇 is not the minimizer of penalty function,

then 𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
) ̸= 0. Considering that 𝑙

𝑘
is bounded away

from zero, we derive

lim
𝑘→∞

𝑑
𝑘
= 0,

lim
𝑘→∞

𝛿𝑝
𝑘+1

(𝑦
𝑘
, 𝑑
𝑘
) = 0,

lim
𝑘→∞

[ ̇𝑥
𝑘
− 𝑓 (𝑥

𝑘
, 𝑢
𝑘
)] = 0,

lim
𝑘→∞

( ̇𝜆
𝑘
+ 𝐻
𝑘

𝑥
) = 0,

lim
𝑘→∞

𝐻
𝑘

𝑢
= 0.

(38)

Thus, the solution sequence [𝑥
𝑘

𝑢
𝑘
]
𝑇 generated by the

algorithmwill converge to the solution of the optimal control
problem.

5. Smooth Approximation for
Inequality Constraints

The nondifferentiable TPBVP from optimal control problem
(11) with the inequality constraints brings difficulties for the
proposed algorithm, which can only solve a smooth problem.
Smooth approximations for nondifferentiable optimization
problems have been studied in [5, 6, 34]. In this section
we introduce the smooth approximation method for the
inequality constraints. If the inequality constraint function is
about the state and the guidance command

𝐶 (𝑥, 𝑢) ≤ 0 (39)

the Hamiltonian for the optimal control problem (11) with
inequality constraints (39) is given by

𝐻 = 𝑔 (𝑥, 𝑢) + 𝜆
𝑇

𝑓 (𝑥, 𝑢) + 𝜇max {𝐶 (𝑥, 𝑢) , 0} . (40)

However, the Hamiltonian (40) is a nondifferentiable func-
tion, which brings difficulty for the proposed algorithm.
For the smooth Hamiltonian approximation, a differentiable
function is substituted for max{𝐶(𝑥, 𝑢), 0}. We denote the
nondifferentiable function as follows:

max {0, 𝑦} = ∫

𝑦

−∞

𝑤 (𝑧) 𝑑𝑧, (41)

where 𝑤(𝑧) is the step function

𝑤 (𝑧) = {
1, if 𝑧 ≥ 0,

0, if 𝑧 < 0.
(42)

Considering 𝑠(𝑧, 𝑎) as the approximation function of 𝑤(𝑧),
the differentiable approximation to max{0, 𝑦} is obtained as

𝑓
𝑝
(𝑦, 𝑎) ≈ ∫

𝑦

−∞

𝑠 (𝑧, 𝑎) 𝑑𝑧 = 𝑦 +
1

𝑎
In (1 + 𝑒

−𝑎𝑦

) , (43)
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where 𝑠(𝑧, 𝑎) is Sigmoid function

𝑠 (𝑧, 𝑎) =
1

1 + 𝑒−𝑎𝑧
, 𝑎 > 0. (44)

The Properties of 𝑓
𝑝
(𝑦, 𝑎), 𝑎 > 0 are as follows [5]:

(1) 𝑓
𝑝
(𝑦, 𝑎) is 𝑛-times continuously differentiable for any

positive integer 𝑛, with 𝜕𝑓
𝑝
(𝑦, 𝑎)/𝜕𝑦 = 1/(1 + 𝑒

−𝑎𝑦

)

and 𝜕
2

𝑓
𝑝
(𝑦, 𝑎)/𝜕𝑦

2

= 𝑎𝑒
−𝑎𝑦

/(1 + 𝑒
−𝑎𝑦

)
2.

(2) 𝑓
𝑝
(𝑦, 𝑎) is strictly convex and strictly increasing onR.

(3) 𝑓
𝑝
(𝑦, 𝑎) > max{0, 𝑦}.

(4) lim
𝑎→∞

𝑓
𝑝
(𝑦, 𝑎) = max{0, 𝑦}.

(5) 𝑓
𝑝
(𝑦, 𝑎) > 𝑓

𝑝
(𝑦, 𝑎
1
) for 𝑎 < 𝑎

1
, 𝑦 ∈ R.

Substituting (43) into (40), the following differentiable
Hamiltonian approximation is obtained:

�̂� = 𝑔 (𝑥, 𝑢) + 𝜆
𝑇

𝑓 (𝑥, 𝑢) + 𝜇 [𝐶 +
1

𝑎
In (1 + 𝑒

−𝑎𝐶

)] . (45)

If the inequality constraint function is a 𝑞th-order state
variable inequality constraint given by

𝐶 (𝑥) ≤ 0. (46)

If 𝑝 times derivatives of 𝐶(𝑥) are required before 𝑢 appears
explicitly in the result, the Hamiltonian with inequality
constraints (46) is given by

𝐻 = 𝑔 (𝑥, 𝑢) + 𝜆
𝑇

𝑓 (𝑥, 𝑢) + 𝜇𝐶
(𝑞)

, (47)

where

𝜇 = 0 if 𝐶 < 0. (48)

Considering the differentiable approximation to 𝜇 as follows:

𝜇 = 𝜇𝑤 (𝐶) ≈ 𝜇
1

1 + 𝑒−𝑎𝐶
(49)

the following differentiable Hamiltonian approximation is
obtained:

�̂� = 𝑔 (𝑥, 𝑢) + 𝜆
𝑇

𝑓 (𝑥, 𝑢) + 𝜇
1

1 + 𝑒−𝑎𝐶
𝐶
(𝑞)

. (50)

With the differentiable Hamiltonian approximation, the
inequality constraints are considered in the proposed guid-
ance algorithm.

6. Simulation Results

6.1. Numerical Calculation Based on Linear TPBVPDiscretiza-
tion. In this section, the linear TPVBP is transformed into
linear equations using the Simpson rule, which corresponds
to the three-point Newton-Cotes quadrature rule. The Simp-
son rule for differential equation 𝑑𝑋/𝑑𝐸 = 𝑦(𝐸) is given by

∫

𝑏

𝑎

𝑦 (𝐸) 𝑑𝐸 =
𝑏 − 𝑎

6
[𝑦 (𝑎) + 4𝑦(

𝑎 + 𝑏

2
) + 𝑦 (𝑏)] . (51)

From (51), we obtain

𝑋(𝑏) − 𝑋 (𝑎) =
𝑏 − 𝑎

6
[𝑦 (𝑎) + 4𝑦(

𝑎 + 𝑏

2
) + 𝑦 (𝑏)] . (52)

We disperse the normalized energy 𝐸 into𝑁 equal segments
as [𝐸
0

𝐸
1

⋅ ⋅ ⋅ 𝐸
𝑁
], with 𝐸

0
= 𝐸𝑐
𝑘
and 𝐸

𝑁
= 𝐸
𝑓
. The

differential equation 𝑑𝑋/𝑑𝐸 = 𝑦(𝑋, 𝐸) can be transformed
into the following equation:

𝑋(𝐸
𝑖
) − 𝑋 (𝐸

𝑖−1
)

=
𝐸
𝑖
− 𝐸
𝑖−1

6
[𝑦 (𝑋

𝑖
, 𝐸
𝑖
)

+ 4𝑦 (
𝑋
𝑖
+ 𝑋
𝑖−1

2
,
𝐸
𝑖
+ 𝐸
𝑖−1

2
)

+ 𝑦 (𝑋
𝑖−1

, 𝐸
𝑖−1

)] , 𝑖 = 1, 2, 3, . . . , 𝑁.

(53)

Based on (53), the linear TPBVP (21) can be transformed into
linear equations described by

𝐴𝑋 = 𝐵. (54)

The linear equations can be solved by Gaussian elimination.
Finally, we can obtain the solution Δ𝑥(𝐸), Δ𝑢(𝐸), and

𝜆(𝐸) of the linear TPBVP (21) from the solution of the linear
equations through interpolating.

6.2. GHV Model. The proposed method is applied to the
GenericHypersonicVehicle (GHV) to verify the effectiveness
by flight simulation. In order to develop a complete set
of aerodynamic coefficients, experimental longitudinal and
lateral-directional aerodynamics were obtained for the GHV
by using six Langley wind tunnels [35]. The aerodynamic
database of the GHV is shown in [35]. The GHV model with
scramjet propulsion system is used for the simulation, where
𝑆ref = 334.73m2 and the full-scale weight𝑚ini = 110000 kg.

According to the characterization of scramjet propulsion
system described in [2, 27], the development of the propul-
sion system begins with the following equation:

𝑇 = 0.5𝜙𝐼sp (𝜙,𝑀𝑎) 𝜌V𝑔0𝐶𝑇 (𝛼,𝑀𝑎) , (55)

where 𝜙 is the throttle commandwhich varies from 0 to 1.The
coefficient 𝐶

𝑇
depends on 𝛼 and𝑀

𝑎
as follows:

𝐶
𝑇
= −0.0012𝑀

𝑎
𝛼
2

+ 0.008𝛼 + 1.4 − 0.1𝑀
𝑎
. (56)

The impulse 𝐼sp is given by the following equation:

𝐼sp = −81𝑀
2

𝑎
+ 1004𝑀

𝑎
− 52 + 100𝜙. (57)

6.3. Simulation Results for Modeling and Initial State Error.
Considering the high cost of the flight experimental test,
researchers do flight numerical simulation, hardware-in-the-
loop simulation and final flight experimental test to verify
the guidance algorithm step by step. In this section, flight
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Table 1: Initial and required final states of the vehicle.

𝑟ini
(m)

Vini
(m/s)

𝛾ini
(deg)

𝑟
𝑟𝑓

(m)
V
𝑟𝑓

(m/s)
𝛾
𝑟𝑓

(deg)
20000 1000 0 35000 2000 0

numerical simulation results for the GHV with modeling
error and initial state error are given to show the effectiveness
of the proposed guidance algorithm. For the modeling error
caused by the wind tunnel experimental test, the aerody-
namic coefficients bias is considered in the flight simulation.
The simulations end once the final normalized energy 𝐸

𝑓

is reached. The optimal guidance algorithm updates the
trajectory every guidance cycle, which is 0.3 s. The initial and
required final states of the air-breathing vehicle are shown
in Table 1. The number of the discrete nodes 𝑁 = 10. The
dynamic pressure inequality constraint is given by

𝑄 =
1

2
𝜌V2 ≤ 140000Pa. (58)

To assess the capability of the proposed algorithm to deal
with disturbance, the aerodynamic coefficients bias and the
initial state error in the simulations are given by following
cases:

(1) Δ𝐶
𝐿
= −0.1𝐶

𝐿
, Δ𝐶
𝐷
= +0.1𝐶

𝐷
.

(2) Δ𝐶
𝐿
= −0.1𝐶

𝐿
, Δ𝐶
𝐷
= +0.1𝐶

𝐷
, Δ𝑟ini = +500m.

(3) Δ𝐶
𝐿
= −0.1𝐶

𝐿
, Δ𝐶
𝐷
= +0.1𝐶

𝐷
, Δ𝑟ini = −500m.

(4) Δ𝐶
𝐿
= −0.1𝐶

𝐿
, Δ𝐶
𝐷
= +0.1𝐶

𝐷
, Δ𝑟ini = +1000m.

(5) Δ𝐶
𝐿
= −0.1𝐶

𝐿
, Δ𝐶
𝐷
= +0.1𝐶

𝐷
, Δ𝑟ini = −1000m.

The simulation results of the optimal guidance algorithm
are shown in Figures 4, 5, 6, 7, and 8. The altitude, velocity,
flight path angle, angle of attack, and dynamic pressure are,
respectively, shown in Figures 4 to 8. As expected, the final
state is achieved under aerodynamic bias and initial state
error. Figure 8 shows that the state inequality constraint is
satisfied. The dynamic pressure is less than 140000 Pa for
different cases.

Table 2 shows the terminal error and the fuel cost of
the optimal guidance algorithm. The terminal accuracy is
high for different cases. Moreover, the fuel cost of the
optimal guidance algorithm is lower than that of the tracking
guidance algorithm. A greater initial state error will result in
more fuel savings. In summary,with lower fuel cost the results
of the proposed optimal guidance algorithm satisfies all the
equality and inequality constraints. The simulation results
show the great potential for the final flight experimental test.

7. Conclusion

In this paper, we present an optimal guidance algorithm
for air-breathing launch vehicle based on optimal trajectory
correction. The proposed guidance algorithm corrects the
reference trajectory in every guidance cycle to satisfy the opti-
mality condition of the optimal feedback control problem.
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Figure 4: The altitude of the simulation results.
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Figure 5: The velocity of the simulation results.

By linearizing the optimality condition, the linear TPBVP
is obtained for optimal trajectory correction. The solution
of the linear TPBVP is derived using the Simpson rule. The
new trajectory is generated by a linear search for the step
size of the solution. Smooth Hamiltonian approximation is
implemented to the inequality constraints. The sufficiency
condition for the global convergence of the guidance algo-
rithm is given in this paper.

Finally, simulations for 5 different cases of modeling and
initial state error are presented. Compared with the tracking
guidance method, the simulation results prove the low fuel
cost and high precision of the proposed optimal guidance
method.



10 Mathematical Problems in Engineering

Table 2: The simulation results for optimal guidance algorithm.

Case Δ𝑟
𝑓
(m) ΔV

𝑓
(m/s) Δ𝛾

𝑓
(deg) Fuel cost (kg) Fuel cost (tracking method) (kg)

1 −28.20 0.136 0.20 4572.19 4574.62
2 8.59 −0.03 −0.15 4583.14 4628.39
3 −15.08 0.07 0.20 4584.74 4605.66
4 108.16 0.47 −0.23 4602.92 4776.00
5 −32.43 0.19 −0.16 4601.33 4688.94
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Figure 6: The flight path angle of the simulation results.
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Figure 7: The angle of attack of the simulation results.
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This paper introduces an eddy current and electro-hydraulic hybrid brake system to solve problems such as wear, thermal failure,
and slow response of traditional vehicle brake system.Mathematicalmodelwas built to calculate the torque of the eddy current brake
system and hydraulic brake system and analyze the braking force distribution between two types of brake systems. A fuzzy controller
on personal computer based on LabVIEW and Matlab was designed and a set of hardware in the loop system was constructed to
validate and analyze the performance of the hybrid brake system. Through lots of experiments on dry and wet asphalt roads, the
hybrid brake system achieves perfect performance on the experimental bench, the hybrid system reduces abrasion and temperature
of the brake disk, response speed is enhanced obviously, fuzzy controller keeps high utilization coefficient due to the optimal slip
ratio regulation, and the total brake time has a smaller decrease than traditional hydraulic brake system.

1. Introduction

The electro-hydraulic antilock brake system (ABS) has
already become the conventional equipment in commercial
vehicles. However, as the increase of the engine power, the
improvement of vehicle speed, and vehicle safety standard,
traditional hydraulic ABS gradually presents many problems,
such as the time delay in pressure building up, noise, squeal,
brake pad wear, harmful friction dust, and braking system
thermal failure due to its contact movement. Also, the poor
braking performance at high speed needs enhancement.
Thus, a new more powerful and stable braking system is
required to ensure reliability and safety of vehicles.

In order to solve the problems of traditional hydraulic
braking system, the eddy current brake system is a good
choice; its features of rapid responding speed, contactless
braking principle, perfect performance in high speed, and
so forth have already been acknowledged by users but the
eddy current brake system has some shortcoming, too. For
example, it perhaps needs extra battery to provide electric
current for electromagnetic coil when high brake torque

needed. Otherwise, the poor brake ability in low speed is also
a limitation to practical application.

How to make full use of the advantage of eddy current
brake system and traditional hydraulic brake system and
design an eddy current and electro-hydraulic hybrid brake
system has become one of the important research directions
in vehicle braking system. Many researchers have achieved
lots of achievements in the past several decades. Desta
invented an eddy current braking device which was equipped
on the vehicle’s transmission axle to assist hydraulic braking
system [1]. Anwar and Zheng discussed antilock-braking
algorithm for an eddy current-based brake-by-wire system
and designed a nonlinear sliding-mode-type controller for
slip regulation in a braking event [2, 3]. Gay presented
a contactless magnetic brake for automotive applications;
an integrated mechanism based on electromagnetic braking
and hydraulic braking was described in his papers [4].
Performance evaluation of a hybrid electric brake system
with a sliding mode controller was made by Song [5]; a
configuration of hybrid system (HEBS) and mathematical
model was built to evaluate the braking performance.He et al.
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Figure 1: Structural diagram of hybrid brake system.

designed a composited braking system based on eddy current
braking system and traditional hydraulic braking system.
The experimental results proved that the composited braking
system reduced braking distance obviously [6]. Lee and Park
presented an ABS algorithm based on sliding mode control
based on eddy current brake system, and the eddy current
brake torquewas derived from several aspects in the literature
[7–10].They mainly discussed the eddy current brake in high
speed area.

In this paper, we propose a new conceptual hybrid
braking system, and achieved the optimal combination of
ECB and EHB. All of the research work, such as mathe-
matical model building, controls strategy designing, and the
hardware in the loop testing bench constructing, discusses
about the structure of Figure 1. As illustrated in Figure 1,
the hybrid system is composed of an eddy current brak-
ing system (ECB) and an electro-hydraulic braking system
(EHB); the main parts of the system are hybrid brake disk
(1), electromagnetic coil (14), copper layer (17), permanent
magnet generator (4—stator coil, 6—permanentmagnet, and
16—generator shell), bracket (9), hydraulic piston (8), and
friction pad (7). Since the brake disk material is different for
ECB and EHB, the brake disk of EHB should have good wear
resistance; however, the brake disk of ECB should have good
conductivity. Both of the ECB and EHB should have good
heat dissipation performance. Therefore, through creative
design to the mechanism of hybrid brake system, a new
hybrid brake system has been developed. The advantage of
this hybrid brake system is as follows.

(1) The brake disk of EHB utilizes outside face of the
hybrid disk, the disk of ECB utilizes inner face of the
hybrid disk, and the friction of EHB system will not
influence ECB system, so the magnetic gap between
electromagnetic coil and copper layerswill not change
forever and ECB system can keep its stability.

(2) Since different types of brake disks have different
materiels, both the EHB and ECB can achieve the
best performance by optimizing the design scheme
themselves, respectively, in a whole unit.

(3) Permanent magnet generator, changing the kinetic
energy of wheel into electricity, can supply power for
ECB; the energy saving and environmental protection
come true; this point will not be discussed in the
paper.

(4) For both of the ECB and EHB have their braking
merit, and the hybrid brake system can get all of the
merits of the ECB system and EHB system, the whole
performance of hybrid brake system is better than
ECB or EHB separately.

In the work, we build several mathematical models; they
are eddy current brake model, hydraulic brake model, brake
disk model, and wheel force analysis model. Since the force
distribution scheme is very important in hybrid ABS control
strategy, these models are analysis tools for analyzing the
braking force distribution between ECB and EHB. However,
when we construct the hardware in the loop testing bench, a
torque sensor is equipped to verify andmodify theoretic value
of brake torque.

The main objective of this hybrid control system is to
maintain the wheel slip at an ideal value so that the tire can
still generate lateral and steering forces as well as decrease
the vehicle stopping distance; because the vehicle and tire
model contain nonlinearities and uncertainties, a nonlinear
control strategy based on the fuzzy theory was chosen for
the slip ratio controlling. The paper presents a virtual fuzzy
controller based on LabVIEW and Matlab to supervise ABS
control strategy for eddy current and electro-hydraulic hybrid
brake systems. On the testing bench, different types of
braking system in the same road scenarios and different road
scenarios were simulated to validate and analyze the hybrid
brake system. The research result shows that the hybrid ABS
has a better performance than traditional hydraulic brake
system.

2. Hybrid Brake System Model

In order to analyze the braking force distribution between
ECB and EHB, this work established fourmathematicalmod-
els as follows. These models mainly describe the relationship
between brake torque, brake current, brake pressure, wheel
speed, vehicle speed, and so forth.

2.1. EddyCurrent BrakeModel. Figure 2 shows the dimension
parameter of ECB in hybrid brake system; according to Lee
and Park [7], the eddy current brake torque can be expressed
as

𝑇
𝑏𝑐
= 𝑇
𝑖
𝑖
2

𝜔, (1)

where 𝑇
𝑏𝑐
is the eddy current brake torque, 𝑖 is the current of

the coil, and 𝜔 is the angular velocity of the disk.The braking
torque coefficient 𝑇

𝑖
is

𝑇
𝑖
= 𝜎
0
𝑅
2

𝑏
(
𝜇
0
𝑁

𝐿
) 𝑆𝐷, (2)

where 𝜎
0
, 𝜇
0
, 𝑁, 𝐿, 𝑆, 𝐷, and 𝑅

𝑏
represent the electric

conductivity, permeability of air, number of coil turns, air gap
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distance, cross-sectioned area of the core, the disk thickness,
and the brake torque radius of the disk. However, because of
the flux leakage, heat influences the disk. The coefficient 𝑇

𝑖

should be modified. According to Simeu and Georges [11],

𝑇
𝑖
= 𝛼𝐶𝜎

0
𝑅
2

𝑏
(
𝜇
0
𝑁

𝐿
) 𝑆𝐷, (3)

where 𝛼 and 𝐶 are the modified factors:

𝛼 = 1 −
1

2𝜋
[4 tan (𝜓) + 𝜓 ln(1 + 1

𝜓2
) −

1

𝜓
ln (1 + 𝜓2)] ,

𝐶 = 0.5 [1 −
𝐴𝐵

𝜋(1 + 𝑅
𝑏
/𝑅
𝑤
)
2

(𝑅
𝑤
− 𝑅
𝑏
)
2
] .

(4)

Here, 𝐴 and 𝐵 are the width and height of the iron cross-
sectioned area and 𝜓 = 𝐵/𝐴.

Formula (1) indicates that the brake torque is proportional
to the speed of brake disk when the current is kept constant.
But the proportional relationship is broken as the disk speed
increases. Figure 3 shows the torque versus rotor speed
relationship tested on the testing bench. When the electric
current in the coil keeps constant, the electromagnetic brake
torque is not always proportional to rotor speed. There is a
peak value on the curve, and the abscissa of this peak value
is a critical speed. When rotor speed surpasses critical speed,
the torque and speed have an inverse proportional relation. It
is because the electromagnetic field produced by eddy current
influences the externalmagnetic field [12]. Hence, when rotor
speed surpasses the critical speed, the eddy current brake
torque can be expressed as

𝑇
𝑏𝑐
=

2�̂�𝑖

V
𝑘
/V + V/V

𝑘

,
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√
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(5)
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Figure 3: Torque versus rotor speed curve.

where V, V
𝑘
, 𝑐, 𝜉, and 𝜌 represent the speed of brake disk,

critical speed, scale factor, scale coefficient, and resistivity of
brake disk [13–15].

Since the ECB in the hybrid brake system has two brake
disks, the eddy current brake torque should be as follows.
When V < V

𝑘
:

𝑇
𝑏𝑐
= 2{1 −

1

2𝜋
[4 tan (𝜓) + 𝜓 ln(1 + 1

𝜓2
)

−
1

𝜓
ln (1 + 𝜓2)]}

× (0.5 [1 −
𝐴𝐵

𝜋(1 + 𝑅
𝑏
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2
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− 𝑅
𝑏
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2
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× 𝜎
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𝑅
2
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𝜇
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2
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(6)

When V > V
𝑘
:
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=
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/V + V/V

𝑘

(√(
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2.2. Brake Disk Model. The brake disk model describes
relationship between pressure of wheel cylinder and brake
torque.

According to Chen et al. [16], the empirical model of
brake torque and pressure can be expressed as

𝑇
𝑏ℎ
=
𝑝
𝑤
𝜇

𝑘
𝜇

,

𝜇 = 0.3 + 0.12 exp [− (1.2492 − 0.0029𝜐 − 0.0814𝑝
𝑤
)] ,

(8)

where 𝑇
𝑏ℎ

is brake torque, 𝑝
𝑤
is brake pressure, 𝜇 is friction

coefficient, 𝑘
𝜇
is calculation coefficient (2.099), and 𝜐 is

vehicle speed.
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2.3. Wheel Model. In order to analyze the performance of
the hybrid brake system with varying torque characteristics,
a vehicle wheel model is needed. It is assumed that vehicle
lateral, vertical, roll, and yaw dynamics are negligible for
the braking application. As shown in Figure 4, the wheel
rotational dynamics are given by the following equation:

∑𝑀
𝑦
= 𝑇
𝑏𝑖
− 𝐹
𝑥
𝑅 + 𝐹
𝑟𝑟
𝑅 − 𝑇
𝑑
= −𝐼
𝜔
̇𝜔,

𝑇
𝑏𝑖
= 𝑇
𝑏𝑐
+ 𝑇
𝑏ℎ
,

(9)

where𝑇
𝑏𝑖
is brake torque of ECB and EHB,𝑇

𝑏𝑐
is brake torque

of ECB,𝑇
𝑏ℎ
is brake torque of EHB, 𝐹

𝑥
is longitudinal friction

force at tire contact patch, 𝐹
𝑟𝑟

is rolling resistance at tire
contact patch,𝑇

𝑑
is drive torque, 𝐼

𝜔
is wheel rotational inertia,

̇𝜔 is angular acceleration of wheel, 𝑅 is wheel radius.

2.4. Hydraulic Brake Model. Figure 5 shows a hydraulic
circuit diagram of EHB system; because the hydraulic brake

system has too many circuits, solenoid and the other parts,
it is difficult to establish an exact mathematical model
to simulate and control the brake progress. In this work,
an actual electronic hydraulic braking system which has
hydraulic circuits, solenoid valve, and ECU has been utilized
to simulate the brake progress. In the braking system, there
is a high pressure accumulator to keep steady pressure. The
hybrid ECU can control the brake pressure of wheel cylinder
by opening or closing the electromagnetic valves. Hence,
hybrid ECU can adjust brake pressure of the wheel cylinder
easily. The key technique of the hydraulic brake system is to
control the electromagnetic valve rapidly according to the slip
ratio.

According toMK20-I type ABS hydraulicmodulator [17],
the model of the throttle characteristics is

𝑑𝑝
𝑤

𝑑𝑡
=

{{

{{

{

35.7418(𝑝
𝑚
− 𝑝
𝑤
)
0.58 Pressure increase

0 Pressure holding
−36.3714𝑝

𝑤

0.92 Pressure relief.
(10)

3. The Control Strategy of Hybrid
Brake System

The controller of hybrid brake system adopts nonlinear fuzzy
strategy; when ABS works, fuzzy controller will track the
optimal objective slip ratio and eliminate the tracking error
[18, 19] in order to achieve a good steady-state response.
As shown in Figure 6, the hybrid ABS controller will
decide the driver’s intention based on the feedback of the
displacement and acceleration of the brake pedal sensor and
then output calculated total torque gradually to objective
brake torque. According to the analysis of braking force
distribution between ECB and EHB, the torque proportion
of ECB and EHB should be 1 : 1.5. As the process of braking
torques increasing, the controller always detects slip ratio
of wheels synchronously. If the slip ratio does not reach
theoretic optimal value (0.2), the hybrid system was located
in normal braking state, and the brake force is proportional
to displacement of brake pedal. Once the slip ratio reaches
0.2, the controllers antilock control program will work. The
basic control strategy of the hybrid brake system is to keep
the hydraulic brake pressure at a stationary value when the
slip ratio reaches 0.2 and keep the optimal slip ratio (0.2) by
adjusting the current of ECB.

There are two input parameters and one output parameter
in the fuzzy controller; one of the input parameters is
difference value (𝑒(𝑡)):

𝑒 (𝑡) = 𝜆
𝑓
(𝑡) − 𝜆

𝑟
(𝑡) , (11)

𝜆
𝑓
is objective slip ratio, 𝜆

𝑟
is actual slip ratio.

The second input parameter is change rate (Δ𝑒(𝑡)) of
difference value:

Δ𝑒 (𝑡) = 𝑒 (𝑡) − 𝑒 (𝑡 − 𝑇) , (12)

where 𝑒(𝑡) is sample at the moment of 𝑡, 𝑒(𝑡 − 𝑇) is sample at
the previous time (𝑡 − 𝑇).

The output parameter of fuzzy controller is current
change (𝑖) of electromagnetic brake system. The difference
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value universe (𝐸) is [−6, 6], the change rate universe (𝐸𝐶) is
[−6, 6], and the current change universe (𝑇𝑈) is [0, 40]. The
values are as follows [20]:

𝐸 = {NBNMNSNWZPWPSPMPB},

𝐸𝐶 = {NBNMNSZPS PMPB},

𝑇𝑈 = {NBNMNSNWZPWPSPMPB}.

If the difference value is NB, the change rate value is NB.
It indicates that the slip ratio now is very high and the eddy
current brake torque should be reduced quickly. The output
value of current is NB. However, if the difference value is PB,
then the change rate value is PB. It indicates that the slip ratio
now is very low and the eddy current brake torque should
be increased quickly. The output value of current is PB. If
the difference value is PW, then the change rate value is PS.
It indicates that the slip ratio now is little bigger than the
optimal value. At this moment, the eddy current brake torque

should not be changed [21]. The output value of current is Z.
The fuzzy control strategy rule is as shown in Table 1.

4. HILS System Design Based on
LabVIEW and Matlab

Figure 7(a) is a sketch of the HILS system of ECB&EHB
hybrid brake system. The hardware of the HILS system
consists of hybrid brake system, sensor nets, driving device,
battery, data acquisition board, personal computer, and so
forth [22].The software of theHILS system consists ofMatlab
mathematical operating progress of the hybrid brake model
and the LabVIEW controlling program. The main role of
software part is to define a brake system model and carry out
the real-time simulation.

Figure 7(b) shows the interface of the hybrid brake system
testing bench based on LabVIEW and Matlab [23]. In the
model of data processing, by compiling the functions in the
Math Library of Matlab C/C++ into dynamic-link library
(DLL), the sharing function library for data processing was
established. LabVIEW can compile the calculation method
and control algorithm to control program by calling DLL
easily.

Control commands of virtual controller in personal
computer are sent via data acquisition board (USB-6341)
and driving device to hybrid brake system. The brake pedal
position sensor, wheel speed sensor, torque sensor, and other
sensor signals are sent to virtual controller through sensor
nets and data acquisition board. On the actual testing bench,
two tires are used to simulate the driving wheel and road.
The tire that simulates road can package differentmaterials to
adapt different road conditions. Torque sensor was equipped
to test the torque of hybrid brake system.

The performance of the ABS HILS was developed and
tested under the previous environments and conditions
(Table 2) vehicle parameters are listed in Table 3. The target
of the control program is to hold the desired slip ratio as 0.2.

5. Experimental Results and Discussion

In order to analyze the performance of the hybrid brake
system, different type of brake systems (ECB, EHB, and ECB
& EHB) experiment in the same road scenarios and different
road scenarios (dry and wet asphalt roads) experiment have
been made to validate the hybrid brake system on the testing
bench.

5.1. Dry Asphalt Road Test. Dry asphalt road has high friction
coefficient for braking system, approximately 0.8. Figure 8
shows the results of ECB, EHB, and ECB & EHB braking
experiments on dry asphalt road. The initial velocity of
vehicle is 100Km/h. Figures 8(a), 8(c), and 8(e) show the time
responses of the slip ratio tracking of the vehicle, and Figures
8(b), 8(d), and 8(f) show the velocity of vehicle decelerating
by the ECB, EHB, and hybrid ECB & EHB systems.

When sudden stop action occurs, Figure 8(a) shows the
slip ratio of ECB system is very low. When the wheel speed
decreases, the brake torque of ECB reduces, too, and the slip
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Figure 7: HILS system design based on LabVIEW and Matlab.

ratio of ECB cannot reach 0.2. Hence, the vehicle speed and
wheel speed are approached to each other in Figure 8(b), and
the curve is smoother than that of Figure 8(c). Due to the
possible hydraulic impact, there is little abnormal fluctuation
on the slip ratio curve of Figure 8(c). Figure 8(d) shows the
difference between vehicle speed and wheel speed; it is a little
big. Figures 8(e) and 8(f) show the slip ratio and speed curve
of hybrid system. The slip ratio of EHB and hybrid ECB &
EHB can stabilize at 0.20, but the hybrid system ismore stable
than EHB.

From the aspect of braking time, Figure 8(b) shows that
ECB has a more rapid response than other brake systems.
When brake action occurs, ECB responds immediately, but its
wheel speed has no locking trend. Figure 8(d) shows that EHB
has a slower response than other brake systems. It is almost
delayed 0.3s comparing to ECB system. EHB has better brake
effect than ECB; its wheel speed has obvious change, and
the wheel keeps a critical condition of locking. The whole
braking time only needs 5.1s. Because the ECB & EHB hybrid
system has all of the merits of the ECB and EHB systems,



Mathematical Problems in Engineering 7

Table 1

TU E
NB NM NS NW Z PW PS PM PB

EC
NB NB NB NM NM Z NS NS NS NS
NM NB NB NS NS Z NW Z Z PW
NS NB NM NW NW Z Z Z PW PS
Z NM NS NW NW Z Z PW PS PM
PS NS NW Z Z Z PW PW PM PM
PM NW Z PW PW Z PS PS PM PB
PB Z Z PS PS Z PM PM PB PB

Table 2: Hybrid brake system testing conditions.

Road Condition Friction Velocity Target slip
ratio

Dry road Dry asphalt 0.8 100Km/h 0.2
Wet road Wet asphalt 0.5 100Km/h 0.2

Table 3: Vehicle parameters that were simulated on testing bench.

Vehicle parameters Parameter value
Mass of the vehiclem/kg 1 300
Wheel effective rolling radius R/m 0.255
Wheel rotational inertia 𝐼

𝜔
/(kg⋅m2) 1.58/1.02

Figure 8(e) shows it has a rapid response to braking action,
almost immediately. The wheel speed has an obvious variety.
Thewheel keeps a critical condition of locking, too.Thewheel
speed ismore stable thanEHB system; thewhole braking time
only needs 4.6 s.

5.2. Wet Asphalt Road Test. Wet asphalt road has a smaller
friction coefficient than dry road, approximately 0.5. With
the same initial braking velocity, Figures 9(a), 9(c), and 9(e)
show the time responses of the slip ratio tracking of the
vehicle, and Figures 9(b), 9(d), and 9(f) show the velocity
of vehicle decelerating by the ECB, EHB, and hybrid ECB &
EHB systems.

Figure 9(a) shows the slip ratio on wet road is a little
bigger than that of Figure 8(a); the speed difference between
wheel and vehicle on wet road is also much larger than that
on dry road by comparing Figure 9(b) to Figure 8(b). The
slip ratio and speed of EHB on wet road have not too much
difference fromFigures 9(c) and 9(d) to Figures 8(c) and 8(d).
So the performance of EHB has little difference on dry and
wet roads. The slip ratio and speed curves on wet road in
Figures 9(e) and 9(f) present the same controlling trend as
Figures 8(e) and 8(f); it indicates that the fuzzy controller has
a robust control in hybrid brake system.

The braking time on wet road has similar results to
dry road. ECB has a more rapid response than other brake
systems, but its brake time reaches 13.2 seconds. EHB has a
slower response than other brake systems; its whole braking
time only needs 7 s. The ECB&EHB also has a rapid response
to braking action; the whole braking time only needs 5.6 s.

6. Conclusions

In this paper, we discussed the brake performance analysis
of ABS for ECB and EHB hybrid brake system. First, we
designed a new conceptual hybrid braking system that
achieved the optimal combination of ECB and EHB. Based on
the structure of the hybrid brake system,mathematicalmodel
was built to calculate the torque character of ECB and EHB,
and we analyzed the braking force distribution between two
kinds of brake systems. Second, a fuzzy controller on personal
computer based on Labview and Matlab was designed and
hardware in the loop system was constructed to validate and
analyze the performance of the hybrid brake system.Through
lots of experiments on dry and wet asphalt road, as shown in
Figure 10, the result indicates the following.

(1) The response of hybrid brake system is better
than that of traditional hydraulic braking system. It
enhances about 0.3 s more than hydraulic braking
system.

(2) Due to the merits of the hybrid brake system and the
best slip ratio regulation of fuzzy controller, the curve
of slip ratio of hybrid brake system ismore stable than
EHB, and the ability to track objective slip ratio is
better than that of EHB, too. Therefore, the adhesion
utilization of hybrid brake system is bigger than that
of EHB in the whole braking time.

(3) Comparing EHB, the total brake time of hybrid brake
system reduces to 0.5 s at the speed of 100Km/h on
dry asphalt road and to 1.4 s on wet asphalt road.

(4) For the brake distribution of the contactless braking
system (ECB), the abrasion, noise, harmful friction
dust, and the risk of thermal failure in hybrid brake
system were reduced obviously.
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Figure 8: Results of ECB, EHB, and ECB & EHB braking experiments on dry asphalt road.
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The emerging integrated electric parking brake (IEPB) system is introduced and studied. Through analyzing the various working
stages, the stages switched IEPB system models are given with the consideration of the friction and system idle inertia. The
sliding mode control (SMC) method is adopted to control the clamping force by the widely used motor angle and clamping force
relationshipmethod. Based on the characteristics of the state equations, two sliding surfaces are built to control themotor angle and
current, respectively. And in every working stage, the control stability is guaranteed by choosing the control parameters based on
Lyapunov theory and SMC reachability. The effectiveness of the proposed control system has been validated in Matlab/Simulink.

1. Introduction

Lots of strong points exist in X-by-wire systems, such as
component number reduction, weight reduction, and perfor-
mance improvement [1, 2]. Electronic parking brake (EPB)
system is one kind of brake-by-wire systems, which generates
the parking force bymotor torque instead of themanual force.
Hence, the EPB system can increase the vehicle cabin space,
facilitate the parking process, and have potential function [3].
There are mainly two kinds of EPB: the first one generates
the force by pulling down traditional parking cable, as seen
in [3–9]. The second one is called integrated EPB (IEPB),
which has the similar structure with the electromechanical
brake [10–12] and hence it can offer numerous possibilities
[13]. IEPB actuator is mounted on the traditional caliper.
Through screw-nut structure, the rotating movement from
the DC motor can be transformed to the rectilinear motion
of the nut [14]. By the moving forward or backward of the
nut, the braking force can be generated or released. Once the
desired braking force is reached, the motor power can be cut
off and the clamping force can be steady due to the screw-nut
self-locking.

While IEPB system has been used in some advanced
sedans [15, 16], there is very little published research. For
EPB with traditional cables, Lee et al. studied the bang-bang
[4], nonlinear P controllers [3, 6, 7] to control the clamping

force and the controller stability is also analyzed in [3, 7].The
traditional EPB system models were built in [3–7]; however,
motor friction and screw-nut system inertia were neglected.
Actually, during the motor idle stage, the motor friction and
the nut inertia have direct effects on the modeling precision.
For IEPB system, due to the limited installation space and the
high cost of force sensor, clamping force estimation methods
based on the motor position have been proposed in [1, 10–
12]. From the researches [10–12, 17], we know based on the
angular displacement of the motor that the clamping force
can be estimated precisely. However, few control methods
that can track the desired motor angle precisely for electric
parking brake system are shown in published researches.
Especially, robust control, hardly guaranteed by the published
control methods, is very important for vehicle safety system
[18, 19].Hence, the authors proposed the slidingmode control
method based on the system characteristics to optimize the
control precision and robustness [20–22].

The present authors have made much effort over a long
time to research and develop EPB system [14, 23, 24]. And to
the authors’ best knowledge, little published research is about
the IEPB system. The main contributions of this paper lie in
three aspects. First, this is among the first attempts to develop
a detailed system model for IEPB system. In particular, the
state-switched system stages and also the motor and screw-
nut friction model are considered seriously. Second, this is
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Figure 1: Structure of the IEPB system.

the first attempt to integrate a sliding mode control (SMC)
method with EPB system. Through the SMC method, both
the precision and robustness of IEPB system are improved
apparently. Third, two sliding surfaces are designed to
improve the control performance and the control system
stability is studied based on Lyapunov theory and system
reachability.

The rest of this paper is organized as follows. In the second
section, principle and model of the state-dependent IEPB
system, including theDCmotor and screw-nut system as well
as the clamping force, are given. The third section proposed
the SMC control law with the proof of the control stability.
The simulations and analyses of the proposed control system
are shown in the fourth section, followed by the concluding
remarks in the final section.

2. System Modeling

In this section, the system structure and system modeling
will be presented. The IEPB is a system that locks the vehicle
wheels steadily by controlling the motor when receiving the
parking brake command. The structure of IEPB system is
shown in Figure 1, including DC motor, reduction gears,
screw-nut module, traditional brake pads, and disc.

2.1. DC Motor. In IEPB system, the final parking brak-
ing force is provided by the motor torque. As shown in
Figure 1, motor torque is first transferred to the reduction
gears for increasing the driven torque. The model of DC
motor can be built as

𝑈 = 𝐿
𝑎

̇𝑖
𝑎
+ 𝑅
𝑎
𝑖
𝑎
+ 𝐾emf𝜔,

𝐾motor𝑖𝑎 = 𝐽𝑚 ̇𝜔
𝑚
+ 𝑇
𝐹
+ 𝑇
𝐺
,

𝑇
𝑚
= 𝐾motor𝑖𝑎,

(1)

where 𝑈 is the motor voltage; 𝐿
𝑎
is the inductance; 𝑖

𝑎
is

the motor current; 𝑅
𝑎
is the resistance; 𝐾emf is the EMF

constant; 𝜔 is the angular rate; 𝑇
𝑚
is motor torque; 𝐾motor

is motor constant; 𝑇
𝐹
is the friction torque, including the

viscous friction, dynamical friction 𝑇
𝐹𝐶
, and the maximum

static friction 𝑇
𝐹max; 𝑇𝐺 is the load torque; 𝐽

𝑚
is the moment

of inertia of this system. Based on the Armstrong friction
model [25], the friction torque of DCmotor can be described
as

𝑇
𝐹
= 𝑇
𝐹𝐶
+ (𝑇
𝐹max − 𝑇𝐹𝐶) 𝑒

−|𝜔/𝜔𝑠|
𝛿𝑠

+ 𝑏V𝜔, (𝜔 ̸= 0) , (2)
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Figure 2: The equivalent structure of screw-nut.

where𝜔
𝑠
is the Stribeck velocity that describes the continuous

decrease instead of the break point; 𝛿
𝑠
is a coefficient for

Stribeck friction.
For simplicity of the analysis, the friction torque can be

written as

𝑇
𝐹
= 𝑏V𝜔𝑚. (3)

2.2. Screw-Nut System. In IEPBs, the nut can just move in the
axial direction, secured against twisting; on the contrary, the
screw can just rotate without moving forward or backward.
When the screw rotates in counter-clockwise direction, the
head will move forward to the left side in the axial direction.
Figure 2 shows the equivalent structure of the screw-nut.The
lower wedge denotes the screw while the upper one denotes
the nut. Therefore, the relative motion for nut and screw can
be seen as the nut is sliding along the slope with an angle
inclination 𝛼 [26–28].

According to the equivalent schematic diagram of screw-
nut, the relationship between the screw torque 𝑇

𝐿
and 𝐹 can

be described as

𝑁 ⋅ 𝑇
𝐺
= 𝑇
𝐿
,

𝑇
𝐿
= 𝐹 ⋅ 𝑟,

(4)

where 𝑁 is the gear ratio between the motor and the IEPB
actuator; 𝑟 is the screw pitch radius; 𝐹 is the equivalent force
on the nut cross section shown in Figure 2. When the nut is
moving on the screw, the friction force𝐹

𝑓srew in the screw-nut
system can be written as

𝐹
𝑓srew = 𝐹coulomb 𝑓 + (𝐹max 𝑓 − 𝐹coulomb 𝑓) 𝑒

−|V/V𝑠|
2

+ 𝑐VV,
(5)

where 𝐹
𝑓srew is the friction force of the screw-nut system; V

𝑠

is the Stribeck velocity; 𝑐V is the viscous friction coefficient;
𝐹max 𝑓 is the maximum static friction; 𝐹coulomb 𝑓 is the
coulomb friction proportional to the normal force.

Due to the clearance existing between the nut and the
brake disc, the nut needs to move forward first to clear this
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gap. This status is named Γ
1
as shown in Figure 3 and it is

obvious that there is no clamping force due to no contacting
during Γ

1
. However, in order to estimate the contact point

precisely, the friction torque analysis in screw-nut system
is still needed. Stages Γ

1
and Γ

4
have the similar dynamics

equations though the speed direction is contrary. While
Stages Γ

2
and Γ

3
have the similar dynamics equations, they

have a contrary speed direction. Hence, for simplicity of the
modeling process, only Γ

1
and Γ
2
are analyzed in this paper.

For Stages Γ
1
. Due to no clamping force in Γ

1
, the friction force

can be written as

𝐹 ⋅ cos𝛼 = 𝐹
𝑓srew, (6)

where 𝛼 is the lead angle. When there is no contact, the
𝐹coulomb 𝑓 can be ignored and the viscous friction is playing
a leading role in (5). Substituting (3) and (4) into (6), it yields

𝑐V ̇𝑥nut
sin𝛼

+
𝑚 ̈𝑥nut
sin𝛼

= 𝑇
𝐿
⋅ cos𝛼, (7)

𝑇
𝐿
= 2𝑟 ⋅

𝑐V ̇𝑥nut + 𝑚nut ̈𝑥nut
sin 2𝛼

, (8)

where 𝑚 is the mass of the nut. The state equations for the
IEPBs in Γ

1
can be presented as

𝑑

𝑑𝑡

[

[

𝑖

𝜔

𝜃

]

]

=

[
[
[
[
[
[
[

[

−
𝑅
𝑎

𝐿
𝑎

𝑖 −
𝐾emf
𝐿
𝑎

𝜔 +
1

𝐿
𝑎

𝑈

𝐾motor𝑖

𝐽
𝑚

−
𝑏V𝜔

𝐽
𝑚

−
2𝑟 (𝑐V ̇𝑥nut + 𝑚nut ̈𝑥nut)

𝐽
𝑚
𝑁 sin 2𝛼

𝜔

]
]
]
]
]
]
]

]

.

(9)

For Stages Γ
2
. During the clamping stage Γ

2
, based on the

horizontal and perpendicular forces on the contact surface

in Figure 2 and due to the much higher magnitude coulomb
friction force, the friction force can be written as

𝐹
𝑓srew =

{{{{{{{

{{{{{{{

{

1

𝑟
𝑇
𝐿
cos𝛼 − 𝐹

𝑄
sin𝛼 V = 0, Δ𝐹 < 𝐹max 𝑓

𝐹max 𝑓 sgn (Δ𝐹) V = 0, Δ𝐹 ≥ 𝐹max 𝑓

𝜇
𝑠
⋅
𝑇
𝐿
sin𝛼 + 𝐹

𝑄
cos𝛼𝑟

𝑟
V ̸= 0,

(10)

where 𝜇
𝑠
is the coulomb friction coefficient; 𝐹

𝑄
is the axial

load on the nut; Δ𝐹 is the external force, deciding the friction
direction. Ignoring the little inertia effect of the nut mass
during Γ

2
for simplifyingmodeling, according to Figure 2, the

relationship between the screw torque 𝑇
𝐿
and the head load

𝐹
𝑄
can be written as

𝑇
𝐿
⋅

1

𝑟 ⋅ tan (𝛼 + arctan𝜇
𝑠
)
= 𝐹
𝑄
+ 𝑚nut ̈𝑥nut, (11)

where𝑚nut is the mass of head and 𝑥nut is the linear displace-
ment of head.

According to (8)–(11), the 𝑇
𝐿
can be written as

𝑇
𝐿
=

{{{{

{{{{

{

2𝑟 ⋅
𝑐V ̇𝑥nut + 𝑚nut ̈𝑥nut

sin 2𝛼
during Γ

1

𝐹
𝑄
+ 𝑚nut ̈𝑥nut

𝜎
1

during Γ
2
,

(12)

where

𝜎
𝑛
=

1

𝑟 ⋅ tan (arctan 𝜇 + 𝛼)
. (13)

2.3. Clamping Force Model. As shown in Figure 4, 𝐴
0
, 𝐴
𝑐
,

and 𝐴
1
are three points, namely, the nut initial point, nut

contact point, and the system contact point, respectively. In
clamping maneuver, the nut moves from point 𝐴

0
to point

𝐴
𝑐
and then pushes the pads to clamp the disc and then

moves back to initial point 𝐴
0
during Γ

3,4
. Line 𝑑

1
is the gap

between the nut initial position 𝐴
0
and the piston position.

Line 𝑑
2
is the total thickness of pad and piston and is a

constant value under no pressure. To simplify analyses, the
piston and pad are considered as an assembly and we assume
no gap exists between the pad and piston. Line 𝑑

3
represents

the gap between the friction pads to braking disc, which can
be guaranteed by the seal groove mechanism. Line 𝑑

4
is not

shown in Figure 4, since it is the deformation value. With
the gap cleared, clamping force will be generated by the nut
translational motion.

Nut rectilinear movement 𝑥nut can be written as

𝑥nut = 𝑑1 + 𝑑3 + 𝑑4. (14)

Based on Newton’s laws of motion, the clamping force can be
written as

𝐹
𝑄
(𝑡) = 2 ⋅ (𝑘brake ⋅ 𝑑4 (𝑡) + 𝑏brake ⋅

̇𝑑
4
(𝑡)) , (15)
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Figure 4: Schematic diagram of the IEPBs.

where 𝑏brake is the damping coefficient and the overall stiffness
of actuator 𝑘brake can be calculated from each individual part
[1]:

𝑘brake =
1

1/𝑘disk + 1/𝑘head + 2/𝑘pad + 1/𝑘caliper
, (16)

where 𝑘brake is stiffness coefficient of the brake system; 𝑘disk,
𝑘head, 𝑘pad, and 𝑘caliper are the stiffness coefficient of brake
disc, nut, pad, and the caliper, respectively; 𝜃

𝐿
is the angular

displacement corresponding to the normal gap distance and
is a constant value; 𝜃 is the total angular displacement, which
can be described as

𝑑
1
+ 𝑑
3

𝜃
𝐿

=
𝑝

2𝜋𝑁
,

𝑥nut
𝜃

=
𝑝

2𝜋𝑁
, (17)

𝑑
4
=

𝑃

2𝜋𝑁
𝜃, (18)

where 𝜃 = { 𝜃−𝜃𝐿, 𝜃>𝜃𝐿
0, 𝜃≤𝜃𝐿

is the active angular displacement cor-
responding to the compression movement 𝑑

4
and 𝑝 is the

pitch of screw:

𝐹
𝑄
(𝑡) = 2 ⋅ (𝑘brake ⋅

𝑃

2𝜋𝑁
𝜃 + 𝑏brake ⋅

𝑃

2𝜋𝑁

̇
�̃�) . (19)

Based on (1) and (12)–(19), the state equations for the IEPBs
in Γ
2
can be presented as

𝑑

𝑑𝑡

[

[

𝑖

𝜔

𝜃

]

]

=

[
[
[
[
[
[
[

[

−
𝑅
𝑎

𝐿
𝑎

𝑖 −
𝐾emf
𝐿
𝑎

𝜔 +
1

𝐿
𝑎

𝑈

𝐾motor𝑖

𝐽
𝑚

−
𝑏V𝜔

𝐽
𝑚

−
𝑝𝑘brake𝜃 + 𝑝𝑏brake𝜔 + 𝑚head𝑝

̈𝜃

2𝐽
𝑚
𝜋𝜎
1
𝑁2

𝜔

]
]
]
]
]
]
]

]

.

(20)

3. Control Design

Based on (15) and researches in [1, 3–7, 12], we know that the
clamping force has a direct relationship with themotor angle.
In this paper, a robust control system is designed to track the
desired motor angle precisely and then to reach the desired
force. Rearranging (9) into standard state space for stage Γ

1

yields

𝑑

𝑑𝑡

[

[

𝑖

𝜔

𝜃

]

]

= 𝐴
Γ1

[

[

𝑖

𝜔

𝜃

]

]

+ 𝐵
Γ1
𝑈, (21)

where

𝐴
Γ1
=

[
[
[
[
[
[

[

−
𝑅
𝑎

𝐿
𝑎

−
𝐾emf
𝐿
𝑎

0

𝐾motor𝜉 − (𝑏V + 𝜓) 𝜉 0

0 1 0

]
]
]
]
]
]

]

, (22)

𝐵
Γ1
=

[
[
[

[

1

𝐿
𝑎

0

0

]
]
]

]

, (23)

𝜓 =
rcp

𝜋𝑁2 sin 2𝛼
, (24)

𝜉 =
𝜋𝑁
2 sin 2𝛼

𝐽
𝑚
𝜋𝑁2 sin 2𝛼 + rpmnut

. (25)

Rearranging (20) into standard state space for state Γ
2
yields

𝑑

𝑑𝑡

[
[

[

𝑖

𝜔

𝜃

]
]

]

= 𝐴
Γ2

[
[

[

𝑖

𝜔

𝜃

]
]

]

+ 𝐵
Γ2
𝑈, (26)
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Figure 5: Schematic diagram of the SMC system.

where

𝐴
Γ2
=

[
[
[
[
[

[

−
𝑅
𝑎

𝐿
𝑎

−
𝐾emf
𝐿
𝑎

0

𝐾motor𝜑𝑛 − (𝑏V + 𝜅𝑛) 𝜑𝑛 −𝛿𝑛𝜑𝑛

0 1 0

]
]
]
]
]

]

,

𝐵
Γ2
=

[
[
[

[

1

𝐿
𝑎

0

0

]
]
]

]

,

(27)

where

𝜅
𝑛
=
𝑝 ⋅ 𝑏brake
2𝜋𝜎
𝑛
𝑁2
,

𝛿
𝑛
=
𝑝 ⋅ 𝑘brake
2𝜋𝜎
𝑛
𝑁2

,

𝜑
𝑛
=

2𝜋𝜎
𝑛
𝑁
2

2𝜋𝜎
𝑛
𝐽
𝑚
𝑁2 + 𝑚head𝑝

.

(28)

For all the dynamic stages Γ
1−4

, the feedback can be chosen as

𝑦 = [0 0 1][

[

𝑖

𝜔

𝜃

]

]

. (29)

3.1. Control Law Design. The control robustness is very
important [29], especially for braking system. In this part, a
sliding mode control (SMC) design procedure for the state-
switched IEPB system is presented, which mainly includes 2
steps: firstly, the design of the sliding surface; secondly, the
design of the controller, bywhich the trajectorywill be guided
to sliding on the surface designed in step one. Note that the
clamping force has a direct relationship with the angular dis-
placement 𝜃 based on (18) and (19). From (21), (26), and (29),
we know the control input 𝑢 can just directly control the
current; however, current 𝑖 has a relationshipwith the angular
displacement. Hence, we define two sliding surfaces as shown
in Figure 5 for angular displacement control and current
control, respectively.

These two sliding surfaces are defined as

𝑠
1
= ̇𝑒
1
+ 𝑔𝑒
1
, (𝑔 > 0)

𝑠
2
= 𝑖
𝑑
− 𝑖,

(30)

where 𝑠
1
and 𝑠
2
are two sliding surfaces for angular displace-

ment and motor current and 𝑒
1
= 𝜃
∗

𝑑
− 𝜃, 𝑔 is a positive gain.

The corresponding control inputs can be written as

𝑖
𝑑
=

{{{

{{{

{

𝐻
1,Γ1

sgn (𝑠
1
) +

𝑠
1

𝐻
1,Γ1

, during Γ
1

𝐻
1,Γ2

sgn (𝑠
1
) +

𝑠
1

𝐻
1,Γ2

, during Γ
2
,

(31)

𝑢 =

{{{

{{{

{

𝐻
2,Γ1

sgn (𝑠
2
) +

𝑠
2

𝐻
2,Γ1

, during Γ
1

𝐻
2,Γ2

sgn (𝑠
2
) +

𝑠
1

𝐻
2,Γ2

, during Γ
2
,

(32)

where 𝐻
𝑖,Γ𝑗(𝑖,𝑗=1,2)

are the control parameters which need to
be determined.

Remark 1. The current 𝑖
𝑑
is a virtual input to connect the

desired angular displacement and the actual control input 𝑢.

Remark 2. If𝐻
𝑖,Γ𝑗(𝑖,𝑗=1,2)

is a very small value and 1/𝐻
𝑖,Γ𝑗(𝑖,𝑗=1,2)

will be a large value, which can help reduce the chattering
when the state trajectories are closing to the sliding surfaces
and can also apply a higher gain for larger error.

Remark 3. 𝐻
𝑖,Γ𝑗(𝑖,𝑗=1,2)

should be chosen to make the sliding
surface satisfy the reachability condition as follows [20]:

1

2

𝑑

𝑑𝑡
(𝑠(𝑡)
2

) ≤ −𝜂 |𝑠 (𝑡)| , 𝜂 > 0. (33)

Theorem 4. The SMC controller given in (31) is asymptotically
stable if the gains are chosen as

𝐻
1,Γ1

>
𝜂
1
+
(𝑏V𝜉 + 𝜓𝜉 − 𝑔) 𝜔



𝐾motor𝜉
,

𝐻
1,Γ2

>
𝜂 +

(𝑏V + 𝜅𝑛 − 𝑔)𝜔
 + 𝛿𝑛𝜑𝑛𝜃

𝐾motor𝜑𝑛
.

(34)

Proof. Select a Lyapunov function candidate for 𝑠
1
as

𝑉
1
=
1

2
𝑠
1

2

, (35)

for stage Γ
1
.

Substituting (21) and (22) into the first order derivative of
(35) yields

𝑉
1
= ̈𝑒
1
+ 𝑔 ̇𝑒
1
= −(

𝑑𝜔

𝑑𝑡
+ 𝑔𝜔)

= (𝑏V𝜉 + 𝜓𝜉 − 𝑔) 𝜔 − 𝐾motor𝑖𝜉.

(36)

Based on Remark 3, we have

1

2

𝑑

𝑑𝑡
(𝑠
1
(𝑡)
2

) ≤ −𝜂
1

𝑠1 (𝑡)
 , 𝜂

1
> 0, (37)

when 𝑠
1
> 0; substituting (31) and (36) into (37),we have

𝑠
1
[(𝑏V𝜉 + 𝜓𝜉 − 𝑔) 𝜔 − 𝐾motor𝑖𝜉] ≤ −𝜂1𝑠1, (38)

𝐻
1,𝑠1>0,Γ1

>
𝜂
1
+ (𝑏V𝜉 + 𝜓𝜉 − 𝑔) 𝜔

𝐾motor𝜉
, (39)
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when 𝑠
1
< 0; we have

𝑠
1
[(𝑏V𝜉 + 𝜓𝜉 − 𝑔) 𝜔 − 𝐾motor𝑖𝜉] ≤ −𝜂1𝑠1, (40)

𝐻
1,𝑠1<0,Γ1

>
𝜂
1
− (𝑏V𝜉 + 𝜓𝜉 − 𝑔) 𝜔

𝐾motor𝜉
. (41)

Hence, based on (39) and (41), the reachability can be satisfied
if

𝐻
1,Γ1

>
𝜂
1
+
(𝑏V𝜉 + 𝜓𝜉 − 𝑔) 𝜔



𝐾motor𝜉
, (42)

for stage Γ
2
.

Substituting (27) into the first time derivative of (35), we
have

𝑉
1
= ̈𝑒
1
+ 𝑔 ̇𝑒
1
= −(

𝑑𝜔

𝑑𝑡
+ 𝑔𝜔)

= (𝑏V + 𝜅𝑛 − 𝑔)𝜔 + 𝛿𝑛𝜑𝑛𝜃 − 𝐾motor𝜑𝑛𝑖.

(43)

According to Remark 3, the reachability needs to be satisfied,

1

2

𝑑

𝑑𝑡
(𝑠
1
(𝑡)
2

) ≤ −𝜂
1

𝑠1 (𝑡)
 , 𝜂

1
> 0, (44)

when 𝑠
1
> 0; substituting (31) and (43) into (44),we have

(𝑏V + 𝜅𝑛 − 𝑔)𝜔 + 𝛿𝑛𝜑𝑛𝜃 − 𝐾motor𝜑𝑛𝐻1,Γ2 < −𝜂1, (45)

𝐻
1,𝑠1>0,Γ2

>
𝜂
1
+ (𝑏V + 𝜅𝑛 − 𝑔)𝜔 + 𝛿𝑛𝜑𝑛𝜃

𝐾motor𝜑𝑛
, (46)

when 𝑠
1
< 0,

(𝑏V + 𝜅𝑛 − 𝑔)𝜔 + 𝛿𝑛𝜑𝑛𝜃 + 𝐾motor𝜑𝑛𝐻1,Γ2 > 𝜂1, (47)

𝐻
1,𝑠1<0,Γ2

>
𝜂
1
− (𝑏V + 𝜅𝑛 − 𝑔)𝜔 − 𝛿𝑛𝜑𝑛𝜃

𝐾motor𝜑𝑛
. (48)

Hence, based on (46) and (48), the reachability can be satis-
fied if

𝐻
1,Γ2

>
𝜂
1
+
(𝑏V + 𝜅𝑛 − 𝑔)𝜔

 + 𝛿𝑛𝜑𝑛𝜃

𝐾motor𝜑𝑛
. (49)

Theorem5. The SMC controller given in (32) is asymptotically
stable if the gains are chosen as

𝐻
2
≥ 𝜂𝐿
𝑎
+ 𝑅
𝑎
𝑖
𝑎
+ 𝐾emf𝜔, (50)

which is the reaching condition for the sliding mode.

Note that due to the fact that Theorem 5 shares the same
Lyapunov function with Theorem 4, the proof will not be
presented here.

Table 1: IEPBs simulation parameters.

Motor (25–30∘C)
𝑅
𝑎

0.465Ω
Kemf 9.947mV/rad/sec
Kmotor 9.947m-Nm/Amp

Reduction gear Gear ratio 150 : 1

Screw-nut Pitch 2mm
radius 5mm
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Figure 6: Comparison among three control laws (𝜃
𝑑
= 492 rad). Bb:

Bang-bang control. NP: nonlinear Proportion control. SMC: sliding
mode control.

4. Simulations and Discussions

In this section, we will study the control performance of the
proposed sliding mode control strategy by means of simula-
tion examples. The system parameters and actuator param-
eters are given in Table 1. The proposed SMC control law is
validated by simulation performed in Matlab/Simulink.

Figure 6 shows the target motor angle tracking perfor-
mance between the Bang-bang control [4], nonlinear Pro-
portion control [3, 7], and sliding mode control with the
desired motor angle 492 rad. From Figure 6(a), it is obvious
that before 0.6 sec, there is nearly no difference among these
three controllers. From Figure 6(b), we can see that the Bang-
bang controller leads to a steady state error of 5 rad though it
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Figure 7:Motor speed comparisons among three control laws (𝜃
𝑑
=

492 rad).

increases to the target first. The nonlinear P controller results
in a negative error of 2 rad. In SMC, it is easy to notice that
when the motor angle is closing to the target, the gradient is
decreasing gradually due to the effects of sliding surfaces. And
the SMC controller reaches the 492 rad precisely. Note that
for common parking brake maybe the larger force may not
lead to dangerous situations. However, IEPBs should have the
ability to track the target precisely, because 1 rad angle error
can cause hundreds of Newton force error, which may lead to
serious condition during the dynamic braking maneuver. On
the other hand, compared with the desired clamping force, a
larger one can also lead to a releasing problem, since during
the releasingmode, themotor needs to rotate contrarily.With
the larger clamping force, it may result in a much higher
motor current to rotate this nut.

Figure 7 shows the comparisons of three controllers. We
can see that before 0.6 s these three speed curves are similar,
while after 0.6 s the gradient of SMC speed curve changes
due to the sliding surface effect.The NP speed curve gradient
also changes based on the angle tracking error. For the bang-
bang controller, only if the target 492 rad is reached, the
control input will be changed. Hence, based on the analysis of
Figure 7, it is easier to understand the motor angle curves in
Figure 6.

Based on the analysis for Figures 6 and 7, we know
the sliding mode control overmatches the other two con-
trol methods with respect to the tracking precision. From
Figure 8, we will analyze the control input and the clamping
force. In Figure 8(a), the duty cycle of control input is always
100 percent due to the large error before 0.6 s.While from the
period 0.6 to 0.77 s shown also in Figure 8(b), it is obvious
that the duty cycle is changing fast between 0 and 100 percent,
since the trajectory is entering to the sliding surfaces. The
clamping force is shown in Figure 8(c). And it can be seen,
before 0.06 s, that the clamping force is zero while during the
same period the motor angle is increasing to 47 rad as shown
in Figures 8(c) and 6. That is because there is gap distance
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Figure 8: Duty cycle and clamping force under SMC (𝜃
𝑑
= 492 rad).

between the nut and the disc that need be cleared first to
generate the clamping force.

In order to testify the control robustness with respect
to the setpoint value, the desired motor angle is chosen as
300 rad. As can be seen in Figure 9(a), all of these three curves
can increase to the value around the target 300 rad and hold
steady. From Figure 9(b), it is obvious that the SMC curve
reaches the target exactly, while the nonlinear P and Bang-
bang have 6.2 rad and 13.6 rad error, respectively.

From Figure 10, we can see that after 0.35 s, the SMC
speed curve converges to zero much more gently due to
the sliding mode effect when compared with the other two
curves. For nonlinear P controller, we can see that due to the
nonlinear P control effect, the NP speed curve can change
based on the angle error nonlinearly to improve the tracking
performance comparedwith the bang-bang as seen in Figures
9 and 10.

From Figures 11(a) and 11(b), we can see the control input
change. The duty cycle is constant 100 percent until 0.31 s.
When entering into the sliding surface, the duty cycle of the
voltage changes fast to make the trajectory converge to zero.
Note that in Figure 11(b), during the period 0.31 s–0.34 s, the
duty cycle is also zero. That is because in the first sliding
surface 𝑠

1
= ̇𝑒
1
+ 𝑔𝑒
1
, the absolute value of angular speed

is larger than the angle error, which results in the negative
value of the sliding surface. Correspondingly, the duty cycle
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Figure 9: Comparison among three control laws (𝜃
𝑑
= 300 rad).
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Figure 10: Motor speed comparisons among three control laws
(𝜃
𝑑
= 300 rad).

will be the lowest value to attract the trajectory to zero from
the negative orthant. Once the sliding surfaces 𝑠

1
= 0, 𝑠
2
= 0

are reached steadily, the motor power can be cut off. The
corresponding clamping force is shown in Figure 11(c).

As can be seen in Figure 12, the values of the motor
angle errors with three different controllers at each set-point
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Figure 12: The motor angle errors with three controllers under
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are shown. The positive error implies the redundancy force
while the negative erros means the insufficient displacement.
Apparently, the SMC curve shows the best performance with
no error during the whole targets. NP curve shows the best



Mathematical Problems in Engineering 9

0 0.5 1 1.5
0

100

200

300

400

500

Time (s)

M
ot

or
 an

gl
e (

ra
d)

Bb
NP
SMC

(a)

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
475

480

485

490

495

500

505

Time (s)

M
ot

or
 an

gl
e (

ra
d)

Bb
NP
SMC

(b)

Figure 13: The motor angle errors with an increase in screw-nut
friction coefficient (𝜃

𝑑
= 492 rad).

performance when the target is 400 rad, while on the other
targets the absolute value of the error is increasing.The Bang-
bang controller shows the worst performance in terms of
the precision, while the error is converging to zero with the
increase of the target angle. This good trend may result from
the lower angular speed at the power cut-off point.

It is possible that due to the wear of the actuator or
the external effects, the friction coefficient of screw-nut
system changes. We still take the desired value 492 rad as an
example to testify the robustness of these three controllers.
The coefficient 𝜇 is assumed to change from 0.25 to 0.4 and
the performance is shown in Figure 13. Apparently, the NP
curve has a larger error, nearly 9 rad, compared with the
desired value. Bang-bang shows a better performance with
0.5 rad error, since with the increase of the friction coefficient
the angular speed will be lower than the normal status at cut-
off point. The SMC curve shows a very good robustness with
respect to the friction ratio change.

5. Conclusions

In this paper, a sliding mode control method is utilized to
control the clamping force on an integrated electric parking
brake system. The working stages are analyzed with a graph-
ical description. By means of the working stages analyses,

the stage-switched state-space equations are given with the
consideration of friction and system inertia. Based on the
system structure from the stage-switched state-space, two
sliding surfaces are developed to control the current and
angular displacement, respectively. A common Lyapunov
function is constructed to guarantee the control system
stability. And through the reachability of SMC system, the
control gain is also given in this paper. Through these two
sliding surfaces, the angle degree set-point can be reached
robustly with the gains the scope of which is obtained in
the stability section. In the simulation section, three control
methods are compared. For each set-point, the Bang-bang
controller can track the target but always with a positive error
which decreases with the rising of the target displacement;
the nonlinear Proportional controller widely used in some
published papers can track the target with less error than
Bang-bang controller; however, it shows a poor robustness
with respect to the friction and set-point variation; the
proposed SMC method can track the desired value precisely
and robustly. For various set-points, the SMC can track the
target value by changing the control input quickly, and under
the gain boundary it shows a good robustness with respect to
the friction and set-point variation. Based on the relationship
between the motor angle and clamping force, the future work
is studying the dynamic braking control by IEPBs actuators.

Appendix

Nonlinear P Control

A nonlinear clamping force control law using nonlinear P
control theory for traditional EPB system was developed by
Lee et al. [3–7]. The control input can be written as

𝑢 =

{{{

{{{

{

𝐾
𝑝 𝑛𝑙
|𝑒|
𝛼

, ∀𝑒 > 𝛿 > 0

𝐾
𝑝 𝑛𝑙
𝛿
𝛼−1

, ∀𝑒 ≤ 𝛿

𝑢min, ∀𝑒 < 0.

(A.1)

It applies high gain for small error and small gain for large
error.

Nomenclature

𝑏V: Motor viscous friction coefficient
𝑏brake: Damping coefficient of IEPBs
𝑑
1
: Gap between the nut and piston

𝑑
2
: Total thickness of pad and piston

𝑑
3
: Gap between the friction pad and disc

𝐸
𝑏
: Back-EMF voltage

𝐹
𝑓
: Friction force

𝐹V: Screw-nut viscous friction coefficient
𝐹max 𝑓: Maximum friction force
𝐹
𝑄
: Axial load force

𝑖
𝑎
: Motor current
𝐽
𝑚
: Moment of inertia

𝑘brake: Stiffness coefficient of the brake system
𝑘disk: Stiffness coefficient of brake disc
𝑘head: Stiffness coefficient of nut
𝑘pad: Stiffness coefficient of pad
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𝑘caliper: Stiffness coefficient of and the caliper
𝐾emf: EMF constant
𝐾motor: Motor torque constant
𝐿
𝑎
: Inductance

𝑚nut: Mass of nut
𝑁: Gear ratio
𝑅
𝑎
: Resistance

𝑇
𝑚
: Motor torque

𝑇
𝐹
: Motor friction torque

𝑇
𝐿
: Screw torque

𝑇
𝐹𝐶
: Motor dynamic friction torque

𝑇
𝐹max: Motor maximum static friction torque
𝑢: Control input
𝑈: Motor Voltage
𝑥nut: Linear displacement of nut
𝛼: Screw lead angle
𝜃
𝐿
: Angular position corresponding to gap

𝜃: Total angular displacement
𝜔: Motor angular velocity
𝜔
𝑠
: Stribeck angular velocity

𝜇
𝑠
: Sliding friction coefficient.
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This paper deals with the fuzzy controller design problem for discrete-time Takagi-Sugeno (T-S) fuzzy systems with multiplicative
noises. Using the Lyapunov stability theory and Itô formula, the sufficient conditions are derived to guarantee the stability of the
closed-loop nonlinear stochastic systems subject to actuator saturation. Based on the Parallel Distributed Compensation (PDC)
concept, the fuzzy controller can be obtained to stabilize the T-S fuzzy models with multiplicative noises by combining the same
membership functions of plants and desired state feedback gains. In order to illustrate the availability and practicability of proposed
fuzzy controller design approach, the numerical simulations for the nonlinear truck-trailer system are given to demonstrate the
applications of this paper.

1. Introduction

In recent years, there has been an increasing interest in the
fuzzy control of nonlinear systems. Some works have studied
the stability and the stabilization of closed-loop fuzzy sys-
tems. Specially, these approaches are studied for the T-S fuzzy
models which are described by a set of fuzzy “IF-THEN” rules
with fuzzy sets in the antecedent and dynamic systems in
the consequent part. The subsystems are considered as local
linearmodels, the aggregation ofwhich representing the non-
linear systems. Tanaka and Sugeno [1] presented sufficient
conditions for the stability of T-S models. Applying the fuzzy
modeling approach, many papers [2–4] have been proposed
to investigate the controller design methods of nonlinear
systems. According to the discrete T-S fuzzy models, the
stability analysis and synthesis have been considered in [5–
9]. Not only control schemes [5–8] but also filter design
methods [9] have been proposed for nonlinear discrete-time
systems via T-S fuzzymodel. In general, the stochastic signals
and random parameters may exist in the real systems. It is
interesting to consider the stochastic behaviors for analyzing
the stability of nonlinear stochastic systems. Recently, the
T-S fuzzy system with multiplicative noise term [10–16] is
structured for representing the nonlinear stochastic system.
In [10, 11, 13, 15], the time delay phenomenon is considered in

the control problem. Besides, the fuzzy filter design problem
for nonlinear stochastic systems is studied in [12]. Different
from the traditional additive noise, multiplicative noise is
more practical since it allows the statistical description of
the noise to be unknown a prior but depends on the control
and state solution. Therefore, the T-S fuzzy model with
multiplicative noises is considered in this paper to represent
the nonlinear stochastic systems.

The presence of actuator saturation imposes additional
constraints on the analysis and synthesis of control systems.
Addressing actuator saturation has beenwell recognized to be
practically imperative, yet it brings theoretically challenging.
Physical capacity of the actuator is limited and the actuator
saturation may severely degrade the performance of the
closed-loop systems. The actuator saturation usually leads to
a large overshoot, induces a limit cycle, and even makes the
otherwise stable closed-loop systemunstable.This is reflected
in the large body of literature on linear and nonlinear systems
in the presence of actuator saturation (see, e.g. [17–24]).
Recently, some fuzzy control approaches for nonlinear sys-
tems subject to actuator saturation were investigated in [19–
24]. Most of recent papers studied the fuzzy controller design
problem of continuous-time nonlinear systems subject to
actuator saturation. However, few papers [21] have been
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proposed to investigate the similar problems for discrete
nonlinear systems, especially for discrete nonlinear stochastic
systems. In general, the saturation function is character-
ized in terms of convex hull of some linear combinations
of linear function and saturation function [19]. However,
the number of stability conditions increases dramatically
with the number of control inputs. In [22], the saturation
function is formulated inside a specific nonlinear satura-
tion sector that provides less stability condition numbers.
The saturation function formulated in [22] has not been
employed to deal with the actuator saturation constrained
control problem for the discrete-time T-S fuzzy model with
multiplicative noises. Thus, the motivation of this paper is
to discuss fuzzy control problem of discrete-time nonlinear
stochastic system with multiplicative noises and actuator
saturation. The actuator saturation function formulated in
[22] is employed in this paper to design a stable fuzzy
controller.

To deal with a performance constrained control problem
for the nonlinear T-S fuzzy stochastic systems, a fuzzy
controller design subject to actuator saturation is investi-
gated in this paper. Based on the PDC concept [25], the
fuzzy controller can be obtained by combining the same
membership functions of plant and linear feedback gains of
subsystems.Thus, the overall system input can be blended by
these linear feedback gains. Usually, the sufficient conditions
are derived into Linear Matrix Inequality (LMI) forms [26]
which can be calculated by optimal convex algorithm [27]
for finding a common definite matrix and feedback gains.
According to the actuator saturation function formulated in
[22], the contribution of this paper is to develop a PDC-
based fuzzy controller design methodology for guaranteeing
the stability of discrete-time T-S fuzzy models with mul-
tiplicative noises. In order to demonstrate the applicability
and effectiveness of the proposed design approach, the
fuzzy controller design problem of a truck-trailer system
[28] subject to actuator saturation is discussed in this
paper.

The organization of this paper is structured as follows.
The structure of T-S fuzzy model with multiplicative noises
is introduced in Section 2. In Section 3, a fuzzy controller
design methodology is developed by using the concept of
PDC and the Lyapunov stability criterion. Through applying
the proposed fuzzy controller design approach, simulation
results for the nonlinear stochastic truck-trailer systems are
demonstrated in Section 4. Finally, some conclusions are
proposed in Section 5.

2. System Descriptions and
Problem Statements

The T-S fuzzy model is described by fuzzy IF-THEN rules,
which represent local linear input-output relations of the
nonlinear systems. This section outlines the mathematical
model of the T-S fuzzy model with multiplicative noise for
the discrete-time nonlinear stochastic systems. The 𝑖-th rule
of T-S fuzzy model is introduced in the following form.

2.1. Plant Part

Rule i

IF 𝑧
1
(𝑘) is 𝑀

𝑖1
⋅ ⋅ ⋅ and 𝑧

𝑝
(𝑘) is 𝑀

𝑖𝑝

THEN 𝑥 (𝑘 + 1) = A
𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘)

+ (A
𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘))𝑤 (𝑘) ,

(1)

where A
𝑖

∈ R𝑛×𝑛, B
𝑖

∈ R𝑛×𝑚, A
𝑖

∈ R𝑛×𝑛, and B
𝑖

∈

R𝑛×𝑚 are constant matrices, 𝑖 = 1, 2, . . . , 𝑟 and 𝑟 is the
number of fuzzy rules, and 𝑧

1
(𝑘), 𝑧
2
(𝑘), . . . , 𝑧

𝑝
(𝑘) are premise

variables. Besides, 𝑥(𝑘) ∈ R𝑛 denotes the state vector, 𝑢(𝑘) =

sat(𝑢(𝑘)) ∈ R𝑚 denotes the saturating control input, and𝑤(𝑘)

is a scalar zero mean white noise with variance one.
In this paper, the saturating actuator is defined as follows:

𝑢
𝑘
(𝑘) = sat (𝑢

𝑘
) =

{{

{{

{

𝑢
𝑘𝐿

if 𝑢
𝑘
< 𝑢
𝑘𝐿

𝑢
𝑘

if 𝑢
𝑘𝐿

≤ 𝑢
𝑘
≤ 𝑢
𝑘𝐻

𝑢
𝑘𝐻

if 𝑢
𝑘𝐻

< 𝑢
𝑘
,

(2)

where 𝑢
𝑘𝐿

< 0 < 𝑢
𝑘𝐻

and 𝑘 = 1, 2, . . . , 𝑚.
Given a pair of (𝑥(𝑘), 𝑢(𝑘)), the final output of the fuzzy

system is inferred as follows:

𝑥 (𝑘 + 1)

= (

𝑟

∑

𝑖=1

𝜔
𝑖
(𝑧 (𝑘))

× {A
𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘) + (A

𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘))𝑤 (𝑘)})

×(

𝑟

∑

𝑖=1

𝜔
𝑖
(𝑧 (𝑘)))

−1

=

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) {A

𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘)

+ (A
𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘))𝑤 (𝑘)} ,

(3)

where 𝑧(𝑘) = [𝑧
1
(𝑘)𝑧
2
(𝑘) ⋅ ⋅ ⋅ 𝑧

𝑝
(𝑘)]
𝑇, ℎ
𝑖
(𝑧(𝑘)) = 𝜔

𝑖
(𝑧(𝑘))/

∑
𝑟

𝑖=1
𝜔
𝑖
(𝑧(𝑘)) and 𝜔

𝑖
(𝑧(𝑘)) = ∏

𝑝

𝑗=1
𝑀
𝑖𝑗
(𝑧
𝑗
(𝑘)). Note that

ℎ
𝑖
(𝑧(𝑘)) ≥ 0 and ∑

𝑟

𝑖=1
ℎ
𝑖
(𝑧(𝑘)) = 1.

Considering the saturating actuator, one can formulate
the following inequality from relations of 𝑢

𝑘
(𝑘) defined in (2):

‖𝑢 (𝑘)‖ ≥ ‖𝑢 (𝑘)‖ . (4)

The following inequality can be derived from the inequal-
ity (4) and Remark 1 of [22]:

1 − 𝜀

2
‖𝑢 (𝑘)‖ ≥


𝑢 (𝑘) −

1 + 𝜀

2
𝑢 (𝑘)


, (5)

where 0 < 𝜀 < 1. The sector parameter 𝜀 can be used
to guarantee that the saturation map sat is inside the sector
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(𝜀, 1). The inequality (5) can be arranged by 𝑢
𝑘𝐻

≥ 𝜀𝑢
𝑘
and

𝑢
𝑘𝐿

≤ 𝜀𝑢
𝑘
as follows:

𝑢
𝑘𝐿

𝜀
≤ 𝑢
𝑘
≤

𝑢
𝑘𝐻

𝜀
, 𝑘 = 1, 2, . . . , 𝑚. (6)

In this paper, one can find that if 𝑢
𝑘𝐻

= −𝑢
𝑘𝐿

is set, then
one has

𝑢𝑘
 ≤

𝑢
𝑘𝐻

𝜀
. (7)

Expanding the inequality (5), one can obtain the follow-
ing inequality:

(𝑢 (𝑘) −
1 + 𝜀

2
𝑢 (𝑘))

𝑇

(𝑢 (𝑘) −
1 + 𝜀

2
𝑢 (𝑘))

≤ (
1 − 𝜀

2
)

2

𝑢
𝑇

(𝑘) 𝑢 (𝑘) .

(8)

The inequality (8) is an important basis in the following
derivations of this paper. According to the sector parameter
𝜀, the state equation (3) can be rewritten as

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘))

× {A
𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘) + A

𝑖
𝑤 (𝑘) 𝑥 (𝑘) + B

𝑖
𝑤 (𝑘) 𝑢 (𝑘)}

=

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) {A

𝑖
𝑥 (𝑘) + B

𝑖
(
1 + 𝜀

2
) 𝑢 (𝑘)

+ B
𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
𝑢 (𝑘))

+ A
𝑖
𝑤 (𝑘) 𝑥 (𝑘) + B

𝑖
𝑤 (𝑘) (

1 + 𝜀

2
) 𝑢 (𝑘)

+ B
𝑖
𝑤 (𝑘) (𝑢 (𝑘) −

1 + 𝜀

2
𝑢 (𝑘))} .

(9)

Based on the PDC concept [25], the fuzzy controller can
be proposed as follows.

2.2. Controller Part

Rule i

IF 𝑧
1
(𝑘) is𝑀

𝑖1
⋅ ⋅ ⋅ and 𝑧

𝑝
(𝑘) is𝑀

𝑖𝑝

THEN 𝑢 (𝑘) = K
𝑖
𝑥 (𝑘) for 𝑖 = 1, 2, . . . , 𝑟,

(10)

where K
𝑖
∈ R𝑚×𝑛 are constant feedback matrices. The output

of PDC-based fuzzy controller (10) is determined by the
summation

𝑢 (𝑘) =
∑
𝑟

𝑖=1
𝜔
𝑖
(𝑧 (𝑘)) (K

𝑖
𝑥 (𝑘))

∑
𝑟

𝑖=1
𝜔
𝑖
(𝑧 (𝑘))

=

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) (K

𝑖
𝑥 (𝑘)) .

(11)

By substituting (11) into (9), one can obtain the corre-
sponding closed-loop system as follows:

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘))

× {A
𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘) + (A

𝑖
𝑥 (𝑘) + B

𝑖
𝑢 (𝑘))𝑤 (𝑘)}

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘)) {A

𝑖𝑗
𝑥 (𝑘) + A

𝑖𝑗
𝑤 (𝑘) 𝑥 (𝑘)

+ B
𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+ B
𝑖
𝑤 (𝑘)

× (𝑢 (𝑘) −
1 + 𝜀

2
K
𝑗
𝑥 (𝑘))} ,

(12)

whereA
𝑖𝑗
= A
𝑖
+((1+𝜀)/2)B

𝑖
K
𝑗
andA

𝑖𝑗
= A
𝑖
+((1+𝜀)/2)B

𝑖
K
𝑗
.

After arranging (12), the augmented system can be derived in
the following form:

𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

ℎ
2

𝑖
(𝑧 (𝑘))

× {A
𝑖𝑖
𝑥 (𝑘) + A

𝑖𝑖
𝑤 (𝑘) 𝑥 (𝑘)

+ B
𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))

+ B
𝑖
𝑤 (𝑘) (𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))}

+ 2

𝑟

∑

𝑖=1

𝑟

∑

𝑖<𝑗

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘))

× {
1

2
( (A
𝑖𝑗
+ A
𝑗𝑖
) 𝑥 (𝑘) + (A

𝑖𝑗
+ A
𝑗𝑖
)𝑤 (𝑘) 𝑥 (𝑘)

+ (B
𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+B
𝑗
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘)))

+ (B
𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+B
𝑗
𝑤 (𝑘) (𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))))} .

(13)
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Let an ellipsoidΩ
1
and a positive scalar function𝑉(𝑥(𝑘))

be defined as follows, respectively:

Ω
1
= {𝑥 (𝑘) | 𝑥

𝑇

(𝑘)P𝑥 (𝑘) ≤ 1} ,

𝑉 (𝑥 (𝑘)) = 𝑥
𝑇

(𝑘)P𝑥 (𝑘) ,

(14)

where P ∈ R𝑛×𝑛 denotes a positive definite matrix. The
ellipsoid Ω

1
, which is inside the domain of attraction, is said

to be contractively invariant [19] if the following condition
can be satisfied:

Δ𝑉 (𝑥 (𝑘)) < 0, ∀𝑥 (𝑘) ∈ Ω
1
\ {0} . (15)

From (7) and (11), the constraint |𝑢
𝑘
| ≤ 𝑢

𝑘𝐻
/𝜀 can be

inferred as follows:


𝑟

∑

𝑖=1

ℎ
𝑖
(𝑧 (𝑘)) (K(𝑘)

𝑖
𝑥 (𝑘))



≤
𝑢
𝑘𝐻

𝜀
, (16)

whereK(𝑘)
𝑖

denotes the 𝑘-th row ofK
𝑖
. It is obvious that if (16)

holds with ℎ
𝑖
(𝑧(𝑘)) = 1, then one can define the following

equation:

Ω
2
= {𝑥 (𝑘) | 𝑥

𝑇

(𝑘) (K(𝑘)
𝑖

)
𝑇

(K(𝑘)
𝑖

) 𝑥 (𝑘) ≤ (
𝑢
𝑘𝐻

𝜀
)

2

} .

(17)

In this paper, it is required that𝑥(𝑘) ∈ Ω
1
⊂ Ω
2
; that is,Ω

1

is a subset ofΩ
2
.The equivalent condition for𝑥(𝑘) ∈ Ω

1
⊂ Ω
2

can be represented as follows:

(K(𝑘)
𝑖

)P−1(K(𝑘)
𝑖

)
𝑇

≤ (
𝑢
𝑘𝐻

𝜀
)

2

. (18)

Considering the discrete-time T-S fuzzy model with
multiplicative noises (1), the purpose of this paper is to find
the solutions of PDC-based fuzzy controller (11) subject to
actuator saturation defined in (2). Employing the Lyapunov
stability criterion and Itô formula, the stability conditions are
derived in the next section. Solving these stability conditions,
the feedback gains K

𝑖
of PDC-based fuzzy controller (11) can

be used to stabilize the discrete-time T-S fuzzy model with
multiplicative noises (1) subject to the constraint of actuator
saturation (2).

3. Stability Conditions Derivations and
Fuzzy Controller Design

In this section, the stability conditions are derived for the
closed-loop system (12) subject to actuator saturation (2).
Before describing the stability conditions, the Lyapunov
function is defined in the following equation which satisfies
𝑥(0) ∈ Ω

1
⊂ Ω
2
and 𝑥(𝑘) ∈ Ω

1
⊂ Ω
2
, for all 𝑘 ≥ 0:

𝑉 (𝑥 (𝑘)) = 𝑥
𝑇

(𝑘)P𝑥 (𝑘) . (19)

Based on the Lyapunov function (19), one can obtain the
following theorem for analyzing the stability of augmented
system (12).

Theorem 1. Considering the actuator saturation (2), the
closed-loop system (12) is asymptotically stable if there exist
matrix Q = Q𝑇 > 0 and feedback gains K

𝑖
such that

[
[

[

−Q QA𝑇
𝑖
+ Y𝑇
𝑗
B𝑇
𝑖

QA𝑇
𝑖
+ Y𝑇
𝑗
B𝑇
𝑖

∗ −Q 0

∗ ∗ −Q

]
]

]

< 0 (20)

[
ℓ

1 + 𝜀

2
Y(𝑘)
𝑖

∗ Q
] ≥ 0, (21)

where Q = P−1, Y
𝑖

= K
𝑖
Q, Y(𝑘)
𝑖

= K(𝑘)
𝑖
Q, and ℓ =

((1 + 𝜀)/2)
2

(𝑢
𝑘𝐻

/𝜀)
2 and ∗ denotes the transposed element in

the symmetric position.

Proof. By choosing the Lyapunov function defined in (19),
one can obtain

Δ𝑉 (𝑥 (𝑘)) = 𝑉 (𝑥 (𝑘 + 1)) − 𝑉 (𝑥 (𝑘)) . (22)

According to the Lyapunov function (19) and the closed-
loop system (12), one can get

𝑉 (𝑥 (𝑘 + 1))

= 𝑥
𝑇

(𝑘 + 1)P𝑥 (𝑘 + 1)

=

𝑟

∑

𝑖=1

𝑟

∑

𝑗=1

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘))

× { (A
𝑖𝑗
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+ A
𝑖𝑗
𝑤 (𝑘) 𝑥 (𝑘)

+B
𝑖
𝑤 (𝑘) (𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘)))

𝑇

× P(A
𝑖𝑗
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+ A
𝑖𝑗
𝑤 (𝑘) 𝑥 (𝑘) + B

𝑖
𝑤 (𝑘)

× (𝑢 (𝑘) −
1 + 𝜀

2
K
𝑗
𝑥 (𝑘)))}

=

𝑟

∑

𝑖=1

ℎ
2

𝑖
(𝑧 (𝑘))

× {(A
𝑖𝑖
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))
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+ A
𝑖𝑖
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘)))

𝑇

× P(A
𝑖𝑖
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))

+A
𝑖𝑖
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘)))}

+ 2

𝑟

∑

𝑖=1

𝑟

∑

𝑖<𝑗

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘))

× {
1

2
(A
𝑖𝑗
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+ A
𝑗𝑖
𝑥 (𝑘) + B

𝑗
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))

+ A
𝑖𝑗
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+A
𝑗𝑖
𝑥 (𝑘) + B

𝑗
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘)))

𝑇

× P(
1

2
(A
𝑖𝑗
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+ A
𝑗𝑖
𝑥 (𝑘) + B

𝑗
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))

+ A
𝑖𝑗
𝑥 (𝑘) + B

𝑖
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑗
𝑥 (𝑘))

+A
𝑗𝑖
𝑥 (𝑘) + B

𝑗
(𝑢 (𝑘) −

1 + 𝜀

2
K
𝑖
𝑥 (𝑘))))} .

(23)

According to (8), (23), and the fact that X𝑇Y + Y𝑇X ≤

X𝑇X + Y𝑇Y, the inequality (22) can be arranged as follows:

Δ𝑉 (𝑥 (𝑘))

≤

𝑟

∑

𝑖=1

𝑟

∑

𝑖<𝑗

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘)) 𝑥

𝑇

(𝑘)

× {
1

4
(A
𝑇

𝑖𝑗

PA
𝑖𝑗
+ A𝑇
𝑖𝑗
PA
𝑗𝑖
+ A𝑇
𝑗𝑖
PA
𝑖𝑗
+ A𝑇
𝑗𝑖
PA
𝑗𝑖

+ A𝑇
𝑖𝑗
PB
𝑖
(
1 − 𝜀

2
K
𝑗
) + A𝑇

𝑖𝑗
PB
𝑗
(
1 − 𝜀

2
K
𝑖
)

+ A𝑇
𝑗𝑖
PB
𝑖
(
1 − 𝜀

2
K
𝑗
) + A𝑇

𝑗𝑖
PB
𝑗
(
1 − 𝜀

2
K
𝑖
)

+ (
1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PA
𝑖𝑗
+ (

1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PA
𝑗𝑖

+ (
1 − 𝜀

2
K
𝑖
)

𝑇

B𝑇
𝑗
PA
𝑖𝑗
+ (

1 − 𝜀

2
K
𝑖
)

𝑇

B𝑇
𝑗
PA
𝑗𝑖

+ (
1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PB
𝑖
(
1 − 𝜀

2
K
𝑗
)

+ (
1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PB
𝑗
(
1 − 𝜀

2
K
𝑖
)

+ (
1 − 𝜀

2
K
𝑖
)

𝑇

B𝑇
𝑗
PB
𝑖
(
1 − 𝜀

2
K
𝑗
)

+ (
1 − 𝜀

2
K
𝑖
)

𝑇

B𝑇
𝑗
PB
𝑗
(
1 − 𝜀

2
K
𝑖
)

+ A𝑇
𝑖𝑗
PA
𝑖𝑗
+ A𝑇
𝑖𝑗
PA
𝑗𝑖
+ A𝑇
𝑗𝑖
PA
𝑖𝑗
+ A𝑇
𝑗𝑖
PA
𝑗𝑖

+ A𝑇
𝑖𝑗
PB
𝑖
(
1 − 𝜀

2
K
𝑗
) + A𝑇

𝑖𝑗
PB
𝑗
(
1 − 𝜀

2
K
𝑖
)

+ A𝑇
𝑗𝑖
PB
𝑖
(
1 − 𝜀

2
K
𝑗
) + A𝑇

𝑗𝑖
PB
𝑗
(
1 − 𝜀

2
K
𝑖
)

+ (
1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PA
𝑖𝑗
+ (

1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PA
𝑗𝑖

+ (
1 − 𝜀

2
K
𝑖
)

𝑇

B𝑇
𝑗
PA
𝑖𝑗
+ (

1 − 𝜀

2
K
𝑖
)

𝑇

B𝑇
𝑗
PA
𝑗𝑖

+ (
1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PB
𝑖
(
1 − 𝜀

2
K
𝑗
)

+ (
1 − 𝜀

2
K
𝑗
)

𝑇

B𝑇
𝑖
PB
𝑗
(
1 − 𝜀

2
K
𝑖
)

+ (
1 − 𝜀

2
K
𝑖
)

𝑇

B𝑇
𝑗
PB
𝑖
(
1 − 𝜀

2
K
𝑗
) + (

1 − 𝜀

2
K
𝑖
)

𝑇

× B𝑇
𝑗
PB
𝑗
(
1 − 𝜀

2
K
𝑖
))} 𝑥 (𝑘) − 𝑥

𝑇

(𝑘)P𝑥 (𝑘)

=

𝑟

∑

𝑖=1

𝑟

∑

𝑖<𝑗

ℎ
𝑖
(𝑧 (𝑘)) ℎ

𝑗
(𝑧 (𝑘)) 𝑥

𝑇

(𝑘)PΘ
𝑖𝑗
P𝑥 (𝑘) ,

(24)

where

Θ
𝑖𝑗
= P−1 ((A

𝑖
+ B
𝑖
K
𝑗
)
𝑇

P (A
𝑖
+ B
𝑖
K
𝑗
)

+(A
𝑖
+ B
𝑖
K
𝑗
)
𝑇

P (A
𝑖
+ B
𝑖
K
𝑗
) − P)P−1.

(25)

Using the Schur complement [26], the condition (20) is
equivalent to Θ

𝑖𝑗
< 0. Obviously, if the condition (20) of

Theorem 1 is satisfied, then Δ𝑉(𝑥(𝑘)) < 0 can be obtained
from (25). Therefore, the condition (20) is provided for
guaranteeing the asymptotical stability of the closed-loop
system (12). Additionally, using the Schur complement [26],
the following relation can be obtained from (18):

[
ℓ
2

1 + 𝜀

2
Y(𝑘)
𝑖

∗ Q
] ≥ 0, (26)

whereY(𝑘)
𝑖

= K(𝑘)
𝑖
Q and ℓ

2
= ((1 + 𝜀)/2)

2

(𝑢
𝑘𝐻

/𝜀)
2. Obviously,

the inequality (26) is equivalent to the condition (21). Hence,
if the condition (21) is satisfied, then (26) holds and the
actuator saturation constraint is achieved. Therefore, if the
conditions (20)-(21) are held, then the closed-loop system (12)
is asymptotically stable subject to actuator saturation (2).
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Remark 2. In Theorem 1, the sufficient conditions (20) and
(21) are derived into LMI problems that can be directly cal-
culated via optimal convex algorithm [27]. In the conditions
of Theorem 1, the variables P and K

𝑖
are needed to be found.

With increasing the number of fuzzy rules, the number of
inequality conditions is increasing such that the difficulty
of finding the desired variables is also increased. Thus, the
computational complexity of the proposed approach will be
increased when the number of fuzzy rules is arisen. For
reducing the computational complexity, the nonlinear system
is recommended to be modeled by T-S fuzzy model as less
fuzzy rules as possible.

Remark 3. The fuzzy control problem for discrete-time
nonlinear systems subject to actuator saturation has been
discussed in [21]. Based on the saturation function of [21], the
number of stability conditions is increased dramatically when
the number of control inputs is increased. For this reason, the
authors of [22] propose a novel function to formulate actuator
saturation such that the energy of controller can be limited
in a specific nonlinear saturation sector. Referring to [22],
the number of stability conditions is not increased when the
number of control inputs is increased. Based on the actuator
saturation described in [22], the stability conditions of fuzzy
controller design are derived in Theorem 1 for the discrete-
time nonlinear stochastic system with multiplicative noises.

The LMI stability conditions (20)-(21) have been derived
in Theorem 1 to guarantee the stability of T-S fuzzy model
with multiplicative noises subject to actuator saturation. In
the following section, a truck-trailer system is proposed to
demonstrate the application and usefulness of the proposed
fuzzy controller design approach.

4. Numerical Simulations for the Control of
Nonlinear Truck-Trailer Systems

Applying the proposed fuzzy controller design approach,
the control problem subject to actuator saturation for a
nonlinear discrete-time truck-trailer model [28] is studied in
this section. The considered truck-trailer system is depicted
in Figure 1. According to Figure 1, the dynamic equations
of the nonlinear discrete-time truck-trailer system can be
described as follows:

𝑥
0
(𝑘 + 1) = 𝑥

0
(𝑘) +

V × Δ𝑡

𝐿
1

tan (𝑢 (𝑘)) (27a)

𝑥
1
(𝑘) = 𝑥

0
(𝑘) − 𝑥

2
(𝑘) (27b)

𝑥
2
(𝑘 + 1) =

V × Δ𝑡

𝐿
2

sin (𝑥
1
(𝑘)) + 𝑥

2
(𝑘) (27c)

𝑥
3
(𝑘 + 1) = 𝑥

3
(𝑘) + V × Δ𝑡 × cos (𝑥

1
(𝑘))

× sin(
𝑥
2
(𝑘 + 1) + 𝑥

2
(𝑘)

2
)

(27d)

x3(k)

x4(k)

x2(k)
x1(k)

x0(k)

u(k)

L2 L1

Trailer part Truck part

0

Figure 1: Nonlinear discrete-time truck-trailer system.

𝑥
4
(𝑘 + 1) = 𝑥

4
(𝑘) + V × Δ𝑡 × cos (𝑥

1
(𝑘))

× cos(𝑥
2
(𝑘 + 1) + 𝑥

2
(𝑘)

2
) ,

(27e)

where 𝐿
1
is length of truck (2.8m); 𝐿

2
is length of trailer

(5.5m); Δ𝑡 is sampling time (2.0 sec); V is constant speed
of backing up (−1.0m/sec); 𝑥

0
(𝑘) is angle of truck; 𝑥

1
(𝑘) is

angle difference between truck and trailer; 𝑥
2
(𝑘) is angle of

trailer; 𝑥
3
(𝑘) is vertical position of rear end of trailer; 𝑥

4
(𝑘)

is horizontal position of rear end of trailer; 𝑢(𝑘) is steering
angle.

For the state 𝑥
1
(𝑘), 90∘ and −90∘ correspond to two

“jackknife” positions. The jackknife phenomenon cannot be
avoided if the steering is not controlled during the backward
movement. To succeed in the backing control, we need to
avoid the jackknife phenomenon.The control purpose of this
example is to back up a truck-trailer along straight line (𝑥

3
=

0) without forward movements as shown in Figure 1; that is,
𝑥
1
(𝑘) → 0, 𝑥

2
(𝑘) → 0, and 𝑥

3
(𝑘) → 0.

In this example, the multiplicative noise term is added
into the system for describing the stochastic behaviors.
Besides, it is assumed that 𝑥

1
(𝑘) and 𝑢(𝑘) are always small

values and the horizontal position motion 𝑥
4
(𝑘) is not

considered in this example. Therefore, one can represent and
simplify the original model equation ((27a), (27b), (27c),
(27d), and (27e)) as follows:

𝑥
1
(𝑘 + 1) = (1 −

V × Δ𝑡

𝐿
2

)𝑥
1
(𝑘) +

V × Δ𝑡

𝐿
1

𝑢 (𝑘) + 0.01

× ((1 −
V × Δ𝑡

𝐿
2

)𝑥
1
(𝑘) +

V × Δ𝑡

𝐿
1

𝑢 (𝑘))𝑤 (𝑘)

(28a)

𝑥
2
(𝑘 + 1) =

V × Δ𝑡

𝐿
2

𝑥
1
(𝑘) + 𝑥

2
(𝑘) + 0.01

× (
V × Δ𝑡

𝐿
2

𝑥
1
(𝑘) + 𝑥

2
(𝑘))𝑤 (𝑘)

(28b)
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𝑥
3
(𝑘 + 1) = V × Δ𝑡 × sin(

V × Δ𝑡

2𝐿
2

𝑥
1
(𝑘) + 𝑥

2
(𝑘))

+ 𝑥
3
(𝑘) + 0.01

× (V × Δ𝑡 × sin(
V × Δ𝑡

2𝐿
2

𝑥
1
(𝑘) + 𝑥

2
(𝑘))

+𝑥
3
(𝑘) )𝑤 (𝑘) ,

(28c)

where 𝑤(𝑘) is a scalar zero mean white noise with variance
one.

Assume that (V × Δ𝑡/2𝐿
2
)𝑥
1
(𝑘) + 𝑥

2
(𝑘) is operated

between (−𝜋, +𝜋).Then, theT-S fuzzymodel representing the
dynamics of the truck-trailer system ((28a), (28b), and (28c))
with multiplicative noise term can be described as follows.
Rule 1. IF (V × Δ𝑡/2𝐿

2
)𝑥
1
(𝑘) + 𝑥

2
(𝑘) is about 0 THEN

𝑥 (𝑘 + 1) = A
1
𝑥 (𝑘) + B

1
𝑢 (𝑘) + (A

1
𝑥 (𝑘) + B

1
𝑢 (𝑘))𝑤 (𝑘) .

(29)
Rule 2. IF (V × Δ𝑡/2𝐿

2
)𝑥
1
(𝑘) + 𝑥

2
(𝑘) is about −𝜋 or 𝜋 THEN

𝑥 (𝑘 + 1) = A
2
𝑥 (𝑘) + B

2
𝑢 (𝑘) + (A

2
𝑥 (𝑘) + B

2
𝑢 (𝑘))𝑤 (𝑘) ,

(30)
where

A
1
=

[
[
[
[
[
[
[

[

1 −
V × Δ𝑡

𝐿
2

0 0

V × Δ𝑡

𝐿
2

1 0

V2 × Δ𝑡
2

2𝐿
2

V × Δ𝑡 1

]
]
]
]
]
]
]

]

,

A
1
= 0.01 ×

[
[
[
[
[
[
[

[

1 −
V × Δ𝑡

𝐿
2

0 0

V × Δ𝑡

𝐿
2

1 0

V2 × Δ𝑡
2

2𝐿
2

V × Δ𝑡 1

]
]
]
]
]
]
]

]

,

A
2
=

[
[
[
[
[
[
[

[

1 −
V × Δ𝑡

𝐿
2

0 0

V × Δ𝑡

𝐿
2

1 0

𝜑 × V2 × Δ𝑡
2

2𝐿
2

𝜑 × V × Δ𝑡 1

]
]
]
]
]
]
]

]

,

A
2
= 0.01 ×

[
[
[
[
[
[
[

[

1 −
V × Δ𝑡

𝐿
2

0 0

V × Δ𝑡

𝐿
2

1 0

𝜑 × V2 × Δ𝑡
2

2𝐿
2

𝜑 × V × Δ𝑡 1

]
]
]
]
]
]
]

]

,

B
1
= B
2
=

[
[
[

[

V × Δ𝑡

𝐿
1

0

0

]
]
]

]

, B
1
= B
2
= 0.01 ×

[
[
[

[

V × Δ𝑡

𝐿
1

0

0

]
]
]

]

,

(31)

and 𝜑 is 10−2/𝜋.

−𝜋 𝜋0

1

Rule 1

Rule 2Rule 2

v × Δt

2L2

x1(k) + x2(k)

Figure 2: Membership function of (V × Δ𝑡/2𝐿
2
)𝑥
1
(𝑘) + 𝑥

2
(𝑘).

The membership function is proposed in Figure 2. For
applying the proposed fuzzy controller design technique, the
parameters corresponding to actuator saturation are chosen
as 𝑢
𝑘𝐻

= 1.5 and 𝜀 = 0.6. Because there are two fuzzy rules in
this T-S fuzzymodel, three variables, that is,P,K

1
, andK

2
, are

needed to be found to satisfy (20) and (21). By using the LMI
toolbox inMATLAB [27], the following feasible solutions can
be solved:

P = [

[

1.0467 −1.6144 0.2874

−1.6144 3.7534 −0.6673

0.2874 −0.6673 0.2486

]

]

. (32)

Besides, the control gains are also obtained as follows:

K
1
= [1.8985 −2.0338 0.2439] , (33a)

K
2
= [1.8589 −1.7002 0.3022] . (33b)

Substituting the above control gains into (10), the PDC-
based fuzzy controller can be obtained. Employing the
obtained fuzzy controller (10) to drive the nonlinear discrete-
time stochastic truck-trailer system ((28a), (28b), and (28c)),
the simulation results of the state responses can be found
in Figures 3, 4, and 5 with the initial conditions 𝑥(0) =

[88
∘

90
∘

3]
𝑇. Besides, the responses of constrained control

input are shown in Figure 6. From the simulation results, one
can find that the nonlinear discrete-time stochastic truck-
trailer system ((28a), (28b), and (28c)) is asymptotically stable
and the actuator saturation constraint is achieved.

5. Conclusions

In this paper, the T-S fuzzy model with multiplicative
noises was employed to represent the discrete-time nonlinear
stochastic systems. According to the discrete-time T-S fuzzy
model with multiplicative noises, the sufficient stability con-
ditions have been derived subject to the actuator saturation
constraints. Solving these sufficient stability conditions via
LMI techniques, the PDC-based fuzzy controllers can be
obtained. Applying the proposed fuzzy controller design
approach, some systems represented by the discrete-time T-
S fuzzy model with multiplicative noises can be protected
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Figure 6: The constrained control input.

for avoiding the huge power into the precise system. Finally,
a numerical simulation was provided to demonstrate the
effectiveness and applicability of the proposed fuzzy control
method.
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In order to satisfy the character of parallel hybrid electric vehicle (PHEV) in some special driving cycles, a collision decision problem
between the shift decision and power split ratio is proposed. Based on a large amount of experimental data the optimal decisions are
determined with evidential reasoning theory.The proposed decision strategy has been verified through real road test of Chongqing
public transportation line 818 and the fuel economic improvement has also been achieved.

1. Introduction

The so-called special driving cycles of hybrid buses traveling
refers primarily to climbing a big slope and/or rapid acceler-
ation (or kickdown). A common feature in these cycles is the
requirement of large drive torque to overcome road resistance
or to provide additional acceleration. This is similar to the
Boost function applied in some passenger cars. To provide
short-term high torque in the traditional vehicles, in addition
to extracting engine power, an increased gear ratio is used.
But the engine cannot be overloaded due to existing self-
sustaining measures; hence the torque response is slow. Thus
in order to meet the requirement of large torque in a short
time, traditional vehicles commonly use themethod of power
downshifting.

When parallel hybrid electric bus is faced with such spe-
cial driving cycles, the traction motor of hybrid powertrain
allows short-term overload. In this case there are two
mutually exclusive decision-making options: (1)multienergy
power spilt management and (2) gear changing.This leads to
a task conflict, since both the decision-making schedules
involve the motor control that is not feasible to realize simul-
taneously. Although the regulation of the Chinese urban road

design code CJJ37-1990 states that “the maximum longitudi-
nal limiting value is 9% in the urban road [1],” in somemoun-
tain cities (such as Chongqing etc.) it is 15%. This can be
attributed to the influence of topographical factors, which
implies that the bus oftenneeds to climb a big slope and the up
gradient will cause a deceleration of nearly 1.5m/s2.

If the shift operation occurs during this gradient climb
and the time of torque interruption is 2 seconds, the speedwill
decrease by 10.8 km/h. This decrease in speed is difficult to
be accepted in terms of ride comfort running performance.
In addition, if the downshift operation is selected during the
undulating road, there is a chance that automatic transmis-
sion might start the upshift operation as soon as a certain
speed level is reached. This can bring forth the phenomenon
of shift hunting (undesirable). Conversely, if multienergy
power spilt management is selected to increase the motor
drive torque in such a case then the shift hunting phenom-
enon can be avoided. Further study about the problems is
required such as (1) whether the use of electrical energy is
reasonable and (2) whether the maximization of the vehicle
performance could be realized.

At present, many scholars have argued that the key to
solve such problems is pattern recognition, so in-depth and
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meticulous research has been conducted on pattern recogni-
tion [2, 3]. In the case of hybrid vehicles, even if obtaining
information of the external pattern is available, the problem
of making the optimal decision exists. Therefore, there is an
urgent need to research on shift schedule and multi-energy
power splitmanagement decision-making under special driv-
ing cycles for hybrid buses.This paper will study the problem
of task conflict in hybrid buses while climbing big slope by
applying the multiattribute decision-making theory.

2. Mathematical Description of Task Conflict
under Special Driving Cycles

The decision-making process has to take into view the char-
acteristics of hybrid buses’ traveling road uncertainty, driving
behavior randomness, and the dynamic nature of powertrain
control. First of all, the problem of evaluation and decision-
making must consider qualitative attributes. The so-called
qualitative attribute judges the information of one vehicle
properties, and the evaluation is not a specific value but a
grade of linguistic assessment [4]. The collection of evalua-
tion grades is given by

𝐻 = {𝐻
1
, . . . , 𝐻

𝑛
, . . . , 𝐻

𝑁
} , (1)

where𝐻
𝑛
assesses the grade of each attribute. To simplify the

calculation, 𝐻
𝑛
is quantized in a certain scale [5] and 𝑝(𝐻

𝑛
)

stands for the grade of 𝐻
𝑛
. The evaluation grades’ range is

limited in [−1, 1] and will be quantized by

𝑝 {𝐻} = [𝑝 (𝐻
1
) , . . . , 𝑝 (𝐻

𝑛
) , . . . , 𝑝 (𝐻

𝑁
)]
𝑇

. (2)

A finite set of basic attributes are denoted by

𝐸 = {𝑒
1
, . . . , 𝑒

𝑖
, . . . , 𝑒

𝐿
} . (3)

We assume that the weighting factor is

𝑊 = (𝑤
1
, . . . , 𝑤

𝑖
, . . . , 𝑤

𝐿
) , 0 ≤ 𝑤

𝑖
≤ 1, (4)

where𝑤
𝑖
is the weight suited for the respective basic attribute

𝑒
𝑖
, which plays a key role in multiple attribute decision-mak-

ing. The evaluation of each attribute 𝑒
𝑖
can be expressed as

𝑆 (𝑒
𝑖
) = {(𝐻

𝑛
, 𝛽
𝑛,𝑖
) | 𝑛 = 1, . . . , 𝑁} , for 𝑖 = 1, . . . , 𝐿,

(5)

where 𝛽
𝑛,𝑖

is the trust degree of correlation attribute and sat-
isfies 𝛽

𝑛,𝑖
≥ 0, ∑𝑁

𝑛=1
𝛽
𝑛,𝑖

≤ 1. When ∑
𝑁

𝑛=1
𝛽
𝑛,𝑖

= 1, 𝑆(𝑒
𝑖
) is

called complete evaluation, when∑
𝑁

𝑛=1
𝛽
𝑛,𝑖

< 1, 𝑆(𝑒
𝑖
) is called

incomplete evaluation.
For convenience, assume that only the evaluation of two-

level attribute is considered, as is shown in Figure 1, define the
vehicle performance 𝑦 as a total attribute of the upper, 𝐸 =

{𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑒
5
, 𝑒
6
, 𝑒
7
, 𝑒
8
, 𝑒
9
} as a basic attribute of the lower,

and 𝛽
𝑛
as the trust degree of evaluation grade for total

attribute 𝑦. Specifically, the evaluation grade is divided into
six classes; they are, respectively, as follows:

𝐻 = {𝐻
1
(worst) ,𝐻

2
(poor) ,𝐻

3
(average) ,

𝐻
4
(Good) ,𝐻

5
(Excellent) ,𝐻

6
(Top)} .

(6)
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Figure 1: Evaluating hierarchy of Vehicular performance under
special driving cycles.

According to the evaluation of expected vehicle perfor-
mance of total attribute 𝑦 under various decision-making,
the final decision of multi-energy power spilt management
under special driving cycles is obtained.

3. Data Acquisition of Basic Attribute
for Hybrid Powertrain under Special
Driving Cycles

In order to evaluate the multi-attribute decision-making for
hybrid electric bus under typical special driving cycles, it is
needed to collect the impacts on vehicle performance when
gear changing and multi-energy power spilt management
are applied, respectively, under the typical driving cycle and
different vehicle states. Taking climbing a big slope condition
as an example to explain the tests designed to obtain the per-
formance parameters of the same type of hybrid buses in test
venue, the specific test process is shown in Figure 2.The spec-
ified value of each test in the flowchart is shown in Table 1,
and the recorded data is the basic attribute in Figure 1.

In order to ensure that the two strategies will be output of
the same driving force on the vehicle, themotor output torque
required in the test is decided by the difference between the
output torque of low gear and current gear. The impact on
vehicle performance after application of the shift schedule
and multi-energy power split management strategy by the
above-mentioned test under uphill condition is described by
quantitative and qualitative data respectively.

Because of the uncertain factors which are brought about
by the deviation of artificial control and the influence of exter-
nal environment in the above-mentioned process, the test
does not exactly match the actual operating conditions, and it
causes uncertainty of the collected qualitative and quanti-
tative data. A more effective method for this uncertainty is
to synthesize the evidence (data) via Dempster-Shafer theory.
The next section will introduce the Dempster-Shafer eviden-
tial reasoning approach.
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Table 1: Related values in test process.

Category of specified value Test value
Slope (%) 5 10 13 16.7 —
SOC (%) 20 40 60 70 80
Vehicle speed passing slope bottom (km/h) 10 15 20 30 50
Throttle opening (%) 40 50 60 80 100

NoBegin
Acceleration <0

Yes
Slope choosing

Recording the vehicular
performance triggered

SOC
controlling

Decision
implemented

Velocity controlling
Throttle controlling

free
No

Fixed throttle
controlling

Acceleration >0

YesAcceleration detecting

Delay 5 seconds

End

Figure 2:Multi-attribute data collecting flowunder ramp condition.

4. Conflict Task Decision-Making Based on
the Evidential Reasoning Approach

The evidential reasoning approach was first proposed by the
University of Manchester, UK, Jian-Bo Yang in 1994; he first
proposed a basic evidential reasoningmodel [6], which theo-
retical foundation is based on the Dempster-Shafer evidence
theory as well as multi-attribute decision-making analysis
framework [7].

4.1. Basic Concept of Dempster-Shafer Evidence Combination
Theory. Evidence theory was first proposed by Dempster in
1967 and later was formally established on monograph “A
Mathematical Theory of Evidence,” which is published in
1976 by his student Shafer [8], known as the Dempster-Shafer
evidence theory.

DefineΘ = 𝐻 as a frame of discernment; it is a collection
of all possible results we can recognize about the hybrid bus
performance, and the basic performance attributes of the
vehicle are shown in Figure 1. The selection of them depends
on our prior knowledge and experimental data, and the

elements in the frame of discernment should be independent
of each other [7]. The trust for proposition or decision-mak-
ing based on some evidence is described by themass function
(basic probability assignment) [9]. The power set 2Θ in the
frame of discernmentΘ constitutes a collection of all possible
vehicular states. Trust degree is given to all propositions
(including Θ) via mass function according to the obtained
vehicular experimental data, which is the probability of sep-
arate appearance for similar vehicle state under different spe-
cial driving cycles. Mass function is defined as the mapping
of𝑚 : 2

Θ

→ [0, 1]

2
Θ

= {𝜙, {Θ
1
} , . . . , {Θ

𝑁
} , {Θ
1
, Θ
2
} , . . . ,

{Θ
𝑁−1

, Θ
𝑁
} , . . . , {Θ

𝑁−1
, . . . , Θ

𝑁
}}

(7)

and satisfies the next two conditions:

𝑚(𝜙) = 0, ∑

𝐴∈2
Θ

𝑚(𝐴) = 1, (8)

where∀𝐴 ∈ Θ,𝑚(𝐴) indicates the trust degree to proposition
𝐴; if𝑚(𝐴) > 0, then𝐴 is called focal element. For all of𝐴 ̸=Θ,
if𝑚(Θ) = 1 and𝑚(𝐴) = 0, then it is called that𝑚has not been
assigned in any subsets but is the expression for the unknown
information.

For any proposition, it could obtain two evidential func-
tions by the mass function, which, respectively, are the belief
function Bel and the plausibility function Pl and are defined
as follows [10]:

Bel (𝐴) = ∑

𝜙 ̸=𝐵⊆𝐴

𝑚(𝐵) ,

Pl (𝐴) = 1 − Bel (−𝐴) = 1 − ∑

𝐵⊆−𝐴

𝑚(𝐵) ,

(9)

where Pl(𝐴) indicates the degree of reliability or plausibility
for 𝐴 we can find. The sum of the trust function of a prop-
osition and the trust function of its negative proposition does
not necessarily equal to 1; that is,

Bel (𝐴) + Bel (−𝐴) ≤ 1. (10)

The feature for D-S evidence theory is more excellent
than the past fusion theory because it is established on its
description of incident. It is not a single point probability
value which is described with the traditional probability
theory, but it possesses the trust interval [Bel(𝐴), Pl(𝐴)].
Bel(𝐴) indicates the support degree of the evidence to this
proposition; plausibility function Pl(𝐴) indicates the degree
by which the evidence does not deny this proposition. It
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Figure 3: The specific processes with D-S.

indicates that the trust degree to proposition 𝐴 is completely
determinate when Bel(𝐴) = Pl(𝐴) [11].

Reliability function of several independent pieces of evi-
dence exists on the same frame of discernment in the actual
application process, and they are not in complete conflict.
Then joint reliability function of several pieces of evidence
can be obtained by usingDempster evidence fusion rules, and
such reliability function is called the direct sum of this evi-
dence reliability function. A composite mass function could
be obtained according toD-S fusion rules in consideration for
mass function𝑚

1
and𝑚

2
of two different pieces of evidence:

(𝑚
1
⊕ 𝑚
2
) (𝐴) =

1

1 − 𝑘
∑

𝐵∩𝐶=𝐴

𝑚
1
(𝐵)𝑚

2
(𝐶)

where 𝑘 = ∑

𝐵∩𝐶=𝜙

𝑚
1
(𝐵)𝑚

2
(𝐶) ,

(11)

where 𝑘 is conflicting belief which represents the level of
conflict between the pieces of evidence. If the value of 𝑘 is
large, it illustrates that it has a greater conflict between the
evidence. If 𝑘 = 1, then it suggests that 𝑚

1
and 𝑚

2
is in total

contradiction, and they cannot be combined. The coefficient
1/(1−𝑘) is called normalization factor, which has the function
to avoid assigning the probability of nonzero to the empty
set 𝜙 in the evidence combination. In this decision-making
system, the significance of the weights of conflict is that a big
contradiction may exist in vehicle performance attribute,
such as the interruption time of powertrain and change rate of
vehicle acceleration.

In summary, at first, it needs to calculate, respectively,
basic probability assignment function𝑚(𝐴), reliability func-
tion Bel(𝐴), and plausibility function Pl(𝐴) of various evi-
dence.Then, it is necessary to obtain basic probability assign-
ment function, reliability function, and plausibility function
by using evidence composition algorithm under the com-
bined effect of all evidence. Lastly, a decision-making with
maximum support degree under the effect of the combined
evidence is selected by using certain decision-making rules,
and specific processes are shown in Figure 3. Since hybrid
powertrain is related to quantitative and qualitative evidence,
the authors choose evidential reasoning approach to evaluate
the decision-making.

4.2. Calculation Principle of Evidential Reasoning Approach.
The evidential reasoning approach put forward by Yang and
Sen has a good effect on solving multi-attribute decision-
making problems which contain both quantitative index and
qualitative index; the reliability matrixes based on Figure 3
and evidence combination rule are used to fuse the evaluation
value of various index in the problem of multi-attribute deci-
sion-making.Themodel extends the decision-makingmatrix
of the traditional problems, and it makes the traditional deci-
sion-makingmatrix to be divided into part of the quantitative
index and part of qualitative index, whose evaluation value
of qualitative index is extended from single value to a 𝑁 + 1

dimensional vector; every element in the𝑁 + 1 dimensional
vector is the experience judgment of confidence level in a
linguistic evaluation degree for a evaluation index, that is,
𝛽
𝑛,𝑖
(𝐴
𝑙
) [7].

Therefore, according to (2), total confidence level of the
total attribute of a decision-making 𝐴

𝑙
could be described as

follows:

𝑆 (𝑦 (𝐴
𝑙
)) = {(Θ

𝑛
, 𝛽
𝑛
(𝐴
𝑙
)) , . . . , (Θ, 𝛽

Θ
(𝐴
𝑙
))} . (12)

There are both accurate evaluation value of quantitative
index and frame of discernment based on different qualitative
index which is set to make the decision-making more accu-
rate and more realistic in the practical application under the
special driving cycles of hybrid vehicles; themethod of invert-
ing the evaluation value of quantitative index into confidence
on the total frame of discernment is presented in [12]; the
invert rules show as follows:

𝛾
𝑛,𝑗

=

𝐻
𝑗+1

− 𝐻
𝑛,𝑖

𝐻
𝑗+1

− 𝐻
𝑗

,

𝛾
𝑛+1,𝑗

= 1 − 𝛾
𝑛,𝑗
.

(𝐻
𝑗
≤ 𝐻
𝑛,𝑖

≤ 𝐻
𝑗+1

) , (13)

where 𝛾
𝑛,𝑗

𝛾
𝑛+1,𝑗

, respectively, are the confidence on 𝑛 and 𝑛+1
level for quantitative index.

Concretely speaking, evaluation grade 𝐻
𝑛,𝑖

for quantita-
tive attribute is based on basic attribute (6), and it could be
expressed as

𝐻
𝑛,𝑖

= {(𝐻
𝑙
, 𝛾
𝑙,𝑛
) , 𝑙 = 1, . . . , 𝑁} . (14)
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In addition, there are some uncertainties due to the dif-
ferent quantitative attribute, of driving cycles and vehicle
states, for example, there is a significant difference of fuel con-
sumption in different operating conditions:

𝑆 (𝑒
𝑖
) = {(𝐻

𝑗
, 𝑝
𝑗
) , 𝑗 = 1, 2, . . . ,𝑀

𝑖
} , (15)

where𝐻
𝑗
refers to the possible value of 𝑒

𝑖
and 𝑝

𝑗
is the prob-

ability while the value of 𝑒
𝑖
is𝐻
𝑗
,∑𝑀𝑖
𝑗=1

𝑝
𝑗
≤ 1; combining (13)

and (15), we get

𝑆 (𝑒
𝑖
) = {(𝐻

𝑗
, 𝛾
𝑛,𝑖
) , 𝑛 = 1, 2, . . . , 𝑁} ,

𝛾
𝑛,𝑖

=

{{{{

{{{{

{

∑𝑝
𝑗
𝛾
𝑛,𝑗

∑𝑝
𝑗
𝛾
𝑛,𝑗

+∑𝑝
𝑗
(1 − 𝛾

𝑛,𝑗
)

∑𝑝
𝑗
(1 − 𝛾

𝑛,𝑗
) .

(16)

In order to simplify the calculation, the quantitative
conversion process can be described as

B
𝑖
= A
𝑖
× R
𝑖
× p
𝑖
, (17)

where

A
𝑖
=

𝐻
𝑖,1

𝐻
𝑖,2

⋅ ⋅ ⋅ 𝐻
𝑖,𝑀𝑖

𝐻
1

𝐻
2

...
𝐻
𝑁

[
[
[
[

[

1

0

...
0

0

1

...
0

⋅ ⋅ ⋅

⋅ ⋅ ⋅

d
⋅ ⋅ ⋅

0

0

...
1

]
]
]
]

]

,

R
𝑖
=

[
[
[
[

[

𝛾
1,1

𝛾
1,2

⋅ ⋅ ⋅ 𝛾
1,𝑀𝑖

𝛾
2,1

𝛾
2,2

⋅ ⋅ ⋅ 𝛾
2,𝑀𝑖

...
... d

...
𝛾
𝑁,1

𝛾
𝑁,2

⋅ ⋅ ⋅ 𝛾
𝑁,𝑀𝑖

]
]
]
]

]

,

p
𝑖
=

[
[
[
[

[

𝑝
1

𝑝
2

...
𝑝
𝑀𝑖

]
]
]
]

]

.

(18)

4.3. Comprehensive Evaluation of Vehicle Performance Based
on the Evidential Reasoning Approach. We can make final
decision by obtaining the utility value of various propositions
or decisions (that is comprehensive evaluation of vehicle per-
formance) from the evidential reasoning approach. Assume
that the utility value of evaluation grade 𝐻

𝑛
is indicated by

𝑢(𝐻
𝑛
). The expected utility 𝑆(𝑦(𝐴

𝑙
)) in (12) could be ex-

pressed as follows:

𝑢 (𝑆 (𝑦 (𝐴
𝑖
))) =

𝑁

∑

𝑛=1

𝑢 (𝐻
𝑛
) 𝛽
𝑛
(𝐴
𝑖
) . (19)

It shows the evaluation for one decision scheme in 𝑛th
grade of linguistic assessment in (2), but it cannot compare
the quality relationship between several schemes through this
equation. In order to compare and select schemes, it needs to

transform the total confidence for each scheme 𝐴
𝑙
into the

utility value as following “deterministic” [13]:

𝑢 (𝑦 (𝐴
𝑖
)) =

𝑁

∑

𝑛=1

𝛽
𝑛
(𝐴
𝑖
) ⋅ 𝑢 (𝐻

𝑛
) . (20)

To calculate the utility value of the party 𝐴
𝑙
which is

evaluated in the uncertain evaluation, Yang has defined three
types of expected utility, which is themaximumutility 𝑢+, the
minimum utility 𝑢−, and the average expected utility 𝑢 [14] as

𝑢
+

(𝐴
𝑙
) =

𝑁−1

∑

𝑛=1

𝛽
𝑛
(𝐴
𝑙
) 𝑢 (𝐻

𝑛
) + (𝛽

𝐻
(𝐴
𝑙
) + 𝛽
𝑁
(𝐴
𝑙
)) 𝑢 (𝐻

𝑁
) ,

(21)

𝑢
−

(𝐴
𝑙
) = (𝛽

1
(𝐴
𝑙
) + 𝛽
𝐻
(𝐴
𝑙
)) 𝑢 (𝐻

1
) +

𝑁

∑

𝑛=2

𝛽
𝑛
(𝐴
𝑙
) 𝑢 (𝐻

𝑛
) ,

(22)

𝑢 (𝐴
𝑙
) =

𝑢
+

(𝐴
𝑙
) + 𝑢
−

(𝐴
𝑙
)

2
. (23)

Note that if 𝑆(𝑒
𝑖
) is complete evaluation, then 𝛽

𝐻
(𝐴
𝑙
) = 0

and 𝑢(𝑆(𝑦(𝐴
𝑙
))) = 𝑢

+

(𝐴
𝑙
) = 𝑢

−

(𝐴
𝑙
) = 𝑢(𝐴

𝑙
). Two decision

schemes 𝐴
𝑙
and 𝐴

𝑘
are taken into consideration; just when

𝑢
−

(𝐴
𝑙
) > 𝑢
+

(𝐴
𝑘
), it could be thought that scheme𝐴

𝑙
is better

than 𝐴
𝑘
. When 𝑢

−

(𝐴
𝑙
) = 𝑢

−

(𝐴
𝑘
) and 𝑢

+

(𝐴
𝑙
) = 𝑢

+

(𝐴
𝑘
),

then it could be concluded that scheme 𝐴
𝑙
is identical with

𝐴
𝑘
. This paper ranks decision-making schemes objectively

through average utility, scheme 𝐴
𝑙
could be thought better

than 𝐴
𝑘
just when 𝑢(𝐴

𝑙
) > 𝑢(𝐴

𝑘
). Of course, in order

to obtain reliable decision-making, it needs to improve the
completeness of the original data to eliminate errors caused
by the uncertainty of data.

5. An Instance for Decision-Making of
Task Conflict

Table 1 shows that 500 groups of vehicle attribute data are
collected under the uphill condition, to calculate the util-
ity value of each group of test data which, respectively,
applies different control strategies according to the evidential
reasoning approach in Section 4. The following describes
specifically the calculation process for evaluating the vehicle
utility by using specific experimental data.

Hybrid bus drives in speed of 8m/s with 3th gear on
about 15% uphill during the test; the engine speed is about
1360 (r/min) and the vehicle is running in pure engine mode.
According to the vehicle longitudinal dynamics calculation,
the maximum acceleration that a vehicle can be provided
is about 0.7m/s2, which means that the slope can be over-
come is 7%. Now we face that the problem involving the
choice of task conflict, and the current state in Table 2 con-
tains the above describing vehicle state. To find the bestmatch
driving cycle collected in Section 2 by interpolation. The
record of performance data relevant to the vehicle which,
respectively, applies different decision-making schemes is
shown in the column of decision-making scheme in
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Table 2: Expected vehicle state parameters relevant to various decision-makings.

Attribute type Definition of attribute Current state Decision-making schemes
Multi-energy power split management Gear changing

Quantitative data

BSFC of ICE 204 {(202, 0.8) , (208, 0.2)} {(220, 0.9)}

Raised of motor temperature 0 {(10, 0.8)} {(0, 1)}

Efficiency of motor 100 {(92, 0.9)} {(100, 1)}

SOC change of battery/% 0 {(2%, 0.7)} {(0, 1)}

Gap time of torque 0 {(0.5, 0.9)} {(1.7, 0.8)}

Efficiency of battery 100 {(94, 0.7)} {(100, 1)}

Qualitative estimate
Average rate of change in acceleration W {(𝐺, 0.8), (𝐴, 0.2)} {(𝐸, 0.6), (𝐺, 0.4)}

Average rate of change in throttle P {(𝐸, 0.8), (𝐺, 0.2)} {(𝑃, 0.6), (𝐼, 0.4)}

Comfort A {(𝐸, 0.9), (𝐺, 0.1)} {(𝑃, 0.7), (𝐼, 0.3)}

Table 3: Expected state parameters after conversion relevant to various decision-making schemes.

Definition of attribute Decision-making schemes
Multi-energy power split management Gear changing GC

BSFC of ICE {(𝐺, 0.32), (𝐸, 0.68)} {(𝐴, 0.9)}

Raised of motor temperature {(𝐺, 0.8)} {(𝑇, 1)}

Efficiency of motor {(𝐺, 0.72)} {(𝑇, 1)}

SOC change of battery/% {(𝐺, 0.7)} {(𝑇, 1)}

Gap time of torque {(𝑇, 0.9)} {(𝑃, 0.26)}

Efficiency of battery {(𝐺, 0.7)} {(𝑇, 1)}

Average rate of change in acceleration {(𝐺, 0.8), (𝐴, 0.2)} {(𝐸, 0.6), (𝐺, 0.4)}

Average rate of change in throttle {(𝐸, 0.8), (𝐺, 0.2)} {(𝑃, 0.6), (𝐴, 0.4)}

Comfort {(𝐸, 0.9), (𝐺, 0.1)} {(𝑃, 0.7), (𝐴, 0.3)}

Table 2; the specific form of recording values is
{quantitative or qualitative data, confidence}.

All quantitative attributes can be expressed equivalently
by using the conversion rules, to divide the engine fuel con-
sumption rate into the following several levels according to
engine universal performance characteristics map, which,
respectively, are corresponding to (6):

𝐻
1

= {𝐻
1,1
, 𝐻
2,1
, 𝐻
3,1
, 𝐻
4,1
, 𝐻
5,1
, 𝐻
6,1
}

= {270, 250, 220, 210, 200, 190} .

(24)

Similarly, the raised rate ofmotor temperature,motor effi-
ciency, the change of battery SOC, and the power interruption
time and battery efficiency can be equivalently expressed as

𝐻
2

= {35, 25, 15, 10, 5, 0} ,

𝐻
3

= {80, 85, 90, 94, 97, 100} ,

𝐻
4

= {10, 6, 4, 2, 1, 0} ,

𝐻
5

= {2, 1.8, 1.5, 1.2, 1, 0.5} ,

𝐻
6

= {80, 85, 90, 94, 96, 100} .

(25)

For example, in the multi-energy power split manage-
ment, the probability of engine BSFC 𝐻

1
= 202 is 𝑝

1
= 0.8,

and for𝐻
1
= 208 is 𝑝

1
= 0.2, by (13)

𝛾
4,1

=
𝐻
5,1

− 𝐻
1

𝐻
5,1

− 𝐻
4,1

=
200 − 202

200 − 210
= 0.2,

𝛾
5,1

= 1 − 𝛾
4,1

= 0.8,

𝛾


4,1
=

𝐻
5,1

− 𝐻
1

𝐻
5,1

− 𝐻
4,1

=
200 − 208

200 − 210
= 0.8,

𝛾


5,1
= 1 − 𝛾



4,1
= 0.2.

(26)

The final conversion result is

𝑆 (𝑒
1
(PSR)) = {(𝐻

4
, 0.48) , (𝐻

5
, 0.52)}

= {(𝐺, 0.32) , (𝐸, 0.68)} .

(27)

The expected state parameters relevant to various deci-
sion-making are shown in Table 3 after finishing the conver-
sion of quantitative attribute orderly.

Assume that all attributes have the same weight coeffi-
cient, which is 𝑤

𝑖
= 1/9 in (4); the evaluation result of these

two decision-making under special driving cycles is obtained
by using evidential reasoning iteration algorithm and D-S
evidence combination rules, as shown in Table 4.
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Table 4: Evaluation of whole performance for various decision-making schemes.

Decision-making schemes
Multi-energy power split management Gear changing

Performance evaluation {(𝑊, 0.2), (𝑃, 0.1), (𝐴, 0.4), (𝐺, 0.8), (𝐸, 0.2), (𝑇, 0.3)} {(𝑊, 0.3), (𝑃, 0.4), (𝐴, 0.6), (𝐺, 0.4), (𝐸, 0.1), (𝑇, 0.35)}

Table 5: Average utility and rank of the two decision-making
schemes.

Decision-making scheme
Gear

changing
Multi-energy power split

management

Rank of utility 0.8851 0.6615
1 2

Evaluating the utility related to various decision-making
schemes by using the recursive method based on the eval-
uation results of whole performance. Firstly, it needs the
normalization process for the utilization of various evaluation
grades, assuming that each grade has the same position of the
utility. We could determine the utility of the two decision-
making schemes by (19) and (23) (if the attribute information
is complete in Table 2, then the maximum utility, minimum
utility, and average utility of various decision-making are
equal). To provide a direct basis for the solution of the
two-task conflict, the rank of vehicular performance caused
by the two decision-making can be determined based on
utility value, as shown in Table 5. It can determine that gear
changing is the optimal decision-making under this diving
cycle for overcoming the load, which can make vehicular
performance to be the optimal.

According to the above evaluation of calculating method,
the best decision for 500 groups’ typical experimental data
under ramp condition is obtained via making corresponding
software to select the driving cycle which is closest to the
current vehicle state from 500 kinds of typical driving cycles
by the method of interpolating selecting when the specific
application and then tomake decision according to the evalu-
ation results. The results of Chongqing public transportation
line 818 tests confirm that the proposed decision strategy is
correct and effective, and fuel economy improvement has
been achieved compared with applying the decision of gear
changing or multi-energy power split management all the
time for hybrid electric bus.

6. Conclusions

(1) One of the issues is associated with conflict decision
between shift schedule and power management. This
issue is addressed in this study for parallel hybrid
electric vehicle (PHEV) under special driving cycle.

(2) Using the evidential reasoning approach based on
Dempster-Shafer evidence combination theory, the
evaluation system of whole performance for hybrid
system under typical special driving cycles is estab-
lished. The optimal decision table used for real-time
applications is obtained.

(3) By calculating the instance, the interruption duration
of hybrid power AMT shifting process plays a crucial
role in the conflict decision-making. It is also neces-
sary to put an in-depth and meticulous research on
shifting process control. In order to reach at a point for
reducing the time of shifting process significantly and
improving vehicular comprehensive performance in
the decision-making time of downshift under special
driving cycles, a new technology for shift process
control is proposed [15, 16].
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The wave variable has been proposed to achieve robust stability against the time delay in bilateral control system. However, the
influence of the force source on the overall system is still not clear. This paper analyzes this problem and proposes a supplement to
the stability analysis for wave variable based bilateral control. Based on the scattering theory, it is pointed out that the design of force
source decides the passivity of the two-port network of slave robot. This passivity influences the stability of overall system. Based
on the characteristic equation and small gain theorem, it is clear that inappropriate designed force source in encoding the wave
variable destroys the stability in the presence of time delay. A wave domain filter makes up for the broken stability. The principle of
this reparation is explained in this paper. A reference is also provided by the analysis to design the parameter of the wave domain
filter. Experiments prove the correctness and validity.

1. Introduction

Bilateral control is investigated for the haptic communica-
tion, which expands the range of human beings’ activities
to perform complex tasks such as telesurgery, space, and
undersea exploration [1–3]. There are two robots, the master
and the slave, in the system. An operator manipulates the
master robot. Meanwhile, the slave one tracks the position
of the master and contacts the environment. The force
generated from the contact is transmitted to the master side,
which makes the operator able to feel the reaction effect
from the environment [4]. Therefore, bilateral control makes
teleoperation more effective [5].

In the bilateral control system, robust stability is the most
important requirement [6]. However, the time delay that
exists in the communication channels between the master
and the slave always weakens and even destroys the stability
[7, 8]. In modern applications of the bilateral control, the
networks based on various communication protocols are
employed as the communication lines. The network-induced
delays, which may be constant, time-varying, or stochastic,
packet dropouts, and disorder become the major constraints.
In fact, the packet dropouts can be treated in a similar way

to network-induced delay because the last received packet
(delayed signal) can be used if the packet dropouts occur
[9, 10]. Besides, the disordered data can be reordered via
buffers, which also turns into the problem of delay. In the
situation of long distance or complex network, for example,
the Internet, the network-induced delay is inevitable. For
normal network control system, robust control algorithms,
for example, the 𝐻

∞
control, are discussed, which are very

effective methods [11–13]. However, the feedback of a robot
in the bilateral control system is the other robots, the human
beings, and the environment, whichmeans that the dynamics
of such a system ismore complex.Therefore, the delay of such
a system must be specially considered.

To deal with the problem, many synthesis methods were
investigated. For example, Natori et al. proposed the commu-
nication disturbance observer (CDOB) [14] and applied it in
bilateral control system [15–17]. However, the performance of
thismethod isweakened due to themismatching of themodel
of slave robot. Besides, the transparency, that is, the index of
the control performance, is not satisfying using this method
[18]. The 𝐻

∞
control and the adaption control were also

used to design the system with time delay [19]. However, the
stability is limited by the situation of environment. Besides
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these researches, the wave variable is one of the famous and
the important methods [20], because it provides the system
robust stability against arbitrary time delay.

The systemized wave variable method was proposed
based on the scattering theory [21]. Then, a more physically
motivated reformulation led to the development of wave
theory [22], which provides a framework for designing and
analyzing bilateral control system. From the proposition of
wave variable method to present, many improvements were
investigated. A modified Smith predictor was utilized in the
wave variable framework [23]. A flexible design and analysis
tool has been provided for two-channel teleoperation systems
[24]. To avoid the so-called “wave reflection” phenomenon,
which leads to the oscillatory behavior of the robots, two
remedies have been utilized. One is the impedance matching
procedure [22] and the other is the low pass filter in the
wave domain [25]. To improve the transparency of wave
variable based bilateral control, Aziminejad et al. proposed
the idea that force feedback can be improved by designing the
force source in encoding the wave variable. Specifically, the
design of kinesthetic force-based (KFB) wave variable [26]
that was also called directly reflective force wave variable was
proposed [27].

On the wave variablemethods, past analyses only focused
on the passivity of the communication channels; however,
they did not consider the overall system, because they
assumed that the human-master, slave-environment pairs
are passive. Besides, in some works, for example, the KFB
method, all past experimental results are obtained with
the employment of the wave domain filter. And the cutoff
frequency is very low. Then, the stability of the overall
system is questionable with high cutoff frequency or without
the wave domain filter. There is still no work to point out
that what is the influence of designing the force source in
encoding the wave variable on the robust stability against
time delay. Then, there are following questions.

(Q1) Does the design of force source in encoding the wave
variable influence the system stability?

(Q2) What is the effect of the wave domain filter on
improving the stability? And how to design the cutoff
frequency of such a filter?

This paper answers the above questions and gives useful
supplement to the process of designing a bilateral control sys-
tem.The paper is organized as follows. In Section 2, problem
formulation is given.The original wave variable based control
and the KFB wave variable method are introduced as two
specific situations. In Section 3, the stability of overall system
is analyzed. In Section 4, experimental results are illustrated
to prove the analysis. Finally, it is concluded in Section 5.

2. Problem Formulation

In this section, the problem of time delayed bilateral control
system is described via a two-port network model. Then, the
control objective is given by a hybrid matrix. Secondly, the
algorithm of wave variable encoder is introduced. Finally,
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Figure 1: Two-port network model of the teleoperation system.

the problem of practice design that this paper focuses on is
described.

2.1. Control Objective by Two-Port NetworkModel of Teleoper-
ation. The bilateral teleoperation system is depicted in
Figure 1, where ̇𝑥

ℎ
(𝑡), ̇𝑥

res
𝑚
(𝑡), ̇𝑥
𝑠𝑑
(𝑡), ̇𝑥
𝑠
(𝑡), 𝑓
𝑚
(𝑡), 𝑓
𝑚𝑑
(𝑡),

𝑓
𝑠
(𝑡) and 𝑓

𝑒
(𝑡), denote the human velocity, the master

velocity response, the desired velocity for slave, the slave
velocity response, the master force, the desired master
force, the slave force, and environment force, respectively.
Here, 𝑓

ℎ
(𝑡) = −𝑓

𝑚
(𝑡) means the human force, according to

the law of action and reaction.
Such a system can be viewed as a series’ cascade of

one-port and two-port networks with an effort-flow pair,
which is the force-velocity pair for teleoperation robots, being
exchanged at each port. The relationship between the forces
and velocities at all ports can be represented by the hybrid
matrix 𝐻 as follows:

[
𝑓
1
(𝑡)

− ̇𝑥
2
(𝑡)
] = [

ℎ
11
ℎ
12

ℎ
21
ℎ
22

]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐻

[
̇𝑥
1
(𝑡)

𝑓
2
(𝑡)
] , (1)

where the 𝑓
1
(𝑡), ̇𝑥
1
(𝑡) pair and the 𝑓

2
(𝑡), ̇𝑥
2
(𝑡) pair mean

the force source and the velocity flow in each side of a two-
port network, respectively [21].

The hybrid matrix describes the kinesthetic feedback
between the input and output of a two-port network model.
For the robot system, the hybrid matrix can be also used to
describe the relationship between environment and human
operator by choosing 𝑓

1
(𝑡) = 𝑓

ℎ
(𝑡), 𝑓
2
(𝑡) = −𝑓

𝑒
(𝑡), ̇𝑥
1
(𝑡) =

̇𝑥
res
𝑚
(𝑡), and ̇𝑥

2
(𝑡) = ̇𝑥

res
𝑠
(𝑡).

Then, the control objective is to make ℎ
11

= 0, ℎ
12

=

1, ℎ
21
= −1, and ℎ

22
= 0 when there is no time delay, which

means the motion tracking and action-reaction law of the
forces as follows:

̇𝑥
res
𝑚
(𝑡) − ̇𝑥

res
𝑠
(𝑡) = 0, (2)

𝑓
ℎ
(𝑡) + 𝑓

𝑒
(𝑡) = 0. (3)

With the same initial states, ̇𝑥
res
𝑚
(0) = ̇𝑥

res
𝑠
(0), (2) also

means 𝑥res
𝑚
(𝑡) − 𝑥

res
𝑠
(𝑡) = 0.

2.2. Wave Variable. According to the passivity theory, if the
master and the slave two-port networks are both passive, the
passivity of the communication channel means the system
robust stability against arbitrary time delay.

The wave variable approach in bilateral control system
stems from scattering theory and theoretically guarantees
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stability under arbitrary time delay [24]. The wave variable
encoding is described in Figure 2. Instead of directly trans-
mitting the power signals ̇𝑥

res
𝑚
(𝑡) and 𝑓

𝑠
(𝑡), the signals are

encoded to the wave variables 𝑢
𝑚
(𝑡) and V

𝑠
(𝑡), which are

given as follows:

𝑢
𝑚
(𝑡) =

1

√2𝑏

[𝑏 ̇𝑥
res
𝑚
(𝑡) + 𝑓

𝑚𝑑
(𝑡)] ,

V
𝑠
(𝑡) =

1

√2𝑏

[𝑏 ̇𝑥
𝑠𝑑
(𝑡) − 𝑓

𝑠
(𝑡)] .

(4)

These formulations are identical to the scattering formu-
lation, with the only parameter 𝑏 being the characteristic
impedance of the transmission. The transmitted wave vari-
ables over the communication channel with time delay are
given by the following:

𝑢
𝑠
(𝑡) = 𝑢

𝑚
(𝑡 − 𝑇

1
) , V

𝑚
(𝑡) = V

𝑠
(𝑡 − 𝑇

2
) . (5)

The reference signals on both sides of the channel are derived
as the inverse transformation of the wave variables:

𝑓
𝑚𝑑
(𝑡) = 𝑏 ̇𝑥

res
𝑚
(𝑡) − √2𝑏V

𝑚
(𝑡)

= 𝑓
𝑠
(𝑡 − 𝑇

2
) + 𝑏 [ ̇𝑥

res
𝑚
(𝑡) − ̇𝑥

𝑠𝑑
(𝑡 − 𝑇

2
)] ,

̇𝑥
𝑠𝑑
(𝑡) =

1

𝑏
[√2𝑏𝑢

𝑠
(𝑡) − 𝑓

𝑠
(𝑡)]

= ̇𝑥
res
𝑚
(𝑡 − 𝑇

1
) +

1

𝑏
[𝑓
𝑚𝑑
(𝑡 − 𝑇

1
) − 𝑓
𝑠
(𝑡)] .

(6)

With the wave variable encoding, the passivity of the
communication block can be verified in time domain with
zero initial energy storage. The passivity is confirmed if the
output energy 𝐸(𝑡) of the communication block (7) is less
than or equal to the input energy for all time:

𝐸 (𝑡) = ∫

𝑡

0

[ ̇𝑥
res
𝑚
(𝜏) 𝑓
𝑚𝑑
(𝜏) − ̇𝑥

𝑠𝑑
(𝜏) 𝑓
𝑠
(𝜏)] 𝑑𝜏. (7)

Obviously, thewave variablemethod ensures this relationship
reasonable as follows:

𝐸 (𝑡) =
1

2
∫

𝑡

0

(𝑢
𝑇

𝑚
𝑢
𝑚
− V𝑇
𝑚
V
𝑚
− 𝑢
𝑇

𝑠
𝑢
𝑠
+ V𝑇
𝑠
V
𝑠
) 𝑑𝜏

=
1

2
∫

𝑡

𝑡−𝑇1

𝑢
𝑇

𝑚
𝑢
𝑚
𝑑𝜏 +

1

2
∫

𝑡

𝑡−𝑇2

V𝑇
𝑠
V
𝑠
𝑑𝜏 ≥ 0.

(8)

In some past works, the fist-order low pass filters are intro-
duced into the wave transmission to reduce the reflection
of signals and improve the performance of the system as
illustrated in Figure 2, which is called wave domain filter.
However, the important effect of the wave domain filter on
stability is not clear. Furthermore, the design principle of such
filters is also not clear.

2.3. Wave Variable Based Applications

2.3.1. Original Wave Variable Based System. For the appli-
cation of original wave variable, the force source 𝑓

𝑠
(𝑡) that
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participates in the wave variable encoding is designed as
follows:

𝑓
𝑠
(𝑡) = 𝐾V [ ̇𝑥𝑠𝑑 (𝑡) − ̇𝑥

res
𝑠
(𝑡)] + 𝐾

𝑝
∫

𝑡

0

[ ̇𝑥
𝑠𝑑
(𝜏) − ̇𝑥

res
𝑠
(𝜏)] 𝑑𝜏.

(9)

In this situation, the 𝑓
𝑠
(𝑡) is the control effect generated by

the controller in the slave robot. 𝐾V denotes the velocity
gain and 𝐾

𝑝
denotes the position gain. The structure of this

application method is described in Figure 3. Here, 𝐶V is the
velocity controller, which is a PI control as 𝐶V = 𝐾𝑝/𝑠+𝐾V in
Laplace domain. 𝐺

𝑚
and 𝐺

𝑠
are the transfer functions of the

master and the slave, respectively.

2.3.2. Kinesthetic Force-Based (KFB) Wave Variable. For this
application approach, the force effect in the wave variable
encoder is directly designed as the environment force, which
realizes the direct force reflection as follows [26]:

𝑓
𝑠
(𝑡) = 𝑓

𝑒
(𝑡) . (10)

The structure of this KFBmethod is described in Figure 4.
The difference between the two methods is the design of the
force source in wave variable encoding. Although this design
does not influence the passivity of communication block with
wave transmission, it influences the passivity of the slave
part and also the robust stability of the overall system. This
problem is analyzed in the next section.

3. Passivity and Stability

This section gives out the relationship between the human
force and master motion and the relationship between the
environment force and slave motion by human and environ-
ment impedances.Then, the stability of both the original and
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KFB wave variable applications is analyzed. It is pointed out
that the latter one is not stable for some situations of high
frequency and hard environment.

3.1. Relationship between Passivity and Force Source Design.
The passivity of a two-port network can be judged by the
scattering matrix S(𝑠) that is defined as

S (𝑠) = [1 0

0 −1
] [H (𝑠) − 𝐼] [H (𝑠) + 𝐼]−1, (11)

where H(𝑠) is the Laplace transformation of the hybrid
matrix in (1). There is following theorem.

Theorem 1 (see [21]). A system is passive if and only if its
scattering matrix satisfies the following condition:

sup
∀𝜔>0

𝜆
1/2

[S∗ (𝜔𝑗) S (𝜔𝑗)] ≤ 1. (12)

The relationship between the passivity and the design of
force source is investigated using this theorem.

In the original wave variable, the force source that
participates in encoding the wave variable is designed as the
control force of the slave robot. The two-port network of the
slave robot is shown as Figure 5(a). According to this figure,
the hybrid matrix in frequency domain H(𝑠) is calculated as
follows:

H (𝑠) =
[
[
[

[

𝐶V (𝑠)

1 + 𝐶V (𝑠) 𝐺𝑠 (𝑠)

𝐶V (𝑠) 𝐺 (𝑠)

1 + 𝐶V (𝑠) 𝐺𝑠 (𝑠)

−
𝐶V (𝑠) 𝐺 (𝑠)

1 + 𝐶V (𝑠) 𝐺𝑠 (𝑠)

𝑠

1 + 𝐶V (𝑠) 𝐺𝑠 (𝑠)

]
]
]

]

. (13)

In the situation of KFB wave variable, the force source is
designed as the environment force as shown in Figure 5(b).
Correspondingly, the hybrid matrix is calculated as follows:

H (𝑠) = [[
[

0 1

−
𝐶V (𝑠) 𝐺 (𝑠)

1 + 𝐶V (𝑠) 𝐺𝑠 (𝑠)

𝑠

1 + 𝐶V (𝑠) 𝐺𝑠 (𝑠)

]
]

]

. (14)

Then, the passivity can be investigated by substituting the
hybridmatrices into (11) and calculating the eigenvalue in (12)
for the passivity judgement of specific design.

In practice, velocity controller 𝐶V(𝑠) is usually designed
as a PI controller. For linear motor driven 1-DOF (degree-
of-freedom) robot, the transfer function of the slave

robot 𝐺
𝑠
(𝑠) is a nominal model that is an integration

element as 𝐺
𝑠
(𝑠) = 1/(𝑀

𝑠
𝑠), where 𝑀

𝑠
is the inertial mass.

In practice, the dynamics can be guaranteed by using
disturbance observer (DOB) based robust internal loop
control [28, 29]. Therefore, the nominal model of the robot is
available in the analysis. For the robot used in the experiment
of this paper, the parameter 𝑀

𝑠
is unity. The left part of

the passivity condition, the inequality (12), is calculated
and plotted as shown in Figure 6 with different gains of the
controller 𝐶V(𝑠).

Obviously, the passivity condition (12) is satisfied in the
original wave variable design. However, the design of the KFB
wave variable does not guarantee the passivity of the two-port
model of the slave robot. This discloses that the force source
cannot be designed arbitrarily. The broken passivity of the
slave two-port model can not guarantee the robust stability
of the whole system under communication delay between the
master and the slave.

3.2. Stability of Overall System under Time Delay

3.2.1. Relationship between Force and Motion. To analyze
the stability of the whole system, the relationship between
force and motion is discussed first of all. In a human-
machine interaction-like system, the bilateral teleoperation,
the human force, and the environment force relate to the
motion of the master and the slave robots through the
human and the environment impedances. Considering the
spring-damping impedance models [30], this relationship is
described as follows:

𝐹
ℎ
= 𝐾
ℎ
(𝑋

res
𝑚
− 𝑋

des
ℎ
) + 𝐷
ℎ
𝑠𝑋

res
𝑚
= 𝑍
ℎ
𝑋

res
𝑚
− 𝐾
ℎ
𝑋

des
ℎ
,

𝐹
𝑒
= 𝐾
𝑒
(𝑋

res
𝑠
− 𝑋

int
𝑒
) + 𝐷
𝑒
𝑠𝑋

res
𝑠
= 𝑍
𝑒
𝑋

res
𝑠
− 𝐾
𝑒
𝑋

int
𝑒
,

(15)

where 𝐾
ℎ
, 𝐷
ℎ
, 𝐾
𝑒
, and 𝐷

𝑒
are human stiffness, human

damping, environment stiffness, and environment damp-
ing, respectively. 𝐹

ℎ
, 𝐹
𝑒
, 𝑋res
𝑚
, and 𝑋res

𝑠
are the Laplace trans-

formations of 𝑓
ℎ
, 𝑓
𝑒
, 𝑥res
𝑚
, and 𝑥res

𝑠
, respectively. 𝑋des

ℎ
is the

desired position by human. 𝑋int
𝑒

is the initial position of
environment. 𝑍

ℎ
= 𝐾
ℎ
+ 𝐷
ℎ
𝑠 and 𝑍e = 𝐾𝑒 + 𝐷𝑒𝑠 denote the

human and environment impedances, respectively.
Without losing generality, 𝑋int

𝑒
can be assumed as

zero. Then, the only input value is 𝑋des
ℎ
, and the outputs

are 𝑋res
𝑚

and 𝑋res
𝑠

for the bilateral teleoperation system. Also
without losing generality, the input 𝑋des

ℎ
can be seen as zero

when the stability is considered for the control system itself.

3.2.2. The Situation of Original Wave Variable. The wave
inverse transmission (6) can be rewritten in the frequency
domain expressions as follows:

𝐹
𝑚𝑑
= 𝐹
𝑠
𝑒
−𝑇2𝑠𝑄 (𝑠) + 𝑏 (𝑠𝑋

res
𝑚
− 𝑠𝑋
𝑠𝑑
𝑒
−𝑇2𝑠𝑄 (𝑠)) ,

𝑠𝑋
𝑠𝑑
= 𝑠𝑋

res
𝑚
𝑒
−𝑇1𝑠𝑄 (𝑠) +

1

𝑏
(𝐹
𝑚𝑑
𝑒
−𝑇1𝑠𝑄 (𝑠) − 𝐹

𝑠
) .

(16)

Here, 𝑄(𝑠) is the wave domain filter. In the situation of the
original wave variable method, there is no wave domain filter
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ṡxsd

fs fe−

−

C� Gs

(a)

-+

+

Two-port model

−

̇xres
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Figure 5: The two-port model of two different designs: (a) original wave variable; (b) KFB wave variable.
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in the sense of 𝑄(𝑠) = 1. Besides, the control relationship of
the following obtained according to Figure 3:

𝐺
−1

𝑚
𝑠𝑋

res
𝑚
= −𝐹
ℎ
− 𝐹
𝑚𝑑
,

𝐺
−1

𝑠
𝑠𝑋

res
𝑠
= 𝐹
𝑠
− 𝐹
𝑒
.

(17)

Considering the dynamics of the human operator and the
environment, the characteristic equation of the overall system
can be calculated as (18) considering 𝑄(𝑠) = 1 according to
(16) and (17):

(𝐺
−1

𝑚
𝑠 + 𝑏𝑠 + 𝑍

ℎ
) (

𝐶V + 𝑏

𝑏
𝐺
−1

𝑠
𝑠 + 𝑠𝐶V +

𝐶V + 𝑏

𝑏
𝑍
𝑒
)

−(
𝑏𝑠 − 𝐺

−1

𝑚
𝑠

𝑏
𝐶V −

𝐶V

𝑏
𝑍
ℎ
)

×(𝑏𝑠 +
𝑏 − 𝐶V

𝐶V
𝐺
−1

𝑠
𝑠 −

𝐶V − 𝑏

𝐶V
𝑍
𝑒
) 𝑒
−(𝑇1+𝑇2)𝑠 = 0.

(18)

In fact, (18) is also the characteristic equation of the unit
feedback system of 𝑆

1
(𝑠)𝑆
2
(𝑠)𝑒
−(𝑇1+𝑇2)𝑠. 𝑆

1
(𝑠) and 𝑆

2
(𝑠) are

described as follows:

𝑆
1
(𝑠) = (

𝑏𝑠 − 𝐺
−1

𝑚
𝑠

𝑏
𝐶V −

𝐶V

𝑏
𝑍
ℎ
)

× (𝑏𝑠 +
𝑏 − 𝐶V

𝐶V
𝐺
−1

𝑠
𝑠 −

𝐶V − 𝑏

𝐶V
𝑍
𝑒
) ,

𝑆
2
(𝑠) = [ (𝐺

−1

𝑚
𝑠 + 𝑏𝑠 + 𝑍

ℎ
)

× (
𝐶V + 𝑏

𝑏
𝐺
−1

𝑠
𝑠 + 𝑠CV +

𝐶V + 𝑏

𝑏
𝑍
𝑒
)]

−1

.

(19)

Therefore, the stability of the system in Figure 3 is
equivalent to the unit feedback system of 𝑆

1
(𝑠)𝑆
2
(𝑠)𝑒
−(𝑇1+𝑇2)𝑠.

If 𝑆
1
(𝑠) and 𝑆

2
(𝑠) are 𝐿

2
stable, according to the small

gain theorem, to make the system stable under arbitrary time
delay in the signal transmission, which is the target of wave
variable method, the following equation should be satisfied:


𝑆
1
(𝜔𝑗)𝑆
2
(𝜔𝑗)𝑒
−(𝑇1+𝑇2)𝜔𝑗

∞
< 1. (20)

By substituting (19) into (20), to make the system stable
under any time delay, the following equation should be
satisfied:

sup
∀𝜔>0



(𝐺
−1

𝑚
𝑠 − 𝑏𝑠 + 𝑍

ℎ
)[𝛼𝐺
−1

𝑠
𝑠 − 𝑏𝑠𝐶V + 𝛼𝑍𝑒]

(𝐺−1
𝑚
𝑠 + 𝑏𝑠 + 𝑍

ℎ
)[𝛽𝐺−1
𝑠
𝑠 + 𝑏𝑠𝐶V + 𝛽𝑍𝑒]

𝑠=𝑗𝜔

< 1,

(21)

where 𝛼 = 𝐶V − 𝑏 and 𝛽 = 𝐶V + 𝑏.
The dynamics of the master robot is the same as the

slave one, which is 𝐺
𝑚
= 1/(𝑀

𝑚
𝑠), where 𝑀

𝑚
is the inertial

mass of the master robot. In order to verify the stability of
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such a system, quantitative analysis can be implemented.The
employed parameters in the quantitative analysis are shown
in Table 1.

The situation of great environment stiffness, 𝐾
𝑒

=

10
6N/m, denotes that the environment is a hard object

and 𝐾
𝑒
= 10

−6 depicts the free motion. The parameters
are designed for the experimental devices in Section 4. Such
designed 𝐾

𝑝
and 𝐾V make the control of slave robot have the

unity damping to avoid oscillation.The wave impedance 𝑏 is
designed as a great value to reduce the oscillation of system
responses [31]. In the quantitative analysis, it is assumed
that the human operator does not apply any effect on the
system to consider the stability of only the controlled robots.
The values of damping of the environment and the human
operator simulate the viscous friction in both the two robots.
According to Figure 7, the values of |𝑆

1
||𝑆
2
| are less than one.

The system is stable for either free motion or hard contact
under any time delay in whole frequency domain. According
to the above subsection, the design of the force source in the
wave variable guarantees the passivity of the two-port model
of slave.Thepassivity of the overall system is then guaranteed.
The system performs strong robustness against the time delay
in the signal transmission.

3.2.3. The Situation of KFB Wave Variable. Following the
same line of above analysis, the KFB wave variable method is
also analyzed, which has different design on the force source.

According to (20), condition (22) should be satisfied to
make the system have robustness against any time delay:

sup
∀𝜔>0



(𝐺
−1

𝑚
− 𝑏𝑠 + 𝑍

ℎ
)[𝑏𝑠𝐺

−1

𝑠
+ 𝑏𝑠𝐶V + (𝑏𝑠 − 𝐶V)𝑍𝑒]

(𝐺−1
𝑚
+ 𝑏𝑠 + 𝑍

ℎ
)[𝑏𝑠𝐺−1

𝑠
+ 𝑏𝑠𝐶V + (𝑏𝑠 + 𝐶V)𝑍𝑒]

𝑠=𝑗𝜔

< 1.

(22)

The quantitative analysis is also implemented. With the
same parameters in Table 1, the values of |𝑆

1
||𝑆
2
| are shown

in Figure 8. According to the result, (22) is not satisfied in
the situation of hard contact. Because the passivity is broken
in the two-port model of the slave, the stability of overall
system is also not guaranteed in the presence of time delay. It
is proved that the design of force source influences the robust
stability of the overall system. The design of the force source
should make any two-port model be passive in the system.

In fact, direct application of the KFB wave variable
approach was not implemented in past works. There always
exists a wave domain filter in the transmission line as shown
in Figure 2. However, it is not clear enough what is the
most important effect and how to design the wave domain
filter. With the filter, the values of |𝑆

1
||𝑆
2
| are calculated as

shown in Figure 9.Thefirst-order filter 𝑔/(𝑠+𝑔) is employed.
The cutoff frequency 𝑔 is set as 550.0 rad/s and 31.4 rad/s,
respectively. According to the results, the wave domain filter
reduces the values of |𝑆

1
||𝑆
2
|. In practice, the wave domain

filter strengthens the robust stability of overall system in the
presence of time delay. If the design of force source breaks the
stability of overall system, wave domain filter canmake up for
this problem only when the cutoff frequency is appropriate.
The analysis process in this paper is quite necessary in the
design of a wave variable based bilateral control system. The

Table 1: Parameters for stability analysis.

Parameters Mark Value
Master mass 𝑀

𝑚
1.0 (kg)

Slave mass 𝑀
𝑆

1.0 (kg)
Position gain 𝐾

𝑝
400.0 (s−2)

Velocity gain 𝐾V 40.0 (s−1)
Wave impedance 𝑏 50.0
Environment damping 𝐷

𝑒
2.0 (Nm/s)

Human damping 𝐷
ℎ

2.0 (Nm/s)
Human stiffness 𝐾

ℎ
10−6 (N/m)
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Figure 7: The stability of the overall system with the original wave
variable.

analysis does not only show the stability of overall system, but
also provides a reference to design the system parameters for
some newly proposed wave variable based system.

4. Experiments

The experiments are implemented to prove above analyses in
this paper. In Section 4.1, the experimental setup is illustrated.
Then, the experimental results are shown in Section 4.2.

4.1. Experimental Setup. In the experiments, two single DOF
robots are utilized as the master and the slave, respectively.
The structure and devices of experimental system are shown
in Figure 10. The original wave variable based system and
the KFB wave variable method are both implemented by
programming in Linux RTAI. Wide bandwidth sensorless
force measurement is realized by the reaction force observer
(RFOB) [32]. An aluminium cube is used as a hard environ-
ment that is put in the side of slave.

An internal loop robust controller, the disturbance
observer, is employed to compensatemodel uncertainties and
guarantee that the dynamics of the robots performs as the
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Figure 8: The stability of the overall system with the KFB wave
variable.

one in the analysis [33]. The structure of the internal loop is
illustrated in Figure 11. The equivalent disturbance that con-
tains the external disturbances and dynamics uncertainties
are compensated within the bandwidth of the DOB. 𝑔dis is
the cutoff frequency. Greater 𝑔dis means stronger robustness
against the equivalent disturbance. In practice, major influ-
ence of the disturbances and uncertainties is in the low
frequency domain. Therefore, with the DOB, the dynamics
of the robot is guaranteed to be similar to the model that is
used in the analysis. Then, the wave variable based approach
is verified with little influence of other factors.

The experiments are composed of 4 cases. Case 1 is the
situation of original wave variable based control. Case 2 is
the situation of KFB wave variable based control without the
wave domain filter. Case 3 and Case 4 are the KFB wave
variable based system with the wave domain filter. The cutoff
frequency of the filter is set highly in Case 3 as 550 rad/s
and lowly in Case 4 as 31.416 rad/s. All the results are plotted
into figures with 𝑥res

𝑚
, 𝑥res
𝑠
, 𝑓
ℎ
, and −𝑓

𝑒
. The experimental

parameters are shown in Table 2. Here, the cutoff frequencies
of RFOBandDOBare smaller inCase 2 to extend theworking
time because the system is seriously instable in this case
according to the above analysis.

4.2. Experimental Results. Figure 12 illustrates the position
and force responses of the original wave variable based
control system that corresponds to Case 1. It can be found
that the system is stable for both free motion and contact
operation even with the round-trip time delay of 1000ms.

Figure 13 illustrates the results of KFBwave variable based
control system that corresponds to Case 2. Without the wave
domain filter, the system is unstable, especially when contact
occurs.The force responses are obviously emanative. At about
3.3 s, the system stops for protection. This is in agreement
with the theoretical analysis.
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Figure 9: The stability of the overall system with the KFB wave
variable and wave domain filters.

Table 2: Experimental parameters.

Parameters Case 1 Case 2 Case 3 Case 4
Wave
impedance 𝑏 50.0 50.0 50.0 50.0

Position gain
𝐾
𝑝
(s−2) 400.0 400.0 400.0 400.0

Velocity gain
𝐾V (s
−2) 40.0 40.0 40.0 40.0

Cutoff
frequency of
DOB (rad/s)

500.0 50.0 500.0 500.0

Cutoff
frequency of
RFOB (rad/s)

500.0 50.0 500.0 500.0

Cutoff
frequency of
wave filter
(rad/s)

— — 550.0 31.416

Time delay
(ms)

𝑇
1
= 𝑇
2
=

500

𝑇
1
= 𝑇
2
=

500

𝑇
1
= 𝑇
2
=

500

𝑇
1
= 𝑇
2
=

500

Figure 14 illustrates the results of KFB wave variable
approach with the wave domain filter that corresponds to
Case 3. Although there is the wave filter, the system is
also unstable, especially when contact occurs according to
Figure 8. The theoretical analysis shows that the system
stability is not guaranteed if the cutoff frequency of this filter
is not appropriately designed.The experimental results prove
the analysis.

Finally, the results of Case 4 are shown in Figure 15. The
system is stablewhen the cutoff frequency of thewave domain
filter is small enough for the KFB based control. Compared
with the original wave variable method, the design of KFB
wave variable deduces the oscillation of the slave robot in the
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Figure 12: Experimental results of original wave variable application method.

state of free motion. The experimental results illustrated the
place of improvement by the KFB wave variable and proved
the correctness of the analysis process in this paper.

According to the analysis and the experiment, the fol-
lowing results are proved. Firstly, the design of force source

in wave variable influences the stability of overall system.
Secondly, the analysis process proposed in this paper helps
researchers to judge the robust stability of bilateral system
against time delay. If the system is unstable, the wave domain
filters strengthen the stability. The proposed analysis process
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Figure 13: Experimental results of KFB wave variable method without wave domain filter.
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Figure 14: Experimental results of KFB wave variable method with wave domain filter of 550 rad/s cutoff frequency.
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Figure 15: Experimental results of KFB wave variable method with wave domain filter of 31.416 rad/s cutoff frequency.

is useful in the design of the cutoff frequency of the wave
domain filters.

5. Conclusion

This paper focused on the problem of stability caused by the
design of the force source in encoding the wave variable in
the delayed bilateral control system.The influence of the force
source design is analyzed for the original wave variable based
system and the kinesthetic force-based wave variable method
specifically.

It is pointed that the design of the force source may
destroy the stability of the two-port network in slave and
then break the robust stability of the control system. The
overall bilateral control structure is considered including
the human and the environment impedances in frequency
domain. Analysis illustrates that appropriately designed wave
variable based system has robust stability against any time
delay. However, this stability is broken if the design of
the force source is not appropriate in encoding the wave
variable. In the unstable situation, adding a wave domain
filter improves the robust stability. The analysis in this paper
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clearly illustrates the reason and provides a reference for the
design of the wave domain filter.

Experimental results in practical system prove the anal-
yses. This paper is helpful to understand the remarkable
problem on the design of the force source in wave variable
based bilateral control.
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In order to contrast and analyze the real-time performance of the powertrain system of a plug-in hybrid electric vehicle, a
mathematical model of the system delay is established under the circumstances that the transmission adopts the CAN (controller
area network) protocol and the TTCAN (time-triggered CAN) protocol, respectively, and the interior of the controller adopts
the foreground-background mode and the OSEK mode respectively. In addition, an experimental platform is developed to test
communication delays of messages under 4 different implementation models. The 4 models are testing under the CAN protocol
while the controller interior adopts the foreground-backgroundmode; testing under the CANprotocol while the controller interior
adopts the OSEKmode; testing under the TTCAN protocol while the controller interior adopts the foreground-backgroundmode,
and testing under the TTCAN protocol while the controller interior adopts the OSEK mode. The theoretical and testing results
indicate that the communication delay of the OSEK mode is a little longer than the one of the foreground-background mode.
Moreover, compared with the CAN protocol, the periodic message has a better real-time performance under the TTCAN protocol,
while the nonperiodic message has a worse one.

1. Introduction

The controlling and managing system of a plug-in hybrid
electric vehicle controls themain assemblies through bus and
makes full use and coordination of advantages of each part,
so that the vehicle can get the best operating condition. The
system adopts network-based control mode, which affects
the real-time performance. References [1–5] analyze the
relationship between network-induced delays and system
performance, introducing network-induced delay in the sys-
tem modeling, considering the network-induced delays and
random data-missing occurrence, analyzing the problem of
stability control under different network-induced latency,
and pointing out that it is necessary to consider network-
induced delays in the choice of control algorithms. The
controlling and managing system of the plug-in hybrid elec-
tric vehicle is a typical distributed real-time control system.
Calculation delay of the controller interior and arbitration
and transmission delay during the network communication
process have a significant effect on the performance of

the system. Nowadays, the mainstream bus of the vehicle
distributed real-time control system is CAN bus, while the
TTCAN bus is adopted in some condition asking for a high-
quality real-time performance.The controller interior mainly
adopts the foreground-background mode and the OSEK
mode.

The delay of the bus communication can be divided into
4 parts: generating delay, queue delay, transmission, and
receiving delay [6]. According to the influencing factors, the
delay can be divided into two parts. The first one is on-line
delay, which includes queuing delay and transmission delay.
This sort of delay is related to the process of data transmitting
on the network. Concretely, it is related to the priority
setting of data, the type of communication network, and the
protocol. The second one is on-chip delay, which includes
generating delay and receiving delay. This sort of delay is
related to the behaviors in controller nodes. Specifically, it
is related to hardware indexes like the operating frequency
and the software indexes such as the realization of the control
algorithm and the task priority setting of the controller.



2 Mathematical Problems in Engineering

On the aspect of the on-line delay of CAN bus, [7–13]
put forward the worst transmission delay and the queue delay
models aimed at periodic massages. The queue delay models
built by the abovementioned references are the same, while
the transmission delay models are a little different. Reference
[14] presents a buffered estimation method aimed at the
system-on-chip (SoC) based on a priority-ranked queuing
model and builds a buffered queuing model. The queue
is an M/G/1 queue with several different client levels and
nonpreemptive arbitration. Amathematical model of average
waiting time is deduced, which can provide some reference
value for us to build the average waiting-time model of the
nonperiodic message on CAN bus. However, there is no
actual test of the delay in [14]. References [15, 16] assume
that the arrival of message accords with Poisson process and
take the transmission process of CAN message as an M/G/1
queuing process to be analyzed. A mathematical model of
average delay of message is deduced.

On the aspect of the on-line delay of TTCAN bus, [17, 18]
develop a TTCAN experimental platform which can realize
the sending and receiving of massages on LEVEL1 which is
stipulated by the TTCAN protocol. To periodic messages,
the delay time of CAN and TTCAN bus is contrasted and
analyzed through measurement. It is pointed out that the
real-time performance of periodic messages transmitting on
the TTCAN bus cannot be influenced by other nodes, which
means that the real-time property of the network is improved.
Reference [12] sends nonperiodic messages through arbitra-
tion windows. Assuming that the generating moments of
nonperiodic messages accord with uniform distribution and
then considering the effects of monopolized windows and
free windows, a mathematical expectation model for on-
line delays of nonperiodic messages with TTCAN protocol
is established. The average delays of messages with different
IDs are tested through experiments. After contrasting and
analyzing the measured and theoretical values as well as the
delay time of nonperiodicmessages under CAN and TTCAN
modes, it is pointed out that TTCAN protocol degrades real-
time performance of the nonperiodic messages.

Most of the studies on the vehicular network delay
have paid attention to the on-line delay, while they have
ignored the on-chip delay [8–12, 15–18]. They point out that
the on-chip delay can be neglected for the delay of the
vehicular network. If aiming at the message adopted the
CAN protocol, meanwhile the processing speed of the chip
is fast and the sending-and-receiving priority level of the
CAN message is high, the statement can be tenable. But
the on-chip delay cannot be ignored when these conditions
are not satisfied. At the same time, if adopting the TTCAN
protocol, the task scheduling inside the nodes need to match
up with the TTCAN task window; otherwise, it will cause the
exacerbation of the delay of the TTCANmessage.

On the aspect of the on-chip delay based on the
foreground-backgroundmode, [8] thinks that the generating
delay of messages is permanent without considering the
preemption of multiple interrupts in nodes. It is stressed
that the receiving delay firstly depends on the receiving
mode being roll-polling mode or interrupt trigger mode
and secondly depends on the multiple interrupt scheduling

methods in nodes. A mathematical model of receiving delay
is given out, but there is no measured delay data.

And for the analysis on the aspect of the on-chip delay
based on the OSEKmode, aiming at general static embedded
real-time operating system, [19, 20] point out that the RM
scheduling algorithm is the best scheduling algorithm, and
the schedulable rules of the RM arithmetic are given as well.
References [21, 22] discuss the burden of microcontroller
caused by the embedded kernel and give out the cost time of
alarming, triggering tasks, scheduling tasks, and terminating
tasks in the OSEK mode. Meanwhile, the worst responding
time of fixed priority/first-in-first-out (FP/FIFO) scheduling
policy in the OSEK mode is given, separately adopting
the preemptive and nonpreemptive mechanisms. And the
difference of theoretical responding time is contrasted and
analyzed in the condition of considering and not considering
the burdens of microcontroller caused by embedded kernel
of OSEK. The difference between measured and theoretical
responding time is also contrasted, taking the burdens of
microcontroller caused by embedded kernel of OSEK into
consideration.Then, the necessity of considering the burdens
of microcontroller caused by embedded kernel of OSEK is
pointed out. References [23, 24] consider that the use of
OSEKmodel can improve the efficiency of the transplant and
achieve the reuse of software modules. However, the burden
added to the MCU caused by the OSEK system is not taken
into consideration.

In this paper, the delay characteristic of the vehicular dis-
tributed real-time control system is analyzed, including the
on-line delay and the on-chip delay. To finally achieve a better
performance of the system, the overall delay model which
adopts the different on-chip mechanisms and the different
networking protocols is analyzed, and the cooperation of the
on-chip scheduling and the network scheduling is also taken
into consideration.

2. The Powertrain Network of Plug-In
Hybrid Electric Vehicles

2.1. Topology Structure of the Powertrain System. The power
comes from three parts: vehicle engines and power units in
an APU system, power battery pack, and plug-in charging
system. However, the actual power for the running vehicle
is mainly supplied by the APU system and the vehicle-
mounted power battery pack.The composition of the plug-in
controlling system is shown in Figure 1.

In Figure 1, the light-color segments represent signal
transmission, including the figure signals, analog signals, and
messages on the CAN bus, while the dark-color segments
represent driving connections, including high-voltage signals
and mechanical connection signals. Powertrain system net-
work is connected with CAN bus, and the transmission rate
is 250Kbits/s.The powertrain CANnetwork includes 5 nodes
which are vehicle controller, motor controller, variable-speed
controller, battery controlling system, and APU controller. In
the test, they can be realized by the 5 nodes in the network
hardware nodes system correspondingly in the experimental
platform testing theCANcommunication delay. To the driver
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Figure 1: Composition of the plug-in controlling system.

Table 1: Message sending conditions of each node of powertrain.

Sending node Message Sending rate (ms) Receiving node Message content

Vehicle controller

ID06 10 Motor controller Motor controls parameter
ID10 40 APU controller APU controls parameter
ID15 80 All of the nodes Condition of the vehicle controller
ID03 Nonperiodic All of the nodes Vehicle is giving an alarm

Motor controller
ID07 10 Vehicle controller Motor working parameter
ID12 40 All of the nodes Motor working condition
ID01 Nonperiodic All of the nodes Motor is giving an alarm

Variable speed controller
ID08 20 All of the nodes Transmission working parameter
ID11 40 All of the nodes Transmission working condition
ID02 Nonperiodic All of the nodes Transmission is giving an alarm

Battery management system
ID09 20 Vehicle controller Battery pack working parameter

ID16∼44 80 Message display Battery pack is collection points message
ID04 Nonperiodic All of the nodes Battery system is giving an alarm

APU controller
ID13 40 All of the nodes APU working parameter
ID14 80 All of the nodes APU working condition
ID05 Nonperiodic All of the nodes APU is giving an alarm

instrument node in Figure 1, the node does not belong to the
powertrain part, but the node is in the powertrain network
in the real vehicle to function onmonitoring and display.The
node only receives messages from the network, but it does
not send messages through the network. It can be realized
by the upper computer nodes in the experimental platform
testing the CAN communication delay, and the purpose here
is to monitor the time parameter of the network message
transmission.

2.2. Definition of Parameter Groups of Each Node in the Pow-
ertrain. The powertrain system of a plug-in hybrid electric
vehicle consists of 5 nodes, and the setting conditions of
parameter groups of each node are given out in Table 1.

According to Table 1, the powertrain CANnetwork trans-
mits 44 messages with different IDs, and the priorities of
messages are the same with the numbers, which means that
the priority of themessage ID01 is the highest and the priority
of the message ID44 is the lowest. The messages include 39
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periodic messages, and the longest sending period among
them is 80ms, while the shortest is 10ms. There are also 5
nonperiodic messages whose generating process is assumed
to be a Poisson process.

3. Theoretical Model of Communication Delay

The bus adopts the CAN transmission and TTCAN protocol,
and the interior of controller nodes adopts the foreground-
background mode and the OSEK mode, respectively, to
realize the total communication delay of the powertrain
distributed real-time controlling system of a plug-in hybrid
electric vehicle under these 4 working conditions. Consid-
ering the specific application to be a passenger car, the
vehicle communication should be corresponding to protocol
SAEJ1939. Therefore, the massage form is defined as expand-
ing frame form.

3.1. Composition of Communication Delay. Aiming at the
distributed real-time controlling system based on the CAN
bus, [7] gives out the composition of the communica-
tion delay of point-to-point messages, which is shown in
Figure 2.

The communication delay of the bus can be divided into
4 parts, which are generating delay, queue delay, transmission
delay, and receiving delay [6].

The generating delay: the period from the moment of
microcontroller that sends node receiving the request from
the same node to the moment of writing the prepared data
into the sending cache queue of the CAN controller.

The queue delay: the period from themoment of massage
entering the sending cache queue of the CAN controller to
the moment of the massage obtaining controlling right of the
bus.

The transmission delay is the period from the moment of
massage occupying the bus to themoment ofmassage leaving
the bus.

The receiving delay is the period from the moment of
massage leaving the bus to providing the effective data to the
microcontroller that receives nodes.

To describe it easier, this paper divided the communi-
cation delay into two parts: on-line delay which includes

queue delay and transmission delay and on-chip delay which
includes generating delay and receiving delay.

3.2. Mathematical Model of Communication Delay

3.2.1. The Model of the On-Line Delay. For the periodic
message, the queue delay could be expressed with an iteration
formula as follows:

𝑡
𝑛+1

𝑚
= ∑

∀𝑗∈ℎ𝑝(𝑚)

[

𝑡
𝑛

𝑚
+ 𝐽
𝑗

+ 𝜏bit

𝑇
𝑗

] 𝑐
𝑗

+

𝑁

∑

𝑗=1

𝑐
2

𝑗

2𝑇
𝑗

. (1)

In the previous formula, 𝑛 represents the iteration. When
𝑡
𝑛+1

𝑚
= 𝑡
𝑛

𝑚
, the iteration is convergence, and the result value is

supposed to be the average queue delay. ℎ𝑝(𝑚) is the gather
of message frames whose priority is higher than 𝑚. 𝑇

𝑗
is the

transmission period of the periodic message frame 𝑗. 𝐽
𝑗
is

the maximum error of message frame 𝑗s period. 𝑐
𝑗
is the

transmission delay of the message frame 𝑗. 𝑐
𝑗
is the time

needed to transmit a bit on the transmission media.
The transmission delay of message 𝑚 is 𝑐

𝑚
, and the trans-

mission delay of the expendingmessage frame is expressed as
follows:

𝑐
𝑚

= (67 + 8𝑠
𝑚

+ ⌈
⌊(54 + 8𝑠

𝑚
) /4⌋

2
⌉) 𝜏bit + 𝜌cons. (2)

In the previous formula, 𝑠
𝑚

is the number of bytes
contained by the message 𝑚 data field and is an integer
between 0 and 8. 𝜌cons is a constant related to the electrical
specification of the bus physical medium.

The average queue delay and transmission delay are
independent of each other, and the average on-line delay is
the sum of the two:

𝑇
𝑚

= 𝑡
𝑚

+ 𝑐
𝑚

. (3)

In the previous formula, 𝑇
𝑚
is the average on-line delay.

Substituting (1) and (2) into (3), we can acquire that
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(4)

To the nonperiodic messages, according to the priorities
ranking from high to low, the highest-priority message is
called type 1 message; the second high-priority message is
called type 2 message, and so on, while the lowest-priority
message is called type 𝑛 message.

Firstly, consider type 1message, whichmeans the problem
of the average queue delay of messages with the highest-
priority.

When a type 1 message requests to transmit on the bus,
its average waiting time 𝑊

𝑞1
is

𝑊
𝑞1

= 𝑊𝑒 =

𝑛

∑

𝑖=1

𝜆
𝑖
𝐸 (𝜒
2

𝑖
)

2
. (5)
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In the previous formula, 𝑊
𝑞1

represents the average
waiting time of the type 1 message, which means the period
from the moment of requesting to transmit to the moment of
occupying the bus. 𝑊𝑒 is the average remaining time of the
massage that is transmitted currently when type 1 message
arrives. 𝑛 represents the amount of the message types. 𝜆

𝑖

is the requesting rate of type 𝑖 message. 𝜒
𝑖
represents the

transmission time of type 𝑖message and is a random variable.
Then, consider the problem of the average queue delay of

type 𝑖 messages.
When a type 𝑖message requests to transmit on the bus, its

average waiting time 𝑊
𝑞𝑖
is

𝑊
𝑞𝑖

=

𝑊
𝑞(𝑖−1)

(1 − ∑
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)
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𝑗
)

. (6)

In the previous formula, 𝜌 = 𝜆/𝜇, 𝜆 is a parameter of
the Poisson process and 𝜇 is the reciprocal of the average
servicing time.

Then, consider the transmission delay; the on-line delay
of the message is

𝑊
𝑖
= 𝑐
𝑚

+ 𝑊
𝑞𝑖

. (7)

What is different from the analysis of on-line delay of
the periodic CAN messages is that every periodic TTCAN
message transmits in the appointed exclusive-time window,
ensuring that the bus is free when each periodic massage
gets triggered by scheduling the overall time. Therefore, the
queue delay of the periodic message will not exist any longer.
As a result, under the TTCAN protocol, the on-line delay of
the periodic message is just transmission delay. Substituting
𝑡
𝑚

= 0 into (3), the mathematical model of the average on-
line delay of the periodic TTCAN message can be acquired,
and is shown as follow:

𝑇
𝑚

= (67 + 8𝑠
𝑚

+ ⌈
⌊(54 + 8𝑠

𝑚
) /4⌋

2
⌉) 𝜏bit + 𝜌cons. (8)

Nonperiodic TTCAN messages are all assumed to be
scheduled in the arbitration time window. Based on the
analysis of average on-line delay of the CAN nonperiodic
message, the effects of exclusive-time window and free-time
window are taken into consideration. When the nonperiodic
message 𝑚 generates in a certain exclusive-time window 𝑖, it
could only be sent when it is delayed to a following certain
arbitration time window.

Set the number of the exclusive-time windows (or the
free-time windows) within the average arriving period of
nonperiodic massages to be 𝐾 and the length of the time
window to be ℎ. In that way, the average delay caused by the
nonperiodic messages which are affected by the exclusive-
time window (or the free-time window) is supposed to be

𝐺
𝑚

=

𝐾

∑
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+ 𝑐
𝑚

)
2
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−𝜆ℎ

)

(2 × ℎ)
. (9)

In the previous formula, 𝐿
𝑖
represents the time length of

the exclusive-time window (or the free-time window) 𝑖.

According to (9) and (7), the average on-line delay
formula based on the queue theory should be

𝑊
𝑖
=

1

𝜇
𝑖

+ 𝑊
𝑞𝑖

+ 𝐺
𝑚

. (10)

3.2.2. On-Chip Delay Model. In the node of the controller,
the average performing time of the task can be expressed as
follows:

𝑟
𝑖
= 𝑒
𝑖
+ ∑

∀𝑗∈ℎ𝑝(𝑖)

[
𝑟
𝑖

𝑃
𝑗

] 𝑒
𝑗 (11)

In the previous formula, 𝑟
𝑖
is the average performing time

of task 𝑖, ℎ𝑝(𝑖) is the set of the tasks whose priorities are higher
than those of task 𝑖, 𝑒

𝑖
is the performing time of task 𝑇

𝑖
, and

𝑃
𝑖
is the period of task 𝑇

𝑖
. The first part on the right side

of (11) means the performing time when there is only task,
and the second part means the disturbing time caused by the
performing of the task with a higher priority.

The generating delay of messages means the time needed
from the moment of sending node requesting to generate
message to the moment of writing the generated message
into the sending cache of bus controller, which means the
period from the moment that the message sends the task to
the moment that the task is finished in the node. Message
receiving delay means the time needed from the moment
that the message leaves from the bus to the moment that the
carried data is provided to the target task of receiving nodes,
which means the period from the moment that the message
receives the task to themoment that the task is finished in the
node.

4. Experimental Study of
Communication Delay

4.1. Experiment Environment

4.1.1. Basic Experiment Environment. The bus adopts the
CAN and TTCAN transmission protocols, respectively, and
interior of the controller nodes adopts the foreground-
background mode and the OSEK mode, respectively. The
overall communication delay of the powertrain distributed
real-time controlling system of a plug-in hybrid electric
vehicle under these four working conditions is analyzed. The
specific experiment environment is expressed as follows.

The bus baud rate of the communication delay testing
platform is set to be 250Kbit/s, and the expanding data frame
form is adopted to write communication programs of the 5
nodes shown in Figure 1. In order to simplify the analysis
process, assumptions of the node program of the vehicle
controller are put forward as follows.

(1) The program is divided into 5 tasks, which is used
for realizing the transmission of 3 periodic messages
and 1 nonperiodic message as well as the receiving of
messages.

(2) The controlling strategy related to each task is finished
inside the task.
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Table 2: The individual performing time of tasks under the
foreground-background mode.

Description of tasks Performing time (ms)
Sending message ID03 0.0132
Sending message ID06 0.0352
Sending message ID10 0.0272
Sending message ID15 0.0162
Message receiving 0.0142

Table 3: The individual performing time of tasks under the OSEK
mode.

Description of tasks Performing time (ms)
Sending message ID03 0.0292
Sending message ID06 0.0512
Sending message ID10 0.0432
Sending message ID15 0.0322
Message receiving 0.0302

(3) The priority of the receiving tasks of messages in the
node is the highest, and the priority of tasks sending
from the message equals the priority of the message.

Table 2 gives out the measured performing time of the 5
tasks of the vehicle controller nodes under the foreground-
background mode.

Table 3 gives out the measured performing time of the 5
tasks of the vehicle controller nodes under the OSEK mode.

According to Tables 2 and 3, for the same task, the
performing time under the OSEK mode is longer than that
under the foreground-background mode, which is related to
the task scheduling structure inside the OSEK system. And
this indicates that load to microcontroller in the OSEKmode
is larger than that in the foreground-background mode.

4.1.2. The Establishment and the Schedulable Analysis of the
TTCAN Matrix Period. When the transmission protocol
adopts the TTCAN mode, the matrix period, the basic
period, and the width of the time window which means the
transmission column width in the matrix period should be
determined.

Firstly, assume that the matrix includes 𝑃 lines and 𝑄

columns. The transmission column width of a column must
guarantee the transmission of a package of whole messages,
and, for the expanding frame message, the width is supposed
to be

𝑇CW𝑗 =

𝑀𝑃,𝑗

max
𝑀0,𝑗

[(67 + 8𝑠
𝑚

+ ⌊
54 + 8𝑠

𝑚

4
⌋) 𝜏bit + 𝜌cons] . (12)

In the previous formula,𝑇CW𝑗 is the transmission column
width of the column 𝑗, and 𝑀

𝑖,𝑗
is the line 𝑖 column 𝑗 of the

matrix period.
Length of the basic period is usually set as the greatest

common divisor of all message periods, while the length of
the matrix period is usually set as the least common multiple
of all message periods. The calculated matrix period needs a

schedulable analysis in order to explain whether the matrix
period is enough for scheduling all of the messages or not.
Reference [25] puts forward a sort of scheduling algorithm
based on the AL (average loading) without considering the
effects of nonperiodic messages. Modify the algorithm, and
then give out an AL scheduling algorithm which considers
periodic messages and nonperiodic messages at the same
time.

In advance, 𝑁 is defined to be the number of periodic
messages, periodic is set to be 𝑇 = {𝑇

1
, 𝑇
2
, . . . , 𝑇

𝑀
}, and 𝑀 is

defined to be the number of the periods. The number of the
message whose periodic is 𝑇

𝑖
among them is 𝑛

𝑖
, 1 ≤ 𝑖 ≤ 𝑀. 𝑉

is the number of nonperiodic messages. It is defined that the
reaching process of nonperiodic messages is accorded with a
Poisson process whose average rate is 𝜆. Then,

𝑁 =

𝑀

∑

𝑖=1

𝑛
𝑖
. (13)

Let the width of each column in the matrix period be the
same, and the width 𝑇CW is

𝑇CW >
𝑄

max
𝑗=1

(𝑇CW𝑗) . (14)

Let the basic period be the greatest common divisor
(GCD) of the period:

𝑇BC = GCD (𝑇
1
, 𝑇
2
, . . . , 𝑇

𝑀
) . (15)

Let the matrix period be the lowest common multiple
(LCM) of the period:

𝑇MC = LCM (𝑇
1
, 𝑇
2
, . . . , 𝑇

𝑀
) . (16)

The ratio 𝑘
𝑖
of the message period and the basic period is

𝑘
𝑖
=

𝑇
𝑖

𝑇BC
. (17)

The number of the basic periods 𝑁BC is

𝑁BC =
𝑇MC
𝑇BC

. (18)

The number of the time window needed in a basic period
is

𝑆
𝑖
= 𝑆
𝑖−1

+ ⌈
𝑛
𝑖

𝑘
𝑖

⌉ + ⌈𝑉𝜆𝑇BC⌉ . (19)

Let 𝑆
0
be equal to 0; the largest message number which

could be transmitted in a basic period is

𝛾max =
(𝑇BC − 𝑇RM)

𝑇CW
. (20)

In the previous formula, 𝑇RM is the length of the time
window of referential message.

If the schedulable condition is satisfied:

𝑆
𝑀

≤ 𝛾max, (21)
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Figure 3: The matrix period of the plug-in powertrain of the TTCAN protocol.

then we can reach a conclusion that the message can be
scheduled. According to this, the qualified matrix period can
be established.

For the messages sent by each node of the powertrain of
a plug-in hybrid electric vehicle which is defined in Table 1,
according to (12), 𝑇CW𝑗 = 0.64 can be get and then substitute
it to (14), and 𝑇CW = 1. According to (15), 𝑇BC = 10, and,
according to (16), 𝑇MC = 80. According to (18), 𝑁BC = 8,
and, according to (19), 𝑆

4
= 9. Let 𝑇RM = 1, according to (20),

𝛾max = 9.Therefore, the conditions of (21) are met, and then a
conclusion can be reached that themessage can be scheduled,
and the matrix period established is shown in Figure 3.

In Figure 3, AW stands for the arbitration window, and
FW stands for the free window.The matrix period includes 8
basic periods, and the length of each basic period is 10ms,
so the length of the matrix period is 80ms. Moreover, the
width of each column is the same, which is 1ms. Nonperiodic
messages ID1∼ID5 are transmitted in the arbitration window.

4.1.3. The On-Chip and On-Line Combined Scheduling of the
Periodic Message under the TTCAN Mode. For the periodic
message, the transmission under the TTCANmode needs the
cooperation of the interior scheduling of the node and the
window scheduling on the bus.

The periodic message 𝐹 is sent from window 𝑀
𝑖,𝑗
of the

matrix period, that is, when the message is sent from line
𝑖 column 𝑗 of the matrix period. The beginning moment of
window 𝑀

𝑖,𝑗
is defined as 𝐼

𝑀𝑖,𝑗
; then, inside the node, the best

beginning moment 𝐼
𝑇𝐹

of task 𝑇
𝐹
that is, sending periodic

message 𝐹 is defined, which means the phase of task 𝑇
𝐹
. It

is shown as follows:

𝐼
𝑇𝐹

= 𝐼
𝑀𝑖,𝑗

− 𝑟
𝑇𝐹𝑝

. (22)

In the previous formula, 𝑟
𝑇𝐹𝑝

is theworst performing time
of task 𝑇

𝐹
.

The cooperation of the trigger phase of the sending task
and the transmission window of the corresponding message
on the bus can be realized by the overall time stamp provided
by the reference message. According to the trigger phase 𝑇

𝐹

defined by (22), on one hand, it could guarantee that the data
could be written into the cache before the sending window of
the periodic message 𝐹 reaching; on the other hand, it could
guarantee that the data written in the sending cache are the
newest data.

4.2. Testing Results. Then, the tests of the communication
delay of the powertrain of a plug-in hybrid electric vehicle
are conducted in 4 working conditions separately, which
are the following: testing under the CAN communication
protocol while the controller interior adopts the foreground-
background mode; testing under the CAN communication
protocol while the controller interior adopts the OSEKmode;
testing under the TTCAN communication protocol while the
controller interior adopts the foreground-background mode;
testing under the TTCAN communication protocol while the
controller interior adopts the OSEK mode.

4.2.1. The Testing Results of Communication Delay under
the Foreground-Background Mode with the CAN Protocol.
Under the foreground-background mode, 3 timer interrup-
tions control the sending of 3 periodic CAN messages, an
exterior triggered interruption controls the sending of a
nonperiodic CAN message, and a CAN receiving interrup-
tion controls the real-time receiving of the CAN message.
Figure 4 gives out the communication delay of the non-
periodic message, and Figure 5 gives out the communica-
tion delays of the 3 periodic messages under this mode.
The communication delay is the delay summation of the
four parts including generating, queue, transmission, and
receiving.
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Table 4: The comparison of the measured and theoretical communication delays of the message of the vehicle controller node under
foreground-background mode with the CAN protocol.

Message ID Measured average
communication delay (ms)

Theoretical average communication
delay (ms)

Average communication
delay error

Maximum measured
communication delay (ms)

ID03 0.75585 0.73658 −2.62% 1.4599
ID06 0.73184 0.75523 3.10% 1.4097
ID10 0.80478 0.77407 −3.97% 2.3594
ID15 0.79332 0.78634 −0.89% 3.9359

Table 5: The comparison of the measured and theoretical communication delays of the message of the vehicle controller node under OSEK
mode with the CAN protocol.

Message ID Measured average
communication delay (ms)

Theoretical average
communication delay (ms)

Average communication
delay error

Maximum measured
communication delay (ms)

ID03 0.76043 0.7692 1.14% 1.6344
ID06 0.76505 0.78827 2.95% 1.6427
ID10 0.86326 0.80728 −6.93% 2.1817
ID15 0.88312 0.81935 −7.78% 3.878
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Figure 4: The communication delay of the nonperiodic message
under the foreground-background mode with CAN protocol.

According to Figures 4 and 5, the average communication
delay of each ID message can be acquired after the statistic
analysis, which is shown in Table 4.

4.2.2. The Testing Results of Communication Delay under
the OSEK Mode with the CAN Protocol. Under the OSEK
mode, the sending and receiving of the message are directly
controlled by OSEK tasks. The communication delay of
nonperiodic messages is shown in Figure 6, and the com-
munication delays of the 3 periodic messages are shown in
Figure 7.

According to Figures 6 and 7, the average communication
delay of each ID message can be acquired after the statistic
analysis, which is shown in Table 5.

4.2.3. The Testing Results of Communication Delay under
the Foreground-Background Mode with the TTCAN Pro-
tocol. Figure 8 gives out the communicationdelay of the

nonperiodic message, and Figure 9 gives out the communi-
cation delays of 3 periodic messages.

For the communication delay of the periodic message
shown in Figure 9, the sending and receiving delay parts
are only disturbed by the sending task of the nonperiodic
message inside the node, while the other periodic tasks and
the receiving tasks are all finished inside their own region,
which have no effect on the sending of periodic messages.

According to Figures 8 and 9, the average communication
delay of each ID message can be acquired after the statistic
analysis, which is shown in Table 6.

4.2.4. The Testing Results of Communication Delay under the
OSEK Mode with the TTCAN Protocol. Under the OSEK
mode, the sending and receiving of the message are directly
controlled by OSEK tasks. Figure 10 gives out the communi-
cation delay of the nonperiodic message, and Figure 11 gives
out the communication delay of the 3 periodic messages.

According to Figures 10 and 11, the average communi-
cation delay of each ID message can be acquired after the
statistic analysis, which is shown in Table 7.

4.3. The Data Analysis of the Communication Delay. The
following analysis results can be acquired according to Tables
4 to 7.

(1) According to the measured transmission process of
messages, the matrix period and the schedulable
analysis proposed in Section 4.1.2 are verified to be
true. The schedule of messages can be finished.

(2) Under all kinds of the working conditions and
modes, the theoretical and the measured results are
approaches. The maximal error is just −7.78%, which
indicates that the theoretical model is reasonable.

(3) Under the CAN protocol, for the same message no
matter it is periodic or nonperiodic, the average
communication delay under theOSEKmode is longer
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Table 6: The comparison of the measured and theoretical communication delays of the message of the vehicle controller node under
foreground-background mode with the TTCAN protocol.

Message ID Measured average
communication delay (ms)

Theoretical average
communication delay (ms)

Average communication
delay error

Maximum measured
communication delay (ms)

ID03 5.2397 5.1803 −1.15% 15.317
ID06 0.6094 0.6174 1.30% 0.6173
ID10 0.6014 0.6094 1.31% 0.6093
ID15 0.5904 0.5984 1.34% 0.5983
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Figure 5: The communication delay of the periodic message under the foreground-background mode with CAN protocol.
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Figure 6: The communication delay of the nonperiodic message of
the vehicle controller node under the OSEK mode with the CAN
protocol.

than the one under the foreground-background
mode. The reason is that the generating delay and
the receiving delay (on-chip delay) under the OSEK
mode are longer than the ones under the foreground-
background mode.

(4) Under the CAN protocol, the longest communication
delay of each message under the OSEK mode is
not consistently longer than the longest communica-
tion delay under the foreground-background mode,

which means that the longest communication delay
has more randomness than the average communica-
tion delay.

(5) Under the TTCAN protocol, for the same message
no matter it is periodic or nonperiodic, the commu-
nication delay under the OSEK mode is longer than
the one under the foreground-background mode.
The reason is that the generating delay and the
receiving delay (on-chip delay) under theOSEKmode
are longer than the ones under the foreground-
background mode.

(6) For the periodic message, no matter it is the
foreground-background mode or the OSEK mode,
the communication delay under the TTCANprotocol
is shorter than the one under the CAN protocol. It
is mainly because the queue delay of the communi-
cation delay under the TTCAN protocol is 0, which
makes the integral communication delay decline.

(7) For the nonperiodic message, no matter it is the
foreground-background mode or the OSEK mode,
the communication delay under the TTCANprotocol
is much longer than the one under the CAN protocol.
It is mainly because only arbitration window in
the network bandwidth allows the sending of the
nonperiodic message under the TTCAN protocol. As
a result, the exclusive window and the free window
enlarge the queue delay of the nonperiodic message
and delay the transmission of the nonperiodic mes-
sage, which causes the increase of the communication
delay of nonperiodic messages.
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Figure 7: The communication delay of the periodic message of the vehicle controller node under the OSEK mode with the CAN protocol.
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Figure 8:The communication delay of the nonperiodic message of the vehicle controller node under the foreground-backgroundmode with
the TTCAN protocol.
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Figure 9: The communication delay of the periodic message of the vehicle controller node under foreground-background mode with the
TTCAN protocol.
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Figure 10:The communication delay of the nonperiodicmessage of the vehicle controller node underOSEKmodewith the TTCANprotocol.
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Figure 11: The communication delay of the periodic message of the vehicle controller node under OSEK mode with the TTCAN protocol.

The analysis results above are acquired under the condi-
tions that the periodic message and the nonperiodic message
are transmitted in the network at the same time and that the
working conditions of the sending delay and the receiving
delay inside the node under the foreground-background
mode and the OSEK mode are considered at the same time.

5. Conclusion

Regarding the powertrain network system of a plug-in hybrid
electric vehicle as the studying target, the communication
delay of themessage is tested. Firstly, the topological structure
and the definition of the parameter set of each node of
the powertrain system of this plug-in hybrid electric vehicle
are given out. The bus is established adopting the CAN
protocol and the TTCANprotocol, respectively, and the delay
model of the foreground-background mode and the OSEK
mode systems are adopted inside the node. The schedulable
rules under the TTCAN protocol based on the average
loading arithmetic which takes the periodic message and
the nonperiodic one into consideration at the same time
are established. According to the rules, the matrix period of

message transmission in the powertrain system of a plug-
in hybrid electric vehicle is established as well. Through the
measuredmessage transmission process, it could be acquired
that the matrix period is enough to finish the schedule of
messages, verifying the accuracy of the scheduling algorithm.
The on-chip and on-line united scheduling problem of the
periodic message under the TTCAN mode is analyzed, and
the best on-chip phase of the sending task of the periodic
message is defined. Then, the communication delay of the
message is tested under the foreground-background mode
and the OSEK mode, using the CAN and TTCAN as
the transmission protocol, respectively. In the 4 working
conditions above, after analyzing the test data, it could be
concluded that the communication delay time of the OSEK
mode is a little longer than the one of the foreground-
background mode in the same condition. The real-time
performance of the periodic message under the TTCAN
protocol is better than the one under the CAN protocol,
while the real-time performance of the nonperiodic message
is worse than the one under the CAN protocol. The data of
the measured average communication delay is very similar to
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Table 7: The comparison of the measured and theoretical communication delays of the message of the vehicle controller node under OSEK
mode with the TTCAN protocol.

Message ID Measured average
communication delay (ms)

Theoretical average
communication delay (ms)

Average communication
delay error

Maximum measured
communication delay (ms)

ID03 5.3449 5.213 −2.53% 16.198
ID06 0.6414 0.6494 1.23% 0.6830
ID10 0.6334 0.6414 1.25% 0.6334
ID15 0.6224 0.6304 1.27% 0.6640

the theoretical one, and the maximal error is just −7.78%,
which means that the theoretical model is reliable.
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To improve the driving performance and the stability of the electric vehicle, a novel acceleration slip regulation (ASR) algorithm
based on fuzzy logic control strategy is proposed for four-wheel independent driving (4WID) electric vehicles. In the algorithm,
angular acceleration and slip rate based fuzzy controller of acceleration slip regulation are designed tomaintain thewheel slip within
the optimal range by adjusting the motor torque dynamically. In order to evaluate the performance of the algorithm, the models of
the main components related to the ASR of the four-wheel independent driving electric vehicle are built in MATLAB/SIMULINK.
The simulations show that the driving stability and the safety of the electric vehicle are improved for fuzzy logic control compared
with the conventional PID control.

1. Introduction

The demand for more environmentally friendly and fuel
efficient vehicles has been increased in response to growing
concerns about a clean environment and saving energy. Pure
electric vehicle stands out with its superior zero emission
performance; it has emerged as a viable solution tomeet those
requirements [1, 2].Therefore, the research on electric vehicle
is important.

A 4WID electric vehicle employs four in-wheel (or hub)
motors to drive the four wheels, and the torque and driving
mode of each wheel can be controlled independently. As
one of the most popular active safety systems of vehicles,
acceleration slip regulation (ASR) is widely used in 4WID
electric vehicles nowadays to improve the vehicle’s acceler-
ation performance [3–6]. The basic principle of ASR is to
control the slip rate of driving wheels within the range of
the optimal slip rate. The research on ASR is conducted
using the sliding mode variable structure control system,
the PID control, and the optimal control separately [7–11].
Based on the threshold angular acceleration and adhesion
rate, an antiskid fuzzy logic controller was designed, and

the simulation results show that the fuzzy controller can
effectively keep the slip rate in a reasonable range [12–15].

In this paper, a fuzzy logic control strategy of acceleration
slip regulation based on angular acceleration and slip rate is
proposed to maintain the wheel slip within the optimal range
by adjusting the motor torque dynamically. The simulation
results show that the fuzzy controller effectively prevents
driving wheel slipping and reduces the slip rate.

2. Vehicle Dynamic Model

A quarter dynamics vehicle model is established as follows.

2.1. The Wheel Dynamic Model. The dynamic differential
equations for the calculation of longitudinal motion of the
vehicle are described as follows [16]:

𝑚 ̇𝑢 = 𝐹
𝑑
− 𝐹
𝑓

𝑗
𝜔

̇𝜔
𝑖
= 𝑇
𝑖
− 𝐹
𝑑
𝑅 + 𝐹
𝑧𝑖
𝑓𝑅

𝐹
𝑑
= 𝜇
𝑖
(𝜆) 𝐹
𝑧𝑖
.

(1)
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Considering the longitudinal acceleration and lateral
acceleration of the vehicle, the normal load expression for
each wheel could be written as

𝐹
𝑧(𝑓𝑙,𝑓𝑟)

= (
1

2
𝑀𝑔 ± 𝑀𝑎
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ℎ

𝑑
𝑓

)
𝑙
𝑟

𝑙
−

1

2
𝑀𝑎
𝑥

ℎ

𝑙

𝐹
𝑧(𝑟𝑙,𝑟𝑟)

= (
1

2
𝑀𝑔 ± 𝑀𝑎

𝑦

ℎ

𝑑
𝑟

)

𝑙
𝑓

𝑙
+

1

2
𝑀𝑎
𝑥

ℎ

𝑙
,

(2)

where 𝑖 is𝑓𝑙,𝑓𝑟, 𝑟𝑙, 𝑟𝑟;𝑀,𝑚, 𝑢 are the vehicle mass, a quarter
of the mass vehicle, and vehicle velocity, respectively, 𝐹

𝑓
is

the driving resistance; 𝐹
𝑑
is the driving force; 𝑗

𝜔
is the wheel

inertia; 𝜔
𝑖
is the wheel rotational speed of 𝑖th wheel; 𝑇

𝑖
is

the driving torque of 𝑖th in-wheel motor; 𝑓, 𝜇
𝑖
, 𝐹
𝑧𝑖
are the

coefficient of rolling friction, friction coefficient of 𝑖th wheel,
and normal force of 𝑖th tire, respectively (Figure 1).

2.2. Slip Ratio.

𝜆
𝑖
=

𝑅𝜔
𝑖
− 𝑢
𝑖

𝑅𝜔
𝑖

(driving)

𝜆
𝑖
=

𝑢
𝑖
− 𝑅𝜔
𝑖

𝑢
𝑖

(braking),
(3)

where 𝜆
𝑖
is the lip ratio of 𝑖th tire and 𝑢

𝑖
is the center speed of

𝑖th wheel.

2.3.Model of In-WheelMotor. In this paper, themathematical
model of permanent magnet synchronous in-wheel motor
can be expressed as follows:

𝑢
𝑑
= 𝑟𝑖
𝑑
+

𝑑𝜓
𝑑

𝑑𝑡
− 𝜔
𝑠
𝜓
𝑞
,

𝑢
𝑞
= 𝑟𝑖
𝑞
+

𝑑𝜓
𝑞

𝑑𝑡
+ 𝜔
𝑠
𝜓
𝑑
,

(4)

where 𝜓
𝑑

= 𝐿
𝑑
𝑖
𝑑
+ 𝑀
𝑎𝑓𝑑

𝑖
𝑓
, 𝜓
𝑞

= 𝐿
𝑞
𝑖
𝑞
, 𝜔
𝑠
= 𝑝𝜔

𝑟
; 𝑢
𝑑
, 𝑢
𝑞

are 𝑑- and 𝑞-axis stator voltages, respectively; 𝑖
𝑑
, 𝑖
𝑞
are 𝑑-

and 𝑞-axis stator currents, respectively; 𝜓
𝑑
, 𝜓
𝑞
are d- and q-

axis flux linkage, respectively; 𝐿
𝑞
, 𝐿
𝑑
are 𝑑- and 𝑞-axis stator

inductances respectively; 𝑟 is stator resistance.
Meanwhile, motor torque equation is defined as

𝑇
𝑒
=

3

2
𝑝 [𝜓
𝑓𝑑
𝑖
𝑞
+ (𝐿
𝑑
− 𝐿
𝑞
) 𝑖
𝑑
𝑖
𝑞
] (5)

Motion equation:
𝑑𝜔
𝑟

𝑑𝑡
=

1

𝐽
[𝑇
𝑒
− 𝐵𝜔
𝑟
− 𝑇
𝑙
] (6)

where 𝐵 is damping coefficient, 𝐽 is rotational inertia, 𝑇
𝑙
is

load torque, and 𝑝 is number of pole pairs.
We take 𝑖

𝑞
,𝜔
𝑟
as state variables withmotor control, 𝑖

𝑑
= 0.

The state equations of permanentmagnet synchronousmotor
(PMSM) can be represented as follows:
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Figure 1: A quarter vehicle dynamic model.

The control input variables are 𝑢 and 𝑇
𝑙
, and the output

variables are 𝑖
𝑞
and 𝜔

𝑟
.

3. Control Algorithm of ASR

It is easy to lead wheel excessive slip for the driving of four-
wheel drive electric vehicle on the low adherent surfaces, and
the excessive slip of wheel affects the stability and safety of
vehicle. Wheel angular acceleration increases rapidly in the
process of excessive slip, which cause slip ratio to increase
quickly and driving force to decrease. In this paper, a fuzzy
controller of acceleration slip regulation based on angular
acceleration and slip rate is designed, and the wheel slip rate
will be controlled in a reasonable range.

3.1. Threshold Angular Acceleration. Ignoring the rolling
resistance and wind resistance, the relationship between
wheel angular acceleration 𝛼, torque 𝑇

𝑖
, and slip ratio 𝜆 can

be described by as the following formulas:

̇𝜆 =
− ̇𝑢𝜔𝑅 + ̇𝜔𝑢𝑅

𝜔2𝑅2
=

[𝑗
𝜔
+ (1 − 𝜆)𝑚𝑅

2

] 𝛼 − 𝑇
𝑖

𝜔𝑚𝑅2
,

𝛼 = ̇𝜔 =
𝑇
𝑖

𝑗
𝜔
+ 𝑚𝑅2 (1 − 𝜆)

+
𝜔𝑚𝑅
2 ̇𝜆

𝑗
𝜔
+ 𝑚𝑅2 (1 − 𝜆)

.

(8)

If slip rate 𝜆 increases slowly, ̇𝜆 ≈ 0. Wheel angular accelera-
tion can be represented as follows:

𝛼 =
𝑇
𝑖

𝑗
𝜔
+ 𝑚𝑅2 (1 − 𝜆)

. (9)

With the increase of slip rate, angular acceleration is always
greater than this value in fact. During the process of control,
angular acceleration only needs to be close to this value.
According to the automobile theory, when thewheel goes into
slip state during driving, wheel angular acceleration and slip
ratio will increase rapidly. Therefore the angular acceleration
reflects whether the vehicle is in a state of slip to some extent.
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Figure 2: The block diagram of ASR control.
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Figure 3: The block diagram of fuzzy controller.

Table 1: Fuzzy rules.

𝑇out
Δ
1
= 𝛼 − 𝛼

𝑝

NB NM NS ZO PS PM PB
Δ
2
= 𝜆 − 𝜆opt

NS ZO ZO ZO ZO ZO ZO ZO
ZO ZO ZO ZO ZO ZO PS PS
PS ZO ZO ZO ZO PS PM PM
PM ZO ZO PS PS PM PB PB
PB ZO PS PM PM PB PB PB

The control aim for ASR is tomake slip ratio near optimal
slip ratio and to obtain high driving force. The angular
acceleration threshold value can be described as follows:

𝛼
𝑝
=

𝑇
𝑖

𝑗
𝜔
+ 𝑚𝑅2 (1 − 𝜆opt)

. (10)

3.2. The Optimal Slip Ratio. In this paper, two optimal slip
ratios are considered. The optimal slip ratios of front wheel
and rear wheel are 0.2 and 0.16, respectively.

3.3. The Antiskid Control Structure of 4WID EV. The electric
vehicle rapidly accelerates under the instruction of drivers,
and antiskid controller properly regulates four torques of the
motor according to the current motion state of vehicle to
maintain the slip rate of wheel in a reasonable range.

As shown in Figure 2, the electric vehicle generates torque
𝑇com according to driver’s instructions. Antiskid controller
generates 𝑇out according to the current state of vehicle. The
command torque of the motor is the difference between the
𝑇com and 𝑇out.

4. Antiskid Controller

It is clear that the increasing slip ratio can increase the driving
force between the road and the tire by virtue of an increase
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2
= 𝜆 −
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of friction coefficient, but further increase of slip will reduce
driving force and induce an unstable acceleration of the
wheel. Therefore, if the slip ratio is bigger than the optimal
slip ratio 𝜆opt, the driving force will be diminished drastically.
An antiskid controller is designed to maintain the wheel
slip within the optimal range by adjusting the motor torque
dynamically.

4.1. Fuzzy Antiskid Controller. In this paper, a fuzzy antiskid
controller is designed according to the principle of fuzzy
control. The fuzzy controller has two input signals, and
two inputs are the difference between actual slip ratio and
threshold slip ratio and the difference between actual angular
acceleration and threshold angular acceleration. Fuzzy anti-
skid controller block diagram is described as in Figure 3.

The input signals are shown in Figure 3; Δ
1

= 𝛼 − 𝛼
𝑝

and Δ
2
= 𝜆 − 𝜆opt. The controller generates one output 𝑇out

according to the input current value and the fuzzy rules. The
value can reduce torque of the motor and thus reduce the
driving wheel slip rate.

According to the theoretical derivation and practical
experience, membership functions of inputs and output are
shown in Figures 4, 5, and 6. The Δ

1
and the 𝑇out are divided

into seven fuzzy subsets:[NB, NM, NS, ZO, PS,PM, PB], and
the Δ

2
is divided into five fuzzy subsets: [NS, ZO, PS, PM,

PB].
The Mamdani methods and gravity center method are

used to perform the fuzzy logic calculation and defuzzy
identification in this paper. Table 1 shows the rule base for
the fuzzy antiskid controller.
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The output of fuzzy antiskid controller is determined
by considering the difference between actual slip ratio and
optimal slip ratio and the difference between actual angular
acceleration and threshold angular acceleration. If the actual
angular acceleration is less than the threshold angular accel-
eration, it shows that driving wheel adhesion is in a good
condition. Meanwhile, if the output variable of controller is
zero, the fuzzy controller does not reduce the torque out
of drive motor. If the actual angular acceleration is larger
than the threshold angular acceleration, it shows that the
drive wheel is in a state of slip. Fuzzy controller decides the
output variable according to the current value of slip ratio.
The output variable of fuzzy controller can reduce output
torque of motor and reduce the slip rate of drive wheel.

4.2. PID Controller. In this paper, a PID antiskid controller
is designed to compare the effect of fuzzy controller and PID
controller. The main design intent for this antiskid controller
is to maintain actual slip near a reference value. The input of
PID controller is the error of signal Δ𝜆 = 𝜆 − 𝜆opt, and the
output can be represented as follows:

𝑇outpid (𝑡) = 𝐾
𝑝
Δ𝜆 (𝑡) + 𝐾

𝑖
∫Δ𝜆 (𝑡) 𝑑𝑡 + 𝐾

𝑑

𝑑Δ𝜆 (𝑡)

𝑑𝑡
, (11)

where𝐾
𝑝
,𝐾
𝑖
, and𝐾

𝑑
are the proportional gains, the integral

coefficient, and the differential coefficient, respectively.
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Figure 8: The slip of rear wheel.
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Figure 9: The motor torque of front wheel.

5. Simulation Results and Analysis

The simulation platform is built in MATLAB/SIMULINK
and CarSim to evaluate the performance of the proposed
antiskid controller. The 4WID full-vehicle dynamics model
is established in CarSim including front and rear suspen-
sion, steering, body tires, and other systems. The anti-
skid controller and motor model are established in MAT-
LAB/SIMULINK. Two kinds of road surface conditions are
established to observe the effect of the fuzzy controller and
PID controller.

5.1. The First Test Condition. The electric vehicle rapidly
accelerates at an initial speed of 5 km/h. In this simulation
the tire-road friction coefficient (TRFC) is set to 0.2. The
acceleration command from driver is so large that the vehicle
begins to slip on the low adhesion road.The simulation results
are shown as in Figures 7 and 8.

The slip ratios of front wheel and rear wheel are shown in
Figure 7 and Figure 8. The vehicle runs on the low friction
coefficient road. The slip rate of front wheel reaches 0.9
quickly without antiskid controller. Under effect of the fuzzy
antiskid controller, the slip rate of front wheel and rear wheel
are close to optimal slip ratio 0.2 and 0.16, respectively. Both
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Figure 11: The actual angular acceleration for front wheel.

of fuzzy controller and PID controllers can reduce the slip
and improve the stability of the electric vehicle. However, the
control performance of the proposed fuzzy controller is better
than that of the conventional PID controller.

As shown in Figure 9, both of fuzzy controller and PID
controller can reducemotor torque of front wheel. Finally, the
motor torques are the same in different control methods. In
addition, thewheel angular velocity is shown in Figure 10, and
the fuzzy antiskid controller can effectively reduce the wheel
angular velocity.

As shown in Figure 11, both of fuzzy controller and PID
controller can reduce actual angular acceleration for front
wheel.

As shown in Figure 12, the difference between actual
angular acceleration and threshold angular acceleration
raises rapidly without antiskid controller. Under the effect
of fuzzy antiskid controller, the difference between actual
angular acceleration and threshold angular acceleration is
close to zero. The threshold angular acceleration is effective
to reduce actual angular acceleration.

As shown in Figure 13, The difference between actual slip
ratio and threshold slip ratio reaches 0.7 rapidly without anti-
skid controller. Under the effect of fuzzy antiskid controller,
the actual slip ratio is close to optimal slip.
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Figure 12: Difference between actual angular acceleration and
threshold angular acceleration.
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Figure 13:Difference between actual slip ratio and optimal slip ratio.

5.2. The Second Test Condition. The electric vehicle rapidly
accelerates at an initial speed of 20 km/h. The steering angle
of front wheel is 5 degree. In this simulation the TRFC was
set to 0.2. The acceleration command from driver is so large
that the vehicle begins to slip on the low adhesion road. The
simulation results are shown in Figure 14.

As shown in Figure 14,The slip rate of front wheel reaches
0.85 quickly without antiskid controller. Under effect of the
antiskid controller, the slip rate of front wheel is close to
optimal slip ratio 0.2.

The lateral acceleration of vehicle is shown in Figure 15.
It can be seen from the figure that the lateral acceleration of
vehicle under the effect of antiskid controller is bigger than
that of lacking antiskid controller before 8 second.The vehicle
begins to spin after 8 second, so the lateral acceleration of
without controller is bigger than that of using controller. Both
the fuzzy antiskid controller and PID antiskid controllers can
enhance the lateral stability and safety of electric vehicle.

As shown in Figure 16, with the effect of fuzzy antiskid
controller, the difference between actual angular acceleration
and threshold angular acceleration is close to zero. The fuzzy
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Figure 16: Difference between actual angular acceleration and
threshold angular acceleration.

antiskid controller is effective to reduce actual angular accel-
eration.

The yaw rate of vehicle is shown in Figure 17. Under the
effect of fuzzy controller, the yaw rate of vehicle maintains
steadiness at 0.018 rad/s while the yaw rate of vehicle without
fuzzy controller raises quickly. Figure 17 shows that fuzzy
antiskid controller can improve lateral stability of electric
vehicle to a certain degree on ice road.
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Figure 17: The yaw rate of vehicle.

6. Conclusions

In the paper, the antiskid fuzzy logic controller for four-
wheel independent driving electric vehicles is proposed based
on threshold angular acceleration and optimal slip rate. The
simulation results show that fuzzy slip rate controller can
effectively reduce the slip ratio. It can enhance the driving
performance, themaneuverability, and stability of four-wheel
independent driving electric vehicle.
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Energy management strategy influences the power performance and fuel economy of plug-in hybrid electric vehicles greatly. To
explore the fuel-saving potential of a plug-in hybrid electric bus (PHEB), this paper searched the global optimal energymanagement
strategy using dynamic programming (DP) algorithm. Firstly, the simplified backward model of the PHEB was built which is
necessary for DP algorithm. Then the torque and speed of engine and the torque of motor were selected as the control variables,
and the battery state of charge (SOC) was selected as the state variables. The DP solution procedure was listed, and the way was
presented to find all possible control variables at every state of each stage in detail. Finally, the appropriate SOC increment is
determined after quantizing the state variables, and then the optimal control of long driving distance of a specific driving cycle is
replaced with the optimal control of one driving cycle, which reduces the computational time significantly and keeps the precision
at the same time. The simulation results show that the fuel economy of the PEHB with the optimal energy management strategy
is improved by 53.7% compared with that of the conventional bus, which can be a benchmark for the assessment of other control
strategies.

1. Introduction

In recent years, the problems of energy shortage and envi-
ronmental pollution have greatly promoted the develop-
ment of electric vehicles (EVs). Among the EVs, the pure
electric vehicles (PEVs) run with zero emissions and renew-
able electricity, but their disadvantages, such as the short
operation range, high battery price, and long battery charging
time, have limited the user’s acceptability. The hybrid electric
vehicles (HEVs) have longer operation range and higher
performance than PEVs, but the electricity that keeps the
battery state of charge (SOC) in a narrowwindow is still from
the onboard fossil fuel [1, 2].While the plug-in hybrid electric
vehicle (PHEVs), with larger battery capacity, can run a long
pure electric mileage and make full use of the cheap power
from gird, hence it is more competitive than EVs and charge
sustainable HEVs [3].

The energy management strategy is one of the key factors
that influence the fuel economy and power performance of
the PHEVs. In the PHEVs, in order to make full use of

the electricity energy stored in batteries, it is preferred that the
battery energy drops to its minimumwhen the vehicle arrives
at the destination.Therefore the energymanagement strategy
becomes more complicated than that of the HEVs. Similar
to HEVs, the energy management strategies in PHEVs can
be usually classified into two categories: rule-based con-
trol strategies and optimization-based control strategies [4].
The main idea of rule-based control strategies is to make
each component work in efficient area individually [5–7].
The reference [2] put forward a PHEV rule-based control
strategy after considering the all-electric range and charge
depletion range operations. The reference [5] proposed a
PEHV rule-based energy management strategy by using the
ADVISOR. The rule-based control strategies are simple and
easy to implement, but they cannot safeguard the systematic
optimization and cannot fully exploit the advantages of
PHEVs.

The optimization-based control strategies include global
optimization and real-time optimization. The real-time opti-
mization realizes a local optimum step by step real timely
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and loses the potential to get a global optimum.The adaptive
control is a good example of real-time optimization, and
the H∞ control theory is powerful in adaptive control [8–
11]. The global optimization finds an optimal solution for
the whole process, which is suitable for energy management
issues of the PHEB with regular driving cycle. For example,
dynamic programming (DP) algorithm, which is effective
to solve the constrained and nonlinear optimization prob-
lems, is selected to realize a global optimization of energy
management for HEVs [12]. The reference [12] studied an
optimal energy management of a parallel HEV with the
known driving cycle using DP algorithm. The reference [13]
built the driving cycle model using traffic information with
the help of intelligent transportation systems and utilized
the DP algorithm to study the global energy management
optimization of a parallel plug-in hybrid electric sport utility
vehicle (SUV). The reference [14] presented a way on how to
implement the DP algorithm in the optimization of HEVs
and carried out a global optimization with Toyota Prius
as an example. The reference [15] determined an optimal
energy management law for a two-clutch single-shaft parallel
HEV by using optimization software, named KOALA. By
comparisons, the DP algorithm has been proved to be
powerful and effective in the global optimization of control
strategies in HEVs. In this paper, a global optimization of
the energy management strategy for a plug-in series-par-
allel hybrid bus (PHEB) is explored, and the battery energy
state control is specially considered and discussed.The PHEB
model was built in Section 2 and the global optimization
problem with DP algorithm was put forward in Section 3.
The DP numerical computation method was discussed
and put forward in Section 4 and the simulation results
were given in Section 5. Section 6 gives the main conclu-
sions.

2. Plug-In Series-Parallel Hybrid Electric
Bus Modeling

2.1. Plug-In Series-Parallel Hybrid Electric Bus Configuration.
Figure 1 shows a schematic view of the PHEB powertrain,
which includes a diesel engine, an integrated starter generator
(ISG) motor, and a main drive motor. The ISG is connected
to engine through a torsion damper. There is an on-off mode
clutch between the ISGmotor and the main drive motor.The
PHEB works in parallel mode or engine-only mode when the
mode clutch is in “ON” condition, and the diesel engine, ISG
motor, and main drive motor drive the wheel mechanically.
While the PHEBworks in its series mode or all-electric mode
when the mode clutch is in “OFF” condition, the main drive
motor drives the wheels directly, and the diesel engine drives
the ISG motor to generate electricity or not according to the
battery state of charge. The main specific parameters of the
PHEB are listed in Table 1.

2.2. Plug-In Series-Parallel Hybrid Electric Bus Simulation
Models. There are two modeling methods in PHEV simu-
lations. One is forward modeling, which is more accurate

Diesel 
engine

ISG 
motor Model clutch

Main drive
motor Final drive

Figure 1: The plug-in series-parallel hybrid electric bus powertrain
configuration.

Table 1: Main specific parameters of the plug-in series-parallel
hybrid electric bus powertrain.

Diesel engine
Maximum power (kW) 147
Maximum torque (Nm) 730

ISG motor
Maximum power (kW) 55
Maximum torque (Nm) 500

Drive motor
Maximum power (kW) 166
Maximum torque (Nm) 2080

Battery
Capacity (Ah) 60
Voltage (V) 580

Final drive ratio 6.17
Curb weight (kg) 12500
Gross weight (kg) 18000
Air resistance coefficient 0.55
Frontal area (m2) 6.6
Tire dynamic radius (mm) 473

but with heavier computational burden, and is always used
to test the vehicle dynamic performance and drivability. The
other one is the backward modeling, which is calculated with
fixed time steps ignoring the dynamics of the powertrain
components and usually is used to evaluate the vehicle fuel
economy [16]. Since the global optimization is based on the
fixed driving cycle and the DP problem is solved backward
from the terminal of the driving cycle, we built the facing-
backward simulation models as follows.

The diesel engine is modeled as a 3-dimension look-
up table, where the inputs are the engine torque and speed
and the output is the fuel consumption rate, as shown in
Figure 2.The fuel consumption efficiencymap is based on the
experimental data.

The ISG motor is modeled as a 3-dimension look-up
table based on the experimental efficiency map as shown in
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Figure 2:The fuel consumption efficiency map of the diesel engine.
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Figure 3: The ISG efficiency map.

Figure 3. Due to the limit of battery power, the output torque
of ISG 𝑇ISG is described as follows:

𝑇ISG

=

{{{{{{{

{{{{{{{

{

min (𝑇ISG req, 𝑇ISG dis max (𝑛ISG) ,

𝑇ISG bat dis max (𝑛ISG, SOC)) , 𝑇ISG req ≥ 0

max (𝑇ISG req, 𝑇ISG chg max (𝑛ISG) ,

𝑇ISG bat chg max (𝑛ISG, SOC)) , 𝑇ISG req < 0,

(1)

where 𝑇ISG req is the required ISG torque, 𝑛ISG is the ISG
speed, SOC is the battery state of charge (SOC), 𝑇ISG dis max
and 𝑇ISG chg max are the maximum ISG torque when driv-
ing and generating, respectively, and 𝑇ISG bat chg max and
𝑇ISG bat dis max are the torque limits due to battery current
limits in the charging and discharging modes, which are
functions of ISG speed and torque.

The main drive motor is modeled as a 3-dimension look-
up table based on the experimental efficiency map as shown
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Figure 4: The efficiency map of the main drive motor.

in Figure 4. Due to the limit of battery power, the output
torque of the main drive motor 𝑇

𝑚
is as follows:

𝑇
𝑚
=

{{{{{{{

{{{{{{{

{

min (𝑇
𝑚 req, 𝑇𝑚 dis max (𝑛𝑚) ,

𝑇
𝑚 bat dis max (𝑛𝑚, SOC)) 𝑇

𝑚 req ≥ 0

max (𝑇
𝑚 req, 𝑇𝑚 chg max (𝑛𝑚) ,

𝑇
𝑚 bat chg max (𝑛𝑚, SOC)) , 𝑇

𝑚 req < 0,

(2)

where 𝑇
𝑚 req is the required torque of the main drive motor,

𝑛
𝑚

is the speed of the main drive motor, 𝑇
𝑚 dis max and

𝑇
𝑚 chg max are the maximum torque when driving and

regenerative braking, respectively, and 𝑇
𝑚 bat chg max and

𝑇
𝑚 bat dis max are the torque limits due to battery current limits

when charging and discharging, respectively, which are the
functions of the main drive motor speed and torque.

The static equivalent circuit battery model described in
[12] is used.Themodel inputs are the speed and torque of ISG
and main drive motor, the model output is the battery SOC,
which is calculated by (3)

SOC (𝑘 + 1) = SOC (𝑘)

− (𝑉oc − (𝑉
2

oc − 4 (𝑅int + 𝑅𝑡)

× (𝑇
𝑚
⋅ 𝑛
𝑚
⋅ 𝜂
− sgn(𝑇𝑚)
𝑚

+ 𝑇ISG ⋅ 𝑛ISG ⋅ 𝜂
− sgn(𝑇ISG)
ISG ))

1/2

)

× (2 (𝑅int + 𝑅𝑡) ⋅ 𝑄𝑏)
−1

,

(3)

where 𝑅int is the internal resistance, 𝑉oc is the open-circuit
voltage, 𝑅int and 𝑉oc are the function of SOC, 𝑄

𝑏
is the

maximum battery capacity, 𝑅
𝑡
is the terminal resistance,

𝜂
𝑚

and 𝜂ISG are the efficiencies of the main drive motor
and ISG accordingly, and 𝑘 denotes the calculation step in
discretization way.



4 Mathematical Problems in Engineering

700 1000 1300 1600 1900 2200 2500

800
700
600
500
400
300
200
100

0

To
rq

ue
 (N

m
)

P-out (kW) Opt-line

Speed (r/min)

TISG-min

Te-maxBSFC (g/(kW·h))

Figure 5: Engine-ISG fuel consumption map.

The mode clutch works in three conditions: disengaged,
where clutch = 0; engaged, where clutch = 1; and half-
engaged, where 0 < clutch < 1. The transition duration is
very small, less than the time interval of the sample point
of the driving cycle, so only two working conditions are
considered in the dynamic optimization. If clutch = 1, the
torque of engine and ISGmotor can be delivered to final drive
completely. If clutch = 0, only themain drivemotor drives the
vehicle.

When the PHEB works in series hybrid mode, taking
the efficiency of engine and ISG into consideration, the
minimum fuel consumption curve can be found as shown
in Figure 5. For each required 𝑃ISG, only the points on the
minimum fuel consumption line are considered.

The time interval is set to 1 second. Assuming that the
torques of the engine, main drive motor, and ISG remain
constant in one time interval, we can calculate the vehicle
dynamics as

VV (𝑘 + 1) = VV (𝑘)

+
1

𝛿𝑀
(

𝑇req (𝑘) ⋅ 𝑖𝑜 ⋅ 𝜂

𝑟
𝑑

−
VV (𝑘)
VV (𝑘)



(𝐹
𝑓
+ 𝐹
𝑎
(VV (𝑘))) ) ,

(4)

where 𝑇req is the total required torque as the input of the
final drive, 𝜂 is the mechanical powertrain efficiency, 𝑖

𝑜
is the

final drive ratio, VV is the vehicle speed, 𝑟𝑑 is the dynamic tire
radius, 𝛿𝑀 is the effective mass of the vehicle, and 𝐹

𝑎
and

𝐹
𝑓
are aerodynamic drag force and rolling resistance force,

respectively.
According to (4), we can get the 𝑇req as the driving

cycle is known in advance. For the PHEB powertrain, the
relationship between 𝑇req and the powertrain components
can be expressed as

𝑇req (𝑘) = 𝑇𝑒 (𝑘) + 𝑇ISG (𝑘) + 𝑇𝑚 (𝑘) +
𝑇
𝑏
(𝑘)

𝑖
𝑜

, (5)

where 𝑇
𝑏
is the hydraulic brake torque and 𝑇

𝑒
is the engine

torque.

3. Global Optimal Energy Management
Strategy Modeling

For PHEB, DP aims to find the control of each stage to
minimize the cost function over the whole driving cycles.The
control variables and state variables are determined before
DP problem is formulated. The state variables, including
vehicle speed VV and SOC, reflect the operating state of the
system. As the driving cycle and the vehicle speed VV in
every stage are known, SOC is chosen as the state variable.
There are many control variables in the PHEB such as engine
torque 𝑇

𝑒
, engine speed 𝑛

𝑒
, motor torque 𝑇

𝑚
, ISG torque

𝑇ISG, and hydraulic brake torque 𝑇
𝑏
, but only three of them

are independent. Here the 𝑛
𝑒
, 𝑇
𝑒
, and 𝑇

𝑚
are chosen as the

independent control variables.
In the discrete-time format, the PHEB system can be ex-

pressed as

𝑥 (𝑘 + 1) = 𝑓 (𝑥 (𝑘) , 𝑢 (𝑘)) , (6)

where 𝑥(𝑘) and 𝑢(𝑘) are state vector and control vector,
respectively.

For PHEB, the price of electricity is very low compared
with that of diesel when used to drive the same distance [13],
so we focus our research on minimizing the fuel consump-
tion. The cost function is built as follows:

𝐽 =

𝑁−1

∑

𝑘=0

𝐿 (𝑥 (𝑘) , 𝑢 (𝑘)) =

𝑁−1

∑

𝑘=0

fuel (𝑘) , (7)

where 𝑁 is the duration of the driving cycle, and 𝐿 is the
instantaneous cost; fuel denotes the diesel consumption.

If the SOC drops below the lower limit, the battery will
not supply electricity to the main drive motor. To avoid the
condition that the engine cannot supply the required torque,
another cost function should be considered besides (7) then
the cost function rewrites as follows:

𝐽 =

𝑁−1

∑

𝑘=0

𝐿 (𝑥 (𝑘) , 𝑢 (𝑘))

=

𝑁−1

∑

𝑘=0

[fuel (𝑘) + 𝛼(𝑇req (𝑘) − 𝑇𝑒 (𝑘)

− 𝑇ISG (𝑘) − 𝑇𝑚 (𝑘) −
𝑇
𝑏
(𝑘)

𝑖
𝑜

)

2

] ,

(8)

where 𝛼 is a positive weighting factor.
Constrains (5) and (9) are necessary to ensure a smooth

operation of the engine, ISG, main drive motor, and batteries
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during the optimization. Consider

𝑛
𝑒-min ≤ 𝑛𝑒 (𝑘) ≤ 𝑛𝑒-max,

𝑇
𝑒-min (𝑛𝑒 (𝑘)) ≤ 𝑇𝑒 (𝑘) ≤ 𝑇𝑒-max (𝑛𝑒 (𝑘)) ,

𝑇ISG-min (𝑛ISG (𝑘) , SOC (𝑘)) ≤ 𝑇ISG (𝑘)

≤ 𝑇ISG-max (𝑛ISG (𝑘) , SOC (𝑘)) ,

𝑇
𝑚-min (𝑛𝑚 (𝑘) , SOC (𝑘)) ≤ 𝑇

𝑚
(𝑘)

≤ 𝑇
𝑚-max (𝑛𝑚 (𝑘) , SOC (𝑘)) ,

SOCmin ≤ SOC (𝑘) ≤ SOCmax,

𝑛
𝑚
(𝑘) = 𝑛

𝑒
(𝑘) = 𝑛ISG (𝑘) if clutch = 1,

𝑛
𝑒
(𝑘) = 𝑛ISG (𝑘) if clutch = 0,

𝑇
𝑒
(𝑘) + 𝑇ISG (𝑘) = 0 if clutch = 0.

(9)

4. A Numerical Computation for
the DP Problem

Based onBellman’s Principle ofOptimization, the global opti-
mization problem can be solved by dealing with a sequence
of subproblems of optimization backward from the terminal
of the driving cycle [17, 18]. Then the DP problem can be
described by the recursive equation (10)-(11).The subproblem
for (𝑁 − 1) step is

𝐽
∗

𝑁−1
(𝑥 (𝑁 − 1)) = min

𝑢(𝑁−1)

[𝐿 (𝑥 (𝑁 − 1) , 𝑢 (𝑁 − 1))] . (10)

For step 𝑘 (0 ≤ 𝑘 < 𝑁 − 1), the subproblem is

𝐽
∗

𝑘
(𝑥 (𝑘)) = min

𝑢(𝑘)

[𝐿 (𝑥 (𝑘) , 𝑢 (𝑘)) + 𝐽
∗

𝑘+1
(𝑥 (𝑘 + 1))] , (11)

where 𝐽∗
𝑘
(𝑥(𝑘)) is the optimal cost-to-go function at state𝑥(𝑘)

from stage 𝑘 to the end of the driving cycle and 𝑥(𝑘+1) is the
state in stage 𝑘+1 after the control 𝑢(𝑘) is applied to state 𝑥(𝑘)
at stage 𝑘 according to (6).

4.1. Solving the DP Problem Backward. The recursive equa-
tion (10)-(11) is solved backward, and quantization and inter-
polation are needed to solve the equation. The continuous
state SOC is discretized into finite grids first, and the number
of discretized state 𝑆 is

𝑆 =
(SOCmax − SOCmin)

𝛿SOC
, (12)

where 𝛿SOC is the increment of the discretized SOC and
SOCmax and SOCmin are upper and lower constrains of SOC.

Then find all possible control solutions at every state of
each stage.The function 𝐽∗

𝑘
(𝑥(𝑘)) at every grid points of SOC

is evaluated, and 𝐽∗
𝑘+1
(𝑥(𝑘 + 1)) is evaluated by interpolation

if the calculated value of admissible SOC
𝑘+1

in (3) does not
fall exactly on grid points. The way of interpolation is shown
in [13]. The procedure of solving the DP problem backward
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Figure 6: The flow chart of solving the DP problem backward.

is shown in Figure 6, where the required speed 𝑛req is the
same as driving cycle and required torque is determined by
inversely solving vehicle dynamic model as shown in (4).

4.1.1. To Find All Possible Control Solutions. It is very impor-
tant to find all possible control solutions in the procedure
of solving the DP problems backward. The possible control
solutions are the possible combination of the discrete torque
of the components in each state of the driving cycle which
meets the torque need of the vehicle. The number of the
control solutions influences the accuracy of the optimization
greatly, and the way to search for all the control solutions
influences the computational burden significantly. To get a
compromise, here we find the possible working modes of the
PHEB first, and then we find all possible control solutions in
every mode; finally we get all the control solutions at every
grid point of SOC.

The PHEB works in many modes, such as engine-only
mode, battery electric (EV) mode, engine-ISG parallel mode,
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Figure 7: Schematic diagram of state transformation with control
variables.

engine-motor parallel mode, and series mode. The ISG is
used as a starter and generator and will not drive the bus
directly.Onlywhen the torque required by the vehicle exceeds
the maximum torque that can be provided by the main
drive motor and engine together, the ISG will provide the
remaining torque.

According to (6), the state variables in the 𝑥(𝑘 + 1) may
exceed the range of SOC, as shown in Figure 7, where the
state at stage 𝑘 + 1 exceeds the range of SOC with the control
variables 𝑢

1
(1) and 𝑢

𝑛
(3). To avoid this situation, the control

variables should be limited. We divide SOC into three areas:
SOCmax ≥ SOC ≥ SOChigh, SOCmin ≤ SOC ≤ SOClow, and
SOClow < SOC < SOChigh.The initial SOC and terminal SOC
are usually in the area SOClow < SOC < SOChigh.

(A) When the SOC is higher than high limit SOChigh, the
motor drives the bus without regenerative braking.
Only when the torque required by the vehicle exceeds
the maximum torque that can be provided by drive
motor, ISGwill supply positive torque to drive the bus.
If more driving power is required, the engine comes
to work to supply the remaining torque.

(B) When the SOC drops below the low limit SOClow,
the battery will not supply electric energy any more.
According to the required torque and required speed
areas of final drive shown inFigure 8, the PHEBworks
in different modes as listed in Table 2. The blue line
in Figure 8 represents the maximum output torque of
the motor with the power supplied by engine, ISG,
when PHEB works in series mode.

(C) If SOClow < SOC < SOChigh, the torque that can be
supplied by the powertrain components is shown in
Figure 9. The possible working modes are shown in
Table 3.

If the PHEB works in series mode, discretize the min-
imum fuel consumption curve into finite points, and the
engine/ISG works on these points. If the PHEB works in
engine-motor parallel mode, such as the PHEV which works
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Figure 8: The required speed and torque of the final drive when
SOC < SOClow.
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Figure 9: The required speed and torque of final drive when
SOClow < SOC < SOChigh.

on area 3 in Figure 9, the flow chart to find all possible
controls is shown in Figure 10(a). If the PHEB works in
the same mode on areas 4, 5, and 6 in Figure 9, the initial
condition of 𝑇

𝑒
is set to be 𝑇req. If the PHEB works in engine-

ISG parallel mode, the way to find the possible controls is
shown in Figure 10(b).

4.2. To Find the Optimal Control Path Forward. The optimal
controls at every state point of every stage are obtained
by solving the DP problem backward; if the initial SOC is
specified, the optimal control path will be found forward.
The interpolation is also needed to find the optimal control
path as shown in Figure 11. If the optimal control at stage 𝑘
is 𝑢
𝑘
, the optimal control 𝑢

𝑘+1
at stage 𝑘 + 1 is got through

interpolation between the controls 𝑢
𝑘+1
(𝑖) and 𝑢

𝑘+1
(𝑖 + 1),

which are the optimal controls at state grid points 𝑥(𝑖) and
𝑥(𝑖 + 1), respectively, at stage 𝑘 + 1.

5. Simulation Results

For the PHEB, it is reasonable to make full use of the battery
energy. Considering the health and the efficiency of the
battery, the low level, the high level, and the initial SOCs were
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j = j + 1

Te = Te − 𝛿Te
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Tm ≥ Tm-max ?

u

Yes
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u(j) = (ne , Te , Tm , TISG)

(a) For engine-motor parallel mode
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TISG = Treq − Te
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Te = Te + 𝛿Te
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Yes

Yes

No

No

u

u(j) = (ne , Te , Tm , TISG)

(b) For engine-ISG parallel mode

Figure 10: The way to find possible control solutions.

Table 2: Working modes when SOC < SOClow.

The required speed and
torque areas of the final
drive in Figure 8

PHEB possible working mode Remarks

1 Series mode Engine/ISG works in maximum power point
2 Engine-only mode Engine only drives the PHEB

3 Engine-ISG parallel mode Engine drives the PHEB, and the ISG generates as much electric
energy as possible to charge the battery

x1 x1 x1

xn xn xn

uk

uk+1(i)

uk+1(i + 1)

uk+1

k k + 1 k + 2

Figure 11: The schematic diagram of interpolation.

selected to be 0.3, 0.8, and 0.6, respectively. The driving cycle
is the Chinese typical urban drive cycle (CTUDC) as shown
in Figure 12. The total distance of one CTUDC is 5.897 km,
and the duration of one CTUDC is 1314 seconds.

The battery capacity of PHEB is much higher than that
of HEVs, and the PHEB drives with the mode of one day
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Figure 12: The profile for one CTUDC driving cycle.

one charge, so the PHEB would drive for many consecutive
driving cycles. To show the energy distribution between the
engine, ISG, and main drive motor, the model is simulated
with the input of 15 consecutive CTUDC cycles. The incre-
ment of discretized SOC, 𝛿SOC, is selected to be 0.001, the
increment of engine torque 𝛿𝑇

𝑒
is selected to be 5Nm, the

weighting factor 𝛼 is selected to be 100, and the PHEB weight
of simulation is set to be the gross weight.

Figure 13 shows the simulation result of SOC under
the DP optimal control for 15 consecutive CTUDC cycles.
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Table 3: Possible PHEB modes when SOClow < SOC < SOChigh.

Required torque and
speed areas of final drive PHEB possible working modes Remarks

1 EV mode, series mode If the motor cannot supply sufficient torque, the ISG
motor will provide the remaining torque

2 Engine-ISG-motor parallel mode
The required torque of final drive exceeds the maximum
torque provided by engine and motor together, and ISG

motor provides remaining torque
3 Engine-motor parallel mode None

4 EV mode, series mode, engine-motor parallel
mode None

5 engine-ISG parallel mode, engine-motor parallel
mode, engine-only mode None

6 Engine-only mode, EV mode, engine-ISG parallel
mode, engine-motor parallel mode, series mode None

0.6
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×104Time (s)

Figure 13: The SOC simulation result for 15 CTUDC cycles.

The SOC decreased to 0.314 when the bus reached the
destination. Because of the regenerative braking at the end
of the cycle, the terminal SOC is a little higher than the low
level, but it is still very close to the low level, so the bus can
make full use of the battery energy with the optimal control.

The SOC decreases evenly from the initial SOC to the
low level of the SOC. When the optimal control was applied
to the 15 consecutive CTUDC cycles, the SOC reduction
would be 0.02 for one cycle on average. To relieve the heavy
computational burden, the optimal control for one CTUDC
cycle can be used as the optimal control for 15 consecutive
CTUDC driving cycles through restricting the initial SOC
and terminal SOC.The initial SOC and desired terminal SOC
are selected to be 0.5 and 0.48, respectively. To ensure that the
SOC at final time is the desired value, an additional terminal
constrain on SOC needs to be imposed and the cost function
would be

𝐽 =

𝑁−1

∑

𝑘=0

𝐿 (𝑥 (𝑘) , 𝑢 (𝑘))

=

𝑁−1

∑

𝑘=0

[fuel (𝑘) + 𝛼(𝑇req (𝑘) − 𝑇𝑒 (𝑘) − 𝑇ISG (𝑘)

− 𝑇
𝑚
(𝑘) −

𝑇
𝑏
(𝑘)

𝑖
𝑜

)

2

]

+ 𝛽(SOC (𝑁) − SOC
𝑓
)
2

,

(13)
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Figure 14: Velocity comparison between simulation and CTUDC
cycle.
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Figure 15: The SOC simulation result for one CTUDC cycle.

where 𝛽 is positive weighting factor and SOC
𝑓
is the desired

SOC at the end of driving cycle.
The increment of SOC, 𝛿SOC, is selected to be 0.001, the

increment of engine torque 𝛿𝑇
𝑒
is selected to be 5Nm, and

the weighting factors 𝛼 and 𝛽 are selected to be 100 and 1 ×
107, respectively. The difference between simulation result of
velocity and desired vehicle velocity is very small as shown in
Figure 14. Figure 15 shows the simulation result of SOC with
the optimal control for one driving cycle, and the terminal
SOC turned out to be 0.4804, which is very close to the
desired value.
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Table 4: The simulation results for different driving cycles.

Number of driving cycle 15 1
Distance (km) 88.46 5.897
Initial SOC 0.6 0.5
Terminal SOC 0.314 0.4804
Electric energy consumption (kWh) 9.95 0.682
Fuel consumption (L) 17.44 1.174
Fuel consumption per 100 km (L/100 km) 19.72 19.90
Computation time (s) 50220.8 2643.2

The simulation results for 15 consecutive driving cycles
and one driving cycle are shown in Table 4. The fuel con-
sumption per 100 km of 15 driving cycles is 19.72 L, and
the fuel consumption per 100 km of one driving cycle with
restricted terminal SOC is 19.90 L. The fuel consumption
per 100 km increased by 0.91%, while the computation time
decreased by 94.7%. Considering that the internal resistance
of the battery is a function of SOC, the optimal control of
one driving cycle with restricted terminal SOC is applied
to the simulation for 15 consecutive driving cycles, and the
simulation result is shown in Table 5.

With the optimal control for one driving cycle, the fuel
consumption per 100 km increased by 0.91% and the electric
energy consumption increased by 3.2%, but the terminal SOC
is still higher than the low level. The computation time of
solving DP problem to find the optimal control decreased
significantly, so it is feasible to find the optimal controls for
consecutive driving cycles by solving the DP problem for one
driving cycle with restricted initial SOC and terminal SOC.

The state increment 𝛿SOC in (12) also influences the accu-
racy of the optimization. If the 𝛿SOC is smaller, the quantized
search area will be larger, hence the computational burden
will be heavier. To study the tradeoff between accuracy of the
optimization and computation time, 𝛿SOC is selected to be
0.0005, 0.001, and 0.005, respectively. The SOC simulation
results are shown in Figure 16. The terminal SOC dropped
to 0.4802, 0.4804, and 0.4806, respectively, which are very
close to the desired value.When 𝛿SOC is selected to be 0.001,
the curve of SOC is very similar to the curve when 𝛿SOC is
selected to be 0.0005.

The fuel consumption and computation time results are
summarized in Table 6. Compared with the results when
𝛿SOC is 0.0005, the fuel consumption increased by 0.61%
and the computation time decreased by 53.9% when 𝛿SOC
is 0.001, while the fuel consumption increased by 7.03% and
the computation time decreased by 91.0% when 𝛿SOC is
0.005. Considering the tradeoff between fuel consumption
and computation time, it is feasible to set 𝛿SOC to be 0.001.
And the simulation results in this case are shown in Figure 17.

The output torque of the PHEB components is shown in
Figure 17. It can be seen that the ISG seldom works as a gen-
erator to charge the battery, and most of the negative power
is from regenerative braking. If the ISG works as a generator,
there are engine efficiency losses, ISG efficiency losses, main
drive motor efficiency losses, and battery efficiency losses,
hence the system is ineffective, so in most cases the optimal
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Figure 16: The SOC simulation results with different 𝛿SOCs.
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Figure 17: The simulation results with DP optimal control when
𝛿SOC is 0.001.
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Figure 18: The PHEB working modes under optimal control strat-
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control strategy based on DP avoids the situation when the
ISG works as a generator. At the end of the cycle, to force
the terminal SOC to be the desired value, the ISG supplied
negative power to charge the battery.

The working modes of the PHEB is shown in Figure 18,
where mode = 0means that the bus stops and no powertrain
components is working; mode = −1 means regenerative
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Figure 19: Working areas of the components.

Table 5: Simulation results for different control strategies.

Control strategy Number of
driving cycle Initial SOC Terminal SOC Electric energy

consumption (kWh) Fuel consumption (L)
Fuel consumption

per 100 km
(L/100 km)

DP optimal control
for 15 consecutive
cycles

15 0.6 0.314 9.95 17.44 19.72

DP optimal control
for one cycle with
restricted initial
and terminal SOCs

15 0.6 0.305 10.27 17.603 19.90

Table 6: Simulation result of fuel consumption and computation
time.

𝛿SOC 0.0005 0.001 0.005
Fuel consumption per 100 km (L/100 km) 19.78 19.90 21.17
Computation time (s) 5733.4 2643.2 517.4

braking mode, mode = 1means EV mode, mode = 2means
engine-only mode, mode = 3 means parallel mode, and
mode = 4 means series mode. It can be seen that the system
does not work in series mode in case of the low efficiency.

When the PHEBworks in full load condition and the load
rate of engine is high, the engine can work in high efficiency
area without need of the load regulation of ISG, so the
ISG seldom supplies negative torque. The working points of
engine andmain drivemotor are shown in Figure 19. It shows
that the engine works in high efficiency areas in most cases.
The main drive motor drives the bus alone when the vehicle
speed is low.The engine works if the vehicle required speed is
high and themain drive motor supplies the remaining torque
to maintain the engine working in high efficiency. The ISG
seldom works under the optimal control based on DP, but
it does not mean that the ISG is useless, because the energy
control strategy of the PHEB is based on rules in reality, the
driving distance is not a fixed value, and the ISG is needed
to charge the battery to maintain the SOC level. There is

no standard PHEB fuel consumption for rule-based energy
management control strategy, and the PHEB may consume
more fuel than traditional bus if the control rule parameters
were not properly designed. So we made a comparison of
the fuel consumption between the PHEB with optimized
control strategy and the prototype conventional diesel bus.
The results show that the experimented fuel consumption
of the prototype conventional diesel bus is 43 L/100 km in
CTUDC driving cycle, and the fuel consumption of the
optimized PHEB is 19.90 L/100 km, with additional electricity
consumption of 11.61 kWh/100 km, the fuel consumption
decreased by 53.7%. The optimal control based on DP can
improve fuel economy significantly. It should be noted that
the fuel consumption results given by the optimal control
based on DP are maximum potential gains, and they cannot
be reached in a real vehicle, because the entire driving cycle
is known in advance, and neither comfort constraints nor
highly dynamic phenomena are taken into account [15].

6. Conclusions

It is very complicated to determine the energy manage-
ment strategy for a series-parallel PHEB, and the dynamic
programming is a powerful tool to get global optimization
results. The backward simulation model of the series-parallel
PHEB was built. Then, to explore the potential of fuel
economy, the dynamic programming algorithm is utilized to
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realize an optimal control on a known-in-advance driving
cycle. The procedure of DP for the series-parallel powertrain
topology is introduced in detail. An appropriate method
is proposed to improve the computational efficiency which
can reduce the computation burden greatly and keep the
precision of DP.

The simulation results show that with the global optimal
control, the battery SOC can reach its lower limit at the
end of the cycle, which means that the bus can make full
of the battery energy. Meanwhile, the ISG seldom works in
generation mode under given cycle and SOC interval, which
avoids the inefficient situation. It is proved that the optimal
control based onDP can reduce the fuel consumption greatly.

The drawback of optimal control based on DP is that
the driving cycle should be known in advance, and the
computational burden is still very heavy, so it is difficult to
be applied in a real vehicle. In the further study, a near-
optimal control law will be extracted according to the global
optimization results.
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In order to analyze the online communication delay of nonperiodic CAN message, the mathematical model of average on-line
delay is established based on M/G/1 queuing theory and an experimental platform is designed to analyze the delay of CAN
communication, with which the on-line delays of messages with a different ID are tested at different load ratios. The results show
that the model is very close to the actual situation indicating the high accuracy of the model. In the results, for the same message,
the average and maximum online delays both increase with the raise of load ratio. At the same load ratio, the maximum on-line
delay increases with the decrease of the message priority, and the average on-line delay remains almost unchanged.

1. Introduction

The vehicle distributed real-time control system is a specific
application of distributed real-time control system, which is
a closed-loop feedback control system consisting of a sensor,
a controller, and an actuator on a real-time network. Its
network medium is generally shared by several control loops
which is obviously different from the traditional mode. This
type of networked control mode is superior to the traditional
point-to-point centralized control mode, because of its shar-
ing of information resources, much decrease of connecting
wiring harness, digitization and modularization of control
assembly and components, and being easier to expand and
maintain as well as high efficiency, reliability, and flexibility,
and so forth [1–9]. On the other hand, the use of networked
control impacts on system performance. References [10–14]
analyze the relationship between network-induced delays
and systemperformance, introducing network-induced delay
in the system modeling, considering the network-induced
delays and random data missing occurrence, analyzing the
problem of stability control under a different network-
induced latency, pointing out that it is necessary to consider
network-induced delays in the choice of control algorithms.

In the network control system, apart from the trans-
mission of the time-triggered periodic message, the event-
triggered nonperiodic message is suggested to be taken into
account.The generation of nonperiodicmessage is not related
to time and as a result its transmission delay cannot be
analyzed according to the transmission mode of periodic
message. Nonperiodic message generally is not the regular
input and output information in the network control system.
Its generating frequency is much lower than the periodic one.
If this type of message is sent as periodic message, the load
of the network will get greatly increased. However, this type
of message is usually some detection data of the system, like
the warning message.Therefore, the request for the reliability
and real-time performance is much higher than the periodic
one. For example, considering the warning signal of the
battery in the monitoring system of an electric vehicle, the
sensor sends a binary warning signal when the battery breaks
down. If this message could not be sent to the monitoring
center in time, the consequence caused is more serious than
the transmission problems caused by regular controlling
information (like rotate speed, electricity, etc.). Therefore,
there is a high necessity to analyze the transmission delay of
nonperiodic message.
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Nowadays, the mainstream bus of the vehicle distributed
real-time control system is Controller Area Network (CAN)
bus. The delay of CAN communication can be divided into
four parts: generating delay, queue delay, transmission delay,
and receiving delay [15]. Considering that the queue delay
and transmission delay are related to the process of message
transferring on the bus, these two parts should be defined
as on-line delays. In order to obtain the communication
delay of nonperiodic CANmessage, two problems need to be
figured out. First of all, what kinds of laws are the generating
process of nonperiodic message consistent with? Secondly,
what characteristics dose the queue process possess when the
nonperiodic message with specific generating laws transmits
on theCANnetwork? Scholars around theworld have already
done some research work on the communication delay of
nonperiodic CAN message [15–32].

References [15–19] take the nonperiodic message as peri-
odic one and consider the minimum value of interval time
between two transmissions of themessage frame as its period.
References [20–23] utilize a dynamic priority strategy to
enhance the real-time performance of nonperiodic message.
Reference [24] adopts the time-triggered mode and analyzes
the scheduling and real-time problems of CAN. Reference
[25] builds an experimental platform for analyzing the real-
time performance of CAN. Reference [26] assumes that the
occurrence of error frame accords with Poisson process and
analyzes the influence on network-induced delays caused by
error frames; nevertheless, there is only theoretical analysis
but no experimental data. Reference [27] analyzes the waiting
time and the length of the queue of messages applying the
M/M/1 queuing process but does not provide corresponding
experimental data. References [28, 29] do not differentiate
between periodic and nonperiodic messages and uniformly
adopt an M/G/1 queuing process to establish the mathemat-
ical model of average delay. Reference [30] puts forward a
buffered estimation method aimed at the System on Chip
(SoC) based on a priority-ranked queuing model and builds
a buffered queuing model.The queue is anM/G/1 queue with
several different client levels and non-preemptive arbitration.
A mathematical model of average waiting time is deduced,
which can provide some reference value for us to build the
average waiting time model of the nonperiodic message on
CAN bus.

In this paper, a mathematical model of average on-line
delay of nonperiodic message is built using the queuing
theory. Moreover, on-line delays of messages with different
priorities at different load ratios are tested separately. After
analyzing and contrasting the measured and theoretical
values, basic characteristics and laws of the on-line delay of
nonperiodic CAN message are acquired.

2. Basic Introductions about Online Delay of
Nonperiodic CAN Message Modeling

2.1. Markov Process and Poisson Process. In classical mechan-
ics, the track at a given moment 𝑡 can be solved using the
state at some moment 𝑡

0
< 𝑡 without knowing the state

before moment 𝑡
0
. Such principle can be adopted in systems

following probability rules but not decisive rules, which
means when the state of the process at moment 𝑡 = 𝑡

0
is

known, the state at moment 𝑡 (𝑡 > 𝑡
0
) dose not correlate

with the state before moment 𝑡 = 𝑡
0
. Such feature that

there is no relationship between “future” and “past” with
the knowledge of “present” is called Markov property or
nonaftereffect property. A process possessing this property is
usually called a Markov process.

AMarkov process is an important type of randomprocess
in both theory and in practical applications. It is widely
applied in network simulation [31].

As for a Markov process, the following definitions should
be given.

A random process {𝑋(𝑡), 𝑡 ∈ 𝑇} is present; if considering
any 𝑛moments 𝑡

𝑖
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(1)

then this random process {𝑋(𝑡), 𝑡 ∈ 𝑇} can be called a
Markov process. The property shown by expression (1) is
named Markov property or nonaftereffect property.

The value of 𝑋(𝑡) in the Markov process {𝑋(𝑡), 𝑡 ∈ 𝑇} is
called state. 𝑋(𝑡) = 𝑥means that the process is in a state 𝑥 at
a moment 𝑡, and the whole value set in the process

𝐸 = {𝑥 : 𝑋 (𝑡) = 𝑥, 𝑡 ∈ 𝑇} (2)

is called state space. If both the parameter set 𝑇 and the
state space 𝐸 are discrete Markov processes, it can be called a
Markov chain.

A Poisson process is defined as follows.
If the counting process {𝑁(𝑡), 𝑡 ≥ 0} that takes nonnega-

tive integer value meets the following conditions:

(1) 𝑁(0) = 0;
(2) having independent increment;
(3) for any 0 ≤ 𝑠 < 𝑡, 𝑁(𝑡) − 𝑁(𝑠) is accorded with the

Poisson distribution whose parameter is 𝜆(𝑡 − 𝑠),

𝑃 {𝑁 (𝑡) − 𝑁 (𝑠) = 𝑘} =
[𝜆 (𝑡 − 𝑠)]

𝑘

𝑘!
𝑒
−𝜆(𝑡−𝑠)

,

𝑘 = 0, 1, 2, . . . ,

(3)

Then the random process {𝑁(𝑡), 𝑡 ≥ 0} is called a
(homogeneous) Poisson processwhose parameter (or average
ratio, intensity) is 𝜆.

The following processes are typical cases of Poisson
process. During the time interval [0, 𝑡).

(1) The number of customers arriving at a supermarket
𝑁(𝑡).

(2) The number of machines breaking down in a work-
shop𝑁(𝑡).

(3) The number of error codes in a communication
system𝑁(𝑡).
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Suppose𝑁(𝑡) to be the number of times of event happen-
ing during the interval [0, 𝑡), {𝑁(𝑡), 𝑡 ≥ 0} to be a Poisson
processwith a parameter𝜆 and 𝜏

1
, 𝜏
2
, . . . , 𝜏

𝑛
to be themoment

of the event happening the 1st, 2nd, . . ., 𝑛 time. 𝑡
𝑘
represents

the waiting time until the event happens the 𝑘 time, and
𝑇
𝑘
(𝑘 ≥ 1) represents the separation distance between the

𝑘 − 1 and the 𝑘 appearance,
𝑇
𝑘
= 𝜏
𝑘
− 𝜏
𝑘−1

, 𝑘 = 1, 2, . . . , 𝑛, 𝜏
0
= 0. (4)

As can be proved, the variables in the interval sequence
{𝑇
𝑛
, 𝑛 = 1, 2, . . . , 𝑛} are all independent and identically dis-

tributed random variables, which are changed by exponential
distribution with a parameter 𝜆,

𝑝
𝑡
= 𝑃 {𝑇

𝑛
= 𝑡} = {

𝜆𝑒
−𝜆𝑡

𝑡 ≥ 0

0 𝑡 < 0
𝜆 > 0. (5)

2.2. Queuing and Serving Process. Queuing is a common
phenomenon in our daily life. For example, people queue
up to wait for buses when on and off duty and customers
line up to shop in the stores. Obviously, the queue consists
of two parties. One party asks for getting service and the
other party tries to provide service. The people or things
(like equipments) that require service are generally called
customers and the service staff or service agency that provide
service is called service staff or service counter. Then the
customers and the service counter form a queuing and
serving system, which can also be called a stochastic service
system.

A queuing system is determined by many conditions.
While for the sake of simplicity, 3∼5 English letters with
diagonal lines between them are usually used to indicate a
queuing system. The first letter represents the distribution
pattern of input variables, the second one represents the
distribution pattern of the service time, the third one rep-
resents the number of service counter, and the forth one
represents the capacity of service system. Sometimes a fifth
letter may be used to represent the customer number in
the customer source. M/M/1 means that the input process
is a Poisson current, the service time follows a negative
exponential distribution, and the system has only one service
counter. The M/M/1 queuing and serving system has a quite
good Markov property at any moment. M/G/1 means that
the input process is a Poisson current, the service time is
independent and follows a probability distribution, and the
system has only one service counter, whereas M/G/1 queuing
and serving system has the Markov property only at some
special randommoments but not anymoment.These random
moments are called regeneration points which means that
the system restarts since the moment. Utilizing regeneration
points, a common queuing and serving system can be turned
into a Markov chain and get solved with relevant methods.
This kind of method is called imbedding Markov chain
approach [32].

In an M/G/1 queuing and serving process, the customers
arrive in Poisson current whose parameter is 𝜆 (𝜆 > 0),
whichmeans the sequence {𝑇

𝑖
, 𝑖 ≥ 1} showing interval time of

adjacent arrival is independent and is accorded with negative
exponential distribution.

The sequence {𝜒
𝑖
, 𝑖 ≥ 1} of the service time that customers

need is independent and follows a general distribution
𝐺(𝑡), 𝑡 ≥ 0, and 0 < 1/𝜇 = ∫

∞

0

𝑡𝑑𝐺(𝑡) is taken as the average
service time. There is only one service counter in the system.
When a customer arrives, he can accept service at once if
the counter is free. Otherwise, he should wait in line and
accept service according to the arrival order. He leaves the
new systemas soon as the service ends. In addition, the arrival
process and the service process are still independent of each
other.

Set 𝑁(𝑡) to be the number of customers in the system
(the queue length) at the moment 𝑡. In an M/G/1 queuing
system, considering that the service time follows a general
distribution, the service for a customer who is accepting
his service at an optional moment 𝑡 could be unfinished.
Because the remaining service time distribution does not
have the no-memory property any more since the moment 𝑡,
the queue length {𝑁(𝑡), 𝑡 ≥ 0} does not haveMarkov property
consequently. However, if 𝑁+

𝑛
is set to be the number of the

customers left in the system when the customer 𝑛 finishes his
service and leaves, which means the rest queue length, 𝑛 ≥ 1,
it can be proved that the sequence {𝑁+

𝑛
, 𝑛 ≥ 1} is a Markov

chain and should be called an imbeddingMarkov chain of the
queue length process {𝑁(𝑡), 𝑡 ≥ 0}. It can also be proved that
the necessary and sufficient condition of the chain {𝑁

+

𝑛
, 𝑛 ≥

1} being positive recurrence is 𝜌 = 𝜆/𝜇 < 1. When the chain
{𝑁
+

𝑛
, 𝑛 ≥ 1} is positive recurrence, it is acknowledged that the

sequence {𝑁+
𝑛
, 𝑛 ≥ 1} owns the only stationary distribution,

𝑝
+

𝑗
= lim
𝑛→∞

𝑃 (𝑁
+

𝑛
= 𝑗) > 0, 𝑗 = 0, 1, 2, . . . . (6)

As can be proved, when 𝜌 < 1, the limit of the 𝑛-step
transition probability of the imbedding Markov chain always
exists and is a positive value which does not depend on the
initial state.That is to say, it is a stationary distribution.When
𝜌 ≥ 1, no matter how large the positive integer 𝑚 is, the
probability of the number of customers left in the system ≤ 𝑚

as the customer 𝑛 finishes his service and leaves is always
tending to 0 (𝑛 → ∞). This indicates that the queue will
get longer and longer and the system cannot reach a statistical
balance. In anM/G/1 queuing system, if𝜌 = 𝜆/𝜇 < 1, then the
generating function of the stationary distribution 𝑝+

𝑗
, 𝑗 ≥ 0 is

𝑃
+

(𝑧) =
(1 − 𝜌) (1 − 𝑧) 𝑔 (𝜆 (1 − 𝑧))

𝑔 (𝜆 (1 − 𝑧)) − 𝑧
, |𝑧| < 1. (7)

Thereinto, 𝑔(𝜆(1 − 𝑧)) = ∫
∞

0

𝑒
−𝜆(1−𝑧)𝑡

𝑑𝐺(𝑡).
Assume that customers get served according to the first-

come-first-serve (FCFS) rule and set 𝑊
𝑞
(𝑡) and 𝑊(𝑡) to

represent the waiting and stay time distribution under the
statistical balance; the inverse Laplace transforms of them are

𝑤
𝑞
(𝑠) = ∫

∞

0

𝑒
−𝑠𝑡

𝑑𝑊
𝑞
(𝑡) ,

𝑤 (𝑠) = ∫

∞

0

𝑒
−𝑠𝑡

𝑑𝑊 (𝑡) .

(8)

Then the specific expressions of 𝑤
𝑞
(𝑠) and 𝑤(𝑠) in an

M/G/1 queuing system are deduced under the condition
𝜌 < 1.
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Apparently, under a statistical balance, the number of
customers left in the system as a customer finishes his service
and leaves equals the number of customers reaching the
system during his stay, which means

𝑝
+

𝑗
= 𝑃 (𝑗 customers arrive during his stay)

= ∫

∞

0

(𝜆𝑡)
𝑗

𝑗!
𝑒
−𝜆𝑡

𝑑𝑊 (𝑡) , 𝑗 = 0, 1, 2, . . . .

(9)

Therefore,

𝑃
+

(𝑧) =

∞

∑

𝑗=0

𝑧
𝑗

𝑝
+

𝑗
= ∫

∞

0

𝑒
−𝜆𝑡

∞

∑

𝑗=0

(𝜆𝑡𝑧)
𝑗

𝑗!
𝑑𝑊 (𝑡)

= ∫

∞

0

𝑒
−𝜆(1−𝑧)𝑡

𝑑𝑊 (𝑡) = 𝑤 (𝜆 (1 − 𝑧)) .

(10)

According to the formula (7) and (10), it can be deduced
that

(1 − 𝜌) (1 − 𝑧) 𝑔 (𝜆 (1 − 𝑧))

𝑔 (𝜆 (1 − 𝑧)) − 𝑧
= 𝑤 (𝜆 (1 − 𝑧)) . (11)

Set 𝑠 = 𝜆(1 − 𝑧) and the following expression can be
obtained:

𝑤 (𝑠) =
𝑠 (1 − 𝜌) 𝑔 (𝑠)

𝑠 − 𝜆 [1 − 𝑔 (𝑠)]
. (12)

The stay time𝑊 equals waiting time𝑊
𝑞
plus service time

𝜒, which means 𝑊 = 𝑊
𝑞
+ 𝜒. Moreover, 𝑊

𝑞
and 𝜒 are

independent of each other. Therefore,

𝑤 (𝑠) = 𝑤
𝑞
(𝑠) ⋅ 𝑔 (𝑠) . (13)

According to the formula (12) and (13), the following
expression can be obtained:

𝑤
𝑞
(𝑠) =

𝑠 (1 − 𝜌)

𝑠 − 𝜆 [1 − 𝑔 (𝑠)]
. (14)

Based on the formula (14), utilize the inverse Laplace
transform,

𝑊
𝑞
(𝑡) =

∞

∑

𝑛=0

(1 − 𝜌) 𝜌
𝑛

𝐺
(𝑛)

(𝑡) , 𝑡 ≥ 0. (15)

Thereinto, 𝐺(𝑡) = 𝜇 ∫
𝑡

0

[1 − 𝐺(𝑥)]𝑑𝑥 represents the
equilibrium distribution of service time 𝐺(𝑡), and 𝐺

(𝑛)

(𝑡) is
the 𝑛-fold convolution of 𝐺(𝑡), 𝑛 ≥ 1.

According to the formula (15), under the condition 𝜌 < 1,
the average waiting time of the M/G/1 system is supposed to
be

𝑊
𝑞
=

𝜆𝐸 [𝜒
2

]

2 (1 − 𝜌)
. (16)

Thereinto, 𝜒 represents the random variable of service
time.

Formula (16) expresses the average waiting time deduced
under the FCFS rules which can be divided into two parts,

𝑊
𝑞
= 𝜌𝑊

𝑞
+

𝜆𝐸 [𝜒
2

]

2
. (17)

Apparently, the first part on the right side of the equal
sign in the formula (17) means the waiting time of customers
existing in the queue when a new customer arrives, and the
second part represents the current customer’s average rest
service time when a new customer arrives. Under the FCFS
rules, it can be deduced that when a new customer arrives,
the current customer’s rest service time is supposed to be

𝑊
𝑒
=

𝜆𝐸 [𝜒
2

]

2
. (18)

Because the average stay time equals average waiting time
plus average service time, the average stay time is

𝑊 =
1

𝜇
+

𝜆𝐸 [𝜒
2

]

2 (1 − 𝜌)
. (19)

3. Modeling for Online Delay of
Nonperiodic CAN Message

The average on-line delay time of nonperiodic message in
a CAN bus system can be figured out with the knowledge
of queuing theory. The CAN bus communication system is
taken as a queuing and serving system. Each node that sends
information frame is the generation source of information.
According to the analysis in Section 2 as well as some
relevant introductions in [28, 30], the nonperiodic message’s
generation process on each node is a Poisson process. The
intervals of the node’s request correspond to the customers’
arrival intervals, the transmission time of the bus after node’s
request corresponds to the service time in queuing theory,
and the CAN bus corresponds to a service staff. As a result,
the system can be described to be a queuing model which is
shown in Figure 1, and 𝑛 nodes can be taken as the arrival
sequence of 𝑛 customers.

The features of the queuing model include the following
ones.

(1) 𝑛 arriving currents in the queuing model share one
public queue and the queue network is open loop.

(2) Customers have grade identification and the priorities
are 1, 2, . . . , 𝑛 from high to low. The service mech-
anism adopts non-preemptive discrimination with
priorities.

(3) The arrivals of customers are all Poisson arrivals, and
the speed of the arrivals are 𝜆

1
, 𝜆
2
, . . . , 𝜆

𝑛
.

(4) To enhance the adaptability of the model, it is
assumed that the service time follows a general
random distribution. The average service time for
customers in different levels is 1/𝜇

1
, 1/𝜇
2
, . . . , 1/𝜇

𝑛
.

In conclusion, the response time model for nonperiodic
messages in a CAN bus system can be taken as a non-
preemptive priority M/G/1 queue.
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Leave the bus 
after 

finishing the 
transmission

Node 1

Node 2

Node n

𝜆1

𝜆2

𝜆n

...

Figure 1: CAN bus queuing and serving model.

Meanwhile, the following instructions for message trans-
mitting in CAN bus are put forward.

(1) For real-time information, there is no local queuing
delay, which means that there is no sending buffer for
the message with the same ID.

(2) Considering the transmission process of the protocol
frame with the priority 𝑖 and the uniqueness of
identifier of CAN protocol frame, and there are no
local queues, the time from a CAN message’s reach-
ing the network queue to getting sent successfully
consists of two parts. One part is called blocking
time that represents the remaining transmission time
of the message who is getting transmitted as the
frame arrives at the network. Another part is the
interference time of the protocol frames with higher
priority reaching the network during this period of
time.

(3) According to the message priority, the message with
the highest priority is called class 1 message and the
one with a higher priority is called class 2 message.
And so on, the message with the lowest priority
should be class 𝑛message.

Firstly, considering class 1 message, which means the
average queue delay problems of highest priority messages.

When a class 1 message requests to pass the bus and
transmit, its average waiting time𝑊

𝑞1
is expressed as follows.

(1) When a message requests to transmit, the remaining
transmission time of the messages (regardless of its priority
class) who are transmitting through the bus is supposed to be

𝑊
𝑞1
= 𝑊𝑒. (20)

Thereinto,𝑊
𝑞1
represents the average waiting time of the

class 1 message whichmeans the time quantum from request-
ing for transmission to taking the bus and𝑊𝑒 represents the
average remaining time of the messages who are transmitting
when the class 1 message reaches.

According to the formula (18), the average remaining
service time of the current customer is supposed to be

𝑊𝑒 =

𝑛

∑

𝑖=1

𝜆
𝑖
𝐸 (𝜒
2

𝑖
)

2
. (21)

Thereinto, 𝑛 represents the sum of message categories,
𝜆
𝑖
represents the request speed of class 𝑖 message, and 𝜒

𝑖

represents the transmission time of class 𝑖message which is a
random variable.

Then, take class 2 message into consideration, which
means the average queue delay problems of higher priority
messages.

When a class 2 message requests to pass the bus to
transmit, its average waiting time𝑊

𝑞2
is expressed as follows.

(1) 𝑊𝑒 is the remaining time of the messages (regardless
of its priority class) who are taking the bus to transmit
when the message requests for transmission.

(2) The total transmission time of class 1 messages in the
queue before the message’s arrival𝑊𝑏

2
is supposed to

be

𝑊
𝑏

2
=

𝜆
1
𝑊
𝑞1

𝜇
1

= 𝜌
1
𝑊
𝑞1
. (22)

(3) The total transmission time of class 1 messages that
reach during the message’s waiting period 𝑊

𝑎

2
is

supposed to be

𝑊
𝑎

2
=

𝜆
1
𝑊
𝑞2

𝜇
1

= 𝜌
1
𝑊
𝑞2
. (23)

According to the formula (20), (22), and (23), it can be
deduced that the waiting time of class 2 message𝑊

𝑞2
is to be

𝑊
𝑞2
= 𝑊𝑒 +𝑊

𝑏

2
+𝑊
𝑎

2

= 𝑊
𝑞1
+ 𝜌
1
𝑊
𝑞1
+ 𝜌
1
𝑊
𝑞2
,

𝑊
𝑞2
=

𝑊
𝑞1
(1 + 𝜌

1
)

(1 − 𝜌
1
)

.

(24)

Finally, consider the average queue delay problem of the
class 𝑖message.

When a class 𝑖 message requests to transmit through the
bus, its average waiting time 𝑊

𝑞𝑖
is derived in the following

possibilities:

(1) 𝑊𝑒 is the remaining time of the messages (regardless
of its priority class) who are taking the bus to transmit
when the message requests for transmission.

(2) Before thementioned class 𝑖message arrives, the total
transmission time of messages with priorities higher
than 𝑖 is defined as𝑊𝑏

𝑖
:

𝑊
𝑏

𝑖
=

𝑖−1

∑

𝑗=1

𝜆
𝑗
𝑊
𝑞𝑗

𝜇
𝑗

=

𝑖−1

∑

𝑗=1

𝜌
𝑗
𝑊
𝑞𝑗
. (25)



6 Mathematical Problems in Engineering

120Ω

SE70000

Node system of hardware and network

Node 1

CANL

CANH

Node 2 Node 3 Node 4 Node 5

Test system of network delay

120Ω

Figure 2: The experimental platform for testing the communication delay of CAN message.

(3) During the waiting period of the mentioned class 𝑖
message, the total transmission time of the arriving
messages whose priorities are higher than 𝑖, is defined
as𝑊𝑎
𝑖
:

𝑊
𝑎

𝑖
=

𝑖−1

∑

𝑗=1

𝜆
𝑗
𝑊
𝑞𝑖

𝜇
𝑗

=

𝑖−1

∑

𝑗=1

𝜌
𝑗
𝑊
𝑞𝑖
. (26)

According to the formulas (25), and (26), it can be
deduced that the waiting time of class 𝑖 message 𝑊

𝑞𝑖

is to be

𝑊
𝑞𝑖
= 𝑊𝑒 +𝑊

𝑏

𝑖
+𝑊
𝑎

𝑖

= 𝑊𝑒 +

𝑖−1

∑

𝑗=1

𝜌
𝑗
𝑊
𝑞𝑗
+

𝑖−1

∑

𝑗=1

𝜌
𝑗
𝑊
𝑞𝑖
,

𝑊
𝑞𝑖
=

𝑊
𝑞(𝑖−1)

(1 − ∑
𝑖−2

𝑗=1
𝜌
𝑗
+ 𝜌
𝑖−1
)

(1 − ∑
𝑖−1

𝑗=1
𝜌
𝑗
)

.

(27)

Then consider the transmission delay ofmessages, the on-
line delay is supposed to be

𝑊
𝑖
=

1

𝜇
𝑖

+𝑊
𝑞𝑖 (28)

which is corresponding to the customer’s average sojourn
time in the queuing theory. In this paper, extended data frame
is adopted. The first part of the right side of formula (28) can
be computed according to the following expression:

1

𝜇
𝑖

= (67 + 8𝑠
𝑚
+ ⌈

⌊(54 + 8𝑠
𝑚
) /4⌋

2
⌉) 𝜏bit + 𝜌cons. (29)

Thereinto, 𝑠
𝑚
represents the byte numbers included in the

data field of message 𝑚, which should be an integer between
0 and 8. All eight bytes of data field are used in the paper,
so the value should be 8. 𝜌cons represents a constant related
to electrical specifications of physical media of a bus and the
value for permeter length of shielded twisted-pair cable could
be 5 ns. 𝜏bit represents the time that is needed for a data bit to
transmit on the transmission medium. The Baud rate of the
network in this paper is 250 kbit/s, so the value for 𝜏bit should
be 4 𝜇s.

Figure 3: Using the experimental platform to test communication
delay of CAN.

4. Testing Analysis of Communication Delay of
Nonperiodic CAN Message

The trigger process of actual working conditions are simu-
lated under the circumstance of taking the external event
trigger mode as the trigger mode of nonperiodic CAN
messages.The specific way to carry out is described concisely.
Firstly, a pulse signal whose interval is an index distribution
with a parameter 𝜆 is built.Then the pulse signal is plussed to
the external interrupt interface of the singlechip and trigger
CAN messages according to the level of fluctuation of the
interface. Finally, the communication delay of nonperiodic
CANmessage at different load ratios is analyzed by changing
the value of parameter 𝜆.

4.1. Topological Structure Design of Test Platform. In order to
test and verify the above-mentioned mathematical model for
online delay during the process of periodic messages trans-
mitting in the bus, an experimental platform is developed and
designed to test the communication delay of CAN message,
which is shown in Figure 2. Meanwhile, Figure 3 is a real
photograph of using the experimental platform.

The experimental platform consists of computer network
node system and network-induced delays testing system.The
node system ismade up of 5 CAN controller nodes. All nodes
are designed by ourselves and the structures are exactly the
same. The testing system is used to track the sending and
receiving process of CAN message. The system uses a CAN
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Table 1: Partial data that is monitored by network-induced delays
testing system at a load ratio 13.33%.

ID Receiving
moment (ms) ID Receiving

moment (ms)
0x11111115 20,736.30 0x11111111 20,791.45
0x11111114 20,739.95 0x11111114 20,793.95
0x11111111 20,744.25 0x11111111 20,801.05
0x11111112 20,756.50 0x11111114 20,802.75
0x11111111 20,758.65 0x11111112 20,803.35
0x11111114 20,765.55 0x11111114 20,804.75
0x11111115 20,767.10 0x11111113 20,808.45
0x11111114 20,770.75 0x11111114 20,818.35
0x11111111 20,776.25 0x11111114 20,819.95
0x11111112 20,787.70 0x11111113 20,832.05

network analyzer SE70000 from company NEC to finish the
test, withwhich the sending and receiving process ofmessage,
recording the sending and receiving moment of message,
recording themessage ID, and counting the average and peak
load ratio of the bus and some other functions can be realized.

4.2. Testing Results of Online Delay at Different Load Ratios.
The test and analysis is carried out on the experimental
platform for testing communication delay of CAN message
which is shown in Figure 2. The on-line delays of messages
with a different ID at different load ratios are tested in an
actual communication process and are compared with the
theory model for on-line delay which is built in Section 3.

4.2.1. Testing Results of Online Delay at a Load Ratio 13.33%.
The load ratio being 13.33% is measured by SE70000. Under
such working condition, the data of network part measured
in real time is shown in Table 1.

Every actual receiving moment of message with a differ-
ent ID is obtained. Apparently, the difference between two
receivingmoments of the samemessage is the actual receiving
interval. The difference between the actual receiving interval
and the actual trigger interval is the queue delay in the trans-
mission process. The transmission delay in the transmission
process of message with different ID can be tested with an
oscilloscope. The sum of the measured transmission delay
and the queue delay should be the on-line delay of message.
Themeasured on-line delays data ofmessages with a different
ID at a load ratio 13.33% are shown in Figure 4. The abscissa
of the figure represents the sending times ofmessage. 300 sets
of data are tested totally, whichmeans that themessage with a
same ID transmits for 300 times. And the ordinate represents
the on-line delay size of transmission process with a different
ID. After statistics and analysis, the average on-line delays of
messages with different ID are acquired as well, which are
shown in Table 2.

In Table 2, the theoretical average on-line delay is com-
puted according to the formula (28). As can be seen inTable 2,
the maximal difference value between the theoretical value
and the measured value is 5.38%, which indicates that
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Figure 4: Measured on-line delays of messages with a different ID
at a load ratio 13.33%.

Table 2: Comparison between themeasured and theoretical average
on-line delay value at a load ratio 13.33%.

ID Measured average
online delay (ms)

Theoretical average
online delay (ms) Difference

0x11111111 0.58267 0.60833 4.22%
0x11111112 0.6035 0.61069 1.18%
0x11111113 0.58467 0.61326 4.66%
0x11111114 0.58767 0.61607 4.61%
0x11111115 0.58583 0.61915 5.38%

the theoretical average on-line delay model is practicable and
has a high accuracy.

4.2.2. Testing Results of Online Delay at a Load Ratio 27.64%.
Themeasured on-line delays data ofmessages with a different
ID at a load ratio 27.64% are shown in Figure 5. After statistics
and analysis, the average on-line delays are acquired as well,
which are shown in Table 3.

In Table 3, the theoretical average on-line delay is com-
puted according to the formula (28). As can be seen inTable 3,
the maximal difference value between the theoretical value
and the measured value is 7.89%, which indicates that the
theoretical average on-line delay model is practicable and has
a high accuracy.

4.2.3. Testing Results of Online Delay at a Load Ratio 37.92%.
Themeasured on-line delays data ofmessages with a different
ID at a load ratio 37.92% are shown in Figure 6. After statistics
and analysis, the average on-line delays are acquired as well,
which are shown in Table 4.

In Table 4, the theoretical average on-line delay is com-
puted according to the formula (28). As can be seen inTable 3,
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Figure 5: Measured on-line delays of messages with a different ID
at a load ratio 27.64%.

Table 3: Comparison between themeasured and theoretical average
on-line delay value at a load ratio 27.64%.

ID Measured average
online delay (ms)

Theoretical average
online delay (ms) Difference

0x11111111 0.62733 0.64866 3.29%
0x11111112 0.63633 0.65837 3.35%
0x11111113 0.64967 0.66995 3.03%
0x11111114 0.654 0.68391 4.37%
0x11111115 0.64567 0.70095 7.89%

the maximal difference value between the theoretical value
and the measured value is 18.50%, which indicates that the
theoretical average on-line delay model is practicable and has
a high accuracy.

4.3. Analysis for Testing Data of On-Line Delay. Charts are
drawn to show the measured average and maximal values of
on-line delays of messages at different load ratios based on
Tables 2 to 4 and Figures 4 to 6, which are shown in Figures
7 and 8.

The analysis results are given based on Tables 2 to 4 and
Figures 7 to 8.

(1) The average on-line delay values calculated with the
mathematical model is very close to the measured
ones for the messages with all priorities at three kinds
of load ratios.Themaximal error is 18.50%, indicating
that the theoretical model is reasonable.

(2) For the same message, the measured average and
maximal on-line delays are both increasing with the
increase of load and reaching speed, whichmeans that
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Figure 6: Measured on-line delays of messages with a different ID
at a load ratio 37.92%.

Table 4: Comparison between themeasured and theoretical average
on-line delay value at a load ratio 37.92%.

ID Measured average
online delay (ms)

Theoretical average
online delay (ms) Difference

0x11111111 0.63083 0.68898 8.44%
0x11111112 0.6805 0.71152 4.36%
0x11111113 0.66217 0.741 10.64%
0x11111114 0.68333 0.7806 12.46%
0x11111115 0.681 0.83556 18.50%

it conforms to the law that on-line delay increases
when the load increases.

(3) To the same load, the priority has little impact on
the average on-line delay.This phenomenon indicates
that the queue delay for nonperiodic message comes
from no arbitration delaymostly, which is in line with
the characteristic of small trigger probability in the
same phase position for nonperiodic message.

(4) The on-line delay of message consists of queue delay
and transmission delay. For the extended frame mes-
sage whose data field is 8 bytes, the length of a
single frame is generally the same and the difference
of transmission delay is small. Queue delay consists
of arbitration delay and no arbitration delay. The
arbitration delay means the delay of the message with
a lower priority caused by the one with a higher
priority when two messages are sent simultaneously,
which includes the arbitration delay in the nodes and
the one on the bus. The arbitration delay is related
to the message priorities. The no-arbitration delay
is a delay for the message frame because of there
having been other message frames transmitting on
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Figure 7: Average on-line delays of messages with a different ID at
different load ratios.
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Figure 8: Maximal on-line delays of messages with a different ID at
different load ratios.

the bus (no matter the priority of the message is
high or low).The no-arbitration delay is independent
of the message priorities. At a low load ratio, the
probability for several messages triggering at a same
phase position is extremely small. That is to say,
priority has little influence on the maximal on-line
delay value. While at a high load ratio, the probability
for several messages triggering at the same phase
position increases, which is to say, priority has a
large influence on the maximal on-line delay value.
Therefore, the priority affects the maximal on-line

delay value a little at a low load ratio but a lot at a high
load ratio. This result indicates that the probability of
messages with a different ID getting triggered at the
same time increases with the increase of load, which
results in the message with a high priority getting
arbitration and then reducing the on-line delay.

(5) In a few cases, the on-line delay of the message with
a higher priority is higher than that with a lower
priority at the same load ratio. This is because the
transmission cycle is different for each message.Then
the collision chance of some higher priority message
is great, making the no-arbitration delay of higher
priority message high.

(6) In a few cases, for the samemessage, the maximal on-
line delay decreases with the increase of the load ratio.
That is because the probability of collision is related
to message’s transmission interval and transmission
phase. The increase of the load does not guarantee
more collision chances of multiple messages at the
same time. Consequently, the condition of lowon-line
delay at a high load ratio for a message could happen.

(7) The average on-line delay can reflect the trend of load
ratio affecting on-line delay better than the maximal
one.

5. Conclusion

In this paper, a Poisson process is adopted to simulate the
reaching process of nonperiodic message in vehicle network
system and a mathematical model is built to analyze the
average on-line delay of nonperiodic real-time CANmessage
based on queuing theory. In addition, the reliability of the
model is tested and verified with the measured data. For
the messages with each priority at different load ratios, the
values of average on-line delays which are computed by the
mathematical model are very close to the measured values.
That is to say, the theoretical model is quite reasonable. To
the same message, the measured average and maximal on-
line delays are both increasing with the increase of load
and reaching speed, which means that it conforms to the
law that on-line delay increases when the load increases. To
the same load, the priority has little impact on the average
on-line delay. This phenomenon indicates that the queue
delay for nonperiodic message comes from no arbitration
delay mostly, which is in line with the characteristic of small
trigger probability in the same phase position for nonperiodic
message. The priority affects the maximal on-line delay value
a little at a low load ratio but a lot at a high load ratio. This
result indicates that the probability of the messages with a
different ID getting triggered at the same time increases with
the increase of load ratio, which results in the message with a
low priority losing arbitration and then increasing the on-line
delay.
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In themoving block signalling (MBS) systemwhere the tracking target point of the following train ismoving forwardwith its leading
train, overload of the substations occurs when a dense queue of trains starts (or restarts) in very close distance interval. This is the
peak power demand problem. Several methods have been attempted in the literature to deal with this problem through changing
train’s operation strategies. However, most existing approaches reduce the service quality. In this paper, two novel approaches—
“Service Headway Braking” (SHB) and “Extending Stopping Distance Interval” (ESDI)—are proposed according to available and
unavailable extra station dwell times, respectively. In these twomethods, the restarting times of the trains are staggered and traction
periods are reduced, which lead to the reduction of peak power demand and energy consumption. Energy efficient control switching
points are seen as the decision parameters.Nonlinear programmingmethod is used tomodel the process. Simulation results indicate
that, compared with ARL, peak power demands are reduced by 40% and 20% by applying SHB and ESDI without any arrival time
delay, respectively. At the same time, energy consumptions are also reduced by 77%and 50%by applying SHBandESDI, respectively.

1. Introduction

Moving block signalling (MBS) [1] was proposed a few dec-
ades ago to reduce headway among successive trains in a track
line. Theoretically, two successive trains are separated by a
short distance, which is equivalent to the braking distance
of the following train from its current speed, as well as a
safety margin. This distance can be changed with the limit
for the given operating speed and train characteristics, such
as train length and braking rate. In MBS, when a leading
train stops for a long time, the following trains will stop at
the tail of the leading train. When this leading train restarts,
the following trains will start almost simultaneously. It could
cause synchronization of the peak demand of trains and
increases the total peak power demand significantly, which
is highly energy consumed and may lead to overload of the
nearby substations. How to reduce peak power demand is
called “Peak Demand Reduction” (PDR) problem.

This problem could be solved by improving the infras-
tructure or the train operation strategies. Energy storage

system (ESS) is a very important component in modern
railway power supply system. Advanced control and man-
ufacturing technology improve the stability, capacity, and
weight of ESS [2–5], which makes it suitable to be equipped
in the substations or in trains. It could store the regenerative
braking energy and assist the main power source during
train’s acceleration period. However, it is costly to equip
ESS since the whole system needs a large number of them,
for example, in urban railway system, nearly each of the
stations or trains needs an ESS. At the same time, the cost
of maintenance for ESS is also huge, especially when the
frequency of acceleration\braking is high (which means the
high frequency of charge and discharge and leads to life time
reduction). Furthermore, it is inconvenient to be adopted by
existing lines since the reconstruction project is costly and
complex. Therefore, changing train operation strategies is a
more convenient and economical way to reduce peak power
demand.

There are two kinds of traditional PDR techniques based
on changing operation strategies; one is called starting time
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delay (STD), which introduces a starting time delay to each
of the following trains. Under this category, there are two
specific techniques called single STD and grade STD. The
difference between them is the introduced starting time
delay to each of the following trains, which are the same in
single STD technique but different in grade STD (showing
a deceasing trend). The other one is called acceleration rate
limit (ARL), which means the acceleration of the following
trains is limited to a certain extent (or different extents).
Under this category, there are two specific techniques called
single ARL and grade ARL. The difference between them is
the limited acceleration rate to each of the following trains,
which are the same in ARL technique but different in grade
ARL (showing a deceasing trend). In addition to the above
techniques, there is also a PDR technique called coordinated
PDR. It is a combination of the STD and ARL techniques
with feeding the regenerated power of decelerating trains to
accelerating trains in the same queue, by coordinating the
movement of queued trains.

Takeuchi and his colleagues discussed these techniques in
[6–8]. Simulation results show that the gradedARL technique
has the best performance in reducing peak power demand
among single STD, grade STD, single ARL, grade ARL, and
coordinated PDR techniques. In the traditional techniques,
time delay is introduced and quality of service is degraded.
Ho and Wong [9] use an expert system to help the operators
for decision making, and it focuses on the balance between
time delay and peak power demand. In [10], by braking and
powering the trains simultaneously, Albrecht proposed a way
to reduce the peak energy consumption and maximize the
regenerative energy. Chen and his colleagues [11] proposed
a method to minimize the peak energy consumption by
adjusting the train dwell times at each station in MRT sys-
tems. Kim et al. [12] developed amixed integer programming
model to minimize the peak power energy demand that
occurs when trains are running simultaneously, and the basic
principle of the method is the same with STD. All of the
methods proposed in [6–12] are implemented after the trains’
restarting, by adjusting the timetable or driving strategy.

Although the existing techniques can reduce peak power
demand at different degrees, they increase the travel time
between the successive stations and decrease the service
quality. And the energy consumption is increased since there
are more traction periods.

In this paper, in order to reduce peak power demand
and energy consumption, we first analyze the reasons of
the formation of the peak power demand, and, then, two
novel approaches are proposed based on the main reasons
with considering the energy efficient driving strategies. One
is for available extra station dwell time, named Service
Headway Braking (SHB), and the other one is for unavailable
extra station dwell time, named Extending Stopping Distance
Interval (ESDI). Both of them are real-time adjustment
methods and can be implemented before the leading train’s
restarting. Therefore, there is no need to change timetable.
Considering energy saving driving strategy could be seen as
a kind of driving mode switching process [13–16]; a nonlin-
ear programming model is contributed and the simulation
results show that, compared with the best traditional PDR

techniques, both of these twomethods could reduce the peak
power demand and energy consumption without any arrival
time delay increasing. And when the available extra station
dwell time is the same as the unavailable extra station dwell
time, SHB performs better than ESDI since more peak power
and energy consumption could be reduced.

2. Tracking Dynamics and Peak Power
Demand in MBS

2.1. Tracking Model in MBS. Under MBS, the tracking target
point of the following train moves forward continuously as
the leading train travels. The instantaneous distance 𝐿

𝑧
(𝑡) of

two successive trains is calculated as

𝐿
𝑧
(𝑡) = 𝑆leading (𝑡) − 𝑆following (𝑡) , (1)

where 𝑆leading(𝑡) is the position of the leading train’s head and
𝑆following(𝑡) is the position of the following train’s head.

The distance between two successive trainsmust be larger
than the safetymargin at anymoment even if the leading train
comes to a sudden halt, so we have

𝐿
𝑧
(𝑡) ≥ 𝐿 safe + 𝐿 𝑡 +

𝑉following(𝑡)
2

2𝑏
, (2)

where 𝐿
𝑡
is the length of the train, 𝐿 safe is the length of

safety margin, 𝑉following(𝑡) is the instantaneous speed of the
following train, and 𝑏 is deceleration rate.

Based on (1) and (2), the relation between the leading
train and following train should satisfy

𝑆leading (𝑡) ≥ 𝐿 safe + 𝐿 𝑡 + 𝑆following (𝑡) +
𝑉following(𝑡)

2

2𝑏
, (3)

which implies that the instantaneous speed and position of
the following train should satisfy

𝑉following (𝑡)

≤ √2 × 𝑏 × (𝑆leading (𝑡) − 𝑆following (𝑡) − 𝐿 safe − 𝐿 𝑡),

(4)

𝑆following (𝑡)

≤ 𝑆leading (𝑡) − 𝐿 safe − 𝐿 𝑡 −
𝑉following(𝑡)

2

2𝑏
.

(5)

2.2. Reasons of the Formation of Peak Power Demand. The
reason of the formation of the peak power demand is
the restarting of the dense queue, and the reasons for the
formation of the dense queue are listed as follows.

(1) Features of moving block signaling system. (Two
trains will start simultaneously if the distance interval
between them is 𝐿 safe + 𝐿 𝑡.)

(2) Extra dwell time in station.
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Figure 1: Formation of dense queue.

There are two kinds of extra station dwell time: one
is available and the other is unavailable. In daily railway
operation, there may be some exceptions, such as a passenger
may be caught in the door of the train or a short-term surge
in passenger flow (i.e., passenger flow increases sharply after a
football match). In these circumstances, adjusting the whole
timetable is not convenient, because the circumstances only
exit in a short period. In this case, the operator will arrange
the train to stop a little longer and this extra station dwell time
is available. However, if a train is broken in a station and we
are not sure how long we need to fix it, in this situation, the
extra station dwell time is unavailable.

Based on the analysis above, it is known that peak power
demand could be reduced by avoiding the dense queue.
In order to achieve this goal, we first analyze the relation
between extra station dwell time and the number of delayed
trains.

2.3. Station Delay Propagation. Generally speaking, each
train has a required dwell time at a station. If a train stops
longer than the required dwell time, we call the extra time as
delay time. In this section, we focus on the relation between
the delay time and the number of delayed trains. In MBS, the
delay timemay impact the following trains and cause a dense
queue. Figure 1 shows the formation of the dense queue.

As it is shown in Figure 1, there are 𝑚 trains in the track.
Train 1 stops at station A. The position of station A is 𝑆

1
. For

each train, the dwell time is 𝑇dwell. The target speeds of the
trains are the same and constant. According to the normal
condition, each train arrives at station A and stops for 𝑇dwell
and then starts to run.

When train 1 starts, the positions of following trains
are 𝑆
𝑖
, 𝑖 = 2, 3, . . . , 𝑚. The tracking time (the running

time of the 𝑖th train running from 𝑆
𝑖
to 𝑆
𝑖−1

) between two
successive trains isΔ𝑡tracking; it is also the scheduled departure
time interval. However, the following trains may become a
dense queue if train A does not run immediately after 𝑇dwell.
Defining𝑇delay is the delay time of the leading train after𝑇dwell
and 𝑛 is the number of the delayed trains caused by 𝑇delay.
Based on (5), train 𝑖 which is delayed should stop at point 𝑆

𝑖
;

in other words, 𝑆
𝑖
is the stop position of train 𝑖 in the dense

queue:

𝑆


𝑖
= 𝑆
𝑖−1
− 𝐿 safe − 𝐿 𝑡. (6)

Let Δ𝑡
𝑖
be the running time in which train 𝑖 arrived at 𝑆

𝑖
.

Based on (2), we have 𝑆
1
−𝑆


2
= 𝐿
𝑡
+𝐿 safe, 𝑆1−𝑆



3
= 2(𝐿

𝑡
+𝐿 safe),

𝑆
1
− 𝑆


4
= 3(𝐿

𝑡
+ 𝐿 safe), . . . , 𝑆1 − 𝑆



𝑛
= (𝑛 − 1)(𝐿

𝑡
+ 𝐿 safe), and

Δ𝑡
2
= Δ𝑡tracking −𝑇dwell − ((𝐿 𝑡 +𝐿 safe)/V), Δ𝑡3 = 2×Δ𝑡tracking −

𝑇dwell − 2 × ((𝐿 𝑡 + 𝐿 safe)/V), . . . , Δ𝑡𝑛 = (𝑛 − 1) × Δ𝑡tracking −
𝑇dwell − (𝑛 − 1) × ((𝐿 𝑡 + 𝐿 safe)/V).

Letting 𝑇delay ≥ Δ𝑡𝑛, we have

𝑇delay

≥ (𝑛 − 1) Δ𝑡tracking − 𝑇dwell − (𝑛 − 1) ×
𝐿
𝑡
+ 𝐿 safe
V

;

(7)

then the number of delayed trains should satisfy

𝑛 ≤

𝑇delay + 𝑇dwell

Δ𝑡tracking − ((𝐿 𝑡 + 𝐿 safe) /V)
+ 1. (8)

2.4. Peak Power Demand Calculation. The power demand of
the 𝑖th train 𝑃

𝑖
is calculated by

𝑃
𝑖
= 𝐹
𝑖
(V) × V

𝑖
, (9)

where 𝐹
𝑖
(V) is the traction force of the 𝑖th train and V

𝑖
is the

speed of the 𝑖th train after restarting.
The peak power demand of the 𝑖th train 𝑃

𝑖−peak is
calculated by

𝑃
𝑖−peak = max {𝑃

𝑖
} , (10)

where 𝐹
𝑖
(𝑡) is the traction force of the 𝑖th train and V

𝑖
(𝑡) is the

highest speed of the 𝑖th train after restarting.
The total peak power demand of all delayed following

trains 𝑃total(𝑡) is calculated by

𝑃total =
𝑛

∑

𝑖=1

𝑃
𝑖−peak, (11)

where 𝑛 is the number of delayed following trains.

2.5. Energy Efficient Control Switching Points. Because there
are more traction periods, traditional PRD techniques cause
energy consumption increasing. Energy conservation is the
research interest in many fields [17, 18], especially in rail
transport [13–16].Therefore, it would be better to reduce peak
power demand and energy consumption at the same time.
Train operation is a switching process; the operation modes
are switching among traction, braking, and coasting (with no
traction and braking force). There are lots of researches on
switching system [19–21]. For optimal control of switching
system, we could apply the methodologies proposed in [22,
23]. However, the computation complexity will be a big
problemwhenwe adopt the technologies above. In this paper,
we first apply Pontryagin maximum principle to find the
discrete optimal control modes and then treat the control
switching speed as the decision parameters to obtain a
reference trajectory.

For electric traction systems, the motion equations of
train have the following forms:

𝑑V (𝑥)
𝑑𝑥

=

𝑢
𝑓
𝑓 (V) − 𝑢

𝑏
𝑏 (V) − 𝑟 (V)

V (𝑥)
,

𝑑𝑡 (𝑥)

𝑑𝑥
=
1

V (𝑥)
,

(12)
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where 𝑥 is the position of the train, V(𝑥) is the speed of the
train at position𝑥, 𝑡(𝑥) is the time at which the train is located
at the position 𝑥, 𝑢

𝑓
is the relative traction force, 𝑓(V) is

the specific maximum traction force per mass unit, 𝑢
𝑏
is the

relative braking force, 𝑏(V) is the specific maximum braking
force per mass unit, and 𝑟(V) is the specific basic resistance.

Note that the basic resistance 𝑟(V) is usually given by
Davis equation:

𝑟 (V) = 𝑎
1
V2 + 𝑎

2
V + 𝑎
3
, (13)

where 𝑎
1
, 𝑎
2
, and 𝑎

3
are regression coefficients obtained by

fitting test data to the Davis equation. 𝑎
3
accounts for air

resistance. 𝑎
1
, 𝑎
2
account for mass andmechanical resistance.

And 𝑟(V) has following characteristics:

𝑟


(V) > 0, 𝑟


(V) ≥ 0. (14)

The energy efficient operation problem is modeled as follows:

min 𝐽 = ∫
𝑋

0

𝑢
𝑓
𝑓 (V) 𝑑𝑥

s.t. 0 ≤ 𝑢
𝑓
≤ 1, 0 ≤ 𝑢

𝑏
≤ 1,

V ≤ 𝑉 (𝑥) ,

(15)

where 𝐽 is the specific mechanical work of the traction force,
𝑉(𝑥) is the speed limit. The boundary conditions are

𝑥 (0) = 𝑥
0
, 𝑥 (𝑇) = 𝑥

𝑇
,

V (0) = V
0
, V (𝑇) = V

𝑇
.

(16)

By applying Pontryagin maximum principle to solve the
problem as specified in (15) with constraints (16), the optimal
solution should maximize the Hamiltonian function:

𝐻 =
𝑝
1

V
(𝑢
𝑓
𝑓 (V) − 𝑢

𝑏
𝑏 (V) − 𝑟 (V))

+
𝑝
2

V
− 𝑢
𝑓
𝑓 (V) ,

(17)

where 𝑝
1
should satisfy the differential equation:

𝑑𝑝
1

𝑑𝑥
= −
𝜕𝐻

𝜕V
. (18)

It is easy to prove that the Hamiltonian reaches the
maximum with respect to 𝑢

𝑓
and 𝑢

𝑏
. And there are five

energy efficient control modes as follows.

(i) Full power (𝑢
𝑓
= 1, 𝑢

𝑏
= 0) if (𝑝

1
/V) < 0.

(ii) Partial power (𝑢
𝑓
∈ (0, 1), 𝑢

𝑏
= 0) if (𝑝

1
/V) = 0.

(iii) No power and no braking (𝑢
𝑓
= 0, 𝑢

𝑏
= 0) if 0 <

(𝑝
1
/V) < 1.

(iv) Partial braking (𝑢
𝑓
= 0, 𝑢

𝑏
∈ (0, 1)) if (𝑝

1
/V) = 1.

(v) Full braking (𝑢
𝑓
= 0, 𝑢

𝑏
= 1) if (𝑝

1
/V) > 1.

They could be seen as four possible driving phases, which are

(i) acceleration with full power;
(ii) speed holding with partial power or braking;
(iii) coasting with no power and braking;
(iv) braking with full braking.

Based on the above analysis, it is seen that the energy
saving strategy relies on these optimal controls. Train energy
saving driving process is the process of switching from an
optimal control to another, and the switching sequence is
acceleration, speed holding, coasting, and braking.

Then, the optimal control switching speeds and running
phases duration are treated as decision parameters. The
energy and power can be expressed by these decision param-
eters. The power demand is used as the objective function of
a nonlinear programming problem. The constraints include
running time and distance. In actual train operation, maxi-
mum power and braking cannot be applied by considering
the ride comfort. Instead, a service acceleration/braking rate
is applied. Therefore, by solving the nonlinear programming
model, a reference trajectory leading to less power and energy
consumption can be obtained.

3. Peak Demand Reduction Techniques

3.1. Service Headway Braking Strategy. Based on the analysis
above, we know the restarting of the dense queue in a
small area leads to peak power demand and both of the
two traditional PDR techniques are carried out after the
formation of the dense queue. In this section, we propose a
novel operation strategy to reduce the peak power by avoiding
the formation of a dense queue based on the available extra
station dwell time. In the following parts, we use reaccelerate
to indicate train accelerates from a nonzero initial speed and
restart to indicate train starts from 0m/s.

3.1.1. SHB Strategy Analysis. Figure 3 shows the new oper-
ation strategy; the leading train stops at station A and
the position is 𝑆

1
. The black thick solid line is calculated

by (2), and we call it braking curve in this paper. Under
normal circumstance, the following train should brake when
it touches the brake curve. However, if the leading train starts
to run when the following train touches braking curve, the
following train will not brake but reaccelerate. Therefore, in
the new strategy, if the following train touches the braking
curve when the leading train starts to run, and the speed
at this moment is not 0m/s, the moment in which each
train reaches the peak power demand can be staggered.
Meanwhile, since the following trains brake at first, they will
not stop too to cause a dense queue. By these two reasons,
the total peak power demand can be reduced. Based on the
analysis above and considered the energy saving operation
process, a new operation strategy is proposed as follows.

As shown in Figure 2(a), the target speed of the trains in
the track is V

1
; the leading train has an extra dwell time, which

is 𝑇delay. If 𝑇delay is long enough to cause a dense queue with 𝑛
trains, then, after 𝑇dwell, let train 𝑖 (𝑖 = 2, 3, . . . , 𝑛) brake with
service braking deceleration 𝑏 to V

𝑖2
(the position at this time
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Figure 2: (a) Following trains’ SHB driving curves after train 1 stops for 𝑇dwell. (b) The position of train 3 when train 2 starts to move.
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Figure 3: V-T profile of the following train starts form the braking
profile.

is 𝑆
𝑖2
); if V
𝑖2
= 0, then it stops at 𝑆

𝑖2
for Δ𝑡

𝑖2
, then accelerates

to V
𝑖3
with service acceleration a (the position at this time is

𝑆
𝑖3
), and then runs with V

𝑖4
, (V
𝑖4
= V
𝑖3
) for Δ𝑡

𝑖4
to 𝑆
𝑖4
; after

that it reduces traction force and keeps the train moving with
a constant deceleration 𝑏 to V

𝑖5
(the position at this time is

𝑆
𝑖5
, V
𝑖5
and 𝑆

𝑖5
are a pair of points in the braking curve). At

this time, train i-1 restarts, therefore, train 𝑖starts to track train
i-1 according to the moving block tracking distance interval
until arrives at station A.

Figure 2(b) shows the position of train 3 when train 2
starts to move from station A. It is observed that train 3
will reaccelerate from the braking curve (𝑆

35
) to arrive at

station A (𝑆
1
); we use 𝑇

𝑡𝑡
to represent this time period and

all of the delayed following trains need this time period to
arrive at station A after their leading train’s restarting. In this
circumstance, for train 2, the running time between 𝑆

21
and

𝑆
25
is 𝑇delay; for train 3, the running time between 𝑆

31
and 𝑆
35

is 𝑇delay +𝑇dwell +𝑇𝑡𝑡; . . .; for train 𝑖, the running time between
𝑆
𝑖1
and 𝑆
𝑖5
is 𝑇delay + (𝑖 − 2) × (𝑇dwell + 𝑇𝑡𝑡).

In order to obtain 𝑇
𝑡𝑡
, a simulation is done as follows:

𝐿
𝑡
= 140 (m), 𝐿 safe = 50 (m). The leading train stops at

station A where the position is 400 (m): 𝑆leading(0) = 400 (m).
Let the following train start from the point in braking curve;
the speed and position of the following train is calculated by
(4) or (5); the results are shown in Table 1.

FromTable 1, we can see that the arrival times of following
trains seem constant when they reaccelerate from the braking
curve. In order to show the trend of this tracing process,
Figure 3 gives the V-T profile when the reaccelerating speed
and position are 8m/s and 178 (m).

Table 1: Running time of following train.

𝑆leading(0)

(m)
𝑉following(0)

(m/s)
𝑆following(0)

(m)

Running time of the
following train arrives at

station A
(s)

400 16 82 40.26
400 12 138 39.82
400 8 178 39.5
400 4 202 39.42
400 0 210 39.38

Based on the analysis above, the whole strategy is con-
sisting of 6 steps, braking, waiting, traction, speed holding,
coasting, and finally tracking the front train. The indexes of
them are 1, 2, . . . , 6.

It is worth noting that this operation strategy is energy
efficient, because the duration of some steps may be 0 based
on an appropriate target function. For example, if we get V

𝑖2
=

V
𝑖3
= V
𝑖4
> 0 based on a certain target function, there will be

no traction process before reaccelerating and the train will
brake and coast until reaccelerating.

In this new strategy, all the following trains brake at first;
therefore, they will not stop too to cause a dense queue; at
the same time, the other trains are coasting when one train
reaccelerates, so the reaccelerating times of the following
trains are staggered. Therefore the peak power demand is
avoided.

3.1.2. Model of SHB. In this section, we formulate the math-
ematical model of the operation process. For train i, define
𝑡
𝑖𝑗
(𝑗 = 1, 2, . . . , 5) as the starting time of each step; Δ𝑆

𝑖𝑗
(𝑗 =

1, 2, . . . , 5) and Δ𝑇
𝑖𝑗
(𝑗 = 1, 2, . . . , 5) are the running distance

and time of each step, respectively. In order to stagger the
reaccelerating times of the following trains, we should take an
appropriate value to V

𝑖5
. Because if V

𝑖5
= 0, the successive two

trains will reaccelerate simultaneously again and peak power
demand cannot be reduced. On the contrary, if V

𝑖5
is close to

V
1
, the effect of energy saving will be reduced. Therefore, we

recommend V
1
> V
𝑖5
≥ V
1
/2. At the same time, for train 𝑖, the

total running time and distance should satisfy the following
equations:

5

∑

𝑗=1

Δ𝑇
𝑖𝑗
= 𝑇delay + (𝑖 − 2) × (𝑇dwell + 𝑇𝑡𝑡) , (19)

5

∑

𝑗=1

Δ𝑆
𝑖𝑗
= 𝑆
1
− 𝑆
𝑖1
− 𝐿 safe − 𝐿 𝑡. (20)
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Since the traction phase is highly energy consumed and
power supported, we minimize the peak power. Therefore,
based on the analysis above, the problem could be seen as a
constrained nonlinear programming problem as follows:

min𝑓 =
𝑛

∑

𝑖=1

𝑝
𝑖
(V
𝑖3
) (21)

s.t. V
𝑖2
− V
𝑖3
≤ 0,

V
𝑖5
− V
𝑖4
≤ 0,

− V
𝑖𝑗
, −Δ𝑇
𝑖𝑗
≤ 0,

V
1

2
≤ V
𝑖5
< V
1
,

5

∑

𝑗=1

Δ𝑇
𝑖𝑗
= 𝑇delay + (𝑖 − 2) × (𝑇dwell + 𝑇𝑡𝑡) ,

5

∑

𝑗=1

Δ𝑆
𝑖𝑗
= 𝑆
1
− 𝑆
𝑖1
− 𝐿 safe − 𝐿 𝑡,

(22)

where
5

∑

𝑗=1

Δ𝑇
𝑖𝑗
=
V
𝑖2
− V
1

𝑏
+ Δ𝑇
𝑖2
+
V
𝑖3
− V
𝑖2

𝑎

+ Δ𝑇
𝑖4
+
V
𝑖5
− V
𝑖4

𝑏
,

5

∑

𝑗=1

Δ𝑆
𝑖𝑗
+ 𝐿
𝑏
=
V2
𝑖2
− V2
1

2 × 𝑏
+
V2
𝑖3
− V2
𝑖2

2 × 𝑎

+ Δ𝑇
𝑖4
× V
𝑖4
+
V2
𝑖5
− V2
𝑖4

2 × 𝑏
+

V2
𝑖5

2 × |𝑏|
,

(23)

where 𝛼, 𝛽 are penalty factors, 𝛼, 𝛽 > 0; 𝑎, 𝑏 are service
acceleration and deceleration of the train; 𝑏 is a very small
deceleration; 𝑖 is the index of the delayed following trains
𝑖 = 2, . . . , 𝑛; j is the index of operation steps, 𝑗 = 1, 2, . . . , 6; V

𝑖𝑗

is the starting speed of each step for train 𝑖; 𝑆
1
is the position

of the leading train (the leading train); 𝑆
𝑖1
is the position of

the 𝑖th following train; Δ𝑆
𝑖𝑗
is the running distance of the 𝑗th

step for train 𝑖; Δ𝑇
𝑖𝑗
is the duration of of the 𝑗th step for train

𝑖; 𝐿
𝑖𝑏
is the braking distance if train 𝑖 brakes from V

𝑖5
; 𝑇dwell

is the scheduled station dwell time; 𝑇
𝑡𝑡
is the tracking time in

which train 𝑖 tracks train i-1 from 𝑆
𝑖5
to 𝑆
1
.

During the running process of successive following trains,
the time interval among them is𝑇dwell+𝑇𝑡𝑡.When train i starts
to move from 𝑆

𝑖2
, the distance between train 𝑖 and train i-1 is

shortest; at this time, the speed of train i is larger than V
1
/2

and the distance interval between them is at least (𝑇dwell +
𝑇
𝑡𝑡
) × V
1
/2; according to the general condition in mass transit

system, 𝑇dwell = 10 s, 𝐿 safe = 50m, 𝐿
𝑡
= 140m, MAX(V

1
) =

20m/s, 𝑏 = 1m/s2, it is easy to know that (𝑇dwell+𝑇𝑡𝑡)×V1/2 >
𝐿 safe+𝐿 𝑡+(V1/2)

2

/2𝑏; this is satisfied by (3).Therefore, it is no
need to consider the distance constraint shown in (3) between
successive following trains in (22) again.
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Figure 4: Operation strategy of ESDI.

3.2. Extending Stopping Distance Interval Strategy. The pre-
vious section shows SHB strategy; it could reduce the peak
power demand if the delay time is available. In this section,
we will show a strategy which could reduce the peak power
demand by decreasing the density of the dense queue. By
adopting this strategy, the peak power demand could be
reduced if the extra station dwell time is unavailable. Because,
in the same 𝑇delay, the longer the stopping distance interval of
the following trains, the lower densities of the stopped train
queue.Therefore, when they restart, the peak power demands
are reduced.

3.2.1. ESDI Strategy Analysis. According to the analysis in
Section 3.1.1, it can be seen that no matter the train reaccel-
erates from which point in the braking curve, 𝑇

𝑡𝑡
is nearly

the same. Based on 𝑇
𝑡𝑡
, we can extend the stopping distance

interval of the following trains to reduce the density of the
dense queue. The new operation strategy is proposed as
follows.

Figure 4 shows the new operation strategy.The operation
process of the following trains when the leading train dose
does not move after 𝑇dwell could be divided into 6 steps,
speed holding, braking, traction, speed holding, coasting,
and braking to stop. Define 𝑡

𝑖
(𝑖 = 1, 2 . . . , 6) as the starting

time of each step, V
1
= V
2
, and V

3
= 0, V

4
= V
5
; define the

running time and distance of each step as Δ𝑇
𝑖
and Δ𝑆

𝑖
(𝑖 =

1, 2, . . . , 6), respectively. When the leading train has an extra
dwell time, each of following trainswill run according to these
6 steps. Define 𝑀𝐼 as the traveling distance during 𝑇

𝑡𝑡
(MI

is also stopping distance interval) for the following trains.
During this process, the running time of steps 3 to 6 should
be equal to 𝑇

𝑡𝑡
.

In this new strategy, the stopping distance interval of the
following trains is increased, so the density of the queue is
decreased, and the peak power demand is reduced.

3.2.2. Model of ESDI. In this section, we formulate the
mathematic model of the operation process. According to
the last section, it is known that we know that the stopping
intervals of the trains are extended in the new operation
strategy; therefore, peak power demand can be reduced when
the trains restart. Define MI as the stopping interval of two
successive trains; we have

𝑀𝐼 =

6

∑

𝑖=3

Δ𝑆
𝑖

=
V2
4

2 × 𝑎
+ V
4
× Δ𝑇
4
+

(V2
6
− V2
5
)

2 × 𝑏
+

V2
6

2 × |𝑏|
.

(24)
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In order to grantee the feasibility of the new operation
strategy, if leading train stops at the station, after 𝑇dwell, the
distance between the first following and the leading train
should satisfy the following equation:

𝑀𝐼 ≤ 𝑆tracking − 𝑇dwell × V1, (25)

where 𝑆tracking is the second train’s position when the leading
train stops at station, and it is calculated by

𝑆tracking = (𝑇traking −
V
1

|𝑏|
) × V
1
+

V2
1

2 × |𝑏|
. (26)

Since the traction phase is highly energy consumed and
power supported, we minimize the peak power. Based on the
analysis above, we use nonlinear programming to model the
problem as follows:

min𝑓 = 𝑝 (V
4
) ,

s.t. V
3
− V
2
≤ 0,

V
6
− V
5
≤ 0,

𝑀𝐼 ≤ 𝑆tracking − 𝑇dwell × V1,

(𝑇dwell + Δ𝑇1) × V1 +
V2
1

2 × |𝑏|
+

6

∑

𝑖=3

Δ𝑆
𝑖
= 𝑆
2
− 𝑆
1
,

6

∑

𝑖=3

Δ𝑇
𝑖
− 𝑇
𝑡𝑡
= 0,

(27)

where 𝛼, 𝛽 are penalty factors, 𝛼 > 0; 𝑎, 𝑏 are service
acceleration and deceleration of the train; V

𝑖
is the starting

speed of step 𝑖; 𝑆
1
is the position of the leading train (the

leading train); 𝑆
2
is the position of the following train; 𝑆tracking

is the second train’s position when the leading train stops at
station; 𝑇dwell is the scheduled station dwell time.

4. Simulation and Discussion

In this section, a simulation is used to test and verify the new
strategies. The length of train (𝐿

𝑡
) is 140m, safety margin

(𝐿 safe) is 50m, service tracking headway is 120 seconds, dwell
time (𝑇dwell) is 10 seconds, target speed (V

1
) is 16m/s, service

acceleration rate (𝑎) is 1m/s2, service braking deceleration
rate (b) is 1m/s2, and position of station A is 3710m (𝑆

1
=

3710).
In order to choose 𝑏, we analyze the practical data of

coasting phase from Dalian Fast Track [24]. Because the
speed in coasting phase declines very slowly, so the profile of
speed time could be seen as a straight line and the slope of the
line is the deceleration rate of coasting phase. We use least-
square procedure to fit the speed-time date sectional and the
results are shown in Table 2.

From Table 2, it is clear that the higher the coasting
starting speed, the greater the deceleration. In order to supply
a small traction force to keep the train moving in a constant
deceleration 𝑏, we choose 𝑏 = 0.01m/s2 as appropriate.

Table 2: Measured value of coasting data.

Speed range (km/h) Slop (m/s2) Average error (m)
37–31 −0.0147 0.0227
41-40 −0.0125 0.0361
43-42 −0.0147 0.0364
54–48 −0.0213 0.0236
60-59 −0.0237 0.0296
62-61 −0.0210 0.0301
79–75 −0.0315 0.0237
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Figure 5: V-T profile without PDR technique.

4.1. Service Headway Braking Strategy. If𝑇delay is 250 seconds,
according to (8), 3 trains will be delayed (including the
leading train). Because we choose Vref = 8, therefore, 𝑇𝑡𝑡 =
38.5 is selected from Table 1. Based on (21)-(22), we have

V
22
= 0, V

23
= 9.57, V

25
= 8, Δ𝑡

24
= 0,

V
32
= 13.043, V

33
= 13.043,

V
35
= 10.08, Δ𝑡

34
= 0.

(28)

Figures 9 and 10 and Table 3 show the simulation results.
In order to show the peak power demand without any

PDR technique and compare it with the performance of tra-
ditional PDR technique, Figures 5–8 are given. According to
Figures 5 and 6, we can see that the two following trains are
starting simultaneously from 250 s; the peak power demand
is 25.1 kw/t.The arrival times of train 2 and train 3 are 289.38 s
and 338.76 s, respectively.

Figures 7 and 8 show the performance of graded ARL
technique. The acceleration of train 2 and train 3 is 0.5m/s2
and 0.3m/s2. By applying different acceleration, the peak
power demand is reduced to 22.07 kw/t. However, the time
delay is increased. The arrival times of train 2 and train 3
are 297.78 s and 400.36 s, respectively. That means the arrival
times of the two trains are 8.4 s and 61.6 s later than their times
without PDR techniques, respectively.

The performance of applying SHB technique is shown
from Figures 9 and 10. As can be seen, train 2 has a waiting
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Table 3: Comparison of the graded ARL and SHB techniques.

Arrival time of
train 2 (s)

Arrival time
of train 3 (s)

Peak power
demand (kw/t)

Energy
consumption (kw⋅h)

Stopping time before arrival (s)
Train 2 Train 3

Non-PDR 289.38 338.76 25.1 15.9137 130 43.75
Graded
ARL 297.78 400.36 22.07 46.3402 130 43.75

SHB 289.5 339.16 13.42 10.5016 65.66 0
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Figure 6: Peak power demand profile without PDR technique.
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Figure 7: V-T profile with graded ARL technique.

time 65.66 s at the position of 2048m and then restarting at
81.66 s. At this time, train 3 is coasting; therefore, there is no
peak power in this time. The two trains restart with different
speeds in different time points, which can be seen form the
red and blue circles in Figure 9.Thatmeans the reaccelerating
times of the two trains are staggered. Furthermore, the
two trains reaccelerate with nonzero initial speeds, which
means the reacceleration periods are reduced. Therefore, the
peak power demand is reduced to 13.42 kw/t. According to
Figure 9, the two trains have no speed holding phases, and
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Figure 8: Peak power demand profile with graded ARL technique.

train 3 has no traction phases before step 6. Therefore, the
energy consumption is reduced. The arrival times of train 2
and train 3 are 289.5 s and 339.16 s, respectively.

Table 3 shows the result data of the simulation. Graded
ARL technique can reduce the peak power demand; however,
the arrival times of the two trains are delayed significantly.
SHB technique has great advantages. According to Table 3,
the delay times of the two trains are very short; at the same
time, the energy consumption is also reduced to a low level,
even less than value without any PDR technique. In addition,
the stopping times before arrival of the two trains are reduced
to 65.66 and 0, respectively.

4.2. Extending StoppingDistance Interval Strategy. According
to Section 3.1.2, we choose 𝑇

𝑡𝑡
= 40 s; when the leading train

stops at the station and dose not start to run after𝑇dwell, based
on (27), we have

V
4
= V
5
= 16, V

6
= 15.92, Δ𝑇

4
= 0. (29)

If the extra dwell time is 250 seconds, in graded ARL, 3
trains will be delayed (including the leading train) according
to (8). And the length of the dense queue is 380m. The per-
formance of graded ARL technique can be seen in Figure 5.

In ESDI, based on (24) the stopping distance interval
for the following trains (MI) is 383.68m. Based on (8), 2
trains (besides the leading train)will be delayed.However, the
length of the dense queue is 767.36m. In the same time period
and distance area with graded ARL technique, we calculate
the peak power demand, and the performance is shown in
Figures 11 and 12.
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Figure 9: V-S and V-T profiles with SHB technique.

Table 4: Comparison the PDR techniques.

Arrival time
of train 2 (s)

Arrival time
of train 3 (s)

Peak power
demand (kw/t)

Energy
consumption (kw⋅h)

Stopping time before arrival (s)
Train 2 Train 3

Non-PDR 289.38 338.76 25.1 15.9137 130 43.75
Graded
ARL 297.78 400.36 22.07 46.3402 130 43.75

SHB 289.5 339.16 13.42 10.5016 65.66 0
ESDI 290 340 18.18 22.86 153.98 57.96
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Figure 10: Peak power demand profile with SHB technique.

As we see, using ESDI technique, the arrival times of
the following two trains are almost the same as their times
with no PDR technique. Without any PDR technique, the
stopping distance interval is 190m, so the dense queue caused
by the extra station time (250 s) is 380m. The peak power
demand after 250 swithin 380m is 25.1 kw/t. In ESDI strategy,
stopping distance interval is extended to 383.86m, which is
two times longer than the distance in ARL. That is to say, the

restarting position of train 2 belongs to the nearby substation.
Thus the power demands by train 2 and train 3 are not
afforded by the same substation. Therefore, the peak power
demand after 250 s within 380m is reduced to 18.18 kw/t.
Comparedwith non-PDR technique, the peak power demand
is reduced by 18%. In ESDI, train 2 has a stopping time
153.98 s at the position of 2944.6m. Train 3 has a stopping
time 57.96 s at the position of 3328.32m. Comparedwith non-
PDR technique, the stopping time before arrival is increased
by 18%.

According to above analysis, we can see that the new
strategy reduces peak power demand by sacrificing the
stopping time before arrival. However, the advantages of
ESDI are still obvious, because it is more efficient on energy
saving; it can reduce energy consumption by 50% compared
with graded ARL technique.

From Table 4, it is seen that, although the arrival times
of trains when applying SHB and the arrival times of trains
when applying ESDI are the same, SHB reduces more peak
power demand and energy consumption, which means SHB
performs than ESDI when the available and unavailable extra
station dwell times are the same.

5. Conclusion

Peak power demand reduction strategies are discussed in
this paper. The reasons of peak power demand problem are
analyzed deeply and two main reasons are given.
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Figure 11: V-S and V-T profiles with ESDI technique.
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Figure 12: Peak power demand profile with ESDI technique.

Based on the reasons and according to different sit-
uations, two new peak demand reduction techniques are
proposed. One is Service Headway Braking (SHB) strategy,
which is used to reduce peak power demand when the
extra station dwell time is available. The other is Extending
Stopping Distance Interval (ESDI) strategy, which is used
to reduce peak power demand when the extra station dwell
time is unavailable. Nonlinear programming approach is
introduced to model the operation strategy. The simulation
results show that, compared with the best traditional PDR
techniques, SHB can reduce 40% of peak power demand and
77% of energy consumption without increasing the arrival
time delay. ESDI can reduce 20% of peak power demand and
50% of energy consumption without increasing the arrival
time delay. Therefore, SHB has a better performance than
ESDI when the available and unavailable extra station dwell
times are the same.The basic principle of the two strategies is
to avoid the formation of the dense queue. Therefore, both of

the two strategies are implemented before the formulation of
the dense queue.
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The spatial path following control problem of autonomous underwater vehicles (AUVs) is addressed in this paper. In order to
realize AUVs’ spatial path following control under systemic variations and ocean current, three adaptive neural network controllers
which are based on the Lyapunov stability theorem are introduced to estimate uncertain parameters of the vehicle’s model and
unknown current disturbances. These controllers are designed to guarantee that all the error states in the path following system
are asymptotically stable. Simulation results demonstrated that the proposed controller was effective in reducing the path following
error and was robust against the disturbances caused by vehicle’s uncertainty and ocean currents.

1. Introduction

The research of AUV has been a hot topic in recent years with
the development of marine robotics. Voluminous literature,
for example [1–3], has been presented on the subject of
designing path following controllers for AUVs. In order to
design an automatic path following control system for AUVs,
several problems must be solved. Among them the most
difficult and challenging is that AUV’s dynamics are highly
nonlinear and the hydrodynamic coefficients of vehicles are
difficult to be accurately estimated a priori since the variations
of these coefficients with different operating conditions. In
addition to vehicle dynamics, Caharija et al. [4] pointed out
that the sea currents affect the vehicles significantly which are
the lack of actuation in sway. As a universal phenomenon,
the single AUV’s spatial path following problem is a basis for
formation coordinated control of multiple AUVs [5, 6].

Hereinabove, it is shown that modelling inaccuracy is
primary difficult to achieve oriented results. The data driven
fault diagnosis and process monitoring methods based on
input and output data could be an effective way in real-
time implementation where the physical model is hard to
obtain [7–9]. And when it comes to system uncertainty,
robust control could be used to attenuate disturbances in a
relatively suboptimal extent. For example, load disturbance

in the modelling of vehicles could be restricted to a satis-
fied expectation using the robust H

∞
PID controller [10].

Compared with robust control theory, adaptive strategy is an
effective method of dealing with optimal control problems
in vehicle control systems [11, 12]. Wang et al. [13] designed
an adaptive PID controller for the path tracking system.
From the simulation results, it was known that the proposed
controller could not satisfy the tracking characteristics during
automation performance. Based on Lyapunov stability theory
and backstepping, Lapierre and Soetanto [14] proposed a
path following controller for the motion control system of
an AUV. It was demonstrated that the control characteristics
of this kind of controller was relied on the accuracy of the
hydrodynamic model. Chen and Wang [15] presented an
adaptive control law with a parameter projection mechanism
to track the desired vehicle longitudinal motion in the
presence of tire-road friction coefficient uncertainties and
actively injected braking excitation signals. The simulation
results demonstrated that the proposed method was valuable
for autonomous vehicle systems. A parameter-dependent
adaptive H

∞
controller was constructed in [16] to guarantee

robust asymptotic stability of the linear parameter-varying
systems. And numerical examples were carried out to verify
the effective impact on the attenuation in system disturbance.
Li et al. [17] found an adaptive controller using a new
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neural network model, which was effective to improve the
control precision by 30% in the case of system with random
disturbance. To compensate the uncertainties in robot control
systems, the radial basis functional (RBF) neural network
was introduced to enhance system stability and transient
performance [18].

In this paper, we propose an adaptive neural network
control method for spatial path following control of an
AUV. Three lightly interacting subsystems are introduced to
fulfil this mission. RBF neural network (NN) is introduced
to estimate unknown terms including inaccuracies of the
vehicle. Adaptive laws are chosen to guarantee optimal
estimation of the weight of NN to make the approximation
more accurate. The control performance of the closed-loop
systems are guaranteed by appropriately choosing the design
parameters. Based on the Lyapunov stability theorem, the
proposed controllers are designed to guarantee all the error
states in the subcontrol systems which are asymptotically
stable.

The paper is organized as follows. Section 2 formulates
the vehicle dynamics for an underactuated AUV in the
six-degree-of-freedom (6-DOF) form. Section 3 develops
three adaptive neural network controllers to solve the path
following problem with uncertain dynamics and external
disturbance, such as sea currents. The proposed controllers’
stability is analysed by Lyapunov theory in this section.
The simulation results using the proposed controllers are
illustrated in Section 4. Finally, Section 5 contains the main
conclusions and describes some problems that warrant fur-
ther investigation.

2. Problem Formulation

2.1. Vehicle Dynamics. The dynamic model of the AUV in
the three dimensional space is described in this section. See
details in Bian et al. [19]. The vehicle which we studied in
this paper measures 7.45 × 2.32 × 1.97m. It is equipped
with two main thrusters for propulsion, which are mounted
symmetrically about its longitudinal axis in the horizon-
tal plane. A cruciform tail including two different control
surfaces is fixed right behind the thrusters to provide an
enlarged torque around the transverse axis in the body fixed
frame, which is helpful in enhancing the ability of spatial
path following control. This vehicle is underactuated for the
lack of propellers about its normal axis and transverse axis.
The maximum designed speed of the vehicle with respect to
the water is 3.08m/s approximately. An outline of the vehicle
with respect to the earth-fixed coordinate and body-fixed
coordinate is shown in Figure 1.

According to the criteria underwater vehicle motion
model in Fossen [20], this 6-DOF model can be described as
follows.

Dynamic equation:

M ̇^ + C (^) ^ +D (^) ^ = 𝜏. (1)

Kinematic equation:

̇𝜂 = J (𝜂) ^, (2)

(surge)
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Figure 1: Employed coordinate frame systems.

where 𝜂 = [𝜂
1
, 𝜂
2
]
𝑇, ^ = [^

1
, ^
2
]
𝑇, 𝜂
1
= [𝑥, 𝑦, 𝑧]

𝑇, 𝜂
2
=

[𝜑, 𝜃, 𝜙]
𝑇, ^
1
= [𝑢, V, 𝑤]𝑇, and ^

2
= [𝑝, 𝑞, 𝑟]

𝑇.
The symbols 𝜑, 𝜃, 𝜙, p, q, and r denote the roll, pitch,

and yaw angles and velocities, respectively; x, y, z, u, v,
and w are the surge, sway, and heave displacements and
velocities, respectively.Thematrix J(𝜂) = diag {J

1
(𝜂
2
), J
2
(𝜂
2
)}

is the transformationmatrix from the body-fixed coordinated
frame to the earth-fixed coordinated frame; M = M𝑇 >

0 is the mass and inertia matrix; C(^) is the Coriolis and
centripetal matrix; D(^) is the damping matrix; 𝜏 is the
control input, including force and moments generated by
propellers and hydroplanes.

2.2. Spatial Path Following. Spatial path following problems
of AUV can be solved by a dynamic task and a geometric task,
whose objectives are to make the vehicle sail at an expected
speed and move to the proposed three-dimensional path.

The former process of path following problem can be
briefly stated as follows. Given a spatial path Γ, the goal is to
design some feedback control law which yields the control
forces for the vehicle’s thrusters so that its centre of mass
would converge asymptotically to a desired path by forcing
its speed to track a desired speed assignment. The latter one
can be described as below: considering the AUV depicted
in Figure 2, where P is an arbitrary point on the path and
Q denotes its centre of mass. The objective is to design the
controllers which force the vehicle’s position to converge to
the desired path by driving the course angle and depth to
converge to desired ones.

3. Controller Design

The objective is to realize the path following for AUVs in
three dimensions. Consider Healey and Lienard [21], and
according to practical operational applications in AUVs,
the 6-DOF nonlinear equations of motion can be separated
into three lightly interacting subsystems, including diving,
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Figure 2: Spatial path following control problem.

steering, and speed control. Our research will focus on
dealing with the problem of spatial path following through
the three subsystems.

3.1. Speed Control. For control design purposes, the inter-
actions from the other degrees of freedom is neglected; the
speed control model could be given by

̇𝑢 =
1

(𝑚 − 𝑋
̇𝑢
)
[𝑋
𝑢𝑢
𝑢
2

+ 𝑋prop + 𝑑𝑢] , (3)

where 𝑋
̇𝑢
and 𝑋

𝑢𝑢
are dimensional hydrodynamic coef-

ficients in surge; 𝑋prop is thrusters’ force; 𝑑
𝑢
represents

modelling inaccuracies and external disturbances.
Define

𝑓
𝑢
= 𝑋
𝑢𝑢
𝑢
2

+ 𝑑
𝑢
. (4)

Then, (4) can be rewritten as

̇𝑢 =
1

(𝑚 − 𝑋
̇𝑢
)
(𝑋prop + 𝑓𝑢) , (5)

where 𝑋prop is the forward force generated by the two main
thrusters.

To deal with the uncertain terms, a RBF NN is chosen to
estimate 𝑓

𝑢
which is described as

𝑓
𝑢
= 𝑊
∗

𝑢
Φ
𝑢
+ 𝜀
𝑢
, (6)

where 𝑊∗
𝑢
is an optimized weight estimation of the neural

network;Φ
𝑢
is the basis function; 𝜀

𝑢
is its estimation error. An

identification diagram of the RBF neural network is shown in
Figure 3.

Assume

𝑋prop = −�̂�
𝑢
Φ
𝑢
− 𝑘
𝑢
𝑢, (7)

where 𝑘
𝑢
> 0; �̂�

𝑢
is the weight estimation of the neural

network.
Choose a Lyapunov function

𝑉
𝑢
=
1

2
𝑢
2

+
1

2
�̃�
2

𝑢
, (8)

where �̃�
𝑢
= 𝑊
𝑢
− �̂�
𝑢
.

u

̇u

Φ1

Φ2

Φ3

Φ4

W1

W2

W3

W4

fu

...

...

Figure 3: Diagram of RBF neural network for identification.

Equation (8)’s derivative can be calculated as

𝑉
𝑢
= 𝑢 ̇𝑢 + �̃�

𝑢

̇̃
𝑊
𝑢
= 𝑢 ̇𝑢 + �̃�

𝑢

̇̃
𝑊
𝑢

= 𝑢[
𝑋
𝑢𝑢
𝑢
2

(𝑚 − 𝑋
̇𝑢
)
+

𝑋prop

(𝑚 − 𝑋
̇𝑢
)
+

𝑑
𝑢

(𝑚 − 𝑋
̇𝑢
)
] + �̃�

𝑢

̇̃
𝑊
𝑢

=
𝑢

(𝑚 − 𝑋
̇𝑢
)
[𝑋
𝑢𝑢
𝑢
2

+ 𝑋prop + 𝑑𝑢] + �̃�𝑢
̇̃

𝑊
𝑢

=
𝑢

(𝑚 − 𝑋
̇𝑢
)
[𝑊
𝑢
Φ
𝑢
+ 𝜀
𝑢
+ 𝑋prop] + �̃�𝑢

̇̃
𝑊
𝑢
.

(9)

Combined with (7) and (9),

𝑉
𝑢
=

𝑢

(𝑚 − 𝑋
̇𝑢
)
[𝑊
𝑢
Φ
𝑢
+ 𝜀
𝑢
− �̂�
𝑢
Φ
𝑢
− 𝑘
𝑢
𝑢] + �̃�

𝑢

̇̃
𝑊
𝑢

=
𝑢�̃�
𝑢
Φ
𝑢

(𝑚 − 𝑋
̇𝑢
)
+

𝑢𝜀
𝑢

(𝑚 − 𝑋
̇𝑢
)
−

𝑘
𝑢
𝑢
2

(𝑚 − 𝑋
̇𝑢
)
+ �̃�
𝑢

̇̃
𝑊
𝑢
.

(10)

An adaptive law is designed as follows:

̇̂
𝑊
𝑢
=

̇̃
𝑊
𝑢
= −

𝑢Φ
𝑢

(𝑚 − 𝑋
̇𝑢
)
+ 𝜆 (�̂�

𝑢
−𝑊
𝑢0
) , (11)

where 𝜆
𝑢
> 0; 𝑊

𝑢0
is the initial weight value of the neural

network. Then (9) can be changed as

𝑉
𝑢
=

𝑢𝜀
𝑢

(𝑚 − 𝑋
̇𝑢
)
−

𝑘
𝑢
𝑢
2

(𝑚 − 𝑋
̇𝑢
)
+ �̃�
𝑢
(

𝑢Φ
𝑢

(𝑚 − 𝑋
̇𝑢
)
+

̇̃
𝑊
𝑢
)

=
𝑢𝜀
𝑢

(𝑚 − 𝑋
̇𝑢
)
−

𝑘
𝑢
𝑢
2

(𝑚 − 𝑋
̇𝑢
)
+ �̃�
𝑢
𝜆
𝑢
(�̂�
𝑢
−𝑊
𝑢0
) .

(12)

Because 𝜀 is small enough, |𝑢| < 3.1m/s,𝑚−𝑋
̇𝑢
≫ 0, and

(𝑢/(𝑚 − 𝑋
̇𝑢
))𝜀 can be considered as small positive constant.

In (12),

�̃�
𝑢
𝜆
𝑢
(�̂�
𝑢
−𝑊
𝑢0
)

= �̃�
𝑢
�̂�
𝑢
𝜆
𝑢
− �̃�
𝑢
𝑊
𝑢0
𝜆
𝑢

= −
𝜆
𝑢

2


�̃�
𝑢



2

𝐹

−
𝜆

2


�̂�
𝑢
−𝑊
𝑢0



2

𝐹

+
𝜆
𝑢

2

𝑊𝑢 −𝑊𝑢0


2

𝐹
.

(13)
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Based on Lyapunov stability theorem, it is provided that
if one of the inequations in (14) is true, (15) would come
true which guarantees the speed error converge to a small
neighbourhood zero domain.

𝜆
𝑢

2


�̃�
𝑢



2

𝐹

≥
𝜆
𝑢

2

𝑊𝑢 −𝑊𝑢0


2

𝐹
,

𝜆
𝑢

2


�̂�
𝑢
−𝑊
𝑢0



2

𝐹

≥
𝜆
𝑢

2

𝑊𝑢 −𝑊𝑢0


2

𝐹
,

(14)

𝑉
𝑢
≤ −𝛾
𝑢
𝑉
𝑢
+ 𝜎
𝑢
, (15)

where 𝛾
𝑢
> 0; 𝜎

𝑢
is a small positive constant.

3.2. Diving Control. Consider the vehicle dynamics referred
in Silvestre and Pascoal [22], and for the sake of diving control
design, it is defined as follows:

𝑑𝑧 = −𝑢
0
(𝜃 − sin 𝜃) + (𝑢

0
− 𝑢) sin 𝜃

+ 𝑤 cos 𝜃,

𝑏 = (𝐼
𝑦
−
1

2
𝜌𝐿
5

𝑀


̇𝑞
)

−1

,

𝑓
𝑞
= 𝑏 [

1

2
𝜌𝐿
5

𝑀


𝑞|𝑞|
𝑞
𝑞
 +

1

2
𝜌𝐿
4

𝑀


𝑢𝑞
𝑢𝑞

+
1

2
𝜌𝐿
3

𝑀


𝑢𝑢
𝑢
2

] ,

𝑀
𝑇𝑦
=
1

2
𝜌𝐿
3

𝑀


𝛿𝑠
𝑢
2

𝛿
𝑠
.

(16)

If the surge speed is 𝑢 = 𝑢
0
, the depth control model can

be simplified as

̇𝑧 = −𝑢
0
𝜃 + 𝑑𝑧,

̇𝜃 = 𝑞,

̇𝑞 = 𝑓
𝑞
+ 𝑏𝑀
𝑇𝑦
,

𝑌 = 𝑧.

(17)

To be convenient for controller design, (17) can be
rewritten as

[
[
[

[

̇𝜍
1

̇𝜍
2

̇𝜍
3

𝑌

]
]
]

]

=

[
[
[
[
[
[
[

[

𝜍
2
+ 𝑑𝜍
1

𝜍
3

−𝑢
0
𝑓
𝑞
+ (−𝑢

0
𝑏𝑀
𝑇𝑦
)

𝜍
1

]
]
]
]
]
]
]

]

=

[
[
[
[
[

[

𝑓 (𝜍
1
, 𝜍
2
)

𝑓
2
(𝜍
3
)

𝑓
3
− 𝑏


𝑀
𝑇𝑦

𝜍
1

]
]
]
]
]

]

, (18)

where 𝜍 = [𝜍
1
, 𝜍
2
, 𝜍
3
]
𝑇

= [𝑧, −𝑢
0
𝜃, −𝑢
0
𝑞]
𝑇.

In this section the backstepping techniques are adopted
based on iterative methodology, where a virtual control input
is introduced to ensure that the diving error can be converged
to zero. And based on the Lyapunov stability theorem, an
adaptive neural network controller is designed to guarantee

that all the error states in the diving control system are
asymptotically stable.

From (18), amore simplified pure-feedback form is shown
as follows:

[

[

̇𝜍
1

̇𝜍
2

̇𝜍
3

]

]

=

[
[
[

[

𝑓 (𝜍
1
, 𝜍
2
)

𝑓
2
(𝜍
3
)

𝑓
3
− 𝑏


𝑀
𝑇𝑦

]
]
]

]

. (19)

Step 1. Given a desired depth 𝜍
𝑑1
, the depth error is described

as

̇𝑍
1
= 𝜍
1
− 𝜍
𝑑1

= 𝑓
1
(𝜍
1
, 𝜍
2
, 𝑢) − ̇𝜍

𝑑1
.

(20)

Define a virtual control variable:

V
1
= −𝜍
𝑑1
+ 𝐾
1

̇𝑍
1
. (21)

From 𝜕V
1
/𝜕𝜍
2
= 0, we can know

𝜕 [𝑓
1
(𝜍
1
, 𝜍
2
, 𝑢) + V

1
]

𝜕𝜍
2

> 𝜀 > 0. (22)

When we take 𝜍
2
as the input of the virtual control

variable, there must exist a 𝜍
2
= 𝛼
∗

1
(𝜍
1
, V
1
, 𝑢) satisfying

𝑓
1
(𝜍
1
, 𝛼
∗

1
, 𝑢) + V

1
= 0. (23)

Referring to themean value theorem of Lagrange, 𝛾
1
(0 <

𝛾
1
< 1) can be found which yields

𝑓
1
(𝜍
1
, 𝜍
2
, 𝑢) = 𝑓

1
(𝜍
1
, 𝛼
∗

1
, 𝑢) + 𝛾

1
(𝜍
2
, 𝛼
∗

1
) , (24)

where 𝛾
1
:= 𝑔
1
(𝜍
1
, 𝜍
2𝛾1
, 𝑢), 𝜍
2𝛾1

= 𝛾
1
𝜍
2
+ (1 − 𝛾

1
)𝛼
∗

1
.

Combined with (21) and (24), (20) can be rewritten as

̇𝑍
1
= −𝐾
1
𝑍
1
+ 𝛾
1
(𝜍
2
− 𝛼
∗

1
) . (25)

Then 𝛼
∗

1
can be estimated by RBF neural network as

follows:

𝛼
∗

1
= 𝑊
∗𝑇

Φ(𝑍
1
) + 𝜀. (26)

Consider𝑍
2
= 𝜍
2
−𝛼
1
and 𝛼
1
= −𝑐
1
𝑍
1
+�̂�
𝑇

Φ(𝑍
1
), where

�̂� is to be the estimation of𝑊∗. Then (25) becomes

̇𝑍
1
= −𝐾
1
𝑍
1
+ 𝛾
1
(𝑍
2
+ 𝛼
1
− 𝛼
∗

1
)

= −𝐾
1
𝑍
1
+ 𝛾
1
[𝑍
2
− 𝑐
1
𝑍
1
+ �̃�
𝑇

Φ(𝑍
1
) − 𝜀] ,

(27)

where �̃� = �̂� −𝑊
∗.

Choose a Lyapunov function:

𝑉
1
=

1

2𝛾
1

𝑍
2

1
+
1

2
�̃�
𝑇

Γ
1
�̃�. (28)
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The derivative of (28) can be calculated as

𝑉
1
= −

𝐾
1

𝛾
1

𝑍
2

1
+ 𝑍
1
𝑍
2
− 𝑐
1
𝑍
2

1
−

𝛾
1

2𝛾
2

1

𝑍
2

1

− 𝑍
1
𝜀 + �̃�

𝑇

Φ(𝑍
1
) 𝑍
1
+ �̃�
𝑇

Γ
1
�̃�.

(29)

With the adaptive law,

̇̂
𝑊 = [−Φ (𝑍

1
) 𝑍
1
− 𝜎
1
(�̂�)] ⋅ Γ

1
, (30)

where 𝜎 is a small positive constant.

Step 2. Consider

𝑍
2
= 𝜍
2
− 𝛼
1
⇒ ̇𝑍

2
= 𝑓
2
(𝜍
3
) = 𝜍
3
. (31)

It is assumed that

𝛼
2
= −𝑍
1
− 𝑐
2
𝑍
2
+ 𝛼
∗

1
. (32)

Choose another Lyapunov function:

𝑉
2
= 𝑉
1
+
1

2
𝑍
2

2
. (33)

The derivative of (33) can be calculated as

𝑉
2
= −

𝐾
1

𝛾
1

𝑍
2

1
− 𝑐
1
𝑍
2

1
−

𝜎

�̃�


2

2
+
𝜎
𝑊
∗

2

2

+
𝜀
2

4𝑐
1

− 𝑐
2
𝑍
2

2
+ 𝑍
2
𝑍
3
.

(34)

Step 3. Define 𝜍
3
= 𝑍
3
− 𝛼
2
.

It can be calculated as

̇𝑍
3
= 𝑓
𝑞
− 𝑏


𝑀
𝑇𝑦
− ̇𝛼
2
. (35)

And, we can obtain

𝑀
∗

𝑇𝑦
= −𝑍
2
− 𝑐
3
𝑍
3
−
1

𝑏
( ̇𝛼
2
− 𝑓
𝑞
) . (36)

Then the unknown term (1/𝑏


)𝑓
𝑞
can be estimated by

RBF NN, and the ideal optimal control law can be written as

𝑀
∗

𝑇𝑦
= −𝑍
2
− 𝑐
3
𝑍
3
+𝑊
∗

2
Φ(𝑍
3
) −

̇𝛼
2

𝑏
+ 𝜀
2
. (37)

Finally, we obtain the actual control input:

𝑀
𝑇𝑦
= −𝑍
2
− 𝑐
3
𝑍
3
−

̇𝛼
2

𝑏
+ �̂�
2
Φ(𝑍
3
) . (38)

From (35)–(37), it can be derived that

̇𝑍
3
= −𝐾
3
𝑍
3
− 𝑏


[−𝑍
2
− 𝑐
3
𝑍
3
−

̇𝛼
2

𝑏
+ �̃�
𝑇

2
Φ(𝑍
3
) − 𝜀
2
] .

(39)

Consider a Lyapunov function:

𝑉
3
= 𝑉
2
−

1

2𝑏
𝑍
2

3
+
1

2
�̃�
𝑇

2
Γ
2
�̃�
2
. (40)

We can obtain its derivative

𝑉
3
= 𝑉
2
− 𝑍
2
𝑍
3
− 𝑐
3
𝑍
2

3
+ �̃�
2
Φ(𝑍
3
) 𝑍
3
+ �̃�
𝑇

2
Γ
2

̇̂
𝑊
2
, (41)

where ̇̂
𝑊
2
= Γ
2
[−Φ(𝑍

3
)𝑍
3
− 𝜎
3
�̂�
2
] and 𝜎

3
> 0.

As what we did in Step 1, (41) can be calculated as

𝑉
3
< −

3

∑

𝑗=1

𝑐
∗

𝑗0
𝑍
2

𝑗
−

3

∑

𝑗=1

𝜎
𝑗


�̂�
𝑗



2
+

3

∑

𝑗=1

𝜎
𝑗


𝑊
∗

𝑗



2
+

3

∑

𝑗=1

𝜀
𝑗

2
, (42)

where 𝑐∗
30
:= 𝑐
30
> 0.

Consider the Lyapunov stability theorem, it can be
concluded that all the signals in the diving control system
are bounded. Furthermore, the output tracking error of the
system will converge to a small neighbourhood zero domain
by appropriately choosing control parameters.

3.3. Guidance Law and Steering Control

3.3.1. Line-of-Sight Guidance. Referring to Fossen [20] and
Oh and Sun [23], we briefly introduce Line-of-Sight guidance
law in this section for path following in the horizontal plane
and discuss its application for straight lines and circular arcs.

Calculate the angle between the proposed path and the
north of earth-fixed coordinate in Figure 4:

𝛼
𝑘
:= arctan 2 (𝜂

𝑘+1
− 𝜂
𝑘
, 𝜉
𝑘+1

− 𝜉
𝑘
) ∈ [−𝜋, 𝜋] . (43)

Considering the cross track error 𝑒
𝛾
(𝑡) and a look-ahead

distance Δ, the desired course angle for the steering control
system can be computed as

𝛾
𝑑
= 𝛼
𝑘
+ arctan(

−𝑒
𝛾

Δ
) = 𝛼

𝑘
+ 𝛾
𝑒
, (44)

where Δ = 𝑛𝐿 (𝑛 = 2∼5).
When it comes to the circular arcs in Figure 5, we can

obtain the guidance law just as (44) in form.

3.3.2. Steering Controller Design. Referring to the vehicle
dynamics in horizontal plane in [24] and considering the
advantage of steering controller design, we define

𝑋
1
= 𝜓, 𝑋

2
= ̇𝜓. (45)

The kinetics model of the AUV in horizontal plane can be
simplified as

[
[

[

𝑋
1

𝑋
2

𝑌
𝜓

]
]

]

=
[
[

[

𝑋
2

𝑓
𝜓
(𝜐) + 𝑏

𝜓
𝛿
𝑟
+ 𝑑
𝜓

𝑋
1

]
]

]

, (46)

where 𝜐 := 𝑔
𝜓
(𝑢, V, 𝑟) includes the nonlinear terms with 𝑢, V,

and 𝑟 in the steering equation; 𝑑
𝜓
is the disturbance satisfied

with |𝑑
𝜓
| ≤ 𝜀
0
, 𝜀
0
> 0.
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Figure 4: Principle of LOS guidance for straight line.
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Figure 5: Principle of LOS guidance for circular arc.

Consider a heading track error:

𝑒
𝜓
= 𝑌
𝜓
− 𝑌
𝜓𝑑
, (47)

where the desired course angle 𝛾
𝑑
= 𝑌
𝜓𝑑
.

Choose𝐾 ∈ 𝑅 which makes (48) a stabilized system:

ℎ (𝑠) = 𝑠 + 𝐾. (48)

Then the derivative of the steering error system can be
written as follows:

̇𝑒
𝜓
= A𝑒
𝜓
+ B [𝑓

𝜓
(𝜐) + 𝑏

𝜓
𝜏 − ̈𝑌
𝜓𝑑
+ K𝑒
𝜓
+ 𝑑
𝜓
] , (49)

where 𝐴 = −𝐾 and 𝐵 = 1.

Then we can find 𝑃 > 0 and 𝑄 ≥ 0 which make the
following Lyapunov stable equation solvable:

𝐴
𝑇

𝑃 + 𝑃𝐴 = −𝑄. (50)

On the assumption that 𝑓
𝜓
(𝜐) and 𝑏

𝜓
are known and

𝑑
𝜓
= 0, a linear controller can be obtained as (51) using pole-

assignment method:

𝑢
𝜓
= −𝑏
−1

𝜓
(𝑓
𝜓
(𝜐) − ̈𝑌

𝜓𝑑
+ K𝑒
𝜓
) . (51)

Combined with (46), we can find

̇𝑒
𝜓
+ K𝑒
𝜓
= 0. (52)

For𝐾 is chosen appropriately according to (48), it can be
derived that lim

𝑡→∞
𝑒
𝜓
(𝑡) = 0.

In fact, 𝑓
𝜓
(𝜐) and 𝑏

𝜓
are uncertain, and 𝑑

𝜓
does exist. To

deal with the uncertain terms, a RBFNN is chosen to estimate
𝑓
𝜓
(𝜐):

𝑓
𝜓
(𝜐) = 𝑊

∗

Φ (𝜐) + 𝜀
𝜓
, (53)

where 𝑊∗ is an optimized weight estimation of the neural
network; Φ(𝜐) is a vector of Gaussian function Φ(𝜐) =

exp (‖𝜐 − 𝑐
0
‖
2

/𝑏
0

2

), 𝑐
0
∈ 𝑅 is its centre, and 𝑏

0
is the width

of the basis function.
If the weight estimation of neural network �̂� is uniformly

bounded, a positive constant 𝑤 can be found, which satisfies
‖�̂�‖ < 𝑤

0
.

For 𝜀
𝜓
is the estimation error of the RBF NN, then

𝑓
𝜓
(𝜐) − 𝑓

𝜓
(𝜐) = 𝜀

𝜓
. (54)

Meanwhile, consider a weight error for the RBF NN:

�̃� = 𝑊
∗

− �̂�. (55)

Combined with (49), (54), and (55), it can be calculated
as

̇𝑒
𝜓
= 𝐴𝑒
𝜓
+ 𝐵 [𝑓

𝜓
(𝜐) + �̂�

𝜓
𝛿
𝑟
− ̈𝑌
𝜓𝑑
+ 𝐾𝑒
𝜓

+ (𝑓
𝜓
(𝜐) − 𝑓

𝜓
(𝜐))

+ (𝑏
𝜓
− �̂�
𝜓
) 𝛿
𝑟
+ 𝑑
𝜓
(𝑡)]

= 𝐴𝑒
𝜓
+ 𝐵 [𝑓

𝜓
(𝜐) + �̂�

𝜓
𝛿
𝑟
− ̇𝑌
𝜓𝑑
+ 𝐾𝑒
𝜓

+Δ𝑓
𝜓
+ �̃�𝜙 (𝜐) + �̃�

𝜓
𝛿
𝑟
+ 𝑑
𝜓
] .

(56)

In order to compensate for estimation error and cur-
rent disturbance as shown in (56), a virtual control input
described as (17) is introduced as

] = −𝜅

𝐵
𝑇

𝑃𝑒
𝜓


𝐵𝑇𝑃𝑒
𝜓


+ 𝜆
𝜓

, (57)

where 𝜅 = 𝑃 + 𝜀
𝜓
and 𝜅 ≥ |Δ𝑓

𝜓
| + |𝑑
𝜓
|; 𝜆
𝜓
is a small positive

constant.
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Herein, (56) can be rewritten as follows:

̇𝑒
𝜓
= 𝐴𝑒
𝜓
+ 𝐵 [Δ𝑓

𝜓
+ �̃�𝜙 (𝜉) + �̃�

𝜓
𝜏
𝜓
+ 𝑑
𝜓
+ ]] . (58)

Introduce adaptive laws:

̇̂
𝑊 = 𝛾

1
Φ (𝜉) 𝐵𝑃𝑒

𝜓
,

̇
�̂�
𝜓
= 𝛾
2
𝜏
𝜓
𝐵𝑃𝑒
𝜓
, (59)

where 𝛾
1
and 𝛾
2
are positive constants.

To deal with the problem of stability, a Lyapunov function
(60) is chosen to guarantee the proposed adaptive NN
controller satisfying that the signals in the steering control
system are bounded:

𝑉
𝜓
=
1

2
𝑃𝑒
2

𝜓
+

1

2𝛾
1

�̃�
2

+
1

2𝛾
2

�̃�
2

𝜓
. (60)

The differentiation of (60) can be calculated as

𝑉
𝜓
= 𝑒
𝜓
̇𝑒
𝜓
𝑃 +

1

𝛾
1

�̃�
̇̃

𝑊 +
1

𝛾
2

�̃�
𝜓

̇
�̃�
𝜓

= 𝑒
𝜓
𝑃𝐵 (Δ𝑓

𝜓
+ 𝑑
𝜓
+ �̃�𝜙 (𝜐) + �̃�

𝜓
𝛿
𝑠
+ ])

+
1

𝛾
1

�̃�
̇̃

𝑊 +
1

𝛾
2

�̃�
𝜓

̇
�̃�
𝜓
.

(61)

With a combination of (59) and (61), it can be derived that

𝑉
𝜓
= 𝑒
𝜓
𝑃𝐵 (Δ𝑓

𝜓
+ 𝑑
𝜓
+ ]) . (62)

Moreover, because

𝑒
𝑇

𝜓
𝑃𝐵 (Δ𝑓

𝜓
+ 𝑑
𝜓
+ ])

≤

𝐵
𝑇

𝑃𝑒
𝜓


(

Δ𝑓
𝜓


+

𝑑
𝜓


) + 𝑒
𝑇

𝜓
𝑃𝐵]

=

𝐵
𝑇

𝑃𝑒
𝜓


(

Δ𝑓
𝜓


+

𝑑
𝜓


) − 𝜅

(𝐵
𝑇

𝑃𝑒
𝜓
)
2


𝐵𝑇𝑃𝑒
𝜓


+ 𝜆
𝜓

≤

𝐵
𝑇

𝑃𝑒
𝜓


(

Δ𝑓
𝜓


+

𝑑
𝜓


) − 𝜅


𝐵
𝑇

𝑃𝑒
𝜓



2


𝐵𝑇𝑃𝑒
𝜓


+ 𝜆
𝜓

(63)

and ‖𝐵𝑇𝑃𝑒
𝜓
‖
2

/(‖𝐵
𝑇

𝑃𝑒
𝜓
‖ + 𝜆
𝜓
) > ‖𝐵

𝑇

𝑃𝑒
𝜓
‖ − 𝜆
𝜓
are true, (62)

can be calculated as

𝑉
𝜓
≤

𝐵
𝑇

𝑄𝑒
𝜓


(

Δ𝑓
𝜓


+

𝑑
𝜓


− 𝜅


𝐵
𝑇

𝑃𝑒
𝜓


− 𝜆
𝜓
) . (64)

It is known that 𝜅 ≥ |Δ𝑓
𝜓
| + |𝑑
𝜓
|; then we can obtain

𝑉
𝜓
≤ −𝜅𝜆

𝜓
≤ 0. (65)

Similar to the derivation of diving controller, it can be
concluded that all the signals in the steering control system
are bounded. Furthermore, the output tracking error of the
system will converge to a small neighbourhood zero domain
by appropriately choosing control parameters.

Finally, the control input can be given by

𝑢
𝜓
= −�̂�
−1

𝜓
(𝑓
𝜓
(𝜐) − ̇𝑌

𝜓𝑑
+ K𝑒
𝜓
− ]) . (66)

4. Simulation Results

In order to validate the proposed controller, it is assessed
in the C/C++ simulation environment with a full nonlinear
model for the designed vehicle. It is assumed that the states of
the system are updated with a period of T = 0.1 s (seconds).
Considering jacket healthy state detection which is a regular
task for offshore platform, a spiral three-dimensional path
is programmed to complete the detection job. In order to
fulfil this mission successfully, the control objective is going
to achieve a high tracking precisionwith the proposed control
method.

Two simulations are carried out to demonstrate the
advantage of the proposed method, including path follow-
ing conditions without sea current and undersea current,
where the unvarying current is set to be heading east with
0.25m/s. The vehicle is initially rest at a random position
(𝑥, 𝑦, 𝑧) = (0m, 35m, 0.5m) with an unspecified attitude
(𝜑, 𝜃, 𝜓) = (0

∘

, 0
∘

, 90
∘

). The desired forward speed is 1.8m/s.
The gains and parameters for the adaptive neural network
speed controller are 𝜆

𝑢
= 1.2, 𝑘

𝑢
= 2.5, and 𝛾

𝑢
= 1.8,

while the ANN steering controller’s initial values are set as
follows: 𝑐

1
= 5, 𝑐

2
= 12, 𝑐

3
= 10, 𝑏 = 3.8386𝑒 − 005,

Γ
1
= Γ
2
= diag {1.5}, and 𝜎

1
= 𝜎
3
= 0.5. The parameters

for the diving control system are chosen as𝐾 = 2.8, 𝜆
𝜓
= 0.1,

𝛾
1
= 2, and 𝛾

2
= 1.5. And the initial weights of RBF NN for

the three subsystems are chosen as zero.
Figures 6–9 show the simulation results for spatial path

following between different ocean circumstances. It is shown
that the proposed mission under disturbance of current
or not could be achieved by the designed adaptive neural
network controllers. It is clear that the proposed method is
suitable to follow the spatial path with a random position
and attitude, which is very practical in jacket healthy state
detection mission.

Figure 6 is the response of spatial path following under
different circumstances in three-dimensional space, where S
means the start point and E is the end of the mission. We can
see that the performances in the two simulations are good in
general. It can be seen that the two tracks are identical with
the same initial values for controllers’ compensation to the
uncertain dynamics and ocean current.

From Figure 7, it is shown that the position track errors
during the jacket detection missions are gradually converged
to zero. Combined with Figures 7 and 8, we can clearly see
that although the overshoots have a little increase at the 67th
second and the 54th one, which indicate the presence of
ocean current in the process, the errors decrease to zero very
quickly using the proposed controllers, which was designed
to guarantee the errors in the spatial path following systems
to be restricted to a small value gradually. In the meanwhile,
when it is compared to the surge speed responses under
different circumstances in Figure 9, it is evident that the
fluctuant speed is the primary reason responsible for the
overshoots in the spatial path following.

The simulation results obtained illustrate that the pro-
posed methodology is effective and reduces the path fol-
lowing errors. Moreover, it is relatively simple to apply this
proposed control in simulation.
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Figure 6: Spatial path following under different circumstances.
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Figure 7: Position track errors in the horizontal plane.

5. Conclusions

The objective of this paper was to accurately follow a given
path in the presence of systemic variations and ocean current.
On one hand, three lightly interacting subsystems, including
diving, steering, and speed control, were proposed to simplify
the controller design for the spatial path following with 6-
DOF nonlinear equations. On the other hand, those three
controllers were designed to guarantee that all the error states
in the spatial path following system were asymptotically sta-
ble by using adaptive neural networkmethod.The simulation
results illustrated that the proposed methodology was effec-
tive and attenuated the path following error under current.
Future work will address the problems of path following
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Figure 8: Depth track errors in the vertical plane.
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Figure 9: Surge speed errors under different circumstances.

under more common spatial curves. The problem of external
disturbance about varying sea currents also warrants further
research.
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The ride height control system is greatly affected by the random road excitation during the ride height adjusting of the driving
condition. The structure of ride height adjusting system is first analyzed, and then the mathematical model of the ride height
adjusting system with the random disturbance is established as a stochastic nonlinear system. This system is decoupled using the
differential geometry theory and stabilized using the Variable Structure Control (VSC) technique.The designed ride height control
system converges in probability to be asymptotically stable in the slidingmotion band, and the desired control law is solved to ensure
the stable adjustment of the ride height system. Simulation results show that the proposed stochastic VSC method is effective for
the dynamic adjusting of the ride height. Finally, the semiphysical rig test illustrates the applicability of the proposed scheme.

1. Introduction

Ride height adjustment is one of the advantages for Electron-
ically Controlled Air Suspension (ECAS) [1, 2]. The height
adjustment, which contains the aerothermodynamics and
vehicle dynamic processes of variable mass system, is accom-
plished by charging/discharging gas into/from air spring.The
ECU of the ride height adjusting system can automatically
regulate the ride height (maintaining or switching the ride
height of the vehicle) to improve the performance of the
suspension, according to the different driving states.

In the past several years, the study of ride height adjusting
system attracted the attention of researchers all over the
world. A prototype self-leveling active suspension system for
road vehicles is presented to analyze the characteristic of
the system [3]. In fact, the adjustment of the ride height
system, which belongs tomultidomain dynamics, is a process
where the energy of the compressed air is converted to
potential energy of vehicle sprungmass. Since the ride height
adjusting system includes the continuous dynamic system
state and the discrete logic state of the height mode switch,
a novel approach for the verification of hybrid systems based
on linear and mixed-integer linear programming for the
electronic height control was proposed [4, 5]. Then, the ride
height control system based on the model was designed.

A multibody dynamic model of an air suspension vehicle
by using Lagrange’s method was built, and a ride height
simulation under the condition of a step input using PID
and PD control strategy was performed [6]. Some advanced
control algorithms were also used to improve the adjusting
performance of the ride height system. Chen et al. used
the combined PID and VSC method to control the Hydro-
Pneumatic Suspension, which could eliminate the oscillation
and improve the control accuracy of the ride height system
[7]. Yu et al. studied the fuzzy control of the ride height
system, and the proposed control system has good robustness
for the case of the changed structure parameters [8]. Yang
et al. further studied the charging/discharging gas system of
ECAS, designed the inductance integral height measuring
system for real-time tracking information of ride height, and
tried to improve the stability of the ride height adjustment
system by adopting gearshift integral PID/PWM algorithm
[9–11]. Feng and Du adopted the Fuzzy/PWM algorithm
on the electronic controlled air suspension of semitrailer
based on a quarter-car model, and then the phenomenon
of overshoot and oscillation can be overcome effectively
[12]. Kim and Lee used a sliding mode control algorithm to
improve the tracking accuracy of the control and to overcome
nonlinearities and uncertainties in the air suspension system
[13]. However, the dynamic adjusting, especially the stability
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Figure 1: Pneumatic scheme of the ride height system for full vehicle.

control with respect to the random disturbances, has little
research, but we can find some theories to apply the nonlinear
system with disturbances [14, 15]. According to the charac-
teristics of the nonlinear stochastic adjustment system, the
ride height control system is designed by using the stochastic
VSC technique in the present paper. The stochastic VSC law
is solved by the stabilization in a certain probability, and this
may achieve the stable adjustment of the dynamic ride height.

This paper is organized as follows. In Section 2, the
ride height adjusting system is described. In Section 3,
the dynamic model with random disturbances is built. In
Section 4, we design a stochastic variable structure controller
to achieve the stable adjusting of ride height, and the
simulating results of comparing the algorithm proposed in
this paper with PID algorithm are carried out. Experimental
results show the effectiveness of the proposed method, as
shown in Section 5. Conclusions are provided in Section 6.

2. Structure of Ride Height Adjusting System

The structure of ECAS system is shown in Figure 1. The high
pressure air in air springs is exchanged with air reservoir
or the atmosphere, which can lead to the state changing of
ride height adjusting system. Thus, the considered system is
characterized by pneumatic and mechanical coupling.

To further demonstrate the working principle of ride
height adjusting system, a quarter ride height system model
is used to describe the changing process of the ride height,
as shown in Figure 2. Supposing that the sprung mass of
suspension is a centralized mass 𝑀, the displacement of the
sprung mass is changed by charging/discharging compressed
air, and the ride height is adjusted to satisfy the vehicle
driving performance. In the charging process, air from the air
reservoir is supplied into the air spring through the pipeline
as shown in Figure 2(a). In the discharging process, air from
the air spring is released into the atmosphere through the
pipeline as shown in Figure 2(b). In the practical application,
the volume change rate and effective area of a diaphragm
air spring are constant, and the height of the diaphragm air
spring is similar to a piston motion of engine. Therefore, we
can see that the characteristics of air springs and compressed
gas lead to the nonlinearity of the ride height adjustment

system. Additionally, the ride height adjustment system is
disturbed by the road excitation when the vehicle was driven
at different road conditions and speeds.

3. Mathematical Model of
Ride Height Adjusting System with
Random Disturbances

The random disturbance caused by irregularities of the road
surface is filtered by the tire system, and it can be unified
into the random change of suspension deflection [16]. The
ride height adjusting system includes the processes of variable
mass thermodynamics and vehicle dynamics, and a quarter-
vehicle mathematical model is shown as [17]

𝑚
𝑠

̈𝑍
𝑠
= (𝑃
3
− 𝑃
𝑎
) 𝐴
𝑒
− 𝑚
𝑠
𝑔

− (𝐶
(1)

3

̇𝑍
𝑠
+ 𝐶
(2)

3

̇𝑍
2

𝑠
+ 𝐶
(3)

3

̇𝑍
3

𝑠
) − 𝑘
𝑠
𝜔,

𝑉
3

̇𝑃
3
= −𝜅𝑃

3
Δ𝑉 ̇𝑍
𝑠
+ 𝜅𝑅𝑇

3
𝑞
𝑚
,

𝑉
3
= 𝑉
30
+ Δ𝑉𝑍

𝑠
,

(1)

where𝑚
𝑠
is the sprung mass;𝑍

𝑠
is the absolute displacement

of sprung mass; 𝑃
3
is the internal absolute pressure of air

spring; 𝑃
𝑎
is the atmospheric pressure;𝐴

𝑒
is the effective area

of air spring; 𝑔 is the acceleration of gravity; 𝐶(𝑖)
3
, 𝑖 = 1, 2, 3

are one-degree term, quadratic term, and three-degree term
of damping, respectively; 𝑘

𝑠
is the interference coefficient,

relating to the character parameters of tire, air spring, and
shock absorber; 𝜔 is the Gauss white noise with mean value
of zero, relating to the irregularity of road surface and vehicle
speed; 𝜅 is the adiabatic coefficient; 𝑞

𝑚
is the mass flow rate

of inflow gas (or the outflow gas, which is negative); 𝑇
3
is

the internal temperature of air spring; 𝑉
3
is the volume of air

spring (subscript 0 stands for the initial volume of air spring),
and Δ𝑉 is the volume change rate of air spring.

Choose the state variable of ride height tracking system as
𝑋 = [𝑋

1
𝑋
2
𝑋
3
]
𝑇

= [𝑍
𝑠

̇𝑍
𝑠
𝑃
3
]
𝑇

; that is, 𝑋
1
, 𝑋
2
, and 𝑋

3
,
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Figure 2: Structure of ride height adjustment for a quarter vehicle.

separately, are the ride height, the rate of ride height changing,
and the pressure of air spring, so we can rewrite (1) as

𝑋 = 𝑓 (𝑋) + 𝑔 (𝑋) 𝑢 + 𝑞 (𝑋)𝜔,

𝑦 = ℎ (𝑋) = 𝑋
1
,

(2)

where
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[
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[
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𝑞 (𝑋) =

[
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0

]
]
]

]

,

(3)

and the control input 𝑢 is the air mass flow rate 𝑞
𝑚
.

4. Ride Height Adjusting System via
Stochastic VSC Algorithm

4.1. Disturbance Decoupling of Dynamic Ride Height Adjusting
System. For Lie derivative 𝐿

𝑞
ℎ(𝑋) = 0 and 𝐿

𝑞
𝐿
𝑓
ℎ(𝑋) =

(−𝑘
𝑆
/𝑚
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) ̸= 0, the interference characteristic index ] is 2

[18, 19]. According to the differential geometry theory and
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,

(2) can be decoupled as
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where 𝐿
𝑞
𝐿
2

𝑓
ℎ(𝑋) = 𝐶

(1)

3
+ 2 𝐶

(2)

3
𝑋
2
+ 3 𝐶

(3)

3
𝑋
2

2

𝑘
𝑠
/𝑚
𝑠

2.

4.2. Variable Structure Control Approach to Design the Ride
Height Adjusting System. The nonlinearity of the suspension
system is composed of air spring and shock absorber, and
the disturbance caused by road irregularity is the main
characteristic of ride height adjusting system. VSC algorithm
can obtain a perfect robustness to the interference and
perturbation of the system [20] and will be proposed in
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this paper. The control input function 𝑢(𝑡) is solved by
defining the switching function vector 𝑠(𝑡). Considering (4),
the decoupled system is

𝑋 = [

[

𝑋
2

𝑋
3

𝐿
3

𝑓
ℎ (𝑋)

]

]

+ [

[

0

0
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2
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]
]

]

𝜔.

(5)

The height adjusting system belongs to a single-input
nonlinear system. Let 𝑎(𝑥) = 𝐿

3

𝑓
ℎ(𝑋), 𝑏(𝑥) = 𝐿

𝑔
𝐿
2

𝑓
ℎ(𝑋),

Γ(𝑋) = [

0

𝐿𝑞𝐿𝑓ℎ(𝑋)

𝐿𝑞𝐿
2

𝑓
ℎ(𝑋)

]. Then, (5) is defined as 𝑋 = 𝑓(𝑋) +

𝑔(𝑋)𝑢 + 𝑞(𝑋)𝜔. Because the mean value of the normal white
noise 𝜔 is zero and is relative to the Wiener process [21],
(5) is a typically Itô-type stochastic system [22]. It is obvious
that the ride height system cannot be globally controlled in
the bandwidth region with 100% of total probability. So, the
stochasticVSC input𝑢(𝑡) may ensure that the slidingmode of
the system could be controlled by a certain probability 1−𝛿 <

100%. We define that the switching function 𝑠(𝑡) must be
controlled in a determined region by a certain probability,
and it helps to solve the control law. The target equation can
be represented as

𝑃 {|𝑠 (𝑡)| ≤ 𝜇} = 1 − 𝛿. (6)

If (6) is satisfied, the Itô-type stochastic system is asymp-
totically stable as a certain probability at the new balance
point, and the control law of VSC input can be solved
according to the above.

Firstly, define 𝑒
1
= 𝑋
1
−𝑋
𝑑
, 𝑒
2
= 𝑋
1
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𝑑
,

switching function 𝑠(𝑡) = 𝑐 [
𝑒1

𝑒2

𝑒3

], and tracking height𝑋
𝑑
, and

substituting these into (5) yields

̇𝑒 = [

[

𝑋
2

𝑋
3

𝑎 (𝑥)

]

]

+ [

[

0

0

𝑏 (𝑥)

]

]

𝑢 + Γ (𝑋) 𝜔. (7)

The part 1.2-Variable Structure Control Strategy in litera-
ture [23] can be extended to the nonlinear stochastic system.
To get the control law of the ride height adjusting system,
we define 𝑚

𝑠
= 𝐸{𝑠(𝑡)|𝑋(𝑡)} and V = 𝑐Γ𝜔. Noting that

the variance of 𝜔 is 𝜎
2, we can see that V is a Gaussian

procedurewith zeromean and variance (𝑐Γ)
2

𝜎
2. At the same

time, the variance can be appropriately identified according
to the deflection of suspension.The control law can be solved
according to three conditions of the switching function.

(1) Consider 𝑠(𝑡) > 𝜃
−1

𝑊, where 𝜃 (0 < 𝜃 < 1) is the
regulating parameter of the switching function and 𝑊 is
defined by the equation ∫

𝑊

−𝑊

(1/√2𝜋 𝜎) exp(−𝑥2/2𝜎2) 𝑑𝑥 =
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𝑚
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𝑒
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2
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(8)

(2) Consider 𝑠(𝑡) < −𝜃
−1

𝑊. The equation ∫
−𝜃𝑠(𝑡)
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(1/√2𝜋 𝜎)×
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/2𝜎
2
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𝑚
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1
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2
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(𝑡); then the

control law is

𝑢 (𝑡) = 𝑢
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(𝑥) [−𝑎 (𝑥) − 𝑐
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(9)

(3) Consider |𝑠(𝑡)| < 𝜃
−1

𝑊:

𝑢 (𝑡) = 𝑢
𝑒𝑞
(𝑡) = 𝑏

−1

(𝑥) [−𝑎 (𝑥) − 𝑐
1
𝑒
2
− 𝑐
2
𝑒
3
] . (10)

The ideal design objective is that the confidence interval
1 − 𝜀 is as large as possible, and the bandwidth 𝜃

−1

𝑊
𝑐
of

sliding motion is as small as possible, but these conditions
are contradictory. The parameter of 𝜀 and the sliding motion
band can be determined in the practical application.

4.3. Simulation of Dynamic Ride Height Control System. Con-
trol strategies such as stochastic VSC and PID control were
compared by means of computational simulations with the
help of the software MATLAB/Simulink. Simulation results
were conducted to validate the accuracy and effectiveness
of the proposed control algorithm. The simulation model
consists of the variable mass thermodynamics system model
of air spring, the quarter vehicle model, and the controller,
as shown in Figure 3. The program of control algorithm
is realized by using S-function, and this may be coded to
make dSPACE controller acquaint (see Section 5). Since the
disturbance magnitude is determined by the irregularity of
road surface and the vehicle speed, the road model is built
by the integral white-noise as shown in Figure 4, and the
disturbance data may be the equipment of road simulator by
format changing. Taking B level typical road and the speed
50 km/h as example, the disturbance magnitude is calculated
after a low-pass filter of the tire and suspension damping, as
shown in Figure 5.

For the comparison of stochastic VSC and PID control
algorithm, the same adjusting time needs to be ensured, and
the control parameters of 𝐾

𝑃
for PID [24, 25] and 𝑐

1
for

VSC are predetermined according to the height adjusting
time. Table 1 shows the major parameters of the ride height
adjusting system used in the simulation. The ride height
adjustment of ECAS has three switchmodes of “High Mode,”
“Normal Mode,” and “Low Mode” in this study. “Normal
Mode” is the normal ride height, and othermodes are applied
in special conditions. The height changing distance between
“Normal Mode” and “High Mode” is 20mm, and the height
changing distance between “NormalMode” and “LowMode”
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Table 1: Values of the ride height adjusting system parameters.

Parameters Value

Sprung mass𝑀 (kg) 1074

First degree term of damping coefficient 𝐶(1)
3

(N⋅s/m) 8832

Quadratic term of damping coefficient 𝐶(2)
3

((N⋅s/m)2) 6245

Third degree term of damping coefficient
𝐶
(3)

3
((N⋅s/m)3)

−1568

Effective area 𝐴
𝑒
(m2) 0.019

Volume changing rate Δ𝑉 (m3/m) 0.025

Initial effective volume 𝑉
30
(m3) 0.0048

Volume of air reservoir 𝑉
1
(m3) 0.06

Pressure of air reservoir 𝑃
1
(MPa) 1.0
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Figure 6: Lifting of the ride height.
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Figure 7: Lifting trajectory of height errors.

is 30mm. So, we choose the control parameters 𝐾
𝑃
= 0.8,

𝐾
𝐼
= 0.2, and 𝐾

𝐷
= 0.5 for PID control and 𝑐

1
= 15 and

𝑐
2
= 10 for VSC.
The experimental results are obtained by applying the

stochastic VSC and PID control techniques. Figures 6 and
7 show the results of the ride height lifting condition for
the simulations. With the same adjusting time 4 s of both
control methods, we can see from Figure 6 that the standard
deviation using VSC technique is 3.4mm, and the one using
PID control technique is 3.6mm. Figures 8 and 9 show the
results of the ride height lowing condition for the simulations.
By using the same analyzing method, it is observed from
Figure 8 that the standard deviation using VSC technique is
4.8mm and the one using PID control technique is 5.2mm,
under the same adjusting time 5 s of both control methods.
Moreover, it is known from the trajectory of height errors
in Figures 7 and 9 that the adjusting process of VSC system
is more stable. Therefore, the simulation results show that
the controller can greatly improve the adjusting stability and
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Figure 8: Lowering of the ride height.
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Figure 9: Lowing trajectory of height errors.

the system oscillation by using the stochastic VSC technique.
Some performance comparison is shown in Table 2.

5. Test and Validation

The actual adjusting test was conducted with a semiphysical
rig equipped with a ride height control system, where the full
character was equivalent to six coil springs. Payload of the
ride height system can be changed by increasing or decreasing
the amount of the iron-sand bags. Random road disturbances
created by the simulink model were input into the system
of the Digital Hydraulic Servo Test Machine of INSTRON
8800. Meanwhile, the proposed stochastic VSC algorithm
was programmed by means of Matlab/Simulink and directly
downloaded into the dSPACE/RapidPro platform. In addi-
tion, a compressor was used to supply the high pressure air
for the ride height system. In current testing applications, the
control input calculated by stochastic SVC technique is the
mass flow rate 𝑢, but the ON-OFF solenoid valve has just two
states which cannot continuously adjust the mass flow rate.
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Table 2: Performance index comparison of VSC and PID technique.

Performance index SVSC PID
Lifting Lowering Lifting Lowering

Height deviation (mm) 3.4 4.8 3.6 5.2
Acceleration amplitude of vehicle body (m/s2) 5.61 5.63 5.96 6.24
Acceleration of vehicle body r.m.s (m/s2) 1.08 1.09 1.14 1.17
Height adjusting time (s) 4 5 4 5

Semiphysical
rig

Combined
solenoid valve

Height
sensor

ECU/dSPACE

Figure 10: Testing rig of the ride height adjustment system.

So, the average mass flow rate during 0.062 seconds of the
pulse period is controlled by the PWM duty cycle. Since the
response speed of solenoid valve is limited, a working dead-
zone of solenoid valve should be no less than 0.025 seconds.
In addition, the solenoid valve for charging and discharging
the compressed gas does not allow opening simultaneously
which can reduce energy consumption. Figure 10 shows the
configuration of the semi-physical rig test platform. The
pressure of air spring is measured by an installed pressure
sensor, and the ride height changing is measured by an
installed height sensor.

Figures 11, 12, 13, and 14 show the testing results for the
proposed control system. The adjusting time of both height
lifting and lowering is over 5 s, because the route loss of the
pipeline, the pressure decreasing of the air reservoir, and the
saturation of control input jointly contribute to the more
adjusting time than that of simulations. Nevertheless, the
whole height adjusting process has no significant overshoot,
and the proposed control system can stably switch the height
mode andweaken the effect of disturbances.This result shows
the robustness of the proposed controller.

6. Conclusions

This paper focuses on the ride height control system under
the random road disturbances. The nonlinear model of ride
height system, which contains the aerothermodynamics and
vehicle dynamic processes, is established. On the basis of the
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Figure 11: Height lifting testing.
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Figure 12: Height lowering testing.

present simulations and test, the following conclusion can be
made.

(i) The ride height adjusting system is modeled as an
Itô-type stochastic nonlinear system. Zero stability
of the ride adjusting system will not be obtained by
the control algorithm. The control law is obtained
by using Gauss normal distribution in a certain
probability, which can be carried out to weaken the
random disturbance of the road irregularities.
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Figure 13: Pressure changing of air spring of ride height lifting with
random disturbances.
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Figure 14: Pressure changing of air spring of ride height lowering
with random disturbances.

(ii) Under the same adjusting time, the proposed con-
troller and PID controller both can achieve the
same height accuracy, but the proposed controller
has a better ride performance than that of the PID
controller during the height adjusting process, which
shows that the proposed controller is suitable for the
current system.

(iii) Rig tests show that the proposed control method is
feasible and can satisfy the stability performance of
the ride height adjusting system.
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This paper establishes a mathematic model of composite braking in the hydraulic hybrid vehicle and analyzes the constraint con-
dition of parallel regenerative braking control algorithm. Based on regenerative braking system character and ECE (Economic
Commission of Europe) regulations, it introduces the control strategy of regenerative braking in parallel hydraulic hybrid vehicle
(PHHV). Finally, the paper establishes the backward simulation model of the hydraulic hybrid vehicle in Matlab/simulink and
makes a simulation analysis of the control strategy of regenerative braking.The results show that this strategy can equip the hydraulic
hybrid vehicle with strong brake energy recovery power in typical urban drive state.

1. Introduction

Regenerative braking is an important technology of the
hybrid vehicles that appeals to very strong research interests
all over the world [1–5]. Research on control strategy is one
of most important topics of regenerative braking and can be
roughly categorized into two types according to the propose
of research. One is to enhance the braking performance and
driving comfort. The other is to improve the regenerative
efficiency and to save resources. Almost the present research
concentrates on regenerative braking in many of electric
vehicles (EV), hybrid electric vehicles (HEV), and plug-in
hybrid electric vehicles. A mass of solutions in regenerative
braking system control have been carried out. For example,
Kim et al. [6] and Peng et al. [7] put forward two regenerative
braking strategies based on the fuzzy control to pursue high
regenerative efficiency and good braking performance. The
simulation results indicated that both regenerative braking
control strategies could increase the fuel economy for HEV
and improve vehicle stability. Oh et al. [8], Jo et al. [9], Zhang
et al. [10], Moreno et al. [11], and others have carried out
research studies in this field as well. Nevertheless, pieces of
the literature devoted to hydraulic hybrid vehicle (HHV) are
relatively scarce.Wu et al. [12] proposed a strategy for passen-
ger cars based on dividing the accumulator volume into two

parts, one for regeneration and the other for road-decoupling.
Hui et al. [13] presented a fuzzy torque control strategy based
on vehicle load changes for real-time controlling the energy
distribution in PHHV.Though they proposed amethodology
of braking to improve the fuel economy in a typical urban
cycle, the braking characteristicswere not investigated deeply.
What is more, the efficiency of brake energy recovery and
the distribution of braking force were not considered and
optimized at all. The design of regenerative braking strategy
in HHV remains a problem yet. Compared with electrified
vehicles, HHV has some advantage, particularly for vehicles
containing hydraulic equipment on board [14]. For instance,
hydraulic accumulator is of higher power density and ability
to accept the high rates and high frequencies of charging
and discharging [15]. Besides, the service life of a hydraulic
accumulator as the storage is more than a battery. Therefore,
HHV has a greater potential than electrified vehicles, and
the research on that makes much sense. Generally, there
are two types of hydraulic hybrid systems: parallel hydraulic
hybrid vehicle (PHHV) and series hydraulic hybrid vehicle
(SHHV). PHHV uses a traditional mechanical drive train
with hydraulic pump/motor unit inline between the trans-
mission and axle [16]. The configuration of PHHV is simpler
than that of SHHV and easier to be refitted.Therefore, PHHV
occupies large proportion of HHV at home and abroad.
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However, it is hard for PHHV driven by rear wheel to obtain
a good braking stability as well as an effective regenerative
energy recovery. One reason for this phenomenon is that the
rear wheel is easy for locking when the hydraulic regenerative
braking force is exerted on the back axle. Therefore, when
the hydraulic braking force is strong enough, the back-axle
utilization adhesion curvesmay surpass the constraint of ECE
(Economic Commission of Europe) regulations, resulting
in the premature rear lock and decline in the utilization
adhesion coefficient. To cope with this situation, the paper
puts forward the control strategy of regenerative braking in
the parallel composite braking system, which consists of the
conventional fictional braking system and hydraulic regener-
ative braking system.The control strategy is revised according
to the external character of the parallel composite braking
system and ECE regulations. The simulation results demon-
strate its effectiveness in improving the brake energy recovery
in typical urban drive state.

2. Configuration of PHHV

This rear-wheel-drive hydraulic hybrid vehicle, shown in
Figure 1, consists primarily of an internal combustion engine,
a high pressure accumulator, low pressure reservoir, and a
variable displacement hydraulic pump/motor unit. The pri-
mary power source is the same diesel engine used in the
conventional vehicle. The transmission, propeller shaft, and
the differential and driving shaft are the same as those in the
conventional vehicle. The hydraulic pump/motor is coupled
with the propeller shaft via a torque coupler [17, 18].The basic
parameters of the parallel hydraulic hybrid vehicle studied in
this paper are as shown in Table 1.

During deceleration, the hydraulic pump/motor decel-
erates the vehicle while operating as a pump to capture the
energy normally lost to friction brakes in a conventional
vehicle. Also, when the vehicle brake is applied, the hydraulic
pump/motor uses the braking energy to charge the hydraulic
fluid from a low pressure hydraulic accumulator into a high-
pressure accumulator, increasing the pressure of the nitrogen
gas in the high pressure accumulator. The high pressure
hydraulic fluid is used by the hydraulic pump/motor unit to
generate torque during the next vehicle launch and accelera-
tion [19–21]. It is designed and sized to capture braking energy
from normal, moderate braking events and is supplemented
by friction brakes for aggressive braking.

Ignoring the vehicle rolling resistance moment, the front
wheel braking force 𝐹

𝑓1
and the rear wheel braking force 𝐹

𝑓2

are given by the following, respectively:

𝐹
𝑓1

=

𝜑 (𝐺𝑏 + 𝑚 (𝑑𝑢/𝑑𝑡) ℎ
𝑔
− (𝐶
𝐷
𝐴𝑢
2

/21.15) ℎ
𝑔
)

𝐿
,

(1)

𝐹
𝑓2

=

𝜑 (𝐺𝑎 − 𝑚 (𝑑𝑢/𝑑𝑡) ℎ
𝑔
+ (𝐶
𝐷
𝐴𝑢
2

/21.15) ℎ
𝑔
)

𝐿
,

(2)

where 𝜑 is the adhesion coefficient between tire and road
surface, 𝐺 is the vehicle gravity (N), 𝑚 is the vehicle quality

Transmi-
ssion

Pump/motor

PumpPlanetary

High pressure 
accumulator 

ECULow pressure 
accumulator

Engine

Figure 1: Configuration of PHHV.

Table 1: Basic parameters of PHHV.

Name Parameter
Wheel radius 0.28m
Maximum weight 1795 kg
Complete vehicle kerb mass 865 kg
Final drive axle ratio 4.129
Volume of the hydraulic accumulator 25 L
Filling pressure of the hydraulic accumulator 12MPa
Maximum working pressure of the hydraulic
accumulator 31MPa

Minimum working pressure of the hydraulic
accumulator 15MPa

Torque coupler gear ratio 1.3
Hydraulic pump/motor capacity A4VG56/56mL/r

(kg), 𝑎 is the distance from vehicle center of gravity to front
axle center line (m), 𝑏 is the distance from vehicle center of
gravity to rear axle center line (m), 𝐿 is wheel base (m), ℎ

𝑔
is

the height of the center of gravity (m),𝐶
𝐷
is the air resistance

coefficient, 𝐴 is the frontal area (m2), 𝑢 and is the vehicle
speed (m/s).

3. Design of Parallel Regenerative
Braking Control Algorithm

During the composite braking, the brake severity is usually
set at 0.1∼0.7. After this phase, the regenerative braking force
on the rear wheel, will rise, which will raise the utilization
adhesion coefficient of the rear wheel whereas that of the
front wheel goes down. As a result, the utilization adhesion
coefficient on the rear wheel tends to surpass the constraint
of ECE regulations, while the front wheel tends to be safer,
with the possibility of lock being lowered in a further way.

In order to ensure the vehicle braking performance,
ECE regulations demand the following: when the adhesion
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coefficient 𝜑 is between 0.2 and 0.8, the braking severity is
𝑧 ≥ 0.1 + 0.7(𝜑 − 0.2); thus, the following is gained:

𝐹
𝑥𝑏2

≤
𝑧 + 0.04

0.7

(𝑎 − 𝑧ℎ
𝑔
)𝐺

𝐿
,

𝐹
𝑥𝑏1

= 𝐺𝑧 − 𝐹
𝑥𝑏2

.

(3)

As shown in Figure 2, the maximum rear wheel braking
force curves are depicted in the wheel braking force distribu-
tion diagram, where line OC denotes line 𝛽, over which the
ideal wheel braking force distribution line 𝐼 lies. The vehicle
synchronization adhesion coefficient is 0.75. The regulations
can be satisfiedwith the ignorance of the regenerative braking
system character. Line AB in the figure denotes the composite
braking phasewhen the energy can be recovered to the largest
degree, and OA is the biggest braking force during the pure
regenerative braking. In order to prevent the premature lock
of rear wheels duringmassive braking (𝑧 > 0.7) of the vehicle,
the right boundary line goes down alongwith the line 𝑟where
brake severity is 0.7, as is shown in Figure 2 as line BC.

In the composite braking phase shown in Figure 2, the
braking force on front and rear wheels is as follows:

𝐹
𝑥𝑏2

= 𝐾 (𝐹
𝑥𝑏1

+ 0.115𝐺) (0.1 < 𝑧 < 𝑧B) ,

𝐹
𝑥𝑏2

=

−0.7ℎ
𝑔

𝐿 + 0.7ℎ
𝑔

𝐹
𝑥𝑏1

+
0.7𝐺𝑏

𝐿 + 0.7ℎ
𝑔

(𝑧B ≤ 𝑧 ≤ 0.7) ,

(4)

where 𝑧B is brake severity corresponding to point B,𝐾 is slope
of line AB.

Here𝐾 = 1.1407, 𝑧B = 0.45. After the revise according to
points A and C, the limit values of braking severity 𝑧 are 0.127
and 0.715. The regenerative braking force 𝐹p/m can be gained
by the regenerative braking control algorithm:

𝐹p/m =

{{{{{{{{{

{{{{{{{{{

{

𝑇p/m

𝑟
= 𝐺𝑧, 𝑧 ≤ 0.127,

𝐺𝑧 −
𝐺 (𝑧 − 0.115𝐾)

(1 + 𝐾) 𝛽
, 0.127 < 𝑧 ≤ 𝑧B,

𝐺𝑧 −

𝐺𝑧 (𝐿 + 0.7ℎ
𝑔
) − 0.7𝐺𝑎

𝐿𝛽
, 𝑧B < 𝑧 < 0.715.

(5)

After the concrete parameters of the hydraulic hybrid vehicle
are input into the above equations, the relation in conditions
of different brake severity and hydraulic accumulator pres-
sure between regenerative braking system character and the
algorithm distribution results is gained, which is depicted in
Figure 3. As is shown in the figure, when hydraulic accu-
mulator pressure is relatively lower and the brake severity
𝑧 ≤ 0.1 and 𝑧 ≥ 0.5, the regenerative braking distribution
result is that the demanded regenerative braking force is lower
than regenerative braking system character, proving that the
regenerative braking power of the system has not been fully
performed. In the phase of 0.1 < 𝑧 < 0.5, the regenerative
braking power is far from the requirements of the algorithm.
Therefore, it is necessary to add character constraint of the
regenerative braking system.
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Figure 3: Relation between regenerative braking system character
and algorithm distribution results.

4. The Parallel Regenerative Braking Control
Algorithm Based on Regenerative Braking
System Character and ECE Regulations

The regenerative braking force is linearly related with
hydraulic accumulator pressure. Therefore, the basic thought
of control algorithm is that before the distribution of each
time the maximum braking power 𝐹p/m max of the regener-
ative braking system is confirmed according to the driving
speed and hydraulic accumulator pressure; the pure regen-
erative braking is adopted when the total braking force
demand 𝐹bd corresponding to braking severity 𝑧 meets the
condition of 𝐹bd < 𝐹p/m max; otherwise, the composite
braking is adopted. In the process of composite braking, the
regenerative braking force will be preferential for use, and the
frictional braking force will supplement the rest.The detailed
process of algorithm distribution is as follows.



4 Mathematical Problems in Engineering

(1) According to target brake severity, the total braking
force demand is calculated as 𝐹bd = 𝐺𝑧. The max-
imum regenerative braking power 𝐹p/m max at the
moment of the hydraulic pump/motor is gained by
referring to the pressure phenomena of the accumu-
lator.

(2) If 𝐹p/m max ≥ 𝐹bd, the braking force will be fully pro-
vided by the hydraulic pump/motor, when 𝐹p/m = 𝐹bd
and both the front wheel frictional braking force 𝐹

𝑓

and the rear 𝐹
𝑟
will be 0.

(3) If 𝐹p/m max < 𝐹bd, the frictional braking force on
front and rear wheels goes up along with line 𝛽, when
the regenerative braking force is 𝐹p/m = 𝐹p/m max,
the frictional braking force on rear wheels is 𝐹

𝑟
=

(1−𝛽)(𝐹bd−𝐹p/m max), and the hydraulic braking force
on front wheels is 𝐹

𝑓
= 𝛽(𝐹bd − 𝐹p/m max). Therefore,

the regenerative braking force during braking can be
gained and is shown in Figure 4, while the simultane-
ous simulation results of front and rear axle utilization
coefficients are in Figure 5.

According to Figures 4 and 5, as the algorithm ensures
the maximum regenerative braking power in the first place,
the braking force distribution surpasses the constraint of ECE
regulations, resulting in the necessity of adding ECE regu-
lations constraints into the algorithm. After the calculation,
the relation between the maximum limiting line of ECE reg-
ulations to rear wheel braking force and the front-rear force
distribution line in the phase of the maximum algorithm
regenerative braking force is shown in Figure 2.

It can be seen from Figure 2 that line AD which denotes
the basic algorithm distribution is beyond ECE regulations.
Thereby, taking point D, for example, the distribution results
should be revised onto the point E intersected byECE line and
the corresponding equal-braking-severity line. The detailed
revise algorithm is as follows.

(1) The regenerative braking power 𝐹p/m max should be
gained from pressure phenomena of hydraulic accumulator
by referring to the target brake severity 𝑧 and the total braking
force demand 𝐹bd.

(2) If 𝐹p/m max ≥ 𝐹bd, from the following equations

𝐹
𝑥𝑏2

= 𝐾 (𝐹
𝑥𝑏1

+ 0.115𝐺)

0 = 𝐺𝑧 − 𝐹
𝑥𝑏1

,

(6)

𝐹
𝑥𝑏2

= 𝐹
𝑥𝑏2A can be gained, where 𝐹

𝑥𝑏2A denotes the rear
wheel braking force corresponding to point A.

If 𝐹p/m max ≤ 𝐹
𝑥𝑏2A, the braking force will be completely

provided by regenerative braking, when the regenerative
braking moment is 𝑇p/m = 𝐹bd/𝑟 and the front wheel fric-
tional braking force 𝐹

𝑓
and the rear 𝐹

𝑟
are both 0, which

should be revised otherwise. The detail is as follows.
If 0 < 𝑧 ≤ 0.127, the regenerative braking moment is

𝑇p/m = 𝐹bd/𝑟 and both the front frictional braking force 𝐹
𝑓

and the rear 𝐹
𝑟
are 0.
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Figure 4: The results of the algorithm allocation based on the con-
strained regenerative braking system.

If 0.127 < 𝑧 ≤ 0.2,

𝐹
𝑥𝑏2

= 𝐾 (𝐹
𝑥𝑏1

+ 0.115𝐺) ,

𝐹
𝑓
= 𝐹
𝑥𝑏1

= 𝐺𝑧 − 𝐹
𝑥𝑏2

,

𝐹
𝑓
=

𝛽

1 − 𝛽
𝐹
𝑟
,

𝐹
𝑚

= 𝐹bd − 𝐹
𝑟
− 𝐹
𝑓
.

(7)

If 0.2 < 𝑧 ≤ 0.45,

𝐹
𝑥𝑏2

=
𝑧 + 0.04

0.7

(𝑎 − 𝑧ℎ
𝑔
)𝐺

𝐿
,

𝐹
𝑓
= 𝐹
𝑥𝑏1

= 𝐺𝑧 − 𝐹
𝑥𝑏2

,

𝐹
𝑓
=

𝛽

1 − 𝛽
𝐹
𝑟
,

𝐹
𝑚

= 𝐹bd − 𝐹
𝑟
− 𝐹
𝑓
.

(8)

If 0.45 < 𝑧 ≤ 0.715,

𝐹
𝑥𝑏2

= −

0.7ℎ
𝑔

𝐿 + 0.7ℎ
𝑔

𝐹
𝑥𝑏1

+
0.7𝐺𝑎

𝐿 + 0.7ℎ
𝑔

,

𝐹
𝑓
= 𝐹
𝑥𝑏1

= 𝐺𝑧 − 𝐹
𝑥𝑏2

,

𝐹
𝑓
=

𝛽

1 − 𝛽
𝐹
𝑟
,

𝐹
𝑚

= 𝐹bd − 𝐹
𝑟
− 𝐹
𝑓
.

(9)

(3) If 𝐹p/m max < 𝐹bd, the predistributed front-rear wheel fric-
tional braking force rises along line 𝛽. The regenerative brak-
ing force is 𝐹p/m = 𝐹p/m max, while the rear wheel frictional
braking force is 𝐹

𝑟
= (1 − 𝛽)(𝐹bd − 𝐹p/m max) and the front is

𝐹
𝑓
= 𝛽(𝐹bd − 𝐹p/m max).
If 0 < 𝑧 ≤ 0.127, the regenerative braking force is 𝐹

𝑚
=

𝐹max, while the rear wheel frictional braking force is 𝐹𝑟 = (1−

𝛽)(𝐹bd − 𝐹p/m max) and the front is 𝐹
𝑓
= 𝛽(𝐹bd − 𝐹p/m max).
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Figure 5: Simulation results of front and rear axle utilization coefficients.
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Figure 7: Simulation results of revised front and rear axle utilization coefficients.
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Figure 8:The vehicle adhesion efficiency based on parallel regener-
ative braking.

The results of braking force distribution revised according to
ECE regulations are shown in Figure 6, and the utilization
adhesion coefficient curves are shown in Figure 7.

The comparisons between Figures 4 and 6 as well as
Figures 5 and 7 show that the revised zone is relatively large
and the distribution results after revise can satisfy the re-
quirements of both regenerative braking system and ECE
regulations.

According to Figure 2 which tells the distribution phe-
nomena, on the condition of the remaining braking force
ratio 𝛽, ECE regulation limits can be easily exceeded if the
parallel regenerative braking control algorithmwithout revise
by ECE is adopted, aiming to fully perform the regener-
ative braking power. Although the braking force distribu-
tion results revised according to ECE regulations meet the
requirement of the regulations, the braking energy recovery
efficiency is affected, however, resulting in the necessity of
rematch to the braking force ratio 𝛽 to improve the safety and
energy recovery efficiency of hydraulic hybrid vehicles.

According to Figure 7, in order to recover the braking
energy to the largest degree, the rear axle will be preferentially
exerted on regenerative braking force; thus, the utilization

adhesion coefficient on the rear axle is above that of the front.
Therefore, the rear wheels will lock every time before the
front ones, which is a dangerous condition. Hence, the hybrid
vehicle driven by rear wheels must be equipped with ABS
(antilock brake system), which controls the performance of
regenerative braking system. At the same time, however, the
vehicle adhesion efficiency should satisfy the requirement of
regulations of 𝜀 ≥ 0.75.

The vehicle adhesion efficiency when braking is depicted
in Figure 8. When the vehicle brakes on the road with
extralow adhesion coefficient (below 0.3 in the figure), the
adhesion efficiency will be 𝜀 < 0.75. Therefore, if the road
adhesion coefficient is lower than 0.3, the parallel composite
braking system will checkout the information about the road
adhesion phenomenon though ABS and the regenerative
braking system controller, and then it stops exerting regen-
erative braking force at the right time.

5. Simulation Research

Vehicle control model is the core of control strategy. Based
on the requirement of driving cycle, the total torques are
distributed among engine, hydraulic accumulator, hydraulic
pump/motor, and the friction brake system reasonably. Vehi-
cle control model consists of regenerative braking system,
energy release system, and active stamping system, as shown
in Figure 9.

Based on the algorithm above, the model of braking
force distribution on hydraulic hybrid vehicles is set up in
Matlab/Simulink and shown in Figure 10.

In order to verify the rationality and validity of the
regenerative braking strategy discussed in this chapter, the
parallel regenerative braking control strategy is adopted, and
1015, NYCC, and UDDS drive states are chosen to make
the simulation study of brake energy recovery. After the
road being set with high adhesion coefficient, the simulation
results are achieved and shown in Table 2. Meanwhile the
results of the evaluation of driving cycles with strategy of the
ADVISOR in [22] are cited and shown in Table 3.

According to Table 2, the control strategy of regenerative
braking in the hydraulic hybrid vehicle discussed in this



Mathematical Problems in Engineering 7

2

Required 
torque

System pressure

Pump 
displacement

3

4

1

5

Regenera-
tive

braking

Energy 
release

Active
stamp-

ing

+
+
+

0

2

1

0

Shaft speed

Engine economic torque

Mode

3

Mode

Pump torque

Shaft speed

Shaft torque

Torq-
ue

Judg-
ment

60

Torque
decomp-
osition

<0

≥0

Figure 9: Top-level diagram of vehicle control model.

Demand brake force

Pump speed

Peak pressure

Brake severity

−
+

−
+

ß −
+

×
+
+

OR 0

1

+
−
−

2

3

Frictional brake force 
of the front axle

Frictional brake force 
of the rear axle

Regenerative 
brake force

Maximum brake 
force of the rear axle

Brake force of 
the front axle

Brake force of 
the rear axle

c
System pressure

0

0

Maximum pump speed

Pump displacement

≥

(1 − ß)/ß

≤

≤

Figure 10: Model of braking force distribution of parallel regenerative braking.

paper can achieve the brake energy recovery to the largest
degree based on the brake security.The brake energy recovery
efficiency in 1015, NYCC, and UDDS is, respectively, 73.5%
75.25%, and 60.60%.

Compare the results in Table 2 with those in Table 3; it is
not hard to find that the control strategy of regenerative brak-
ing in the hydraulic hybrid vehicle discussed in this paper can
achieve more brake energy recovery than the strategy of the
ADVISOR cited in [22].

6. Conclusions

Based on the higher power density and lower energy density
of the hydraulic accumulator as well as the characteristics of
the urban state, this paper puts forward the control algorithm
of parallel composite braking in the hydraulic hybrid vehicle
driven by rear wheels. By means of revise, the composite
braking was controlled just within the requirements of ECE
regulations. Therefore, based on the ensured brake security,
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Table 2: The results of brake energy recovery rate in different drive states with the proposed strategy.

Drive state Average acceleration
aavg (m⋅s−2)

Brake severity
𝑧 ≤ 0.1 (%)

Brake energy
𝐸
𝑟
(kWh)

Brake energy recovery rate
𝜀
𝑟
(%)

1015 0.57/−0.65 96.2 0.2256 73.5
NYCC 0.62/−0.61 75.5 0.04 75.25
UDDS 0.51/−0.58 74.5 2.731 60.60

Table 3: The results of the evaluation of driving cycles with strategy of the ADVISOR.

Drive state Traveling distance
(Km)

Brake energy
(kJ)

Regenerative braking efficient
(kJ)

Brake energy recovery rate
(%)

1015 4.2 660 367 56
NYCC 1.9 614 302 49
UDDS 12 1856 1017 55

the algorithm designed can enlarge the regenerative braking
ratio to the utmost in the phase of composite braking,
improving the brake energy recovery power of the vehicle at
the end.
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Vehicle dynamics are directly dependent on tire-road contact forces and torqueswhich are themselves dependent on thewheels’ load
and tire-road friction characteristics. An acquisition of the road disturbance property is essential for the enhancement of vehicle
suspension control systems. This paper focuses on designing an adaptive real-time road profile estimation observer considering
load variation via vehicle vertical dynamics. Firstly, a road profile estimator based on a linear Kalman filter is proposed, which
has great advantages on vehicle online control. Secondly, to minimize the estimation errors, an online identification system based
on the Recursive Least-Squares Estimation is applied to estimate sprung mass, which is used to refresh the system matrix of the
adaptive observer to improve the road estimation efficiency. Last, for mining road category from the estimated various road profile
sequencse, a road categorizer considering road frequency and amplitude simultaneously is approached and its efficiency is validated
via numerical simulations, in which the road condition is categorized into six special ranges, and this road detection strategy can
provide the suspension control system with a better compromise for the vehicle ride comfort, handling, and safety performance.

1. Introduction

The road properties have significant impact on vehicle per-
formance because vehicle dynamics are directly dependent
on tire-road contact forces and torques. Road roughness is
a broad term that incorporates everything from potholes
and cracks to the random deviations that exist in a profile.
The analysis and estimation of a road surface are hot and
challenging topics, and the researches related to road dis-
turbances have been presented, which can be classified into
three categories: roadmeasurement, roadmodeling, and road
estimation. Each of these categories is reviewed briefly in the
sequel.

Road Measurement. It mainly focuses on measuring the
road profile accurately for road serviceability, survey, and

road maintenance. There are primarily three methods in use
internationally. The first category consists of profilometers
and profilographs [1–4]. These are manually directed and/or
trailer towed mechanisms that directly contact the pavement
under evaluation, such as the longitudinal profile analyser
(LPA). The second category is inertial profilers such as the
Mays Meter [5] and the GMP (general motor profilometer)
[6], in which a vehicle mounted accelerometer is applied
to collect data while traveling at normal speed conditions.
González et al. also developed a road roughness estimator
by the use of acceleration measurement [7]. Furthermore,
Ngwangwa et al. reconstructed road defects and road rough-
ness classification using vehicle responses with artificial
neural networks simulation [8].The third category, equipped
with a laser (ultrasonic) transceiver [9], is more accurate but
very expensive.
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Road Modeling. It mainly focuses on providing road input
source to the virtual vehicle simulation system or the Four-
Post Test Rig for vehicle ride analysis. In 1970s, the PSD
(power spectral density) function was used by Whitehouse
andArchard [10] and Shinozuka and Jan [11] to investigate the
road roughness. In 1993, Cebon proposed a method based on
the IFFT (inverse fast fourier transform) to discretize PSD,
which is a simple, fast, and convenient tool for generating
road surfaces [12, 13]. In 1995, the contemporary international
standard ISO 8608 [14] dealt with road roughness assumes,
due to classification of roads into different classes according
to their unevenness, equal intensity of road unevenness in
the whole range of wavelengths and a general form of the
fitted PSD were given. A method based on linear filtering
(autoregressive and moving average method or ARMAmod-
elling) was proposed by Yoshimura in 1998 [14], which has
a smaller calculation, and a faster simulation speed, but its
precision is not very well. Pazooki et al. [15], in 2007, sum-
marized different stochastic models of parallel road tracks
and evaluated their accuracy by comparing the difference of
the measured parallel tracks and the synthetic parallel tracks.
In 2012, Hassan and Evans [16] developed a comprehensive
off-road vehicle ride dynamics model considering a random
roughness model of the two parallel tracks.

Road Estimation. It mainly focuses on providing real-time
rough road estimation for vehicle online control system.
Since road input directly affects vehicle vertical suspension
dynamics, the availability of suspension sensors such as
accelerator and suspension deflection sensor provide an
excellent opportunity for road input estimation. Fialho and
Balas developed a road adaptive active suspension using
linear parameter varying gain-scheduling [17], in which the
road estimation results are applied to the suspension control
system to achieve a better balance between ride and handling
performance. A new simultaneous input and state estimation
algorithm were developed based on the idea of achieving
minimum mean square error and minimum error variance
[18]. Two stable SISE algorithms were developed based on
theminimumvariance unbiased estimation technique [19]. A
Takagi-Sugeno Fuzzy observer was built for estimating both
vehicle dynamics and road geometry [20]. Vehicle sideslip
and roll parameters are estimated in presence of the road
bank angle and the road curvature as unknown inputs. But
it is still not completely ready to be tested in experimental
studies since the vehicle speed, parameters variations, and
sensor noise are not considered. If the systems are subject
to parameter uncertainties, the approaches proposed in [21–
23] can be employed. Our previous study [24, 25] also
shows the great potential in the enhancement of suspension
performance by adopting road estimation in the suspension
control system, even though the road estimation algorithm
is very simple (just using the statistic value of the accelerator
or suspension deflection sensor measurement to classify the
road). Recently, a real-time estimation method based on
Kalman filter is proposed to estimate the road profile, and
experimental results show the accuracy and the potential of
the estimation process [26]. But in this research, the vehicle
sprung mass change due to vehicle load variation is not

considered, which may attenuate the robustness. Imine and
Delanne developed a sliding mode observer to estimate the
road profiles, which is hard for real-time implementation
since a 16 degrees of freedom (DOF) full car model is too
complex to be applied online [27, 28].

This paper focuses on developing a road estimation
system for an online vehicle control system, which is limited
by some important practical requirements. It should, for
instance, be:

simple enough to run in real time despite onboard
processing limitations;

reliable enough to operate successfully despite instru-
mentation failures;

robust to variations in vehicle dynamics;

fast enough to detect the road input changes when a
car is driven on road;

easy to incorporate into a control strategy.

With these requirements in mind, the objective of this
research has three steps: (1) to develop a road estimator for
satisfying the above 5 practical requirements; (2) to obtain
vehicle sprung mass online to minimize the road profile
estimation errors; (3) and to classify the estimated road
profile into several categories according to the main control
strategy. The proposed method uses measurements from
available sensors: accelerometers and suspension deflection
sensors. For simplicity reasons, a quarter-car vehicle model is
considered.The estimation process consisting of three blocks
is shown in Figure 1.

The first block serves to calculate vehicle sprung mass
online from sensor measurements, while the second block
contains aKalmanfilter that uses the result of the first block as
a system parameter adjustor in order to improve robustness
of the road estimation system. The third block serves to
categorize the estimated road profile elevation into specific
types.

The rest of the paper is organized as follows. Section 2
describes a road input state estimator based on a linear
Kalman filter. Section 3 presents an online sprung mass
estimator based on the Recursive Least-Squares Estimation.
In Section 4, a novel road categorizer is proposed, and it
is validated via numerical simulations. And, the paper is
concluded in Section 5.

2. Road Profile Estimator

2.1. 2-DOF Quarter-Car Model. To implement the Kalman
filter method, a suitable vehicle model must be developed.
In order to describe the vertical dynamics of a vehicle which
runs on an uneven road with a constant speed, a 2-DOF
quarter-car model is represented in Figure 2.The quarter-car
model does not consider the pitch and roll motions. Despite
its simplicity, it captures the most basic feature of the vertical
model of the vehicle [29]. We assume that wheels are rolling
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without slip or contact loss. Equations (1) and (2) represent
the vehicle body and the wheel motion, respectively:

𝑚 ̈𝑥
𝑢
− 𝐶
𝑠
( ̇𝑥
𝑠
− ̇𝑥
𝑢
) − 𝐾
𝑠
(𝑥
𝑠
− 𝑥
𝑢
) + 𝐾
𝑡
(𝑥
𝑢
− 𝑥
𝑟
) = 0, (1)

𝑀 ̈𝑥
𝑠
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𝑠
( ̇𝑥
𝑠
− ̇𝑥
𝑢
) + 𝐾
𝑠
(𝑥
𝑠
− 𝑥
𝑢
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where 𝑀 and 𝑚 are, respectively, the sprung mass and the
unsprung mass of a quarter car,𝐾

𝑠
represents the suspension

stiffness, 𝐾
𝑡
represents the tire vertical stiffness, 𝐶

𝑠
is the

damper damping coefficient, 𝑥
𝑠
is the sprung mass position,

𝑥
𝑢
is the unsprung mass position, and 𝑥

𝑟
is the road input.

2.2. Kalman Filter for Road Input Estimation. The road input
𝑥
𝑟
is an estimated signal and it should be a part of the system

states. Hence, in this paper, state variables for the quarter car
are presented as follows:

𝑥
1
= 𝑥
𝑠
, 𝑥

2
= ̇𝑥
𝑠
, 𝑥

3
= 𝑥
𝑢
,

𝑥
4
= ̇𝑥
𝑢
, 𝑥

5
= 𝑥
𝑟
, 𝑥

6
= ̇𝑥
𝑟
.

(3)

And the road roughness profile applied in the estimation
observer satisfies the following equation [30]:

̈𝑥
𝑟
+ 𝑎
2

̇𝑥
𝑟
+ 𝑎
1
𝑥
𝑟
= 0, (4)

where 𝑎
1
and 𝑎

2
are constant real numbers. The modified

quarter car has to be stable in order to provide useful result;
this implies that the real parts of the eigenvalues associated
with (4) have to be negative, and consequently 𝑥

𝑟
converges

to zero based on the selection of the constants 𝑎
1
and 𝑎

2
.

However, since 𝑥
𝑟
represents the road profile input, it should

contain as much road input information as possible. In other
words, 𝑥

𝑟
should be damped as slowly as possible, which

will affect the stability of (4). Therefore, there is a trade-
off between system stability and road input information
integrity. In this paper, 𝑎

1
and 𝑎
2
are set to 20, which are close

to two times of the quarter-car tire hop frequency, is sufficient
to keep (4) stable [30]. The quarter car state equations can be
written as follows:

𝑥
𝑘+1

= 𝐴
𝑘
𝑥
𝑘
+ 𝜐
𝑘
,

𝑦
𝑘
= 𝐻
𝑘
𝑥
𝑘
+ 𝜔
𝑘
,

(5)

where 𝑥
𝑘

= (𝑥
1,𝑘

𝑥
2,𝑘

𝑥
3,𝑘

𝑥
4,𝑘

𝑥
5,𝑘

𝑥
6,𝑘

)
𝑇 is a state vector;

𝑦
𝑘

= ((𝑥
1,𝑘

− 𝑥
3,𝑘

)𝑥
1,𝑘

̈𝑥
1,𝑘

)
𝑇 is an observer vector, where

𝑥
1,𝑘

−𝑥
3,𝑘

is a suspension deflection measured by sensor; 𝑥
1,𝑘

is a vehicle body position calculated by a twice numerical
integration (trapezoidal method) of the filtered vertical accel-
eration signal; ̈𝑥

1,𝑘
is a filtered vertical acceleration. 𝜐

𝑘
and 𝜔

𝑘

are the process and measurement noise vector, respectively,
assumed to be white, zero mean, and uncorrelated.

Evolution and observation constant matrices are given as

𝐴=𝐸+Δ𝑡

(
(
(
(
(
(
(
(
(

(

0 1 0

−
𝐾𝑡

𝑀
−
𝐶𝑠

𝑀

𝐾𝑡

𝑀

0 0 0

0 0 0

−
𝐶𝑠

𝑀
0 0

1 0 0

𝐾𝑠

𝑚

𝐶𝑠

𝑚
−
𝐾𝑠 + 𝐾𝑢

𝑚

0 0 0

0 0 0

−
𝐶𝑠

𝑚

𝐾𝑢

𝑚
0

0 0 1

0 −20 −20

)
)
)
)
)
)
)
)
)

)

,

𝐻 = (

1 0 −1 0 0 0

−
𝐾𝑡

𝑀
−
𝐶𝑠

𝑀

𝐾𝑡

𝑀

𝐶𝑠

𝑀
0 0

1 0 0 0 0 0

),

(6)
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Table 1: Quarter-car model parameter.

Δ𝑡 Sampling period 5ms
𝑀 Vehicle sprung mass 320 kg
𝐾
𝑠

Suspension stiffness 20.8 kN/m
𝑚 Unsprung mass 40 kg
𝐾
𝑡

Tire vertical stiffness 235 kN/m
𝐶
𝑠

Suspension damping 1.5 kN⋅s/m

where 𝐸 is the identity matrix and Δ𝑡 is the sampling period.
And it is easy to verify that the observability matrix 𝑂 is full
rank:

𝑂 = (𝐻 𝐻𝐺 𝐻𝐺
2

𝐻𝐺
3

𝐻𝐺
4

𝐻𝐺
5

)
𝑇

. (7)

A standard Kalman filter formulation is used for the
velocity estimation [31, 32]. The time update and measure-
ment update equations of the filter are constructed as follows:

time update

{𝑥
−

}
𝑘
= [𝐴] {𝑥}

𝑘−1
+ [𝐵] 𝑢

𝑘−1
,

[𝑃
−

]
𝑘
= [𝐴] [𝑃]

𝑘−1
[𝐴]
𝑇

+ [𝑄] ,

measurement update

[𝐾]
𝑘
= [𝑃
−

]
𝑘
[𝐻]
𝑇

([𝐻] [𝑃
−

]
𝑘
[𝐻]
𝑇

+ [𝑅])
−1

,

{𝑥}
𝑘
= {𝑥
−

}
𝑘
+ [𝐾]

𝑘
({𝑦}
𝑘
− [𝐻] {𝑥

−

}
𝑘
) ,

[𝑃]
𝑘
= ([𝐼] − [𝐾]

𝑘
[𝐻]) [𝑃

−

]
𝑘
,

(8)

where 𝑄 is a process noise covariance matrix, 𝑅 is a mea-
surement noise covariance matrix, 𝑃 is an estimation of error
covariance matrix,𝐾 is a Kalman gain, and 𝑥 is an estimated
state vector. The process and measurement noise variables 𝜐

𝑘

and 𝜔
𝑘
determine how much should the process model and

the measurements should be trusted by the filter.

2.3. Simulation Setup. This paper presents simulations of the
quarter-car system as shown in Figure 2 with parameters
tabulated in Table 1.

Two types of road inputs were used during experimental
and simulation analysis. One input is a trigonal bump with
40mmheight and 400mm length shown in Figure 3; another
input is a random road input modeled based on the inverse
Fourier transform as Figure 4.

Figure 5 to Figure 8 show a comparison between the
actual and the estimated road profile height. In Figures 5 and
7, the vehicle passes the bump at a constant speed of 15 km/h
and 45 km/h, respectively. In Figures 6 and 8, the vehicle runs
on a random road, and the speed is 30 km/h and 60 km/h,
respectively. The simulation results show that, in the random
road input or the low speed bump input condition, the road
estimator is very efficient, while in the condition of passing
the bump with a relatively high speed, as shown in Figure 7,
the estimation result is not very well. This is induced by the
road model defined in (4). In fact, the road model applied in
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Figure 4: Random road input.

the proposed estimation observer shouldmake a compromise
between system stability and the integrity of road input
information. We want to keep the system stable sacrificing
the integrity of road input information in this research. And
this strategy decreases the road estimator performance in an
impulse input condition. The higher the vehicle speed is, the
sharper the road input in time domain will be and the worse
the road estimator will be. But its negative effect is acceptable
since most drivers will reduce the vehicle speed when they
run over a bump.

3. Sprung Mass Estimation

The road estimation method presented afore is based on a
hypothesis that the vehicle system parameters in Table 1 are
known and invariable. But in a real vehicle control system,
it is not easy to obtain the sprung mass of the equivalent
2-DOF model, because of the nonlinear properties of the
suspension system and the weight distribution variation on
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different driving conditions. What is more, the sprung mass
varies greatly between empty and full loaded, especially for a
commercial vehicle. All these factors will induce a significant
sprung mass change and, then, attenuate the efficiency of the
road estimation system. As shown in Figure 9, 20% sprung
mass error will induce an obvious road estimation error.
Consequently, it is necessary to estimate the sprung mass
online for improving the efficiency of road estimation.

3.1. Solution Formulation. With setting𝑦 = −𝐾
𝑠
(𝑥
𝑠
−𝑥
𝑢
), 𝜃 =

[𝑀, 𝐶
𝑠
]
𝑇, and 𝜓

𝑇

= [ ̈𝑥
𝑠
, ̇𝑥
𝑠
− ̇𝑥
𝑢
], (2) can be written as

𝑦 = 𝜓
𝑇

⋅ 𝜃. (9)
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The vehicle sprung mass and suspension damping coef-
ficient are estimated simultaneously via the Recursive Least-
Squares Estimation. The Recursive Least-Squares Estimation
procedures are given as follows:

𝜃
𝑁+1

= 𝜃
𝑁
+ 𝐾
𝑁+1

(𝑦
𝑁+1

− 𝜓
𝑇

𝑁+1
𝜃
𝑁
) , (10)

𝐾
𝑁+1

=
𝑃
𝑁
𝜓
𝑁+1

1 + 𝜓
𝑇

𝑁+1
𝑃
𝑁
𝜓
𝑁+1

, (11)

𝑃
𝑁+1

= 𝑃
𝑁
−

𝑃
𝑁
𝜓
𝑁+1

𝜓
𝑇

𝑁+1
𝑃
𝑁

1 + 𝜓
𝑇

𝑁+1
𝑃
𝑁
𝜓
𝑁+1

= (𝐼 − 𝐾
𝑁+1

𝜓
𝑇

𝑁+1
) 𝑃
𝑁
,

(12)
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where 𝑃 is a symmetric covariance matrix (2 × 2) and 𝜃
𝑁

is the Least-Squares estimation of 𝜃; the calculation order is
described as follows.

Calculate 𝐾
1
by 𝜃
0
and 𝑃

0
according to (11) first; then,

update the value of 𝑦
1
and 𝜓

𝑇

1
; and then, calculate 𝜃

1
and

𝑃
1
according to (10) and (12), respectively; last, recursive the

mentioned steps in order until the error reaches the standard.
As for the initial values, 𝜃

0
and 𝑃

0
, they can be calculated by

the Least-Squares Estimation.

3.2. Simulation. Here, the vehicle system model parameters
are fromTable 1; the road profile defined in Figure 4 is selected
as a vertical road input and the vehicle runs with a constant
speed of 20 km/h.The estimation result is shown in Figure 10,
which demonstrates the estimation result converges at an
acceptable region (the error is less than 5%) after 2.5 s and
then shows great efficiency after 20 s. Generally, the vehicle
load is a constant during a vehicle start-stop period and
the convergence time for sprung mass estimation is usually
far less than a vehicle start-stop period. The sprung mass
estimation is a little bit time-consuming, but it is not a big
issue. For example, the original sprung mass is set in normal
load condition. The road estimation block will be triggered
once the vehicle has been started and the vehicle velocity is
greater than 10 km/h; it will obtain the sprungmass (the error
is less than 5%) in 2.5 s after the road estimation block is
triggered, and the sprung mass will be refreshed. And then
the sprungmass will be updated in every 2.5 s until it is stable
(the change is less than 1%) or the estimation time is more
than 40 s.

4. Road Categorizer

In the previous sections, the road estimator performs very
well in a quarter-car system. However, does this estimator
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Figure 10: Sprung mass estimation.

have the same performance applied to an actual car online
system? It cannot be denied that the estimated result, in an
actual car online system, will be worse than expectation due
to the effect of wheel radius, wheel contact area, and the noise
signals in the control system. What is more, the estimated
road profile cannot be applied to the control strategy directly
since these road sequences are estimated by postestimation,
which produces an unavoidable time delay.However, inmany
vehicle control systems, such as active/semiactive suspension
system, obtaining the primary road category information
is effective [33]. Hence, it is necessary to develop a road
categorizer to distinguish the road category for the main
control strategy. But the most common road classification
methods, estimating the road PSD (power spectral density)
or the road RMS (root mean square), are not enough effective
for an online control system, because these methods need to
compute plenty of road height values which will consume a
lot of estimation time, and this time lag usually cannot be
neglected in a real-time control system.

In fact, most onboard suspension control systems, only
require the mainly frequency or amplitude information of
road input. In [33, 34], a road-frequency adaptive suspension
is proposed, where the road surface is classified by the
frequency properties according to the fact that [0–4Hz] is the
car-body frequency region and [4–8Hz] is the human-body
frequency region. [8–12Hz] is the wheel frequency region
and [12–∞Hz] is the harshness frequency region. Bastow et
al. also categorize the road profile into four grades, which
defined a very good surface with amplitudes under 5mm,
medium-quality roads with amplitudes less than 13mm,
poor-quality roads with amplitudes less than 25mm, and
off-road with the amplitudes often exceeding 25mm [35].
However, it is a challenging issue to design a proper filter to
avoid some unimportant long waves without any phase delay,
as shown in Figure 4; the road waves are not fluctuating along
the horizontal plane due to the effect of some long waves
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Figure 11: Road amplitude estimation method.

which has small contribution on the vehicle vertical dynamic;
consequently, we should estimate the road input frequency
and amplitude avoiding the unimportant long waves. In the
other hand, the road categorizer only depending on the road
frequency or the road amplitude does not work very well
always. And the suspension control strategy should consider
the road frequency and amplitude simultaneously in some
case, such that a car runs on a road twice with different
speed or a car runs on different road (ISO Class A and
ISO Class C) with same speed. It will be much better if
the road categorizer considers road frequency and amplitude
simultaneously. Hence, a novel road categorizing method
considering road frequency and amplitude simultaneously is
proposed in the following paragraph.

For road frequency estimation, refer to the article [34],
a first-order zero-crossing algorithm is applied, with the
road velocity state ̇𝑥

𝑟
being the input, to identify the fre-

quency components of road disturbances. The frequency
estimation result of Figure 11 is shown in Figure 12, and
the current estimation value is actually the last circle’s
frequency.

As for road amplitude analysis, road velocity state ̇𝑥
𝑟

does not contain the amplitude information, but the road
amplitude estimation only via 𝑥

0
is very difficult, since some

of the significant road waves are not fluctuating along the
horizontal plane. As shown in Figure 11, the value of “𝐴” is
one of the main amplitudes values, which is the amplitude of
the wave with dominant frequency, should be estimated.

In the sequel, a novel road amplitude estimation method
is proposed as shown in Figure 11, where, 𝑇

1
, 𝑇
2
, and 𝑇

3
, used

to detect each complete cycle, are the three attached times
when first-order zero-crossing of the road velocity sequence
happens; 𝑦

1
, 𝑦
2
, and 𝑦

3
are the three road height values in

the times 𝑇
1
, 𝑇
2
, 𝑇
3
, respectively. Then the road amplitude

“𝐴” can be simply calculated as (13), where 𝑇
1
, 𝑇
3
are used

to detect the troughs of a circle and𝑇
2
used to detect the peak

of a circles are the distance between the point (𝑇
2
, 𝑦
2
) to the
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Table 2: Suspension mode selection based on road condition.

Range Driving condition Suspension control objective
I and II Good road surface with medium or low speed, mostly on an urban driving condition Improve the vehicle ride performance
III Expressway driving condition Improve the road holding
IV Bad road with low speed Limit the low frequency body motion
V and VI Poor-quality road surface with medium-high speed and the impulse road input Attenuate the impact feeling

line going through the points (𝑇
1
, 𝑦
1
), (𝑇
3
, 𝑦
3
); is two times

of the amplitude 𝐴; in this paper, an approximate algorithm
is used as follows:

𝐴 =

{{{{

{{{{

{

1

2



𝑦
2
− (𝑦
1
+

𝑇
2
− 𝑇
1

𝑇
3
− 𝑇
1

(𝑦
3
− 𝑦
1
))



if 𝑦
3
≥ 𝑦
1
,

1

2



𝑦
2
− (𝑦
3
+

𝑇
3
− 𝑇
2

𝑇
3
− 𝑇
1

(𝑦
1
− 𝑦
3
))



if 𝑦
3
< 𝑦
1
.

(13)

The amplitude estimation result is shown in Figure 13;
even though the algorithm is running in real time, the
estimation result still has a complete cycle time lag.

As road frequency and amplitude estimation can be
achieved, a road categorizer special for a semiactive suspen-
sion control system can be designed, as shown in Figure 14.
A certain type of road can be detected by judging the
amplitude and frequency of the estimated road profile into
the specific range (I–VI), where the suggestion values of𝐴 low,
𝐹low, and 𝐹high are 10mm, 4Hz, and 8Hz, respectively. The
suspension mode selection based on the road condition in
specific range (I–VI) is detailed in Table 2. Ranges I and
II are the medium-low frequency and low amplitude areas,
corresponding to good road surface withmedium-low speed,
mostly on an urban driving condition. In this case, the
suspension system should be turned to soft mode to improve
the vehicle ride performance. Range III is the high frequency
and low amplitude area, corresponding to the expressway
driving condition, in which more attention should be paid
to the tire deflection, and a relative hard mode suspension
system should be regulated to achieve better road holding
for driving safety. Range IV is the low frequency and high
amplitude area corresponding to a bad road with low speed,
which is very common for an off-road. In this condition,
limiting the low frequency body motion should be a key
objective. Ranges V and VI correspond to poor-quality road
surface withmedium-high speed and the impulse road input.
In these cases, the suspension system should be adjusted to
attenuate the impact feeling.

5. Conclusions

An acquisition of road disturbances property is essential for
the enhancement of suspensions control systems. This paper
presented a method to estimate the road profile elevation
based on Kalman filter. To minimize the estimation errors,
an online identification system based on Recursive Least-
Squares Estimation is adopted to estimate sprung mass in
real time, which is applied to refresh the systemmatrix of the
adaptive observer. And a novel road categorizer considering
road frequency and amplitude simultaneously is approached

to classify various road profile sequence for suspension
control system. The main conclusions are as follows.

(1) A road profile estimator based on linear Kalman filter
is proposed, which has great advantages on practical
online vehicle control.

(2) An online sprung mass estimator is proposed, which
demonstrates the estimation result converges at an
acceptable region (the error is less than 5%) after
2.5 s and then shows great efficiency after 20 s. With
this online sprung mass estimator, the accuracy road
estimation result can be improved greatly.

(3) A novel road amplitude estimation method is pro-
posed. And the road condition is categorized into six
special ranges according to the road frequency and
amplitude estimation result simultaneously, which
can provide the suspension control system with a
better trade-off for the ride comfort, handling, and
safety performance.
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The road surface roughness is the main source of kinematic excitation of a moving vehicle, which has an important influence on
vehicle performance. In recent decades, random roadmodels have beenwidely studied, and a four-wheel random road time domain
model is usually generated based on the correlation of the four-wheel input, in which a coherence function is used to describe the
coherence of the road input between the left and right wheels usually. However, during our research, there are some conditions
that show that the road PSD (power spectral density) of one wheel is smaller than the other one on the same axle. Actually, it is
caused by the uncorrelation between the left- and right-wheel road surface roughness. Hence, a frequency compensation algorithm
is proposed to correct the deviation of the PSD of the road input between two wheels on the same axle, and it is installed in a 7-DOF
vehicle dynamic study. The simulation result demonstrates the applicability of the proposed algorithm such that two-wheel road
input deviation compensation has an important influence on vehicle performances, and it can be used for a control system installed
in the vehicle to compensate road roughness for damper tuning in the future.

1. Introduction

The road surface roughness is the main source of kinematic
excitation of a moving vehicle, which has an important influ-
ence on ride comfort, ride safety, vehicle maneuverability,
driver’s and occupants’ comfort, and vehicle dynamic load
[1–3]. Measurements of road surface roughness data are
preferably done with laser/inertial high-speed profilometers,
and modern laser/inertial road profilometers can record sev-
eral parallel profiles simultaneously typically [4]. However,
they are very expensive, inconvenient to use, susceptible to
external factors, and so forth. And at the same period, the
road surface roughness models have been widely investigated
and applied in vehicle dynamics research.An accurate driving
dynamics simulation of a vehicle on a road section is only
possible if these input models are accurate themselves [5],
and scholars have been focusing on the random road surface
excitation simulation and reconstruction. The road surface
roughness, as a stochastic process, is generally described

by a PSD (power spectral density) function in a frequency
domain, and, in engineering practice, it is regarded as a
zero-mean stationary (or isotropic) and ergodic Gaussian
process. In 1970s, the PSD function was used by Whitehouse
[6] and Shinozuka [7] to investigate the road roughness.
In 1993, Cebon [8] proposed a method based on the IFFT
(Inverse Fast Fourier Transform) to discretize PSD which
is a simple, fast, and convenient tool for generating road
surfaces [2, 9]. In 1993, Grigoriu [10] proposed a method
based on the harmony superposition to simulate stationary
random processes. The harmony superposition method has
an exact theory foundation and is suitable for arbitrarily
stated spectral features. But it is rather time consuming and
has an increasing demand on computer storage as a large set
of trigonometric terms has to be calculated in a simulation
procedure. In 1995, the contemporary international standard
ISO 8608 [11] dealt with road roughness assumption, due to
classification of roads into different classes according to their
unevenness, equal intensity of road unevenness in the whole
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range ofwavelengths, and a general formof the fitted PSDwas
given.Amethod based on linear filtering (auto-regressive and
moving averagemethods orARMAmodelling) was proposed
by Yoshimura in 1998 [12], which has a smaller calculation,
and a faster simulation speed, but its precision is not very
well. Bogsjö [13], in 2007, summarized different stochastic
models of parallel road tracks and evaluated their accuracy
by comparing the difference of the measured parallel tracks
and the synthetic parallel tracks. In the same year, Ambrož
proposed a system for measuring road section parameters
that can be used in driving dynamics simulations. In 2012,
Pazooki et al. [14] developed a comprehensive offroad vehicle
ride dynamicsmodel considering a random roughnessmodel
of the two parallel tracks. Hassan and Evans [15] collected
the road longitudinal profile data of a car and truck wheel
tracks and then investigated the differences of their surface
roughness characteristics, which showed that the HATI
(heavy articulated truck index) lane average values of a truck
wheel tracks are higher than car wheel tracks.Three new road
profile models [16] are proposed by Bogsjö et al. in 2012,
which were compared with the classical road surface road
model, and five different models were fitted to eight mea-
sured road surfaces and their accuracy and efficiency were
studied.

Generally, for some researches and publications about
random road surface reconstruction, a single-wheel road
time domain model is established via the inverse Fourier
transform, and a four-wheel road time domain model is
generated based on the correlation of the four-wheel input,
in which there is a time delay between the front and rear
axle and the space is correlated between the left and right
wheel is [17]. However, during our research, there are some
conditions show that the road roughness amplitude and the
road PSD of one wheel is smaller than the other one on the
same axle, in other words, there is a deviation between two
tracks on the same axle. Also, in 1980s, Heath [18, 19] pointed
out that the method used for the calculation of the cross-
spectrum from experimental sampled data is inaccurate
at high wavenumbers. Pazooki et al. [14] considered the
uncorrelated component between the left and right wheels
when working on modeling and validation of an off-road
vehicle ride dynamics. In fact, the deviation between two
tracks on the same axle has an important influence on
vehicle performances. Hence, the deviation for two-wheel
road input and its influence on a vehicle dynamics behavior is
undertaken in this paper, and a PSD frequency compensation
algorithm is proposed to improve the accuracy of the road
input reconstruction.

In this paper, single-wheel and a four-wheel road time
domain model is established via the Inverse Fourier Trans-
form, and the deviation between the two wheels road PSDs
on the same axle is studied firstly. Secondly, a road frequency
compensation algorithm is proposed to correct the deviation
of the two-wheel roadPSDs on the same axle and it is installed
in a road time domain model, and then it is studied via
simulation and compared with ISO 8608. Finally, the road
frequency compensation algorithm is applied on a 7-DOF
vehicle dynamic study.

2. Power Spectral Density of the Road
Surface Roughness

The road surface roughness is usually described in terms of
the PSDof the road displacement amplitudes [20–22], and the
road spectral density depends on the road itself (roughness
and wave number/distribution). According to ISO 8608, road
roughness level is classified from A to H, and a general form
of the fitted PSD is given as follows:

𝐺
𝑞
(𝑛) = 𝐺

𝑞
(𝑛
0
) ⋅ (

𝑛

𝑛
0

)

−𝑊

, (1)

where 𝑛 is the spatial frequency (m−1), 𝑛
0
is the reference

spatial frequency (𝑛
0
= 0.1m−1), 𝐺

𝑞
(𝑛) is the spatial PSD

(m2/m−1), 𝐺
𝑞
(𝑛
0
) is the spatial PSD at the reference spatial

frequency (m2/m−1), 𝑊 is undulation exponent, and the
undulation exponents are given with values in the range from
1.8 to 3.3.

The general expression for the relationship between the
vehicle speed 𝑉 (m/s), the spatial frequency 𝑓 (Hz), and the
temporal frequency 𝐺

𝑞
(𝑓) (m2/Hz) are presented in

𝑓 = 𝑉 ⋅ 𝑛,

𝐺
𝑞
(𝑓) =

1

𝑉
⋅ 𝐺
𝑞
(𝑛) = 𝐺

𝑞
(𝑛
0
) ⋅ 𝑛
𝑊

0
⋅
𝑉
𝑊−1

𝑓𝑊
.

(2)

Taking statistical analysis of the road surface into account,
the spatial frequency 𝑛 ranges from 0.011 to 2.83m−1, at the
commonly speed (10–30m/s), it can guarantee the temporal
frequency 𝑓 ranges from 0.33 to 28.3Hz, which considers the
natural frequencies of the sprung mass and unsprung mass
effectively.

3. Single-Wheel Road Time Domain Model

Discrete PSD in temporal frequency domain is required to
simulate road surface in time domain, which can be obtained
by

𝐺
𝑞
(𝑓
𝑘
)

=

{{{{

{{{{

{

0, 𝑘 = 1, 2, . . . , 𝑁
𝑙
,

𝐺
𝑞
(𝑛
0
) 𝑛
𝑊

0

𝑉
𝑊−1

𝑓
𝑊

𝑘

, 𝑘 = 𝑁
𝑙
+ 1,𝑁

𝑙
+ 2, . . . , 𝑁

𝑢
+ 1,

0, 𝑘 = 𝑁
𝑢
+ 2,𝑁

𝑢
+ 3, . . . , 𝑁,

(3)

where 𝐺
𝑞
(𝑓
𝑘
) is the discrete PSD in temporal frequency

domain, and𝑁
𝑙
is the lower limit of the spatial frequency,𝑁

𝑢

is the upper limit of the spatial frequency.
According to the Fourier transform, the relationship

between the discrete PSD in temporal frequency domain
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Figure 1: Single-wheel road surface time domain signal (𝐶-level
road, 70Km/h).

and the corresponding spectral amplitude can be obtained as
follows:

|𝑄 (𝑘)| = 𝑁√
Δ𝑓

2
𝐺
𝑞
(𝑓
𝑘
),

Δ𝑓 =
1

𝑇

(4)

𝑄 (𝑘) = |𝑄 (𝑘)| ⋅ 𝑒
𝑗𝜙𝑘 , (5)

where 𝑄(𝑘) is the road random excitation spectrum, 𝑇
is the sampling time, |𝑄(𝑘)| is the corresponding spectral
amplitude, 𝑗 is the imaginary unit, and 𝜙

𝑘
is a uniformly

distributed random variable ranged from 0 to 2𝜋, 𝑘 =

1, 2, . . . , 𝑁.
Then, road roughness random excitation signal can be

obtained by the inverse Fourier transform of the complex
sequences 𝑄(𝑘) (𝑘 = 1, 2, 3, . . . , 𝑁):

𝑥 (𝑛) =
1

𝑁

𝑁

∑

𝑘=1

𝑄 (𝑘) 𝑒
𝑗(2𝜋/𝑁)𝑛𝑘

, 𝑘 = 1, 2, . . . , 𝑁. (6)

A single-wheel 𝐶-level road surface time domain signal is
shown in Figure 1, in which the vehicle speed is 70 km/h. A
comparison of the road PSD simulated with the ISO 8608
standard is shown in Figure 2, which shows that the road
PSD simulated can match the ISO 𝐶-level road very well. In
a word, the inverse Fourier transform method for a single-
wheel road time domain model is accurate.

4. Four-Wheel Road Time Domain Model

A four-wheel vehicle is subjected to excitations due to road
roughness on the left and right wheel paths. Hence, to
describe the excitations we need a stochasticmodel of parallel
road tracks. The model should describe the variation within
each track and the covariation between the tracks [23]. A
four-wheel road time domain model is usually generated
based on the correlation of the four-wheel road input, in
which there is a time delay between the front and rear axle
and the space is correlated between the left and right wheels.

10−1 100 101
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10−6

10−8

Frequency (Hz)
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D

 (m
2
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1

/m
))

102
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Simulated PSD

Figure 2: Comparison of the road PSD simulated with the ISO 8608
standard.

And, a four-wheel road surface domain model is established
based on the following two assumptions.

(1) Thewheel tracks of the vehicle front axle and rear axle
are equal, and the vehicle keeps in a straight line with
a constant speed.

(2) The statistical properties of the road profiles at left
and right tires are the same, in other words, the auto-
power spectral density of the road profiles at left and
right tires is the same and equal to the standard.

While the left and right tracks are usually statistically equiv-
alent, the actual profiles are not identical. Generally, the
difference between the left and right tracks brings a roll
disturbance. However, the information regarding this roll
disturbance is not included in the PSD of the individual
wheel paths. Hence, in addition to the PSD, it is appropriate
to study the coherence function. The statistical properties
of road roughness between the left and right wheels are
usually described by a cross-power spectral density function
or a coherence function [24–26]. Surprisingly, the coherence
functions of all roads (smoothmotorways, main roads, paved
country roads, gravel roads, etc.) are very similar [27]. And
the coherence function is described by

coh (𝑛) =

𝐺
𝑥𝑦
(𝑛)


√𝐺
𝑥𝑥
(𝑛) ⋅ 𝐺

𝑦𝑦
(𝑛)

, (7)

where 𝐺
𝑥𝑥
(𝑛) and 𝐺

𝑦𝑦
(𝑛) are the auto-spectral densities of

the individual tracks (m2/m−1), and 𝐺
𝑥𝑦
(𝑛) is the associated

cross-spectral density (m2/m−1),𝐵 is the wheel track (m), and
𝑛 is the spatial frequency (m−1).

The measurement data yield a coherence function which
drops from a high value at 𝑛 = 0 to a very small value
at high-frequency band [28], and the range is from 0 to 1.
When coh(𝑛) = 0, the left- and right-wheel road roughness
is completely uncorrelated, while the left- and right-wheel
road roughness is perfectly correlated if coh(𝑛) = 1. Robson
[29] pointed out that the coherence function depends on the
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Figure 4: A top view of four-wheel vehicle.

wheel track and spatial frequency. The coherence function
was described by Ammon [30] as

coh (𝑛, 𝐵) = [1 + (𝑛𝐵
𝜀

𝑛
𝑞

)

𝜕

]

−𝑞

, (8)

where the inflection point and the slope of the inflection point
are determined by the parameters 𝑛

𝑞
and 𝑞, which can be

fitted by experimental data. 𝜀 is the density of the coherence
function between different tracks and 𝜕 is the frequency
index. The coherence function of the left and right tracks
under 𝐶-level road is shown in Figure 3.

Previously the single-wheel road time domain model and
coherence function have been introduced, then a four-wheel
road time domain model will be discussed as follows. A top
view of four-wheel vehicle is shown in Figure 4, and the
spectrum matrix of four-wheel road input is described in
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(𝑓)] =
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(9)

where 𝐺
𝑖𝑗
(𝑖 ̸= 𝑗) (𝑖, 𝑗 = 1, 2, 3, 4) is the cross-power spectral

density, 𝐺
𝑖𝑗
(𝑖 = 𝑗) is the auto-power spectral density, 𝐺∗

𝑖𝑗
is

the complex conjugate matrix of 𝐺
𝑖𝑗
, and 𝜏 is the time delay

of front- and rear-wheel road input, which can be expressed
as

𝜏 =
𝐿

𝑉
, (10)

where 𝐿 is the wheelbase (m) and𝑉 is the vehicle speed (m/s).
𝐺
13
(𝑓) can be obtained by

𝐺
13
(𝑓) =

𝐺13 (𝑓)
 𝑒
𝑗𝜙13(𝑓)
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11
(𝑓) ⋅ 𝐺

33
(𝑓) ⋅ coh (𝑓) ⋅ 𝑒𝑗𝜙13(𝑓),

(11)

where 𝜙
13
(𝑓) is the phase difference of road PSD of the left-

and right-front wheel. According to measured pavements,
the phase differences of road PSD of the left- and right-
front wheel are approximately 0; at this point, the impacts
on vehicle performance are negligible; thus, it is assumed
that 𝜙

13
(𝑓) = 0 in this paper. Therefore, (11) and (9) can be

rewritten as

𝐺
13
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[
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1

]
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.

(12)

Then, the road spectrum relationship between the left and
right wheels can be obtained as follows:

𝑄
3
(𝑓) = 𝑄

1
(𝑓) coh (𝑓) . (13)

And the road spectrum relationship between the front and
rear wheels can be obtained as follows:

𝑄
2
(𝑓) = 𝑄

1
(𝑓) 𝑒
−𝑗2𝜋𝑓𝜏

. (14)
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Figure 5: Comparison of left-front wheel (LF) with left-rear wheel
(LR) time domain signal.

So far a four-wheel time domain model can be obtained via
the following steps.

(1) Road roughness level 𝐺
𝑞
(𝑛
0
), the vehicle speed 𝑉,

the coherence function coh(𝑓), the lower limit of the
spatial frequency𝑁

𝑙
, and the upper limit of the spatial

frequency𝑁
𝑢
are known as initial conditions.

(2) The spectrum of left-front wheel road roughness
𝑄
1
(𝑘) can be obtained analogous to the method

of generating single-wheel road random excitation
spectrum.

(3) The road random excitation spectrum of other wheels
𝑄
2
(𝑘) and 𝑄

4
(𝑘) can be obtained from (15)–(17), and

there is a time delay between the left-front road input
𝑄
1
(𝑘) and the left-rear road input 𝑄

3
(𝑘). The 𝑄

2
(𝑘)

and 𝑄
4
(𝑘) are obtained via a coherence function

between the left and right wheels:

𝑄
2
(𝑘) = 𝑄

1
(𝑘) 𝑒
−𝑗2𝜋𝑓𝑘𝜏, (15)

𝑄
3
(𝑘) = 𝑄

1
(𝑘) coh (𝑘) , (16)

𝑄
4
(𝑘) = 𝑄

3
(𝑘) 𝑒
−𝑗2𝜋𝑓𝑘𝜏 = 𝑄

1
(𝑘) coh (𝑘) 𝑒−𝑗2𝜋𝑓𝑘𝜏. (17)

(4) The corresponding road roughness random excita-
tion signals can be obtained by the inverse Fourier
transform of the complex sequences 𝑄

𝑖
(𝑘) (𝑖 =

1, 2, 3, 4),

𝑥
𝑖
(𝑛) =

1

𝑁

𝑁

∑

𝑘=1

𝑄
𝑖
(𝑘) 𝑒
𝑗(2𝜋/𝑁)𝑛𝑘

, 𝑛 = 1, 2, . . . , 𝑁. (18)

5. Simulation Results

The results indicated in this section include the simulation
of the road surfaces discussed in the previous section. And
a four-wheel road surface time domain signal for a class 𝐶
random road at the speed of 70Km/h is shown in Figures 5–
7.
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Figure 6: Comparison of right-front wheel (RF) with right-rear
wheel (RR) time domain signal.
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Figure 7: Comparison of left-front wheel (LF) with right-front
wheel (RF) time domain signal.

Figure 5 shows a comparison of the road time domain
signal between the left-front wheel (LF) and the left-rear
wheel (LR), and the comparison of the road time domain
signal between the right-front wheel (RF) and the right-
rear wheel (RR) is shown in Figure 6. It can be found
obviously that there is time delay between front-wheel and
rear-wheel time domain signals, which is exactly equal to the
𝐿/𝑉 (see (10)). Figure 8 is a comparison of the road PSDs
simulated with the ISO 8608 standards. Figures 8(a) and 8(c)
demonstrate that the road PSD of the front and rear wheels is
consistent with the ISO 8608 standard values, which proves
that the Inverse Fourier Transform is accurate to generate
the front- and rear-wheel time domain signals. However,
from Figure 7, we can see that the amplitude of right-front
wheel (RF) is smaller than left-front wheel (LF) time domain
signal; simultaneously, there is a deviation Δ𝐺

𝑞
(𝑓) between

the road PSD of the left and right wheels from the beginning
of midfrequency band in Figures 8(b) and 8(d), and the
deviation increases with the frequency increasing. In other
words, the road PSD of the right wheel is smaller than the



6 Mathematical Problems in Engineering

10−1 100 101

10−5

Frequency (Hz)

PS
D

 (m
2
/(
1

/m
))

102

(a) Left-front wheel

10−1 100 101

10−5

Frequency (Hz)

PS
D

 (m
2
/(
1

/m
))

102

(b) Right-front wheel

10−1 100 101

10−5

Frequency (Hz)

PS
D

 (m
2
/(
1

/m
))

102

ISO standard PSD
LR simulated PSD

(c) Left-rear wheel

10−1 100 101

10−5

Frequency (Hz)
PS

D
 (m

2
/(
1

/m
))

102

ISO standard PSD
RR simulated PSD

(d) Right-rear wheel

Figure 8: Comparison of the road PSDs simulated with the ISO 8608 standards.
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Figure 9: The smaller time domain signal generated based on the
deviation Δ𝐺

𝑞
(𝑓).

road PSD of the left wheel on the same axle that is consistent
with the ISO 8608 standard value, which can be described by

Δ𝐺
𝑞
(𝑓) = 𝐺

𝑞
(𝑓) − 𝐺

𝑞simu (𝑓) , (19)

where 𝐺
𝑞
(𝑓) is the standard PSD values, 𝐺

𝑞simu(𝑓) is the
simulated PSD values, and Δ𝐺

𝑞
(𝑓) is the deviation between

the road PSD of the left wheel (consistent with the standard)
and right wheel.

In addition, the right-wheel time domain signal cannot
be obtained when coh(𝑓) is 0, which only considers the
correlation of the left- and right-wheel road roughness, while
ignoring the uncorrelation of the left- and right-wheel road
roughness. Since the value of coherence function is between

0 and 1 and it is near 0 at high-frequency band, according
to (16) and (17), it can be found that the reasons for the
deviation aremainly from the coherence function.Hence, the
compensation of the right-wheel time domain signal will be
presented in the sequel.

6. Correction of Four-Wheel Road Time
Domain Model

From the above, we know that there is a deviation Δ𝐺
𝑞
(𝑓)

between the road PSD of left and right wheels since the
uncorrelation of the left- and right-wheel road roughness is
ignored. Hence, considering the uncorrelation of the left and
right wheel road roughness, a new road spectrum relation-
ship between the left and right wheels can be described by,

𝑄


3
(𝑓) = 𝑄

1
(𝑓) coh (𝑓) + Δ𝑄 (𝑓) , (20)

where,Δ𝑄(𝑓) reflects the uncorrelation of the left- and right-
wheel road roughness, which can be obtained by Δ𝐺

𝑞
(𝑓)

based on (4) and (5). A compensation using time domain
signal is generated via the inverse Fourier transformofΔ𝑄(𝑓)
by using new random sequence numbers, which is shown in
Figure 9.

A new right-wheel time domain signal can be obtained by
compensating the time domain deviation signal. A compar-
ison of left-front wheel with right-front wheel time domain-
compensated signal is shown in Figure 10, and it can be found
that the amplitude of right-front wheel (RF) and left-front
wheel (LR) time domain signals are the same approximately.
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Figure 10: Comparison of left-front wheel (LF) with right-front
wheel (RF) time domain signal after compensating.

Then, the new road PSDs of the four wheels can be
obtained via Fourier transform,which is shown in Figure 11. It
shows that the new road PSDs simulated canmatch ISO 8608
standards very well. In a word, this frequency compensation
algorithm for a four-wheel road time domain model is
accurate.

In addition, for the limit case, the method is also applica-
ble. When coh(𝑓) is 0, the left- and right-wheel time domain
signals are completely uncorrelated, and a comparison of left-
front wheel with left-rear wheel time domain signals is shown
in Figure 12. It illustrates that the right-front wheel (RF)
and left-front wheel (LR) time domain signals are completely
uncorrelated, which correspond with the definition of the
correlation function. Figure 13 shows the comparison of the
road PSDs simulatedwith the ISO 8608 standards. Obviously,
the new road PSDs simulated can match ISO 8608 standards
very well.

When coh(𝑓) is 1, the left- and right-wheel road rough-
ness are perfectly correlated, and a comparison of the left-
front wheel with the left-rear wheel time domain signals is
shown in Figure 14. It illustrates that the right-front wheel
(RF) and left-front wheel (LR) time domain signals are
completely the same, which correspond with the definition
of the correlation function. Figure 15 shows the comparison
of the road PSDs simulated with the ISO 8608 standards.
Obviously, the new road PSDs simulated can also match
ISO 8608 standards very well. In summary, this frequency
compensation algorithm for a four-wheel road time domain
model is accurate.

The frequency compensation algorithm can also be used
to correct the four-wheel surface time domain models gener-
ated by other methods when there is a deviation between the
road PSDs simulated and the ISO 8608 standards.

7. Analysis on Vehicle Dynamic Behavior

Since the road surface irregularities are the main source
of excitation to the vehicle system, to analyze the vehicle

dynamic behavior more accurately, a suitable representation
of these irregularities is required, which is shown in Figure 16.

A comparison of vehicle dynamic behavior w/o (with or
without) compensation will be presented as follows. Firstly, a
7-DOF vertical vehicle model is shown in Figure 17, which
considers the vertical motion, pitch and roll of the sprung
mass, and the four vertical motions of four unsprung masses.

Each corner of the vehicle is identified with {𝑖, 𝑗} index,
where 𝑖 = {𝑙, 𝑟}holds for left/right and 𝑗 = {𝑓, 𝑟} for front/rear.
These corners (i.e., positions and velocities of the dynamical
part) are described as

𝑧
𝑓𝑙
= 𝑧 − 𝛼𝑙

𝑓
+ 𝛽𝑤 − 𝑧

𝑡𝑓𝑙
,

𝑧
𝑓𝑟
= 𝑧 − 𝛼𝑙

𝑓
− 𝛽𝑤 − 𝑧

𝑡𝑓𝑟
,

𝑧
𝑟𝑙
= 𝑧 + 𝛼𝑙

𝑟
+ 𝛽𝑤 − 𝑧

𝑡𝑟𝑙
,

𝑧
𝑟𝑟
= 𝑧 + 𝛼𝑙

𝑟
− 𝛽𝑤 − 𝑧

𝑡𝑟𝑟
,

̇𝑧
𝑓𝑙
= ̇𝑧 − ̇𝛼𝑙

𝑓
+ ̇𝛽𝑤 − ̇𝑧

𝑡𝑓𝑙
,

̇𝑧
𝑓𝑟
= ̇𝑧 − ̇𝛼𝑙

𝑓
− ̇𝛽𝑤 − ̇𝑧

𝑡𝑓𝑟
,

̇𝑧
𝑟𝑙
= ̇𝑧 + ̇𝛼𝑙

𝑟
+ ̇𝛽𝑤 − ̇𝑧

𝑡𝑟𝑙
,

̇𝑧
𝑟𝑟
= ̇𝑧 + ̇𝛼𝑙

𝑟
− ̇𝛽𝑤 − ̇𝑧

𝑡𝑟𝑟
,

(21)

where 𝑧 is the center of the sprung mass, 𝛼 (resp. 𝛽) is the
pitch (resp. roll) angle of the sprungmass around𝑦-axis (resp.
𝑥-axis) at the center of sprung mass. 𝑙

𝑓
, 𝑙
𝑟
, and 𝑤 define the

vehicle geometrical properties (as shown in Figure 17).
The full vehicle model, as depicted on Figure 17, is given

by the following motion equations:

𝑚
𝑡𝑓𝑙

̈𝑧
𝑡𝑓𝑙
+ 𝑘
𝑡𝑓𝑙
(𝑧
𝑡𝑓𝑙
− 𝑧
𝑓𝑙
) − 𝐹
𝑠𝑓𝑙
− 𝐹
𝑑𝑓𝑙

= 0,

𝑚
𝑡𝑓𝑟

̈𝑧
𝑡𝑓𝑟
+ 𝑘
𝑡𝑓𝑟
(𝑧
𝑡𝑓𝑟
− 𝑧
𝑓𝑟
) − 𝐹
𝑠𝑓𝑟
− 𝐹
𝑑𝑓𝑟

= 0,

𝑚
𝑡𝑟𝑙

̈𝑧
𝑡𝑟𝑙
+ 𝑘
𝑡𝑟𝑙
(𝑧
𝑡𝑟𝑙
− 𝑧
𝑟𝑙
) − 𝐹
𝑠𝑟𝑙
− 𝐹
𝑑𝑟𝑙

= 0,

𝑚
𝑡𝑟𝑟

̈𝑧
𝑡𝑟𝑟
+ 𝑘
𝑡𝑟𝑟
(𝑧
𝑡𝑟𝑟
− 𝑧
𝑟𝑟
) − 𝐹
𝑠𝑟𝑟
− 𝐹
𝑑𝑟𝑟

= 0,

∑𝑚 ̈𝑧 + 𝐹
𝑠𝑖𝑗
+ 𝐹
𝑑𝑖𝑗
= 0,

∑𝐼
𝛼
̈𝛼 − 𝐹
𝑠𝑓𝑗
𝑙
𝑓
+ 𝐹
𝑠𝑟𝑗
𝑙
𝑟
− 𝐹
𝑑𝑓𝑗
𝑙
𝑓
+ 𝐹
𝑑𝑟𝑗
𝑙
𝑟
= 0,

∑𝐼
𝛽

̈𝛽 + 𝑤𝐹
𝑠𝑖𝑙
− 𝑤𝐹
𝑠𝑖𝑟
+ 𝑤𝐹
𝑑𝑖𝑙
− 𝑤𝐹
𝑑𝑖𝑟

= 0,

(22)

where 𝑚 and 𝑚
𝑡𝑖𝑗

denote the sprung and unsprung mass,
respectively.Themoment of inertia about the 𝑥-axis (resp. 𝑦-
axis) of the vehicle sprung mass is denoted as 𝐼

𝛽
(resp. 𝐼

𝛼
).

𝐹
𝑠𝑖𝑗

and 𝐹
𝑑𝑖𝑗

are spring force and damper force, respectively,
which can be described by

𝐹
𝑠𝑖𝑗
= 𝑘
𝑠𝑖𝑗
𝑧
𝑖𝑗
, 𝐹

𝑑𝑖𝑗
= 𝑐
𝑖𝑗
̇𝑧
𝑖𝑗
, (23)

where 𝑘
𝑠𝑖𝑗
and 𝑐
𝑖𝑗
are spring stiffness and damping coefficient,

respectively.
Then, the full vehicle model can be established by Mat-

lab/Simulink, and the outputs include the weighted RMS
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Figure 11: Comparison of the new road PSDs of the four wheels simulated with the ISO 8608 standards.
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Figure 12: Comparison of left-front wheel (LF) with left-rear wheel
(LR) time domain signal when coh(𝑓) is 0.

(root mean square) of acceleration (Ac rms, m/s2), the roll
angle RMS (𝛽 rms), the pitch angle RMS (𝛼 rms), and the
tire vertical force RMS (Ft FL rms, Ft FR rms, Ft RL rms,
Ft RR rms, N).

In this paper, the frequency compensation algorithm is
installed in the road input for a sedan model to illustrate
the sedan’s behavior. The parameters of a 𝐶-class sedan are
shown in Table 1. Simulation results run over a 𝐶-level road
surface with the speed of 70Km/h tabulated in Table 2. And
the frequency compensation algorithm can also be installed
in the other vehicle runs on a random road.

Table 1: Parameters of the 𝐶-class sedan.

Symbol Description Unit Value
𝑚 Vehicle sprung mass kg 2110
𝑚
𝑓𝑙

Front/left unsprung mass kg 58.3
𝑚
𝑓𝑟

Front/right unsprung mass kg 58.3
𝑚
𝑟𝑙

Rear/left unsprung mass kg 63.3
𝑚
𝑟𝑟

Rear/right unsprung mass kg 63.3
𝑘
𝑡𝑓𝑙

Front/left vertical tyre stiffness N/m 235000
𝑘
𝑡𝑓𝑟

Front/right vertical tyre stiffness N/m 235000
𝑘
𝑡𝑟𝑙

Rear/left vertical tyre stiffness N/m 235000
𝑘
𝑡𝑟𝑟

Rear/right vertical tyre stiffness N/m 235000
𝑘
𝑠𝑓𝑙

Front/left spring stiffness N/m 27500
𝑘
𝑠𝑓𝑟

Front/right spring stiffness N/m 27500
𝑘
𝑠𝑟𝑙

Rear/left spring stiffness N/m 31300
𝑘
𝑠𝑟𝑟

Rear/right spring stiffness N/m 31300
𝑙
𝑓

Distance between front-axle/c.o.g. G m 1.455
𝑙
𝑟

Distance between rear-axle/c.o.g. G m 1.515
𝑤 Wheel track m 1.610
𝐼
𝛽

Sprung mass roll moment of inertia kg⋅m2 710.1
𝐼
𝛼

Sprung mass pitch moment of inertia kg⋅m2 3668.5

In this analysis, the road input of left-front tire is set as
a baseline, then the right-front road input is obtained via a
coherence function w/o a compensation, and the rear road
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Figure 13: Comparison of the road PSDs simulated with the ISO 8608 standards when coh(𝑓) is 0.
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Figure 14: Comparison of left-front wheel (LF) with left-rear wheel
(LR) time domain signal when coh(𝑓) is 1.

input has a time delay dependent on the wheel base and
vehicle speed. Table 2 shows that the 𝛼 rms, Ft FL rms, and
Ft RL rms without compensation are almost equal to the
values with compensation since the PSDs of the left-side road
input are the same, while the Ac rms, 𝛽 rms, Ft FR rms, and
Ft RR rmswithout compensation are significant smaller than
the values with compensation, which is precisely caused by
the previously mentioned deviation, since there is a deviation
between the road PSDs of the two wheels on the same axle,
which is the main reason that the acceleration RMS, the roll
angle RMS, the RMS of tire vertical force of the right-front

Table 2: Simulation results.

Results Without compensation With compensation Difference
Ac rms 0.3638 0.4081 10.8%
𝛼 rms 0.0062 0.0062 0
𝛽 rms 9.10𝑒 − 4 0.0017 46.4%
Ft FL rms 1.0115𝑒 + 3 1.0162𝑒 + 3 0.5%
Ft FR rms 0.6824𝑒 + 3 1.0100𝑒 + 3 32.7%
Ft RL rms 1.0514𝑒 + 3 1.0566𝑒 + 3 0.5%
Ft RR rms 0.7190𝑒 + 3 1.0534𝑒 + 3 31.4%

and right-rear wheels without compensation are smaller than
the values with compensation. Hence, the deviation of the
PSD of the road input between two wheels on the same axle
has an important influence on vehicle performances, which
illustrates the importance of the frequency compensation
algorithm proposed, which can be used for a control system
installed in the vehicle to compensate road roughness for
damper tuning in the future.

8. Conclusions

The road surface roughness has an important influence on
ride comfort, ride safety, vehicle maneuverability, driver’s
and occupants’ comfort, and vehicle dynamic load. In recent
decades, random road models have been widely studied, and
a four-wheel random road time domain model is usually
generated based on the correlation of the four-wheel input, in
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Figure 15: Comparison of the road PSDs simulated with the ISO 8608 standards when coh(𝑓) is 1.
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Figure 16: Analysis on the vehicle dynamic behavior.

which a coherence function is used to describe the coherence
of the road input between the left and right wheels usually.
Generally, the value of coherence function is between 0 and 1,
and it is near 0 at high-frequency band. As a result, the road
roughness amplitude and the road PSD of one track will be
smaller than the other one on the same axle; actually, it is
caused by the uncorrelation between the left- and right-wheel
road surface roughness. Hence, a frequency compensation
algorithm is proposed to correct the deviation of the PSD
of the road input between two wheels on the same axle, and
it is installed in a 7-DOF vehicle dynamic study. The main
conclusions can be drawn from the current study as follows.

(1) It is simple and accurate to generate a single-wheel
time signal model by using the inverse Fourier trans-
form method.

(2) With the Inverse Fourier Transform method via
coherence function, the road PSDs of the front and
rear wheels are consistent with the standard values;
however, there is a deviation between the two-wheel
road PSDs on the same axle. The coherence function

value is between 0 and 1, and it is near 0 at high-
frequency band. As a result, the road roughness
amplitude and the road PSD of one track will be
smaller than the other one on the same axle.

(3) A road frequency compensation algorithm is pro-
posed to correct the deviation of the two wheels road
PSDs on the same axle, and it is installed in a road
time domain model. The simulation results showed
that the road PSDs with frequency compensation are
consistent with the ISO 8608 standard values, which
demonstrates that the proposed algorithm is correct,
especially, for some limit case such as the left and
right wheel road input are completely uncorrelated or
perfectly correlated.

(4) The vehicle dynamic behavior with road frequency
compensation show that the deviation compensation
of two wheels on the same axle has an important
influence on vehicle performances, which should be
considered in the vehicle dynamic studies and the
road frequency compensation can be used for a
control system installed in the vehicle to compensate
road roughness for damper tuning in the future.
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This paper presents a disturbance attenuation strategy for active suspension systems with frequency band constraints, where
dynamic output feedback control is employed in consideration that not all the state variables can be measured on-line. In view
of the fact that human are sensitive to the virbation between 4–8Hz in vertical direction, the 𝐻

∞
control based on generalized

Kalman-Yakubovich-Popov (KYP) lemma is developed in this specific frequency, in order to achieve the targeted disturbance
attenuation. Moreover, practical constraints required in active suspension design are guaranteed in the whole time domain. At the
end of the paper, the outstanding performance of the system using finite frequency approach is confirmed by simulation.

1. Introduction

By reason of rough road conditions, passengers in the
car are often in a vibration environment which negatively
impacts the comfort, mental, and physical health of them,
and suspensions are crucial to attenuate the disturbance
transferred to passengers [1–3]. Hence, various approaches
various approaches have been developed that aim to enhance
suspensions’ performance such as adaptive control [4], robust
control [5, 6], and fuzzy control [7]. Generally speaking,
there are three types of suspensions: passive, semiactive, and
active suspensions. Compared with the other two kinds of
suspensions, active suspensions have a greater potential to
improve ride comfort and to guarantee the ride safety due to
the existence of active actuator.

There are three performance requirements for active
suspension systems. One is the ride comfort, which requires
isolation of vibration from road; another one is handling per-
formance mainly described by road holding, which restricts
the hop of wheel in order to ensure continuous contact of
wheels to road; the last one is the sprung displacement which
limits the suspension stroke within an allowable band.

However, these requirements are usually conflicting. For
instance, a large suspension displacementmay exist if a better

rider comfort performance is required . A variety of control
strategies have been applied to cope with this conflict [8–12].
In particular, because the 𝐻

∞
norm index can measure the

vibration attenuation performance of system appropriately
[13], many suspension problems are considered by 𝐻

∞
con-

trol theory [14–22]. In this paper, the handling performance
and the suspension stroke are regarded as constraints, and the
ride comfort is deemed as the main index to optimize.

Although various control strategies have been applied to
promote ride comfort performance of suspension systems,
few of them notice the fact that due to the human body
structure and other factors people are more sensitive to
disturbances in 4–8Hz than other frequency in vertical
direction (ISO2361). Therefore, it is considerable to develop
a finite frequency strategy to reduce the negative effect
caused by disturbances in 4–8Hz. The generalized Kalman-
Yakubovich-Popov (KYP) lemma, which has been used to
solve practical problems [23, 24], is applied to achieve the
finite frequency control to active suspensions.

It should be mentioned that the parameters of passengers
including model for suspension system could vary due to the
mass change of passengers, so how to guarantee the perfor-
mance of suspension with varying parameters is worth dis-
cussing. Meanwhile, considering that the mass of passengers
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can be accessed on line, in this paper, the suspension model
is described as a polytope, and then a parameter-dependent
control law is proposed to assure the above performance
requirements, which can also reach a lower conservativeness
than control law based on quadratic stability and constant
parameter feedback at the same time. In addition, though
state feedback may attain a superior performance compared
with static output feedback, measuring some statesmay bring
burden to the systems. Thusly, constructing dynamic output
feedback is desirable, which can achieve a relative enhanced
performance andmeanwhile reduce state-measuring sensors.

The paper is organized as follows. In Section 2 the state-
space model for quarter car suspension is presented. In
Section 3 the theorems which can be used to design the
dynamic feedback controller are illustrated. The simulation
is presented in Section 4, and the conclusion is in Section 5.

Notation. For a matrix 𝑃, 𝑃𝑇, 𝑃∗, 𝑃−1, 𝑃−𝑇, and 𝑃⊥ stand
for its transpose, conjugate transpose, inverse, transposed
inverse, and orthogonal complement, respectively; sym(𝑃)
denotes 𝑃+𝑃𝑇. 𝑃 > 0 (𝑃 < 0)means that matrix 𝑃 is positive
(negative) definite. For a matrix, {⋅}

𝑖
stands for the 𝑖th line

of the matrix. ‖𝐺(𝑗𝜔)‖
∞

stands for the𝐻
∞

norm of transfer
function matrix 𝐺. For matrices 𝑃 and 𝑄, 𝑃 ⊗ 𝑄 means the
Kronecker product. In symmetric block matrices or complex
matrix expressions, we use an asterisk (∗) to represent a term
that is induced by symmetry.

2. Quarter Car Suspension Model

The model of a quarter car suspension is shown in Figure 1.
𝑚
𝑠
and𝑚

𝑢
stand for sprung and unsprungmass, respectively.

𝑧
𝑠
, 𝑧
𝑢
, and 𝑧

𝑟
denote the sprung, unsprung displacement, and

disturbance displacement from the road, respectively. 𝑘
𝑠
, 𝑘
𝑡
,

𝑐
𝑠
, and 𝑐

𝑡
are the stiffnesses and dampings of the suspension

system, respectively.The input of the controller is denoted by
𝑢.

Based on the law of Newton, the motion equation of
suspension can be denoted as

𝑚
𝑠
̈𝑧
𝑠
(𝑡) + 𝑐

𝑠
[ ̇𝑧
𝑠
(𝑡) − ̇𝑧

𝑢
(𝑡)] + 𝑘

𝑠
[𝑧
𝑠
(𝑡) − 𝑧

𝑢
(𝑡)] = 𝑢 (𝑡) ,

𝑚
𝑢
̈𝑧
𝑢
(𝑡) − 𝑐

𝑠
[ ̇𝑧
𝑠
(𝑡) − ̇𝑧

𝑢
(𝑡)] − 𝑘

𝑠
[𝑧
𝑠
(𝑡) − 𝑧

𝑢
(𝑡)]

+ 𝑘
𝑡
[𝑧
𝑢
(𝑡) − 𝑧

𝑟
(𝑡)] − 𝑐

𝑡
[ ̇𝑧
𝑟
(𝑡) − ̇𝑧

𝑢
(𝑡)] = −𝑢 (𝑡) .

(1)

Define the following state variables and the disturbance
input:

𝜉
1
(𝑡) = 𝑧

𝑠
(𝑡) − 𝑧

𝑢
(𝑡) , 𝜉

2
(𝑡) = 𝑧

𝑢
(𝑡) − 𝑧

𝑟
(𝑡) ,

𝜉
3
(𝑡) = ̇𝑧

𝑠
(𝑡) , 𝜉

4
(𝑡) = ̇𝑧

𝑢
(𝑡) , 𝑤 (𝑡) = ̇𝑧

𝑟
(𝑡) .

(2)

Then (1) is equivalent to

̇𝜉 (𝑡) = 𝐴 (𝑚
𝑠
) 𝜉 (𝑡) + 𝐵 (𝑚

𝑠
) 𝑢 (𝑡) + 𝐵

1
(𝑚
𝑠
) 𝑤 (𝑡) , (3)
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Figure 1: The quarter car model.

where

𝜉 (𝑡) = [𝜉
1
(𝑡) 𝜉
2
(𝑡) 𝜉
3
(𝑡) 𝜉
4
(𝑡)]
𝑇

,

𝐴 (𝑚
𝑠
) =

[
[
[
[
[
[
[

[

0 0 1 −1

0 0 0 1

−
𝑘
𝑠

𝑚
𝑠

0 −
𝑐
𝑠

𝑚
𝑠

𝑐
𝑠

𝑚
𝑠

𝑘
𝑠

𝑚
𝑢

−
𝑘
𝑡

𝑚
𝑢

𝑐
𝑠

𝑚
𝑢

−
𝑐
𝑠
+ 𝑐
𝑡

𝑚
𝑢

]
]
]
]
]
]
]

]

,

𝐵 (𝑚
𝑠
) = [0 0

1

𝑚
𝑠

−1

𝑚
𝑢

]

𝑇

,

𝐵
1
(𝑚
𝑠
) = [0 −1 0

𝑐
𝑡

𝑚
𝑢

]

𝑇

.

(4)

Define

𝑧
𝑜1
(𝑡) = ̈𝑧

𝑠
(𝑡) , (5)

which reflects the acceleration of 𝑚
𝑠
that contains the body

mass of passengers and seat. In the design of control law for
suspension system, body acceleration is the main index that
needs to be optimized.

Thehandling performance requires continuous contact of
wheel to road, whichmeans that the suspension system needs
to guarantee that dynamic tire load is less than static load,
namely,

𝑘
𝑡
(𝑧
𝑢
(𝑡) − 𝑧

𝑟
(𝑡)) < (𝑚

𝑠
+ 𝑚
𝑢
) 𝑔. (6)

The stroke of the suspension could not be so large that it
may exceed the maximum, which can be formulated as

𝑧𝑠 (𝑡) − 𝑧𝑢 (𝑡)
 < 𝑧max. (7)

The state space expression is described integrally as
̇𝜉 (𝑡) = 𝐴 (𝑚

𝑠
) 𝜉 (𝑡) + 𝐵 (𝑚

𝑠
) 𝑢 (𝑡) + 𝐵

1
𝑤 (𝑡) ,

𝑧
𝑜1
(𝑡) = 𝐶

1
(𝑚
𝑠
) 𝜉 (𝑡) + 𝐷

1
(𝑚
𝑠
) 𝑢 (𝑡) ,

𝑧
𝑜2
(𝑡) = 𝐶

2
(𝑚
𝑠
) 𝜉 (𝑡) ,

𝑦 (𝑡) = 𝐶𝜉 (𝑡) ,

(8)
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where 𝐴, 𝐵, and 𝐵
1
are same with the definition in (4), and

𝐶
1
(𝑚
𝑠
) = [−

𝑘
𝑠

𝑚
𝑠

0 −
𝑐
𝑠

𝑚
𝑠

𝑐
𝑠

𝑚
𝑠

] ,

𝐶
2
(𝑚
𝑠
) =

[
[
[

[

1

𝑧max
0 0 0

0
𝑘
𝑡

(𝑚
𝑠
𝑔 + 𝑚

𝑢
𝑔)

0 0

]
]
]

]

,

𝐷
1
(𝑚
𝑠
) =

1

𝑚
𝑠

,

𝐶 = [

[

1 0 0 0

0 1 0 0

0 0 1 0

]

]

.

(9)

𝑧
𝑜1
(𝑡) reflects the acceleration output of 𝑚

𝑠
; 𝑧
𝑜2
(𝑡) rep-

resents for the relative (normalized) constraints output; 𝑦(𝑡)
stands for the output of measurable states.

The parameter-varyingmodel is depicted as the following
polytopic form:

(𝐴 (𝑚
𝑠
) , 𝐵 (𝑚

𝑠
) , 𝐵
1
(𝑚
𝑠
) , 𝐶
1
(𝑚
𝑠
) , 𝐶
2
(𝑚
𝑠
) , 𝐷
1
(𝑚
𝑠
))

=

2

∑

𝑖=1

𝜆
𝑖
(𝐴
𝑖
, 𝐵
𝑖
, 𝐵
1𝑖
, 𝐶
1𝑖
, 𝐶
2𝑖
, 𝐷
1𝑖
) ,

(10)

where
(𝐴
1
, 𝐵
1
, 𝐵
11
, 𝐶
11
, 𝐶
21
, 𝐷
11
)

= (𝐴 (𝑚
𝑠max) , 𝐵 (𝑚𝑠max) , 𝐵1 (𝑚𝑠max) ,

𝐶
1
(𝑚
𝑠max) , 𝐶2 (𝑚𝑠max) , 𝐷1 (𝑚𝑠max) ) ,

(𝐴
2
, 𝐵
2
, 𝐵
12
, 𝐶
12
, 𝐶
22
, 𝐷
12
)

= (𝐴 (𝑚
𝑠min) , 𝐵 (𝑚𝑠min) , 𝐵1 (𝑚𝑠min) ,

𝐶
1
(𝑚
𝑠min) , 𝐶2 (𝑚𝑠min) , 𝐷1 (𝑚𝑠min) ) ,

𝜆
1
=

1/𝑚
𝑠
− 1/𝑚

𝑠min
1/𝑚
𝑠max − 1/𝑚𝑠min

,

𝜆
2
=

1/𝑚
𝑠max − 1/𝑚𝑠

1/𝑚
𝑠max − 1/𝑚𝑠min

,

(11)

and 𝑚
𝑠max, 𝑚𝑠min stand for the maximum and minimum of

𝑚
𝑠
, respectively.
The form of dynamic output feedback controller is

described as
̇𝜂 (𝑡) = 𝐴

𝐾
(𝑚
𝑠
) 𝜂 (𝑡) + 𝐵

𝐾
(𝑚
𝑠
) 𝑦 (𝑡) ,

𝑢 (𝑡) = 𝐶
𝐾
(𝑚
𝑠
) 𝜂 (𝑡) + 𝐷

𝐾
(𝑚
𝑠
) 𝑦 (𝑡) .

(12)

Substituting (12) into (8), we get

̇𝑥 (𝑡) = 𝐴 (𝑚
𝑠
) 𝑥 (𝑡) + 𝐵 (𝑚

𝑠
) 𝑤 (𝑡) ,

𝑧
𝑜1
(𝑡) = 𝐶

1
(𝑚
𝑠
) 𝑥 (𝑡) ,

𝑧
𝑜2
(𝑡) = 𝐶

2
(𝑚
𝑠
) 𝑥 (𝑡) ,

(13)

where

𝑥 (𝑡) = [
𝜉 (𝑡)

𝜂 (𝑡)
] ,

𝐴 (𝑚
𝑠
)

= [
𝐴 (𝑚
𝑠
) + 𝐵 (𝑚

𝑠
)𝐷
𝐾
(𝑚
𝑠
) 𝐶 𝐵 (𝑚

𝑠
) 𝐶
𝐾
(𝑚
𝑠
)

𝐵
𝐾
(𝑚
𝑠
) 𝐶 𝐴

𝐾
(𝑚
𝑠
)

] ,

𝐵 (𝑚
𝑠
) = [

𝐵
1
(𝑚
𝑠
)

0
] ,

𝐶
1
(𝑚
𝑠
)

= [𝐶
1
(𝑚
𝑠
) + 𝐷
1
(𝑚
𝑠
)𝐷
𝐾
(𝑚
𝑠
) 𝐶 𝐷

1
(𝑚
𝑠
) 𝐶
𝐾
(𝑚
𝑠
)] ,

𝐶
2
(𝑚
𝑠
) = [𝐶

2
(𝑚
𝑠
) 0] .

(14)
Denote

𝐺 (𝑗𝜔) = 𝐶
1
(𝑚
𝑠
) (𝑗𝜔𝐼 − 𝐴 (𝑚

𝑠
))
−1

𝐵 (𝑚
𝑠
) , (15)

as the transfer function from 𝑤(𝑡) to 𝑧
𝑜1
(𝑡).

The𝐻
∞

norm of transfer function matrix 𝐺 is applied to
depict the ride comfort performance of suspension system,
which is defined as

𝐺 (𝑗𝜔)
∞

= sup
0∉𝑤∈𝐿2[0,+∞)

𝑧𝑜2
𝐿2

‖𝑤‖
𝐿2

, (16)

where

𝑧𝑜2
𝐿2

= (∫

+∞

0

𝑧𝑜2 (𝑡)


2

𝑑𝑡)

1/2

,

‖𝑤‖
𝐿2
= (∫

+∞

0

‖𝑤 (𝑡)‖
2

𝑑𝑡)

1/2

.

(17)

The control target is summarized as follows.
For a certain 𝛾, design a dynamic output feedback in the

form of (12) which satisfies
(I) The closed loop system is asymptotically stable.
(II) The finite frequency (from 𝜔

1
to 𝜔
2
) 𝐻
∞

norm from
road disturbance to vehicle acceleration is less than 𝛾.
namely,

𝐺 (𝑗𝜔)
∞

𝜔1<𝜔<𝜔2

< 𝛾. (18)

(III) The relative constraint responses shown in the follow-
ing can be satisfied as long as the disturbance energy is
less than the maximum of the 2-norm of disturbance
input denoted as 𝑤max. that is,

{𝑧𝑜2 (𝑡)}𝑘

 < 1, 𝑘 = 1, 2. (19)

3. Dynamic Output Feedback Controller
Design for Polytopic Suspension System

In this section, we will derive three theorems for the design of
output feedback controller that satisfies (19) and one theorem
of full frequency controller used for comparison.
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3.1. Finite Frequency Design

Theorem 1. For the given parameters 𝛾, 𝜂, 𝜌 > 0, if there
exist symmetric matrices 𝑃(𝑚

𝑠
), positive definite symmetric

matrices 𝑃
𝑆
(𝑚
𝑠
), 𝑄(𝑚

𝑠
), and general matrix 𝑊(𝑚

𝑠
) satisfy-

ing

[
[
[
[
[
[

[

− sym (𝑊 (𝑚
𝑠
)) −𝑊

𝑇

(𝑚
𝑠
) 𝐴 (𝑚

𝑠
) + 𝑃
𝑆
(𝑚
𝑠
) −𝑊

𝑇

(𝑚
𝑠
) −𝑊

𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)

∗ −𝑃
𝑆
(𝑚
𝑠
) 0 0

∗ ∗ −𝑃
𝑆
(𝑚
𝑠
) 0

∗ ∗ ∗ −𝜂𝐼

]
]
]
]
]
]

]

< 0, (20)

[

Ω
1
Ω
2

∗ Ω
3

] < 0, (21)

[

−𝐼 √𝜌 {𝐶2 (𝑚𝑠)}
𝑘

∗ −𝑃
𝑆
(𝑚
𝑠
)

] < 0, 𝑘 = 1, 2, (22)

where

Ω
1
= [

[

−𝜔
1
𝜔
2
𝑄 (𝑚
𝑠
) − sym (𝐴

𝑇

(𝑚
𝑠
)𝑊 (𝑚

𝑠
)) 𝑃 (𝑚

𝑠
) − 𝑗𝜔

𝑐
𝑄 (𝑚
𝑠
) + 𝑊

𝑇

(𝑚
𝑠
)

𝑃 (𝑚
𝑠
) + 𝑗𝜔

𝑐
𝑄 (𝑚
𝑠
) + 𝑊(𝑚

𝑠
) −𝑄 (𝑚

𝑠
)

]

]

,

Ω
2
= [

[

−𝑊
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝐶
𝑇

1
(𝑚
𝑠
)

0 0

]

]

,

Ω
3
= [

−𝛾
2

𝐼 0

0 −𝐼

] ,

𝜔
𝑐
=
(𝜔
1
+ 𝜔
2
)

2
,

(23)

then a dynamic output feedback controller exists, which sat-
isfies the requirements of (I), (II) and (III) with 𝑤max =

𝜌/𝜂.

Proof. By using Schur complement, inequality (20) is equiv-
alent to

[
Γ −𝑊

𝑇

(𝑚
𝑠
) 𝐴 (𝑚

𝑠
) + 𝑃
𝑆
(𝑚
𝑠
)

∗ −𝑃
𝑆
(𝑚
𝑠
)

] < 0, (24)

where

Γ =
1

𝜂
𝑊
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝐵
𝑇

(𝑚
𝑠
)𝑊 (𝑚

𝑠
)

+ 𝑊
𝑇

(𝑚
𝑠
) 𝑃
−1

𝑆
(𝑚
𝑠
)𝑊 (𝑚

𝑠
) + sym (𝑊 (𝑚

𝑠
)) .

(25)

Multiplying (24) by diag{−𝑊−𝑇(𝑚
𝑠
), 𝑃
−𝑇

𝑆
(𝑚
𝑠
)} from the

left side and by diag{−𝑊−1(𝑚
𝑠
), 𝑃
−1

𝑆
(𝑚
𝑠
)} from the right side,

respectively, we obtain

[

[

1

𝜂
𝐵 (𝑚
𝑠
) 𝐵
𝑇

(𝑚
𝑠
) + 𝑃
−1

𝑆
(𝑚
𝑠
) − sym (𝐿 (𝑚

𝑠
)) 𝐴 (𝑚

𝑠
) 𝑃
−1

𝑆
(𝑚
𝑠
) + 𝐿
𝑇

(𝑚
𝑠
)

∗ −𝑃
−1

𝑆
(𝑚
𝑠
)

]

]

< 0, (26)

where 𝐿 = −𝑊−1.
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Applying reciprocal projection theorem (see Appendix A)
and choosing 𝑆

𝑇

(𝑚
𝑠
) = 𝐴(𝑚

𝑠
)𝑃
−1

𝑆
(𝑚
𝑠
), Ψ(𝑚

𝑠
) =

(1/𝜂)𝐵(𝑚
𝑠
)𝐵
𝑇

(𝑚
𝑠
), inequality (26) is equivalent to

𝐴 (𝑚
𝑠
) 𝑃
−1

𝑆
(𝑚
𝑠
) + 𝑃
−1

𝑆
(𝑚
𝑠
) 𝐴
𝑇

(𝑚
𝑠
) +

1

𝜂
𝐵 (𝑚
𝑠
) 𝐵
𝑇

(𝑚
𝑠
) < 0.

(27)

Multiplying the above inequality from both the left and
the right sides by 𝑃

𝑆
(𝑚
𝑠
), we get

𝑃
𝑆
(𝑚
𝑠
) 𝐴 (𝑚

𝑠
) + 𝐴
𝑇

(𝑚
𝑠
) 𝑃
𝑆
(𝑚
𝑠
)

+
1

𝜂
𝑃
𝑆
(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝐵
𝑇

(𝑚
𝑠
) 𝑃
𝑆
(𝑚
𝑠
) < 0,

(28)

which guarantees

𝑃
𝑆
(𝑚
𝑠
) 𝐴 (𝑚

𝑠
) + 𝐴
𝑇

(𝑚
𝑠
) 𝑃
𝑆
(𝑚
𝑠
) < 0, (29)

obviously. From the standard Lyapunov theory for
continuous-time linear system, the closed-loop system
(13) is asymptotically stable with 𝑤(𝑡) = 0.

By substitution, inequality (21) is equivalent to

[𝐼 𝐹
𝐵
(𝑚
𝑠
)]Ω (𝑚

𝑠
) [𝐼 𝐹

𝐵
(𝑚
𝑠
)]
𝑇

+ sym (𝐹
𝐴
(𝑚
𝑠
)𝑊 (𝑚

𝑠
) 𝑅) < 0,

(30)

where

𝐹
𝐴
(𝑚
𝑠
) =

[
[

[

−𝐴
𝑇

(𝑚
𝑠
)

𝐼

−𝐵
𝑇

(𝑚
𝑠
)

]
]

]

, 𝐹
𝐵
(𝑚
𝑠
) = [

[

𝐶
𝑇

1
(𝑚
𝑠
)

0

0

]

]

,

𝑅 = [𝐼 0 0] ,

Ω (𝑚
𝑠
) = 𝑇 [

Φ ⊗ 𝑃
𝑠
(𝑚
𝑠
) + Ψ ⊗ 𝑄 (𝑚

𝑠
) 0

0 Π
]𝑇
𝑇

,

Π = [
𝐼 0

0 −𝛾
2

𝐼
] , Φ = [

0 1

1 0
] ,

Ψ = [
−1 𝑗𝜔

𝑐

−𝑗𝜔
𝑐
−𝜔
1
𝜔
2

] , 𝑇 =

[
[
[

[

0 𝐼 0 0

𝐼 0 0 0

0 0 0 𝐼

0 0 𝐼 0

]
]
]

]

.

(31)

Based on projection lemma (see Appendix A), inequality
(30) is equivalent to

𝐹
⊥

𝐴
(𝑚
𝑠
) [𝐼 𝐹

𝐵
(𝑚
𝑠
)]Ω (𝑚

𝑠
) [𝐼 𝐹

𝐵
(𝑚
𝑠
)]
𝑇

(𝐹
⊥

𝐴
(𝑚
𝑠
))
𝑇

< 0,

(32)

(𝑅
𝑇

)
⊥

[𝐼 𝐹
𝐵
(𝑚
𝑠
)]Ω (𝑚

𝑠
) [𝐼 𝐹

𝐵
(𝑚
𝑠
)]
𝑇

(𝑅
𝑇⊥

)
𝑇

< 0. (33)

Noting that inequality (33) is eternal establishment, we
just need to consider inequality (32), which is equivalent to

𝐹
𝑇

(𝑚
𝑠
)Ω (𝑚

𝑠
) 𝐹 (𝑚

𝑠
) < 0, (34)

where

𝐹 (𝑚
𝑠
) = [

𝐼 𝐴
𝑇

(𝑚
𝑠
) 0 𝐶

𝑇

1
(𝑚
𝑠
)

0 𝐵
𝑇

(𝑚
𝑠
) 𝐼 0

]

𝑇

. (35)

Rewrite inequality (34) as

[
[
[

[

𝐴 (𝑚
𝑠
) 𝐵 (𝑚

𝑠
)

𝐼 0

𝐶
1
(𝑚
𝑠
) 0

0 𝐼

]
]
]

]

𝑇

[
Φ ⊗ 𝑃 (𝑚

𝑠
) + Ψ ⊗ 𝑄 (𝑚

𝑠
) 0

0 Π
]

×

[
[
[

[

𝐴 (𝑚
𝑠
) 𝐵 (𝑚

𝑠
)

𝐼 0

𝐶
1
(𝑚
𝑠
) 0

0 𝐼

]
]
]

]

< 0,

(36)

and then we obtain

[
𝐴 (𝑚
𝑠
) 𝐵 (𝑚

𝑠
)

𝐼 0
]

𝑇

(Φ ⊗ 𝑃 (𝑚
𝑠
) + Ψ ⊗ 𝑄 (𝑚

𝑠
))

× [
𝐴 (𝑚
𝑠
) 𝐵 (𝑚

𝑠
)

𝐼 0
] + [

𝐶
1
(𝑚
𝑠
) 0

0 𝐼
]

𝑇

× Π[
𝐶
1
(𝑚
𝑠
) 0

0 𝐼
] < 0.

(37)

Applying generalized KYP lemma (see Appendix A), we
get

Ξ
∗

ΠΞ < 0, 𝜔
1
< 𝜔 < 𝜔

2
, (38)

where

Ξ = [
𝐶
1
(𝑚
𝑠
) 0

0 𝐼
] [
(𝑗𝜔𝐼 − (𝐴 (𝑚

𝑠
))
−1

𝐵 (𝑚
𝑠
)

𝐼
] , (39)

namely,

sup
𝜔1<𝜔<𝜔2

𝐺 (𝑗𝜔)
∞

< 𝛾. (40)

Select

𝑉 (𝑡) = 𝑥
𝑇

(𝑡) 𝑃
𝑆
(𝑚
𝑠
) 𝑥 (𝑡) (41)

as the Lyapunov function, we obtain

𝑉 (𝑡) = 2𝑥
𝑇

(𝑡) 𝑃
𝑆
(𝑚
𝑠
) 𝐴 (𝑚

𝑠
) 𝑥 (𝑡)

+ 2𝑥
𝑇

(𝑡) 𝑃
𝑆
(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝑤 (𝑡) .

(42)

Applying the following inequality

2𝑥
𝑇

(𝑡) 𝑃
𝑆
(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝑤 (𝑡)

≤
1

𝜂
𝑥
𝑇

(𝑡) 𝑃
𝑠
(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝐵
𝑇

(𝑚
𝑠
) 𝑃
𝑆
(𝑚
𝑠
) (𝑥) 𝑡

+ 𝜂𝑤
𝑇

(𝑡) 𝑤 (𝑡) , ∀𝜂 > 0,

(43)
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and (28) to (42), we get

𝑉 (𝑡) ≤ 𝜂𝑤
𝑇

(𝑡) 𝑤 (𝑡) . (44)

Integrate (44) from 0 to 𝑡:

𝑉 (𝑡) − 𝑉 (0) ≤ 𝜂∫

𝑡

0

𝑤
𝑇

(𝑡) 𝑤 (𝑡) 𝑑𝑡 = 𝜂‖𝑤 (𝑡)‖
2
≤ 𝜂𝑤max.

(45)

Substituting (41) into (45) with 𝑉(0) = 0, we get

𝑥
𝑇

(𝑡) 𝑃
𝑆
(𝑚
𝑠
) 𝑥 (𝑡) ≤ 𝑉 (0) + 𝜂𝑤max = 𝜌, (46)

which is equivalent to

𝑥
𝑇

(𝑡) 𝑥 (𝑡) ≤ 𝜌, (47)

where 𝑥(𝑡) = 𝑃1/2
𝑆
(𝑚
𝑠
)𝑥(𝑡).

Noting that

max {𝑧𝑜2 (𝑡)}𝑘


2

= max

𝑥
𝑇

(𝑡) 𝑃
−1/2

𝑆
(𝑚
𝑠
) {𝐶
2
(𝑚
𝑠
)}
𝑇

𝑘

× {𝐶
2
(𝑚
𝑠
)}
𝑘

𝑃
−1/2

𝑆
(𝑚
𝑠
) 𝑥(𝑡)

2

≤ 𝜌𝜃max (𝑃
−1/2

𝑆
(𝑚
𝑠
) {𝐶
2
(𝑚
𝑠
)}
𝑇

𝑘

{𝐶
2
(𝑚
𝑠
)}
𝑘

𝑃
−1/2

𝑆
(𝑚
𝑠
)) ,

(48)

where 𝜃max stands for the maximum eigenvalue, we can
therefore guarantee constraints mentioned in (19) as long as

𝜌𝑃
−1/2

𝑆
(𝑚
𝑠
) {𝐶
2
(𝑚
𝑠
)}
𝑇

𝑘
{𝐶
2
(𝑚
𝑠
)}
𝑘
𝑃
−1/2

𝑆
(𝑚
𝑠
) < 𝐼, (49)

which is equivalent to (22) by applying Schur complement.

Before giving a convex expression which can be solved by
LMI Toolbox, we firstly perform transformation to inequali-
ties (20), (21), and (22).

Decompose matrix𝑊(𝑚
𝑠
) for convenience in the follow-

ing form:

𝑊(𝑚
𝑠
) = [

𝑋 (𝑚
𝑠
) 𝑌 (𝑚

𝑠
)

𝑈 (𝑚
𝑠
) 𝑉 (𝑚

𝑠
)
] ,

𝑊
−1

(𝑚
𝑠
) = [

𝑀(𝑚
𝑠
) 𝐺 (𝑚

𝑠
)

𝐻 (𝑚
𝑠
) 𝐿 (𝑚

𝑠
)
] .

(50)

According to the literature [25], we assume that both
𝑈(𝑚
𝑠
) and𝐻(𝑚

𝑠
) are invertible without loss of generality.

Denote

Δ (𝑚
𝑠
) = [

𝐼 𝑀 (𝑚
𝑠
)

0 𝐻 (𝑚
𝑠
)
] , (51)

and perform the congruence transformation to inequalities
(20), (21), and (22) by

𝐽
1
(𝑚
𝑠
) = diag {Δ𝑇 (𝑚

𝑠
) , Δ
𝑇

(𝑚
𝑠
) , Δ
𝑇

(𝑚
𝑠
) , 𝐼} ,

𝐽
2
(𝑚
𝑠
) = diag {Δ𝑇 (𝑚

𝑠
) , Δ
𝑇

(𝑚
𝑠
) , 𝐼, 𝐼} ,

𝐽
3
(𝑚
𝑠
) = diag {𝐼, Δ𝑇 (𝑚

𝑠
)} ,

(52)

respectively.
Denote

𝑄 (𝑚
𝑠
) = Δ
𝑇

(𝑚
𝑠
) 𝑄 (𝑚

𝑠
) Δ (𝑚

𝑠
) ,

�̂� (𝑚
𝑠
) = Δ
𝑇

(𝑚
𝑠
) 𝑃 (𝑚

𝑠
) Δ (𝑚

𝑠
) ,

�̂�
𝑆
(𝑚
𝑠
) = Δ
𝑇

(𝑚
𝑠
) 𝑃
𝑆
(𝑚
𝑠
) Δ (𝑚

𝑠
) ,

𝐴 (𝑚
𝑠
) = Δ
𝑇

(𝑚
𝑠
)𝑊
𝑇

(𝑚
𝑠
) 𝐴 (𝑚

𝑠
) Δ (𝑚

𝑠
)

= [
𝑋
𝑇

(𝑚
𝑠
) 𝐴 (𝑚

𝑠
) + 𝐵
𝐾
(𝑚
𝑠
) 𝐶 𝐴

𝐾
(𝑚
𝑠
)

𝐴 (𝑚
𝑠
) + 𝐵 (𝑚

𝑠
)𝐷
𝐾
(𝑚
𝑠
) 𝐶 𝐴 (𝑚

𝑠
)𝑀 (𝑚

𝑠
) + 𝐵 (𝑚

𝑠
) 𝐶
𝐾
(𝑚
𝑠
)
] ,

𝐵 (𝑚
𝑠
) = Δ
𝑇

(𝑚
𝑠
)𝑊
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)

= [
𝑋
𝑇

(𝑚
𝑠
) 𝐵
1
(𝑚
𝑠
)

𝐵
1
(𝑚
𝑠
)

] ,

𝐶
1
(𝑚
𝑠
) = 𝐶
1
(𝑚
𝑠
) Δ (𝑚

𝑠
)

= [𝐶
1
(𝑚
𝑠
) + 𝐷
1
(𝑚
𝑠
)𝐷
𝐾
(𝑚
𝑠
) 𝐶 𝐶

1
(𝑚
𝑠
)𝑀 (𝑚

𝑠
) + 𝐷
1
(𝑚
𝑠
) 𝐶
𝐾
(𝑚
𝑠
)] ,

𝐶
2
(𝑚
𝑠
) = 𝐶
2
(𝑚
𝑠
) Δ (𝑚

𝑠
) = [𝐶

2
(𝑚
𝑠
) 𝐶
2
(𝑚
𝑠
)𝑀 (𝑚

𝑠
)] ,
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�̂� (𝑚
𝑠
) = Δ
𝑇

(𝑚
𝑠
)𝑊 (𝑚

𝑠
) Δ (𝑚

𝑠
)

= [
𝑋
𝑇

(𝑚
𝑠
) 𝑍 (𝑚

𝑠
)

𝐼 𝑀 (𝑚
𝑠
)
] ,

(53)

then we get the following theorem.

Theorem 2. For the given parameters 𝛾, 𝜂, 𝜌 > 0, if there exist
symmetric matrix �̂�(𝑚

𝑠
), positive definite symmetric matrices

�̂�
𝑆
(𝑚
𝑠
), 𝑄(𝑚

𝑠
), and general matrices 𝐴

𝐾
(𝑚
𝑠
), 𝐵
𝐾
(𝑚
𝑠
),

𝐶
𝐾
(𝑚
𝑠
),𝐷
𝐾
(𝑚
𝑠
), �̂�(𝑚

𝑠
),𝑀(𝑚

𝑠
),𝑋(𝑚

𝑠
), 𝑍(𝑚

𝑠
) satisfying

[
[
[

[

sym (�̂� (𝑚
𝑠
)) −𝐴 (𝑚

𝑠
) + �̂�
𝑆
(𝑚
𝑠
) −�̂�

𝑇

(𝑚
𝑠
) −𝐵 (𝑚

𝑠
)

∗ −�̂�
𝑆
(𝑚
𝑠
) 0 0

∗ ∗ −�̂�
𝑆
(𝑚
𝑠
) 0

∗ ∗ ∗ −𝜂𝐼

]
]
]

]

< 0, (54)

[
[
[
[

[

−𝜔
1
𝜔
2
𝑄 (𝑚
𝑠
) − sym (𝐴 (𝑚

𝑠
)) �̂� (𝑚

𝑠
) − 𝑗𝜔

𝑐
𝑄 (𝑚
𝑠
) + �̂�

𝑇

(𝑚
𝑠
) −𝐵 (𝑚

𝑠
) 𝐶
𝑇

1
(𝑚
𝑠
)

�̂� (𝑚
𝑠
) + 𝑗𝜔

𝑐
𝑄 (𝑚
𝑠
) + �̂� (𝑚

𝑠
) −𝑄 (𝑚

𝑠
) 0 0

−𝐵
𝑇

(𝑚
𝑠
) 0 −𝛾

2

𝐼 0

𝐶
1
(𝑚
𝑠
) 0 0 −𝐼

]
]
]
]

]

< 0, (55)

[
−𝐼 √𝜌{𝐶2 (𝑚𝑠)}

𝑘

∗ −�̂�
𝑆
(𝑚
𝑠
)

] < 0, 𝑘 = 1, 2, (56)

then a dynamic output feedback controller exists, which satisfies
the requirements of (I), (II) and (III) with 𝑤max = 𝜌/𝜂.

The corresponding controller in the form of (12) can be
given by

𝐷
𝐾
(𝑚
𝑠
) = 𝐷

𝐾
(𝑚
𝑠
) ,

𝐶
𝐾
(𝑚
𝑠
) = (𝐶

𝐾
(𝑚
𝑠
) − 𝐷
𝐾
(𝑚
𝑠
) 𝐶𝑀(𝑚

𝑠
))𝐻
−1

(𝑚
𝑠
) ,

𝐵
𝐾
(𝑚
𝑠
) = 𝑈

−𝑇

(𝑚
𝑠
) (𝐵
𝐾
(𝑚
𝑠
) − 𝑋
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)𝐷
𝐾
(𝑚
𝑠
)) ,

𝐴
𝐾
(𝑚
𝑠
)

= 𝑈
−𝑇

(𝑚
𝑠
) [𝐴
𝐾
(𝑚
𝑠
) − 𝑋
𝑇

(𝑚
𝑠
) 𝐴 (𝑚

𝑠
)𝑀 (𝑚

𝑠
)

− 𝑋
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)𝐷
𝐾
(𝑚
𝑠
) 𝐶𝑀(𝑚

𝑠
)

− 𝑈
𝑇

(𝑚
𝑠
) 𝐵
𝐾
(𝑚
𝑠
) 𝐶𝑀(𝑚

𝑠
)

− 𝑋
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝐶
𝐾
(𝑚
𝑠
)𝐻 (𝑚

𝑠
)]

× 𝐻
−1

(𝑚
𝑠
) .

(57)
Though a parameter-dependent controller can be

designed via Theorem 2, it is difficult to obtain targeted
matrices in real time as 𝑚

𝑠
varies. Therefore, we give a

tractable LMI-based theorem as follows.

Theorem 3. For the given parameters 𝛾, 𝜂, and 𝜌 > 0, if there
exist symmetric matrix �̂�

𝑖
, positive definite symmetric matrices

�̂�
𝑆𝑖
, 𝑄
𝑖
, and general matrices𝐴

𝐾𝑖
, 𝐵
𝐾𝑖
, 𝐶
𝐾𝑖
, 𝐷
𝐾𝑖
, �̂�
𝑖
,𝑀
𝑖
, 𝑋
𝑖
, 𝑍
𝑖

(𝑖 = 1, 2), satisfying

[
𝐽
1
𝐽
2

∗ 𝐽
3

] < 0, 1 ≤ 𝑖 ≤ 𝑗 ≤ 2, (58)

[
𝐾
1
+ 𝑗𝐾
2
𝐾
3

∗ 𝐾
4

] < 0, 1 ≤ 𝑖 ≤ 𝑗 ≤ 2, (59)

[
−𝐼 √𝜌{𝐶2𝑖𝑗 + 𝐶2𝑗𝑖}

𝑘

∗ −�̂�
𝑆𝑖
− �̂�
𝑆𝑗

] < 0, 𝑘 = 1, 2; 1 ≤ 𝑖 ≤ 𝑗 ≤ 2,

(60)

where

𝐽
1
= [

sym (�̂�
𝑖
+ �̂�
𝑗
) −𝐴

𝑖𝑗
− 𝐴
𝑗𝑖
+ �̂�
𝑆𝑖
+ �̂�
𝑆𝑗

∗ −�̂�
𝑆𝑖
− �̂�
𝑆𝑗

] ,

𝐽
2
= [

−�̂�
𝑇

𝑖
− �̂�
𝑇

𝑗
−𝐵
𝑖𝑗
− 𝐵
𝑗𝑖

0 0
] ,

𝐽
3
= [

−�̂�
𝑆𝑖
− �̂�
𝑆𝑗

0

∗ −2𝜂𝐼
] ,

𝐾
1
= [

−𝜔
1
𝜔
2
(𝑄
𝑖
+ 𝑄
𝑗
) − sym (𝐴

𝑖𝑗
+ 𝐴
𝑗𝑖
) �̂�
𝑖
+ �̂�
𝑗
+ �̂�
𝑇

𝑖
+ �̂�
𝑇

𝑗

�̂�
𝑖
+ �̂�
𝑗
+ �̂�
𝑖
+ �̂�
𝑗

−𝑄
𝑖
− 𝑄
𝑗

] ,

𝐾
2
= [

0 −𝜔
𝑐
(𝑄
𝑖
+ 𝑄
𝑗
)

𝜔
𝑐
(𝑄
𝑖
+ 𝑄
𝑗
) 0

] ,
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𝐾
3
= [

−𝐵
𝑖𝑗
− 𝐵
𝑗𝑖
𝐶
𝑇

1𝑖𝑗
+ 𝐶
𝑇

1𝑗𝑖

0 0
] ,

𝐾
4
= [

−2𝛾
2

𝐼 0

0 −2𝐼
] ,

𝐴
𝑖𝑗
= [

𝑋
𝑇

𝑖
𝐴
𝑗
+ 𝐵
𝐾𝑖
𝐶 𝐴

𝐾𝑖

𝐴
𝑖
+ 𝐵
𝑖
𝐷
𝐾𝑗
𝐶 𝐴
𝑖
𝑀
𝑗
+ 𝐵
𝑖
𝐶
𝐾𝑗

] ,

𝐵
𝑖𝑗
= [

𝑋
𝑇

𝑖
𝐵
1𝑗

𝐵
1𝑖

] ,

𝐶
1𝑖𝑗
= [𝐶
1𝑖
+ 𝐷
1𝑖
𝐷
𝐾𝑗
𝐶 𝐶
1𝑖
𝑀
𝑗
+ 𝐷
1𝑖
𝐶
𝐾𝑗
] ,

𝐶
2𝑖𝑗
= [𝐶
2𝑖
𝐶
2𝑖
𝑀
𝑗
] ,

�̂�
𝑖
= [

𝑋
𝑇

𝑖
𝑍
𝑖

𝐼 𝑀
𝑖

] ,

(61)

then a dynamic output feedback controller exists, which satisfies
the requirements of (I), (II) and (III) with 𝑤max = 𝜌/𝜂.

The corresponding controller in the form of (12) can be
given by

𝐷
𝐾
(𝑚
𝑠
) = 𝐷

𝐾
(𝑚
𝑠
) ,

𝐶
𝐾
(𝑚
𝑠
) = (𝐶

𝐾
(𝑚
𝑠
) − 𝐷
𝐾
(𝑚
𝑠
) 𝐶𝑀(𝑚

𝑠
))𝐻
−1

(𝑚
𝑠
) ,

𝐵
𝐾
(𝑚
𝑠
) = 𝑈

−𝑇

(𝑚
𝑠
) (𝐵
𝐾
(𝑚
𝑠
) − 𝑋
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)𝐷
𝐾
(𝑚
𝑠
)) ,

𝐴
𝐾
(𝑚
𝑠
) = 𝑈

−𝑇

(𝑚
𝑠
) [𝐴
𝐾
(𝑚
𝑠
) − 𝑋
𝑇

(𝑚
𝑠
) 𝐴 (𝑚

𝑠
)𝑀 (𝑚

𝑠
)

− 𝑋
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)𝐷
𝐾
(𝑚
𝑠
) 𝐶𝑀(𝑚

𝑠
)

− 𝑈
𝑇

(𝑚
𝑠
) 𝐵
𝐾
(𝑚
𝑠
) 𝐶𝑀(𝑚

𝑠
)

− 𝑋
𝑇

(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝐶
𝐾
(𝑚
𝑠
)𝐻 (𝑚

𝑠
)]

× 𝐻
−1

(𝑚
𝑠
) ,

(62)

where

(𝐴
𝐾
(𝑚
𝑠
) , 𝐵
𝐾
(𝑚
𝑠
) , 𝐶
𝐾
(𝑚
𝑠
) ,

𝐷
𝐾
(𝑚
𝑠
) ,𝑀 (𝑚

𝑠
) , 𝑋 (𝑚

𝑠
) , 𝑍 (𝑚

𝑠
) )

=

2

∑

𝑖=1

𝜆
𝑖
(𝐴
𝐾𝑖
, 𝐵
𝐾𝑖
, 𝐶
𝐾𝑖
, 𝐷
𝐾𝑖
,𝑀
𝑖
, 𝑋
𝑖
, 𝑍
𝑖
) ,

(63)

and 𝜆
𝑖
(𝑖 = 1, 2) can be calculated by (11).

Proof. we just prove that inequality (58) is sufficient to
inequality (54) for simplicity.

Denote

Ψ (𝑚
𝑠
) =

[
[
[

[

sym (�̂� (𝑚
𝑠
)) −𝐴 (𝑚

𝑠
) + �̂�
𝑆
(𝑚
𝑠
) −�̂�

𝑇

(𝑚
𝑠
) −𝐵 (𝑚

𝑠
)

∗ −�̂�
𝑆
(𝑚
𝑠
) 0 0

∗ ∗ −�̂� (𝑚
𝑠
) 0

∗ ∗ ∗ −𝜂𝐼

]
]
]

]

, (64)

which stands for the left of inequality (54).
Inequality (58) is equivalent to

Ψ
𝑖𝑗
+ Ψ
𝑗𝑖
< 0, 1 ≤ 𝑖 < 𝑗 ≤ 2,

Ψ
𝑖𝑖
< 0, 𝑖 = 1, 2,

(65)

where

Ψ
𝑖𝑗
=

[
[
[

[

sym (�̂�
𝑖
) −𝐴

𝑖𝑗
+ �̂�
𝑆𝑖
−�̂�
𝑇

𝑖
−𝐵
𝑖𝑗

∗ −�̂�
𝑆𝑖

0 0

∗ ∗ −�̂�
𝑆𝑖

0

∗ ∗ ∗ −𝜂𝐼

]
]
]

]

,

1 ≤ 𝑖 ≤ 𝑗 ≤ 2.

(66)

Assume that

(𝐴
𝐾
(𝑚
𝑠
) , 𝐵
𝐾
(𝑚
𝑠
) , 𝐶
𝐾
(𝑚
𝑠
) ,

𝐷
𝐾
(𝑚
𝑠
) ,𝑀 (𝑚

𝑠
) , 𝑋 (𝑚

𝑠
) , 𝑍 (𝑚

𝑠
))

=

2

∑

𝑖=1

𝜆
𝑖
(𝐴
𝐾𝑖
, 𝐵
𝐾𝑖
, 𝐶
𝐾𝑖
, 𝐷
𝐾𝑖
,𝑀
𝑖
, 𝑋
𝑖
, 𝑍
𝑖
) ,

(67)

and then we get

Ψ (𝑚
𝑠
) =

2

∑

𝑖=1

2

∑

𝑗=1

𝜆
𝑖
𝜆
𝑗
Ψ
𝑖𝑗
=

2

∑

𝑖=1

𝜆
2

𝑖
Ψ
𝑖𝑖
+ 𝜆
1
𝜆
2
(Ψ
12
+ Ψ
21
) , (68)

which is negative definite by inequality (65), that is,

Ψ (𝑚
𝑠
) < 0. (69)

Remark 4. 𝑈(𝑚
𝑠
), 𝐻(𝑚

𝑠
) should be chosen to meet the

definition, that is,

𝑈
𝑇

(𝑚
𝑠
)𝐻 (𝑚

𝑠
) = 𝑍 (𝑚

𝑠
) − 𝑋
𝑇

(𝑚
𝑠
)𝑀 (𝑚

𝑠
) . (70)

However, the value of 𝑈(𝑚
𝑠
) and 𝐻(𝑚

𝑠
) can be chosen

variously for the given 𝑍(𝑚
𝑠
), 𝐻(𝑚

𝑠
), and 𝑀(𝑚

𝑠
). In this

paper, we use the singular value decomposition approach.

Remark 5. Based on [26], for real matrices 𝑆
1
and 𝑆

2
, 𝑆
1
+

𝑗𝑆
2
< 0 is equivalent to [ 𝑆1 𝑆2

−𝑆2 𝑆1

] < 0. Thusly, (59) can be
converted into real matrix inequality by defining

𝑆
1
= [

𝐾
1
𝐾
3

∗ 𝐾
4

] , 𝑆
2
= [

𝐾
2
0

0 0
] . (71)
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Remark 6. The matrices of dynamic output feedback con-
troller 𝐴

𝐾
(𝑚
𝑠
), 𝐵
𝐾
(𝑚
𝑠
), 𝐶
𝐾
(𝑚
𝑠
), 𝐷
𝐾
(𝑚
𝑠
), and Lyapunov

matrix 𝑃
𝑆
(𝑚
𝑠
) are dependent nonlinearly on parameter 𝑚

𝑠
.

For instance, as can be seen in the above deduction, matrix
𝐷
𝐾
(𝑚
𝑠
) in Theorem 3 can be formulated as

𝐷
𝐾
(𝑚
𝑠
) = 𝐷

𝐾
(𝑚
𝑠
) =

2

∑

𝑖=1

𝜆
𝑖
𝐷
𝐾𝑖
= 𝜆
1
𝐷
𝐾1
+ 𝜆
2
𝐷
𝐾2

=
1/𝑚
𝑠
− 1/𝑚

𝑠min
1/𝑚
𝑠max − 1/𝑚𝑠min

𝐷
𝐾1

+
1/𝑚
𝑠max − 1/𝑚𝑠

1/𝑚
𝑠max − 1/𝑚𝑠min

𝐷
𝐾2
,

(72)

where 𝐷
𝐾1

and 𝐷
𝐾2

are the corresponding matrix solutions
of LMIs in Theorem 3, and the value of matrix 𝐷

𝐾
(𝑚
𝑠
) may

vary with the change of𝑚
𝑠
.

Remark 7. Inequalities from (58) to (60) can be simplified
from 12 LMIs to 4 LMIs if the following matrix variables are
chosen as �̂�

1
= �̂�
2
, �̂�
𝑆1

= �̂�
𝑆2
, 𝑄
1
= 𝑄
2
, 𝐴
𝐾1

= 𝐴
𝐾2
,

𝐵
𝐾1
= 𝐵
𝐾2
, 𝐶
𝐾1
= 𝐶
𝐾2
, 𝐷
𝐾1
= 𝐷
𝐾2
, �̂�
1
= �̂�
2
,𝑀
1
= 𝑀
2
,

𝑋
1
= 𝑋
2
, and𝑍

1
= 𝑍
2
. However, this simplification will keep

the matrices for the designed controller constant for all 𝑚
𝑠
,

and an invariant Lyapunov function, rather than a parameter-
dependent one, has to be used for the whole domain, which
will bring a larger conservativeness thanTheorem 3.

3.2. Full Frequency Design. Based on the theorem of [27], we
formulate Theorem 8 without proof for simplicity.

Theorem 8. For the given parameter 𝛾 > 0, if there exist
positive definite symmetric matrices 𝑌

𝐶𝑖
, 𝑋
𝐶𝑖

and general
matrices 𝐴

𝐶𝑖
, 𝐵
𝐶𝑖
, 𝐶
𝐶𝑖
, 𝐷
𝐶𝑖
, (𝑖 = 1, 2), satisfying

[
[

[

sym (𝐴
𝑒𝑖𝑗
+ 𝐴
𝑒𝑗𝑖
) 𝐵
𝑒𝑖𝑗

𝐶
𝑇

𝑒1𝑖𝑗
+ 𝐶
𝑇

𝑒1𝑗𝑖

∗ −2𝛾
2

𝐼 0

∗ ∗ −2𝐼

]
]

]

< 0,

1 ≤ 𝑖 ≤ 𝑗 ≤ 2,

(73)

[
−2𝐼 √𝜌{𝐶𝑒2𝑖𝑗 + 𝐶𝑒2𝑗𝑖}

𝑘

∗ −𝑃
𝐶𝑖
− �̂�
𝐶𝑗

] < 0,

𝑘 = 1, 2; 1 ≤ 𝑖 ≤ 𝑗 ≤ 2,

(74)

where

𝐴
𝑒𝑖𝑗
= [

𝐴
𝑖
𝑋
𝐶𝑗
+ 𝐵
𝑖
𝐶
𝐶𝑗

𝐴
𝑖
+ 𝐵
𝑖
𝐷
𝐶𝑗
𝐶

𝐴
𝐶𝑖

𝑌
𝐶𝑖
𝐴
𝑗
+ 𝐵
𝐶𝑖
𝐶
] ,

𝐵
𝑒𝑖𝑗
= [

𝐵
1𝑖

𝑌
𝐶𝑖
𝐵
1𝑗

] ,

𝐶
𝑒1𝑖𝑗

= [𝐶
1𝑖
𝑋
𝐶𝑗
+ 𝐷
1𝑖
𝐶
𝐶𝑗
𝐶
1𝑖
+ 𝐷
1𝑖
𝐷
𝐶𝑗
𝐶] ,

𝐶
𝑒2𝑖𝑗

= [𝐶
2𝑖
𝑋
𝐶𝑗
𝐶
2𝑖
] ,

𝑃
𝐶𝑖
= [

𝑋
𝐶𝑖

𝐼

𝐼 𝑌
𝐶𝑖

] ,

(75)

then a dynamic output feedback controller exists, which satisfies
(I) and (III), and ‖𝐺(𝑗𝜔)‖

∞
< 𝛾 with 𝑤max = 𝜌/𝜂.

The corresponding controller in the form of (12) can be
given by

𝐷
𝐾
(𝑚
𝑠
) = 𝐷

𝐶
(𝑚
𝑠
) , (76)

𝐶
𝐾
(𝑚
𝑠
) = (𝐶

𝐶
(𝑚
𝑠
) − 𝐷
𝐶
(𝑚
𝑠
) 𝐶𝑋
𝐶
(𝑚
𝑠
))𝑀
−𝑇

𝐶
(𝑚
𝑠
) ,

(77)

𝐵
𝐾
(𝑚
𝑠
) = 𝑁

−1

𝐶
(𝑚
𝑠
) (𝐵
𝐶
(𝑚
𝑠
) − 𝑌
𝐶
(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)𝐷
𝐶
(𝑚
𝑠
)) ,

(78)

𝐴
𝐾
(𝑚
𝑠
)

= 𝑁
−1

𝐶
(𝑚
𝑠
) [𝐴
𝐶
(𝑚
𝑠
) − 𝑌
𝐶
(𝑚
𝑠
) 𝐴 (𝑚

𝑠
)𝑋
𝐶
(𝑚
𝑠
)

− 𝑌
𝐶
(𝑚
𝑠
) 𝐵 (𝑚

𝑠
)𝐷
𝐶
(𝑚
𝑠
) 𝐶𝑋
𝐶
(𝑚
𝑠
)

− 𝑁
𝐶
(𝑚
𝑠
) 𝐵
𝐾
(𝑚
𝑠
) 𝐶𝑋
𝐶
(𝑚
𝑠
)

−𝑌
𝐶
(𝑚
𝑠
) 𝐵 (𝑚

𝑠
) 𝐶
𝐾
(𝑚
𝑠
)𝑀
𝑇

𝐶
]

×𝑀
−𝑇

𝐶
(𝑚
𝑠
) ,

(79)

where

(𝐴
𝐶
(𝑚
𝑠
) , 𝐵
𝐶
(𝑚
𝑠
) , 𝐶
𝐶
(𝑚
𝑠
) , 𝐷
𝐶
(𝑚
𝑠
) , 𝑋
𝐶
(𝑚
𝑠
) , 𝑌
𝐶
(𝑚
𝑠
))

=

2

∑

𝑖=1

𝜆
𝑖
(𝐴
𝐶𝑖
, 𝐵
𝐶𝑖
, 𝐶
𝐶𝑖
, 𝐷
𝐶𝑖
, 𝑋
𝐶𝑖
, 𝑌
𝐶𝑖
) ,

(80)

and 𝜆
𝑖
(𝑖 = 1, 2) can be calculated by (11).

The same approach mentioned in Remark 4 is used to
obtain the value of𝑁

𝐶
(𝑚
𝑠
) and𝑀

𝐶
(𝑚
𝑠
), which should meet

the following equation:

𝑁
𝐶
(𝑚
𝑠
)𝑀
𝑇

𝐶
(𝑚
𝑠
) = 𝐼 − 𝑌

𝐶
(𝑚
𝑠
)𝑋
𝐶
(𝑚
𝑠
) . (81)

4. A Design Example

In this section, we will show how to apply the above theorems
to design finite frequency controller and full frequency
controller for a specific suspension system.The parameter for
the suspension is shown in Table 1.

We first choose the following parameters: 𝜌 = 1, 𝜂 =

10000, 𝑧max = 0.1m,𝜔
1
= 8𝜋rad/s, and𝜔

2
= 16𝜋rad/s.Then,

the matrices in (12) can be calculated by applying Theorem 3
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Table 1: The model parameters of active suspensions.

𝑘
𝑠

𝑘
𝑡

𝑐
𝑠

𝑐
𝑡

𝑚
𝑠max 𝑚

𝑠min 𝑚
𝑠

𝑚
𝑢

18 kN/m 200 kN/m 1 kN/m 10N/m 384 kg 254 kg 320 kg 40 kg
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Figure 2: The curves of maximum singular values.

and Remark 7 for finite frequency controller and Theorem 8
for full frequency controller (shown in Appendix B) with the
least guaranteed 𝐻

∞
performances 𝛾 = 2.54 for Theorem 3,

𝛾 = 2.73 for Remark 6, and 𝛾 = 10.98 for Theorem 8.
Then, the curves of maximum singular values of systems

using open-loop, finite frequency (parameter-dependent),
and full frequency controllers are shown in Figure 2. Com-
pared with the other two curves (the open-loop system and
the system with full frequency controller), the system with
finite frequency controller has the least𝐻

∞
norm of the three

systems in 4–8Hz, which indicates that the finite frequency
controller has a better effect on the attenuation of targeted
frequency disturbance.

In order to examine the performance of finite frequency
controller, we assume that the disturbance is in the form of

𝑤 (𝑡) = {
𝐴 sin (2𝜋𝑓𝑡) 𝑡 ∈ [0, 𝑇]

0 𝑡 ∉ [0, 𝑇] ,
(82)

where 𝐴, 𝑓 stand for the amplitude and the frequency of
disturbance, respectively, and 𝑇 = 1/𝑓.

Suppose that 𝐴 is 0.4m and 𝑓 is 5Hz, and then the
body acceleration and the relative constraints responses to
this disturbance are shown in Figures 3, 4, and 5, respectively.

It is obvious that the body acceleration response for finite
frequency controller decreases faster with respect to time
than the other two controllers, and at the same time, both the
relative dynamic tire load response and relative suspension
stroke response are within the allowable range, which satisfy
requirement (III), namely, |{𝑧

𝑜2
(𝑡)}
𝑘
| < 1, 𝑘 = 1, 2.

5. Conclusion

In this paper, we manage to design a dynamic output
feedback controller for active suspensions with practical
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Figure 3: The time response of body acceleration.
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constraints included. This controller particularly diminishes
disturbance at 4–8Hz, which is the frequency sensitive band
for human. Besides, for the reason that the controller is a
parameter-dependent one, it has a smaller conservativeness
than controller designed on the basis of quadratic stability
and constant parameter feedback.The excellent performance
of the closed-loop system with finite frequency controller has
been demonstrated by simulation.

Appendices

A. Related Lemmas

Lemma A.1 (generalized KYP lemma [28]). Let matrices Θ,
𝐹, Φ, and Ψ be given, Denote by 𝑁

𝜔
the null space of 𝑇

𝜔
𝐹,

where 𝑇
𝜔
= [𝐼 −𝑗𝜔𝐼]. The inequality

𝑁
∗

𝜔
Θ𝑁
𝜔
< 0, 𝜔 ∈ [𝜔

1
𝜔
2
] (A.1)

holds, if and only if, there exist 𝑃, 𝑄 > 0 such that

𝐹
∗

(Φ ⊗ 𝑃 + Ψ ⊗ 𝑄) 𝐹 < 0, (A.2)

where

Φ = [
0 1

1 0
] , Ψ = [

−1 𝑗𝜔
𝑐

−𝑗𝜔
𝑐
−𝜔
1
𝜔
2

] , (A.3)

with 𝜔
𝑐
= (𝜔
1
+ 𝜔
2
)/2.

Lemma A.2 (projection lemma [25]). Let Γ, Λ, and Θ be
given, there exists a matrix satisfying

sym (ΓΛΘ) + Θ < 0, (A.4)

if and only if, the following two conditions hold:

Γ
⊥

Θ(Γ
⊥

)
𝑇

< 0, (Λ
𝑇

)
⊥

Θ((Λ
𝑇

)
⊥

)

𝑇

< 0. (A.5)

Lemma A.3 (reciprocal projection lemma [25]). Let 𝑃 be
any given positive definite matrix.The following statements are
equivalent.

(1) Ψ + 𝑆 + 𝑆𝑇 < 0.

(2) The LMI problem

[
Ψ + 𝑃 − [𝑊

𝑠
] 𝑆
𝑇

+𝑊
𝑇

∗ −𝑃
] < 0 (A.6)

is feasible with respect to𝑋.

B. Controller Matrices

The parameter matrices of the dynamic output feedback
controller for Theorem 3:

𝐴
𝐾
=

[
[
[

[

−14.821 −0.12731 −1.1424 0.00255

−228.44 −136.92 13.701 0.02030

2038.1 151.59 −21.603 −0.47598

2.4991 × 10
9

−7.4319 × 10
7

4.2012 × 10
6

−1.0171 × 10
6

]
]
]

]

,

𝐵
𝐾
=

[
[
[

[

99.943 109.08 44.969

−3170.6 −2956.8 −891.61

−632.00 1156.4 −1125.8

−1.0944 × 10
8

−1.8461 × 10
9

−7.9445 × 10
7

]
]
]

]

,

𝐶
𝐾
= [3814.4 −686.19 1758.9 3.5961] ,

𝐷
𝐾
= [−1.8676 × 10

5

−2.0429 × 10
5

−86675] .

(B.1)

The parameter matrices of the dynamic output feedback
controller for Theorem 8:

𝐴
𝐾
=

[
[
[

[

−12.734 26.225 21.367 −0.31502

−36.286 14.954 36.984 0.69500

−111.01 −84.507 −65.487 −0.0771

−45995 −42118 −29117 −1623.6

]
]
]

]

,

𝐵
𝐾
=

[
[
[

[

−793.37 −56.495 −136.30

1770.9 122.15 113.03

−90.855 3448.7 −802.39

6.4417 × 10
5

7.1058 × 10
6

−2.7515 × 10
5

]
]
]

]

,

𝐶
𝐾
= [518.19 −604.03 −590.41 10.015] ,

𝐷
𝐾
= [25422 1720.8 2609.8] .

(B.2)
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