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The ability of hotels to differentiate themselves from competitors and continue to operate profitably depends on their ability to
retain their customers by building long-term and permanent customer relationships. Technological developments in recent years
have made it possible for companies to predict their customers’ behavior by accessing their opinions faster and preventing them
from churning. Managing customer churn prediction projects has become an important issue today, especially in the hotel
industry. Therefore, this research seeks to analyze projects that predict the churn of hotel customers to provide a model to help
hotel managers in this field. In this research, an approach based on text mining on customers’ comments in the Persian language is
presented, which uses the random forest algorithm for classification that was considered the most effective method to solve this
problem. In this model, to increase the efficiency of the proposed method in compare with existing works, the gravitational search
algorithm was used to select the useful features, and the differential evolution algorithm was used to adjust the parameters of the
classification method. The dataset of this research is the collected data from the customer database on social networks and hotels’
websites, especially the hotels on Kish Island in Iran. The results of this research showed that after the implementation of the
preprocessing operations, the method of adjusting the parameters and removing the unimportant features, the model’s accuracy
increased significantly. The precision, recall, F1, and accuracy criteria were 0.77, 0.76, 0.76, and 0.77, respectively.

1. Introduction

Customer churn prediction (CCP) is one of the most critical
problems for a healthy growing business, regardless of size.
CCP allows professionals to estimate the number of custo-
mers who abandon a company’s product or service in a given
period of time and take the necessary actions to retain them.
In various markets, customers can quickly terminate their
subscriptions with suppliers and switch to competing organi-
zations for increased service quality and lower prices [1, 2].
Accurately predicting customer churn can effectively help
customer retention and economical marketing activities

and, therefore, can lead to significant savings for suppliers.
Extensive research has been done in this field in sectors such
as telecommunications and the hotel industry is no exception.

Online customer feedback tools enable organizations to
generate and share content and feedback through social
media. According to the report SiteMinder [3], 96% of hotel
guests consider users’ comments essential when searching for
a hotel, and 79% read between 6 and 12 users’ comments
before making a decision. Therefore, reviews of users’ com-
ments affect hotel guests’ decision-making and hotels’ perfor-
mance [4], and the value of user-generated content should be
further investigated. This issue provides various opportunities
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for both companies and users. For example, in the hotel
industry, there is a growing interest in analyzing the opinions
of different guests and finding hidden patterns or influencing
factors [5, 6]. Therefore, it is imperative to check customer churn
based on text mining in the hotel industry. At present, the liter-
ature on big data mainly focuses on techniques such as senti-
ment analysis, latent Dirichlet allocation, regression modeling,
and others. Despite these valuable contributions, new methods
to understand the hidden concepts in unstructured data for
different hospitality fields are needed. While there have been
many studies and research projects on big data and business
analysis, few research studies have investigated the actual con-
tent produced by customers on social media and the factors
affecting their experience and flow of customers. In addition,
how to use analytics tools to analyze user-generated content has
not been widely studied, so this research has been addressed
how to combine techniques such as text mining and random
forest algorithm for CCP in the hotel industry.

The structure of the article is as follows: in the second part,
we examine the background of the research. In the third part,
we present the proposed system and research methodology.
In the fourth part, we describe the dataset and the tools used
for data analysis. In the fifth section, we present the results of
data analysis in the form of tables and graphs. In the sixth
part, we give explanations about managerial insights and
practical implications, and in the seventh and final part of
the article, we will have conclusions and suggestions.

2. Literature Review

During the last decade, CCP has received increasing attention
to survive in a competitive and global market [7]. Companies
should strive for models that can accurately identify potential
churn customers. This issue becomes more critical with the
development of information technology. During the last
decade, many experts and academics were interested in this
topic and paid attention to it. Several methods presented in
recent years will be reviewed below. The primary purpose of
the study conducted by Dursun Cengizci [8] was to predict
the customers’ behavior of a hotel business using machine
learning methods in its customer database. In this context,
CCPwas applied using the data of regular customers of a hotel
chain in Antalya, which has three five-star hotels, and logistic
regression and random forest algorithms were compared.
According to the findings of this study, the random forest
algorithm performs better. It could accurately predict 80%
(area under the curve (AUC) 0.80) of repeat customers who
were likely to leave within the next 3 years.

To investigate the causes of customer churn in Ctrip
agency, Zhao et al. [9] used the current and potential value
in the customer value system to determine the influencing
factors. This research used the random forest algorithm to
build the Ctrip CCP model, and the confusion matrix and
receiver operating characteristic (ROC) curve were used to
evaluate the model. The results showed that the random
forest algorithm can better solve the classification problem
of CCP, and the accuracy of the prediction model reached
94%. In the research of Han [10], the customer churn of hotel

reservation websites has been investigated in China. In this
research, logistic regression and random forest algorithms
were used to identify the characteristics that affect customer
churn. The experimental evaluation of this research showed
that the model had an accuracy of 78.9%.

In the research of Yang [11], Ctrip hotel customers’ data
were analyzed. First, a supervised feature selection method
was used to select features that had a significant impact on
customer churn. Then the best model was chosen from logis-
tic regression, support vector machine, decision tree, random
forest, GBDT, XGBoost, and LightGBM. A subset of optimal
models was selected, and then integration of the optimalmod-
els was performed. Experimental results showed that multi-
model fusion has higher accuracy and stability.

The study done by Christodoulou et al. [12] solved the
problem of revisiting tourists from the point of view of big
data analysis. The applied method used topic modeling, word
embedding, XGBoost, and random forest classification algo-
rithms. The data were collected from TripAdvisor. Topics
were generated using STM topic modeling and information
retrieval usingWord2vec. The learnedmodel achieved satisfac-
tory performance. The XGBoost classification model achieved
a prediction accuracy of 84% and an AUC of 90% for the study
of tourists revisiting two to three-star hotels and a prediction
accuracy of 89% and an AUC of 90% for four to five-star hotels.
The goal of research by Gartvall and Skånhagen [13] was to
predict hotel cancellations using machine learning and analyze
the factors that have the most significant impact. The data were
provided by a hotel in the Gothenburg area. The machine
learning algorithms used in the thesis were random forest,
XGBoost, and logistic regression. The main findings of this
research showed that random forest is the best-performing
model in hotel data, with an accuracy of nearly 80%. In the
study conducted by Oh et al. [14], deep learning techniques
were combined with expectation-confirmation theory to pre-
dict customer satisfaction with hotel services. The results
showed that this model achieved an accuracy of 83.54%.

In the article by Nagaraju and Vijaya [15], a method was
developed to identify the prediction of customer churn in the
insurance sector using meta-heuristics and bagging and
boosting techniques. In this research, an approach based
on meta-heuristic feature selection was proposed to identify
effective features. In this study, the combination of firefly
enhanced with boosting group classifiers achieved the high-
est accuracy of 97.12. In the research conducted by Lalwani
et al. [16], the prediction of customer churn in the telecom-
munications industry was made by using machine learning
techniques. After data preprocessing, feature selection was
made using the gravity search algorithm. In the prediction
process, the most common models, including logistic regres-
sion, naive Bayes, support vector machine, random forest,
and decision trees, were used. K-fold cross-validation was
used to adjust hyperparameters and prevent overfitting.
The results showed that AdaBoost and XGBoost classifiers
have the highest accuracy of 81.71% and 80.8%, respectively.
In the research done by Wu et al. [17], a tree-based mecha-
nism was presented that considers temporal and behavioral
information separately. Extensive tests in this research
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showed that the proposed system achieved an F score of
82.72 and an AUC of 93.75.

Based on the background of the research, the previous
studies in this field were mainly on the English language, and
less attention was paid to other languages. Therefore, in this
research, Persian data available on online platforms have
been used, so the purpose of this research is to address this
gap and predict customer churn using analytics of user-
generated online Persian content. Also, this research intends
to analyze the text content produced by customers through
combining text mining methods and random forest algo-
rithms and develop a model for CCP in the hotel industry.

The merits of the proposed method have listed as follows:

(i) We have applied the combined techniques, gravita-
tional search algorithm to perform feature selection,
and differential evolution algorithm to adjust the
parameters of the classification method. Then we
have compared those with the proposed method.

(ii) As the considered dataset is includes users’ online
comments in the Persian language, we have applied
text mining techniques for preprocessing of data, such
as case folding, tokenization, stop-words, stemming,
and term frequency—inverse document frequency
(TF-IDF).

(iii) We have applied some of the famous machine learn-
ing techniques for classification, which are used for

predictions like gradient boosting classifier, naïve
Bayes, decision tree, and KNN. Finally, we have com-
pared those with the proposed classification method.

(iv) Then we have evaluated the algorithms using the con-
fusion matrix and ROC, which have been mentioned
in the form of figures and tables, in order to compare
which algorithm performs best for this purpose.

Authors’ contribution is using the gravitational search
algorithm to select the useful features and combining it
with the differential evolution algorithm to adjust the param-
eters of the classification method. The random forest algo-
rithm was considered to this purpose. Then we evaluated the
results through the confusion matrix and ROC, which have
been mentioned in the form of figures and tables in order to
compare which algorithm performs best for this purpose.

3. Proposed System

The proposed system in this research uses a combination of
random forest, gravitational search algorithms, and differen-
tial evolution algorithms to predict customer churn. The
diagram of the proposed system is shown in Figure 1. The
details of this method are mentioned below. The reason for
choosing the random forest method for learning the pro-
posed system is the proper performance of this method com-
pared to other machine learning methods in solving the
research problem. The proof is provided in Section 5.

Calculation acceleration, velocity, and position
of each agent

Meeting
end?No Yes

Calculation of the total force in different
directions

Update G, best and worst of the
population

Fitness evaluation of agents

Convergence of metaparameters using
differential evolution algorithm

Classification using random forest

Data preprocessing, text mining

Dataset 2 Dataset 3Dataset 1

Classification output, including churning and
nonchurning classes

Evaluation with evaluation criteria, accuracy,
precision, recall, ROC, and F-score

Generate initial population

FIGURE 1: Proposed system.

Advances in Civil Engineering 3



As shown in Figure 1, first, the process of text mining and
data preprocessing is done. In this section, operations like
case folding, tokenization, stop-words, stemming, and TF-
IDF are performed on the primary text data. Each of them is
described below. To increase the efficiency of the proposed
system, the selection of effective features in this research is
made by the gravitational search algorithm. The main reason
for using the feature selection method is to identify essential
variables to reduce data dimensions and increase classifica-
tion accuracy. A large number of predictive variables leads to
a decrease in model accuracy. In this research, by imple-
menting the gravity search algorithm, it is determined which
features are valuable for solving the problem of predicting
customer churn in the hotel industry.

Another important issue in obtaining proper performance
from classification techniques is the correct setting of their
parameters. The importance of the parameters of each learn-
ing model and problem-solving method, especially artificial
intelligence methods that have been created to simplify
problem-solving, is inevitable. The optimal values of these
parameters, which generally depend on the characteristics
of the problem, have a significant impact on the performance
of the mentioned methods and a better search of the solution
space. The random forest method has been increasingly used
in various sciences and has been more successful than other
existing methods in many fields. However, this method, like
other learning models, is known to be sensitive to its parame-
ters, and determining the appropriate combination of param-
eters has a significant impact on the final implementation of
the algorithm and the results. Considering the challenge of
determining the best values of the parameters, in this research,
the differential evolution algorithm is also used to adjust the
parameters of the random forest.

3.1. Data Preprocessing. The first section of the proposed
method is text preprocessing. In this order, the texts are
tokenized first; then, they enter the stage of removing stop
words. At this stage, words that are repeated a lot in every
document and do not have any meaning will be removed
from the document. In the Case Folding step, all words are
considered the same in terms of uppercase or lowercase let-
ters. This step is done so that if a word is repeated several
times with the same form but with different uppercase and
lowercase letters, it is considered once in the modeling [18].

The next stage in the preprocessing step is stemming.
The purpose of this stage is to harmonize the form of the

words in the documents. With the help of stemming meth-
ods, words that are similar in terms of concept and differ
from each other only in appearance are placed in one group
and are considered features [19]. In the next stage, the goal is
to find the appropriate weight of each word according to the
TF-IDF weighting methods. The TF-IDF method is a stan-
dard weighting method in text mining studies that assigns
the right weight to a word based on the number of repetitions
of that word in each document and the number of repetitions
in all documents and is calculated from Equation (1). In this
regard, tk refers to the kth word, di refers to the ith document,
N refers to the total number of existing documents, and dk
refers to the number of documents with the term tk [20].

TF-IDF tk; dið Þ ¼ TF tk; dið Þ × log
N
dk

� �
: ð1Þ

3.2. Classification Model, Random Forest. The random forest
method was presented by Breiman [21] as a new develop-
ment method for decision trees. The general principles of
ensemble training techniques are based on the assumption
that their accuracy is higher than that of other singular train-
ing algorithms. Because it is a combination of several predic-
tion models. It is more accurate than a single model and
reduces existing weaknesses [21]. Several decision trees are
used in this algorithm. A subset of data is given to each tree.
These trees can make decisions and build their classification
model with this subset of data [22]. The random forest algo-
rithm is currently one of the best learning algorithms, and
due to its good performance in solving the problem of cus-
tomer churn, it was chosen for classification in this research.

3.3. Differential Evolution Algorithm. The differential evolu-
tion algorithm is presented to overcome the primary defect
of the genetic algorithm, i.e., the lack of local search. The
main difference between the genetic algorithm and the dif-
ferential evolution algorithm is in the order of the mutation
and recombination operators, as well as how the selection
operator works in this algorithm. This algorithm uses a dif-
ferential operator to generate new answers, which causes the
exchange of information between members of the popula-
tion. One of the advantages of this algorithm is having a
memory that keeps the information about suitable answers
in the current population. The pseudo-code of the differen-
tial evolution algorithm is presented in Table 1 [23].

3.4. Gravitational Search Algorithm. The gravitational search
algorithm is a population-based and iteration-based stochastic

TABLE 1: Pseudo code of the differential evolution algorithm.

Pseudo code of differential evolution algorithm

Initial population with randomly generated individuals
Fitness evaluation of all individuals in the population
While the final conditions are not met,
Create the mutant vectors using the mutation strategy
Create trial vectors by combining noisy vectors with parent vectors
Evaluate trial vectors with their fitness values
Select winning vectors as individuals in a new generation

End while

4 Advances in Civil Engineering



meta-heuristic algorithm. This algorithm is inspired by nature to
solve continuous optimization problems. The main idea of this
algorithm is to simulate Newton’s law of gravity and laws of
motion on a population of masses in a constant n-dimensional
space. In this algorithm, agents are considered objects, and their
performance depends on their mass. Objects attract each other
with the force of gravity, which causes the general movement of
all objects toward objects with a heavier mass. Heavy masses
represent better solutions and move slower than lighter masses.
The pseudo-code of the gravitational search algorithm is pre-
sented in Table 2 [24].

4. Tools and Datasets

The information for this research was obtained from the
customers’ databases on social networks and hotels’ websites,
especially the hotels on Kish Island, from five-star to three-
star hotels, and was collected in the form of textual content
produced by customers. This dataset has more than 6,000
records and is in the Persian language. Among themes, 2,374
cases belong to customers who may churn, and 3,626 cases
are related to nonchurning customers. Considering that the
collection of users’ comments is the first step of the desired
implementation in this research, the comments of customers
of Persian websites are first extracted with the help of the
Python programing language. In the following, the facilities
provided by the Python language were used for preproces-
sing, preparation of comments, and modeling.

5. Results

The results of this study are examined in this section. As
already mentioned, the information for this research was
obtained from the customers’ databases on social networks
and the websites of Kish Island hotels from five stars to three
stars. It was collected in the form of text comments produced

by customers. This dataset has more than 6,000 records in the
Persian language. Among them, 2,374 cases belong to custo-
mers who may churn, and 3,626 cases are related to non-
churning customers. In the first part of the evaluation of the
results, an experiment was designed to check the effectiveness
of the feature selectionmechanisms and the parameter adjust-
ment mechanisms. In this section, in the first case, the results
of the proposed system are evaluated only with the feature
selection mechanism. The best possible parameters are selected
by the gravitational search algorithm. In addition, in this mode,
the parameters of the random forest are chosen manually. In
the second case, the results of the proposed system are evalu-
ated only by the parameter adjustment mechanism. So, in this
section, all the features of the dataset are used to solve the
problem, and the differential evolution algorithm is used to
adjust the parameters of the random forest.

The results of each mode are shown in Table 3 and were
compared in terms of accuracy, recall, F1, and precision. For
a better comparison, in Figure 2, the results were shown with
the help of graphs. According to the results of this test, the
feature selection mechanism has a more significant effect on
improving the performance of the proposed system.

In the next experiment, in addition to the proposed sys-
tem, several basic machine learning methods were applied to
the dataset to check the proposed system’s performance.
Therefore, the methods of random forest, gradient boosting
classifier, naive Bayes, decision tree, and KNN were applied
to solve the customer churn problem in the hotel industry.
The results from each of the methods are in Table 4. Methods
were compared, according precision, recall, F1, and accuracy
criteria. Figures 3–6 compare the results obtained from the
mentioned methods in different ways.

As shown in these figures, the proposed system of this
research has performed better than other methods in the
precision, F1, and accuracy criteria with a big difference.

TABLE 2: Pseudo code of gravitational search algorithm.

Pseudo code of the gravitational search algorithm

Search space identification, initialization of parameters
Random initialization of agents.
While the final conditions are not met, do the following steps:

Fitness evaluation of agents
Update G(t), best(t), worst(t) and Mi(t) for i= 1,2, …, N.
Calculation of the total force in different directions
Calculation of acceleration and velocity
Update the position of each agent.
Returning the best solution found.

End While

TABLE 3: Comparison of the impact of feature selection and parameter adjustment mechanism in the proposed system.

Methods Precision Recall F1 Accuracy

Random forest + gravitational search
algorithm for feature selection

0.75 0.75 0.76 0.76

Random forest + differential evolution
algorithm for parameters adjustment

0.74 0.75 0.76 0.74

Proposed method 0.77 0.76 0.76 0.77
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The primary random forest method has been better than the
proposed method only in the recall criterion. However, this
difference is slight, and due to the superiority of the proposed
method in the other three criteria, it can be ignored. After the
proposed system, among the basic methods, the random

forest method had the best performance, and this issue itself
indicates the appropriate choice of classification method in
the proposed system. The primary random forest method
has performed better than other basic methods regarding
recall, F1, and accuracy. Only the naive Bayes method has

0.72

0.73

0.74

0.75

0.76

0.77

0.78

Precision Recall F1 Accuracy

Random forest + gravitational search algorithm for feature selection
Random forest + differential evolution algorithm for parameters
adjustment
Proposed method

FIGURE 2: Comparison of the impact of feature selection and parameter adjustment mechanism in the proposed system.

TABLE 4: Performance comparison of random forest, gradient boosting classifier, naive Bayes, decision tree, KNN methods, and the proposed
system.

Methods Precision Recall F1 Accuracy

Random forest 0.73 0.78 0.75 0.74
Gradient boosting classifier 0.74 0.74 0.74 0.74
Naive Bayes 0.76 0.71 0.73 0.74
Decision tree 0.68 0.66 0.67 0.68
KNN 0.69 0.65 0.67 0.68
Proposed method 0.77 0.76 0.76 0.77
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FIGURE 3: Comparison of the precision of random forest, gradient
boosting classifier, naive Bayes, decision tree, KNN methods, and
the proposed system.
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FIGURE 4: Comparison of recall of random forest, gradient boosting
classifier, naive Bayes, decision tree, KNN methods, and the pro-
posed system.
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served better than the primary random forest method in the
precision criterion.

6. Managerial Insights and
Practical Implications

By using the method presented in this research, it is possible
to achieve reasonable accuracy in predicting the loss of cus-
tomers. Therefore, the managers of the hotel industry, using
the model presented in this research, should identify cus-
tomer churn early and plan to solve the existing problems.
By applying the model introduced in this research to the
Persian dataset, it is possible to find the factors influencing
the churn of customers. By having these components, the

management of the relevant industry can focus on improving
the services that lead to customer churn.

The solution proposed in this research can be applied to
all kinds of Persian texts for different industries. Using this
method and according to the optimizations, we can expect to
achieve the appropriate accuracy for predicting customer
churn.

7. Conclusions and Outlook

In this research, a hybrid approach based on text mining,
random forest, the gravity search algorithm, and differential
evolution is presented to solve the problem of predicting
customer churn in the hotel industry. The proposed model
helps to extract and review the key performance indicators
from the massive volume of comments from hotel customers
so that the decision-making process can be done more effec-
tively. The following are the findings of the research:

(1) The results of the research and comparisons showed
that the proposed system of this research has a good
performance compared to the compared methods
and has reached an accuracy difference of 0.03.

(2) The proposed method was applied to the set of opi-
nions of hotel customers on Kish Island and the pre-
cision, recall, F1, and accuracy criteria; the results
were 0.77, 0.76, 0.76, and 0.77, respectively.

(3) One of the reasons for the superiority of the proposed
system is the selection of the random forest method,
which, according to the obtained results, has per-
formed better than other basic methods to solve this
problem. One of the reasons for the high accuracy of
the proposedmodel compared to the other methods is
the feature selection method using the gravity search
algorithm. The proposed system’s importance of each
extracted feature is checked to solve the problem. This
method leads to better training of the model by select-
ing a subset of essential features, thus increasing the
model’s accuracy.

(4) The random forest parameter adjustment mechanism
using the differential evolution method improves the
performance of the random forest method.

(5) According to the tests, the feature selection process
has a more significant impact on system efficiency
than the parameter setting and is considered an
essential part of problem-solving.

This research, like other research, has limitations. Part of
the limitations of the present research are related to the
collected dataset, among which the lack of Persian text
data in this field and the exclusiveness of the data to several
specific hotels can be mentioned.

As a suggestion for the future, the proposed model can be
implemented in a cloud-based environment or the Internet
of Things to predict travel planning and so on. In addition,
ensemble methods can increase the final accuracy of the
system by combining the advantages of machine learning
techniques.
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FIGURE 6: Comparison of the accuracy of random forest, gradient
boosting classifier, naive Bayes, decision tree, KNN methods, and
the proposed system.
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Tis study aims to present a new three-dimensional moving macroelement for the numerical analysis of beam on the elastic
foundation under moving loads as a railroad track vibration. Our research is based on a case study conducted in Iranian Railroad
Projects. Due to involving a large number of elements, vibration analysis of beams as railroad tracks with standard three-
dimensional elements is time-consuming. Two approaches are used and combined in this research to improve analysis of realistic
models. Te former is to use a macroelement with a number of degrees of freedom that can be used in lieu of standard three-
dimensional elements. Te latter is to use moving elements to ensure that the loads do not approach the boundaries of the model,
thus leading to boundary errors. Accordingly, the moving element was formulated at diferent velocities to allow correct
evaluation of the trains’ acceleration and deceleration efect. Te analysis is based on a linear model. Examples with diferent
number of elements and boundary conditions were included to evaluate the efects of the track parameters. One important aspect
of the formulation is the asymmetric nature of stifness and dampingmatrices due to the efects of velocity and the moving load. In
the moving element method, with a sufcient number of elements, no end condition efect exists. However, because acceleration
may be a more critical parameter than displacement, the number of elements must be determined for acceleration, as well. Our
important achievements include formulating the interaction of lateral and torsional degrees of freedom, the possibility of
calculating probable warping in the beam due to cross-sectional slenderness both directly and based on introducing a dependent
degree of freedom, and also determining the model length based on vibrational acceleration at the end of the model. Besides,
reduction of analysis time is a prominent feature of the present model.

1. Introduction

Vibration analysis of railroad tracks as beam models on
elastic foundations under moving trains is important for
both designing new tracks and operating existing ones.
Many studies have examined free and forced vibration of
continues beams as tracks under diferent loading conditions
including trains moving at steady speed and while accel-
erating and braking, as well as temperature changes and the
efects of earthquakes. Te focus on trains moving on a track
stems from the implications for designing and maintenance
[1–6].

Fryba [3] employed a Fourier transform when exam-
ining a beam under moving loads. Fryba et al. [4] also
studied a beam on a foundation having randomly varying
stifness under a moving force using the fnite element
technique. Chen and Huang [5] and Anderson et al. [6]
studied the track as a beammodel under a concentrated load
and mass. Te newly suggested techniques which appear to
be very appropriate for railroad tracks due to moving nature
of train loads include the moving coordinate method [7] and
its counterpart, the moving element method [8].

Te current research is based on studies of moving loads,
which are relevant to the vibration of tracks under trains. For
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instance, Mathews [9] most recently examined a track under
a moving load in the frequency domain. Similar studies have
been conducted by Jezequel [10] and Ono and Yamada [11],
who modeled the rail as an infnite Euler–Bernoulli beam.
Trochanis et al. [12] used a Fourier transform in order to
model the rail. Calım [13] studied forced vibration of curved
beams on a two-parameter elastic foundation subjected to
impulsive loads. He modeled the curved beam by fnite
elements with two degrees of freedom (DoFs) at each node.

Dai et al. [14] analyzed an efcient numerical study on
the dynamic response of a partially flled freight train subject
to abrupt braking through the moving element method
computationally. Nguyan and Duhamel studied the non-
linear behavior of bars [15] and beams [16] on elastic
supports under harmonic moving loads. On the bar element,
the velocity was assumed to be constant and linear springs
were used to model a Winkler foundation, leading to the
equations of motion using moving coordinate. On the beam
element, the analysis was conducted under similar loading
conditions and both studies were carried out in the time
domain.Te foundation stifness was given a nonlinear form
to make prediction of soil failure possible.

Nguyan et al. [17] analyzed the efect of a moving mass
on a nonlinear foundation. Kouroussi and Verlinden [18]
modeled a railroad with lumped masses to study train, track,
and foundation interactions. Ferrira and López-Pita [19]
studied the maintenance needs of railroad tracks through
numerical modeling using Dynavoie to optimize the track
designs. Te fnite element model was also used to consider
the dynamic interaction between the train and track and all
its components.

Zakeri and Xia [20] modeled the beams having infnite
lengths on elastic foundations at the end of their fnite el-
ement model. Tey showed the possible boundary condi-
tions’ efect on the dynamic response. In order to reduce
such efects, the length of the track was chosen so as to
minimize the dynamic responses at the end points. Because
the acceleration response can propagate farther, it is im-
portant to choose a length at which acceleration is negligible
at the boundaries.

Sarvestan et al. [21] studied vibration of cracked
Timoshenko beams subjected to moving loads. Te crack
was modeled using two massless springs, leading to the
dynamic stifness matrix of the beam. Teir study included
both a constant velocity and a constant acceleration of
moving loads. Spectral analysis was performed in the
frequency domain, and the model used a two-dimensional
plate element with two DoFs at each node. Uzzal et al. [22]
determined the dynamic response of an Euler–Bernoulli
beam subjected to moving loads as well as a moving mass
supported on a two-parameter Pasternak foundation using
the Fourier transform technique. Beam elements were used
to simulate diferent structures including gas pipelines.
Hua et al. [23] evaluated the dynamic behavior of an axially
moving beam to study its internal pressure using the fnite
element method. Te studied model consisted of a one-
dimensional beam subjected to an internal pressure. Te
Newmark-β time integration method was adopted to cal-
culate the dynamic responses of the model. Finally, efects

of the internal pressure on the dynamic model of the beam
were investigated. Afterwards, Mei et al. [24] studied the
dynamic behavior of a long beam on an elastic foundation.
A reduced time-varying model and Hamilton’s principle
were employed in their study. More recently, Jahangiri et al.
[25] analyzed an Euler–Bernoulli beam under a moving
mass with large oscillations using Galerkin and pertur-
bation methods. Tey solved the problem in presence of an
external harmonic force applied on the moving mass
through the perturbation method. Phadke and Jaiswal [26]
studied the impact of a nonhomogeneous elastic founda-
tion on dynamic response of railway track. Te track was
modeled as a long beam on a nonhomogeneous elastic
foundation.

Using the fnite element method, Forio et al. [27]
evaluated a simply supported Euler–Bernoulli elastic beam
resting on a homogeneous nonlinear elastic Winkler
foundation subjected to a concentrated moving load. Te
beam was examined at diferent velocities in order to de-
termine the critical velocity at which large displacements
could damage the structural elements. Te authors estab-
lished a relationship between the critical velocity and
moving load parameters.

Te moving coordinate and moving element methods
are appropriate for railroad tracks with moving train loads
[7, 8].Te former method provides an advantage of the form
of the moving load on the rail element, where it is not
necessary to determine the end conditions of the model, and
thus the load efects are never experienced at the end point.
Since the beam model is infnite, the upstream and down-
stream ends of the beam model are sufciently far from the
load points to make their efect negligible. Tis form of
modeling is similar to that of pushing the rail under the train
that each load point contact remains constant.

Koh et al. [7] showed that, in the moving element
method, the elements are conceptual and move under the
vehicle while it remains stationary. In this way, the relative
movement of the vehicle with respect to the track is dem-
onstrated and the train never reaches the end of the track
model. Koh et al. [7] considered both smooth rails as well as
corrugated ones. Tran et al. [8] continued this research by
including variable velocities. In these studies, common one-
dimensional beam elements were used as the moving ele-
ments. Te governing equations of motion were derived
using a Galerkin approach with examples primarily related
to displacement in one direction. Te examples included
moving loads with variable velocities at a constant
acceleration.

In the present study, a new macroelement and a moving
coordinate system are used to evaluate the dynamic response
of a beam model as the track under moving train loads. Te
model is three-dimensional in nature so that the response
can be evaluated by considering the interaction of the dis-
placements in diferent directions. Because this model can
provide accurate and economical solutions, it can be used to
evaluate the simultaneous efect of earthquakes and moving
trains contemporarily or separately. Te model can be used
to simulate earthquake and train load as a moving load either
simultaneously or separately. It also paves the way to
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investigate the interaction of lateral and torsional DoFs in
related loading cases.

Although the macroelement [28, 29] and the moving
element method [7, 8] have been used by previous re-
searchers, the current article combines the two techniques to
provide an efcient means of dealing with infnite domain
railroad tracks.Temoving element method ensures that the
efect of end conditions does not invalidate the results. In
modeling the track system, the smooth rail is modeled as an
Euler–Bernoulli beam resting on an elastic base. Te base is
represented by linear springs that can be either continuous
or discrete. In numerical examples, continuous springs are
generally used. Te springs can also be rotational to allow
modeling of rotational stifness. Te macroelement requires
seven DoFs, six of which for modeling displacement and
rotations in a three-dimensional coordinate along with
a dependent additional DoF for modeling possible warping
of the rail. Besides, due to such gaps in previous studies as
follows, the current study seemed to be necessary: (1) lack of
accurate modeling of rail bed, (2) impossibility of modeling
and accurate investigation of bed damping, and (3) lack of
providing a comprehensive model for use in curved and
straight beams.

Here, the following basic problems are to be answered:

(1) Introduction of a comprehensive macroelement
model for straight railway lines located on
elastic bed.

(2) What are the limitations of the length of the rail?
And what factors the number of model elements in
modeling depend on?

(3) What is the efect of moving load parameters such as
speed and acceleration as well as the amount of load
on the response of the rail?

(4) What are the efects of rail interaction in diferent
degrees of freedom?

2. Problem Statement

Te symbols used in the equations are defned in Table 1.

2.1. Formulation of Macroelement. Te macroelement used
in this study was developed by Arbabi et al. [28–33] and
proved to be an efcient model for studying unbounded
domains such as railroad tracks. Te element (Figure 1(a))
has two nodes with seven DoFs at each node. One, u, is
related to axial deformation in the x direction, and the lateral
deformations v and w are in the vertical and horizontal (y
and z) directions, respectively. Te rotational deformations
about y and z axes are θz and θy, respectively.

Rotation about the x axis is dominant because it describes
the torsional deformation. Its derivative is the warping pa-
rameter denoted by β without a subscript. In order to calculate
warping, a separate DoF is denoted as β′. Figure 1 shows that
the parts of the rail section below the head have much thinner
sections; therefore, warping can be signifcant.

Since the foundation provides distributed support for the
rails, distributed springs were used to model the foundation.
Te springs are in the vertical and horizontal directions
denoted as ky and kz, respectively. Similar springs exist in the
x direction to account for the axial stifness of the track
caused by the friction between the traverses and ballast as
well as the ballast and the ground. Te interaction of the
ballast and railroad traverses can also provide rotational
resistance against the bending of the rails. Te distributed
torsional spring, kt, is provided to account for such re-
sistance. Te vertical and horizontal dashpots with co-
efcients cy and cz are provided to address damping of
the track.

2.2. Rail Properties. Te component properties of the nu-
merical examples considered here are those used in Iranian
railroads [34]. Te properties of the cross sections of the
rails, UIC-60, are presented in Figure 2 [34] and Table 2.

InMcGuire et al. [35], warping constant Γ is calculated as
follows:

Γ �
Iyd

2

4
, (1)

where Iy is the second moment of area about the y axis and
d is the height of the rail section. For portions of the track
where the traverses are placed on concrete slabs, a concrete
strength of fc

′ � 400 kg/cm2 is assumed and modulus of
elasticity Ec has been calculated according to the Iranian
concrete code. Table 3 lists the stifness and the dashpot
properties of the railroad models.

2.3. Governing Equations for Moving Macroelements.
Beams on elastic foundations are used for diferent en-
gineering problems. Tus, the formulations can be one,
two, or three-dimensional. Te one-dimensional case
under axial deformation is applied for pile-driving as
well as for railroad tracks. Because of its simplicity, it is
also a good problem for the demonstration of the for-
mulation process. Metrikine and Dieterman [36] mod-
eled a beam on a viscoelastic foundation under a mass
moving in the axial direction. Tey assumed that the
mass and the beam are in continuous contact and have
a vertical constant force, respectively.

Te equation of motion is found by applying the
Hamilton principle, after which the coordinates change to
a new moving coordinate system. Te Hamilton principle
leads to

􏽚
t2

t1
δ(K − Π)dt + 􏽚

t2

t1
δWdt � 0, (2)

where K is the kinetic energy of the mass, Π denotes the
potential energy of the beam and supports, and W is the
nonconservative work of damping. Te total kinetic energy
can be written in terms of the kinetic energy of the moving
mass plus the work of the external force.
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Table 1: Symbol defnition.

Symbol Defnition
u, v, w Axial and lateral deformation in the x, y, and z directions, respectively
_u, _v, _w Axial and lateral velocity in the x, y, and z directions, respectively
€u, €v, €w Axial and lateral acceleration in the x, y, and z directions, respectively
β Torsion angle around x direction
β′ Warping factor defnition
kx, ky, kz Stifness factor per unit length of the beam in the x, y, and z directions, respectively
kt Rotational stifness factor per unit length of the beam
cx, cy, cy Damping factor per unit length of the beam in the x, y, and z directions, respectively
ct Rotational damping factor per unit length of the beam
m Mass per unit length of the beam
Jm Rotational mass inertia per unit length of the beam
E Modulus of elasticity
A Area section
Γ Warping factor
K Kinetic energy
Π Potential energy
W Nonconservative works
ρ Mass density
ε Strain of beam model
Ix, Iy, Iz Te second moment of area in the x, y, and z directions, respectively
J Second polar moment of area
h Distance between shear center and bottom level of the rail
P, qy, qz Moving point load in the x, y, and z directions, respectively
T Concentrated rotational moment around the x axis

Fy2,Mz2

1

2

P1,u1, β1, β'1

P2,u2,β2, β'2

v ,θz2

Fy1,Mz1
v ,θz1
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Figure 1: Rail macroelement model and DoF defnitions [28].
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Figure 2: UIC-60 rail section (cm) [34].
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2.3.1. Equilibrium Equation for Axial Defection. Te
Hamilton principle for the axial deformation is defned as
follows:

􏽚
t2

t1
δ Kaxial − Πaxial( 􏼁dt + 􏽚

t2

t1
δWx t � 0, (3)

in which

Kaxial �
1
2
􏽚

V
ρ _u

2dV, (4)

where Kaxial is kinetic energy in terms of axial displacement
(equations (4) and (5)). By setting the mass per unit length as
m � ρA and dV � Adx, the last equation would be as
follows:

Kaxial �
1
2

􏽚
l

0
m _u

2dV. (5)

Te potential energy in the axial direction is defned as

Πaxial � Πa−i + Πa−e �
1
2
􏽚

V
Eε2dV +

1
2
􏽚

l
kxu

2dx − P.u,

(6)

where Πa−i is the internal potential energy due to the elastic
deformation of the beam and Πa−e is the potential energy of
the support due to its stifness efect and the work of external
load on the model. Here, the foundation is modeled as
a distributed linear spring in the x direction with stifness kx

per unit length of the beam. Equation (3) converts to

1
2

􏽚
l

0
m _u

2dx +
1
2

􏽚
l

0
EAu
′2dx +

1
2

􏽚
l

0
kxu

2dx + 􏽚
l

0
δWxdx � 0,

(7)

where ε is the axial strain and is equal to the frst partial
diferential of u as ε � (zu/zx) � u′ and E is the modulus of
elasticity of the beam.Te nonconservative work of the axial
force is

Wx � 􏽚
l

0

1
2
fDX(δu)

2
dx⟹ δWx � 􏽚

l

0
fDX.δudxwithfDx � cx _u, (8)

δWx � − 􏽚
l

0
cx _u.δudx, (9)

where Cx is the damping factor per unit length as shown in
Figure 1(b). Following variational calculus rules, we get

􏽚
t2

t1
δ

du

dt
􏼠 􏼡dt � 􏽚

t2

t1

d
dt

(δu)dt. (10)

Trough integration by parts and assuming that δu is the
nonzero variation of the displacement, the statement of the
Hamilton principle is

m€u + cx _u − EAu
″

+ kxu � p.δ(x − Vt). (11)

2.3.2. Equilibrium Equation for Vertical Defection. In ver-
tical direction y, which is the direction of the applied weight
of the train and the locomotive, the process is similar to that
in the axial direction. Te expression of the Hamilton
principle in this case is

Table 2: Rail section properties.

Defnition Symbol Value
Weight per unit length W 6034 kg/m
Section area A 7587mm2

Second area moment about z axis Iz 30.55×106mm4

Second area moment about y axis Iy 5.13×106mm4

Modulus of elasticity E 2×105MPa
Weight per unit volume c 7.85 ton/m3

Warping constant [35] Γ 3.79×1010mm6

Table 3: Spring and dashpot properties of models.

Defnition Symbol Value
Stifness in y direction ky 1.00×107N/m
Stifness in z direction kZ 1.67×106N/m
Rotational stifness kt 4.58×104 (N·m)/m
Damping factor in y direction cy 4900 (N·s)/m
Damping factor in z direction cz 2500 (N·s)/m
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􏽚
t2

t1
δ Ky−bending − Πy−bending􏼐 􏼑dt + 􏽚

t2

t1
δWydt � 0. (12)

Te expression for axial strain due to bending as derived
according to the strength of materials [37] is

ε � −y(z2v/zr2). Having this, the expression of the Ham-
ilton principle is

1
2

􏽚
t2

t1
􏽚

l

0
δ m _v

2
􏼐 􏼑 − EIzv

″
+ kyv

2
− qy.v􏼒 􏼓􏼔 􏼕dx dt + 􏽚

t2

t1
􏽚

l

0
δ −cy _vδv􏼐 􏼑dx dt � 0. (13)

Te following substitutions can be made:

Πy �
1
2

􏽚
l

0
EIzv
″
dx +

1
2

􏽚
l

0
kyv

2
dx − qyvwith v

″
�

z
2
v

zx
2 .

(14)

Te nonconservative work of the vertical force can be
substituted as

δWy � − 􏽚
l

0
cy _vδvdx, (15)

where Cy is the vertical damping factor per unit length
which accounts for damping of the soil, ballast, and tra-
verses. After integration of the Hamilton principle in
equation (12) and by setting the variation to zero, the
equilibrium equation for vertical motion becomes

m
z
2
v

zt
2 + cy

zv

zt
+ kyv + EIz

z
4
v

zx
4 � qy.δ(x − Vt). (16)

2.3.3. Equilibrium Equation for Lateral (Horizontal)
Displacement. In the lateral z direction, the resistance of the
ballast against movement of the rail acts at the base of the
rail. It is important that the eccentricity of this resisting force
with respect to the shear center of the rail section is not

ignored. Te resisting force is assumed to act at the shear
center, neglecting the torsional moment induced by lateral
resistance. Because this force is important in the in-
vestigation of rail overturning, which is common in train
derailments, eccentricity has been taken into account and
can be set to zero when comparing the results of the form
without the efects of the eccentricity. Te remaining for-
mulation is similar to the formulation for vertical
displacement.

Figure 1(b) shows that the lateral resisting force of the
ballast is kz(w − βh), where h is the distance between the top
of the traverses and the shear center of the rail cross section
according to Figure 2, and kz is the lateral stifness per unit
length of the track. Using the same steps as in the derivation
of the equilibrium equations in the vertical direction pro-
duces the following equation:

m
z
2
w

zt
2 + cz

zw

zt
+ kz(w − βh) + EIy

z
4
w

zx
4 � qz.δ(x − Vt).

(17)

Te efect of torsion around the axial x axis has con-
ditions that are similar to the calculation in the z direction.
Te equilibrium equation for torsion about the axis of the
track (x axis) is

Jm
€β + GJβ″ + kt + kzh

2
􏼐 􏼑β + EΓβiv

− ctβ + 2kzhw � T.δ(x − V.t). (18)

In all the formulations, δ(x − Vt) is a Dirac delta
function that shows the efect of the moving load.

2.3.4. Moving Coordinate System. As stated earlier, when
modeling a track with a moving train, a prohibitive number
or elements may be needed for the track in order to eliminate
the boundary efects. Tis makes the use of common fnite
elements unworkable. Even with macroelements, practical
problems are time-consuming to model on most computers.
Tis can be alleviated by use of moving coordinates and their
counterpart moving elements. In this approach, the load
remains stationary, but the track moves under the load. Te
load then will never approach the boundaries to invalidate
the results because of the boundary efects.

Consider a fxed Cartesian coordinate system x-y. As-
sume that the load is at the middle of the track model at
point O′, and the coordinate x′-y′ at point O′ is not fxed but
moves at speed V, which is the same as the velocity of the
moving load. In addition to eliminating the boundary efects
on the critical portion of the track, which is the area of
application of the load, additional advantages exist for the
moving coordinate system related to unbounded problems.
An example is the railroad track in that the location of the
load does not change and there is no need to keep track of
the element upon which the load is located or to modify its
properties. Once the load vector is set, it need not be updated
again. In addition, multi-axle loads (trains and locomotives)
can be modeled by using appropriate element lengths so that
the loads act at the nodes. Referring to Figure 3, the relation
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between the old (fxed) and new (moving) coordinate sys-
tems is presented in equations (19) and (20), respectively:

z

zt
⟶

z

zt
− B

z

zx
′
(t)

, (19)

z
2

zt
2⟶

z
2

zt
2 − a

z

zx
′
(t)

− 2B
z
2

zx
′
(t)zt

+ B
2 z

2

zx
′
(t)

2 , (20)

where a is the constant acceleration of the load, B � at + V0
in which V0 is the velocity of the moving load, and t is time.
Here, the train motion is considered to have variable velocity
but constant acceleration.Tis allows for the investigation of
trains moving at constant speed as well as accelerating and
decelerating trains near the stations. For simplicity, this is
written as r � x′(t). Equations (12), (17), (18), and (19) in the
new coordinate system take the form of equations (21)–(24),
respectively:

m
z
2
u

zt
2 − a

zu

zt
− 2B

z
2
u

zrzt
+ B

2z
2
u

zr
2􏼠 􏼡 + cx

zu

zt
− B

zu

zr
􏼠 􏼡 + kxu − EA

z
2
u

zr
2 − P.δ r + x0( 􏼁 � 0, (21)

m
z
2
v

zt
2 − a

zv

zt
− 2B

z
2
v

zrzt
+ B

2z
2
v

zr
2􏼠 􏼡 + cy

zv

zt
− B

zv

zr
􏼠 􏼡 + kyv − EIz

z
4
v

zr
4 − qy.δ r + x0( 􏼁 � 0, (22)

m
z
2
w

zt
2 − a

zw

zt
− 2B

z
2
w

zrzt
+ B

2z
2
w

zr
2􏼠 􏼡 + cz

zw

zt
− B

zw

zr
􏼠 􏼡 + kz(w − βh) − EIy

z
4
w

zr
4 − qz.δ r + x0( 􏼁 � 0, (23)

Jm

z
2β

zt
2 − a

zβ
zt

− 2B
z
2β

zrzt
+ B

2z
2β

zr
2􏼠 􏼡 + ct

zβ
zt

− B
zβ
zr

􏼠 􏼡 + kt + kzh
2

􏼐 􏼑β − EΓ
z
4β

zr
4 − 2kzhw − T.δ r + x0( 􏼁 � 0. (24)

2.3.5. Finite Element Formulation. Tese equations can be
cast in fnite element form with the standard process.
Because the formulations in equations (21)–(24) are in
the moving coordinate system, the results would be
moving elements. In this case, instead of moving, the
load will remain stationary while the elements under it
move to produce the relative movement of the track and
train. Tis begins by expressing the displacement of an
arbitrary point in terms of nodal displacements by
employing the standard shape functions for a beam el-
ement as

X � 􏽘 NS, (25)

where X denotes a vector such as u.v.w.β which is known as
the deformation vector. For macroelement deformation, the
shape functions are

Nu � Nu1×14, Nv � Nv1×14, Nw � Nw1×14, Nβ � Nβ1×14,

(26)

where Nu1.1 � x/l andNu1.8 � 1 − x/l and the other
matrix elements of the shape function for axial deformation
are equal to zero. For vertical and lateral deformations, as
well as torsion, the shape function is the same:

N � N1 N2 N3 N4􏼂 􏼃, (27)

where

N1 �
2x

3

l
3 −

3x
2

l
2 + 1, (28)

N2 �
x
3

l
2 −

2x
2

l
+ x, (29)

N3 � −
2x

3

l
3 +

3x
2

l
2 , (30)

N4 �
x
3

l
2 −

x
2

l
. (31)

In the macroelement, the degrees of freedom are defned
in Figure 1(a), with the shape functions as Nv1.2 � N1,
Nv1.3 � N2, Nv1.9 � N3, and Nv1.10 � N4 as well as
Nw1.4 � N1, Nw1.5 � N2, Nw1.11 � N3, and Nw1.12 � N4.
For the torsion DoFs, the elements of shape function matrix
can be defned as Nβ1.6 � N1,Nβ1.7 � N2, Nβ1.13 � N3, and
Nβ1.14 � N4. Te other elements of the shape function are
zero. Te pertinent matrices for the mass, stifness, and
damping in terms of the shape functions are as follows.

R (t)

x (t)

z

R (t)= 1 a t2 + v0t + x0
2

x' (t)

z'

A
x , x'

y'y

o'o

Figure 3: Moving coordinates and relationships for Cartesian
coordinates.
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For the mass matrix equation:

Mu � m 􏽚
l

0
N

T
u Nudr, (32)

Mv � m 􏽚
l

0
N

T
v Nvdr, (33)

Mw � m 􏽚
l

0
N

T
wNwdr, (34)

Mβ � Jm 􏽚
l

0
N

T
βNβdr, (35)

Mu � Mu + Mv + Mw + Mβ. (36)

For the stifness matrix equations:

Ku � kx 􏽚
l

0
N

T
u Nudr − EA + mB

2
􏼐 􏼑 􏽚

l

0

zN
T
u

zr

zNu

zr
dr − ma + Bcx( 􏼁 􏽚

l

0
N

T
u

zNu

zr
dr, (37)

Kv � ky 􏽚
l

0
N

T
v Nvdr + EIz 􏽚

l

0

z
2
N

T
v

zr
2

z
2
Nv

zr
2 dr + mB

2
􏽚

l

0
N

T
v

z
2
Nv

zr
2 dr − ma + Bcy􏼐 􏼑 􏽚

l

0
N

T
v

zNv

zr
dr, (38)

Kw � kz 􏽚
l

0
N

T
wNwdr + EIy 􏽚

l

0

z
2
N

T
w

zr
2

z
2
Nw

zr
2 dr + mB

2
􏽚

l

0
N

T
w

z
2
Nw

zr
2 dr − ma + Bcz( 􏼁 􏽚

l

0
N

T
w

zNw

zr
dr

− hkz 􏽚
l

0
N

T
wNβdr,

(39)

Kβ � kt + kzh
2

􏼐 􏼑 􏽚
l

0
N

T
βNβdr + EΓ􏽚

l

0

z
2
N

T
β

zr
2

z
2
Nβ

zr
2 dr + GJ + B

2
Jm􏼐 􏼑 􏽚

l

0
N

T
β
z
2
Nβ

zr
2 dr

− aJm + Bct( 􏼁 􏽚
l

0
N

T
β
zNβ

zr
dr − 2kzh 􏽚

l

0
N

T
βNwdr,

(40)

Ke � Ku + Kv + Kw + Kβ. (41)

Also, for the damping matrix equations:

Cu � cx 􏽚
l

0
N

T
u Nudr − 2mB 􏽚

l

0
N

T
u

zNu

zr
dr, (42)

Cv � cy 􏽚
l

0
N

T
v Nvdr − 2mB 􏽚

l

0
N

T
v

zNv

zr
dr, (43)

Cw � cz 􏽚
l

0
N

T
wNwdr − 2mB 􏽚

l

0
N

T
w

zNw

zr
dr, (44)

Cβ � ct 􏽚
l

0
N

T
βNβdr − 2mB 􏽚

l

0
N

T
β

zNβ

zr
dr, (45)

Ce � Cu + Cv + Cw + Cβ. (46)

Te inclusion of velocity V and acceleration a in the
formulation causes the stifness and damping matrices to be
asymmetric.

According to equations (39) and (40), it is obvious that
the rail interacts with the lateral and the torsional de-
fections. Tis is because of the traverses’ locations which are
under the rail and do not contact the shear forces. Te
traverses have a distance equal to h from the shear center of
the rail. Tis eccentricity afects the stifness matrix, not the
mass and damping matrices. It can be shown by

(−hkz 􏽒
l

0 NT
wNβdr) parameter in the Kw formulation and by

((kt + kzh2) 􏽒
l

0 NT
βNβdr − 2kzh 􏽒

l

0 NT
βNwdr) parameter in

the Kβ formulation. Tis is so important in the earthquake
calculation which determines the efect of the lateral and
torsional defection modes on rail response.

3. Numerical Results

Using the formulation described here, the numerical so-
lution was carried out in a mathematical program for the
case of constant acceleration using the Newmark βmethod
taking ∆t � 0∙001s. Since similar studies have been done
just in vertical direction by Koh et al. [7] and Tran et al. [8]
using moving elements, the frst numerical examples were
compared with their results to verify the developed for-
mulations. Tey used common fnite elements; therefore,
comparison can establish the validity and efectiveness of
the macroelement used in the present study.

Figure 4(a) shows the defected shape of the track as
a beam model obtained by Koh [7] and that for the current
study using the same track properties. Te results were in
good agreement.

According to Figure 4(b), displacement tends to zero in
a very short distance away from the point of application of
the force. However, in a small length of the rail, this value is
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set positive which can be attributed to occurrence of a weak
uplift in the rail structure.

In Figure 5, the efect of two wagons with moving loads
(2 concentrated loads at each wagon) on the railroad is
evaluated. Interaction efect of the loads can readily be
compared to the model with a single concentrated load.

Determining the correct dimension of the model is
important for infnite domains so that the boundary efects
do not invalidate the results. Tese dimensions are usually
established by trial and error. Te use of moving elements
ensures that the load (moving train) will never approach the
boundaries. However, the response of the loads applied at
points on the track that are distant from the boundary must
be negligible at the latter point. To ensure this, the length of
the track must be determined in a way that the displacement
response, velocity, and acceleration response will be negli-
gible at the boundary. In order to avoid the shock of an
abrupt load, the constant axial load is applied gradually from
zero to its maximum value over a time span of one second,
after which the load remains constant.

In Figure 6, the efect of boundary conditions on ac-
celeration response of the railroad can obviously be seen.
Although boundary conditions do not afect displacement
response of the railroad when using the moving coordinate
method, their impact on acceleration response cannot be
neglected.

Figure 7 shows the velocity and acceleration of the track
vibration at the end of the load period. Tese graphs were
prepared for a constant track velocity of 80 km/h. For dif-
ferent ranges of train speed, the maximum velocity and
acceleration of the track vibration occur in a 0.07 to 0.35
length of track at the midpoint and in a time span of 0.4 to
0.6 of the total loading time. Te distance of the points,
where the maximum velocity and acceleration occur, in-
creases in front of the location of the load with the increasing
speed of the train (as the train speed increases, the point
experiencing maximum vibration velocity and acceleration
is at a distance from the load point).Tis happens because of
the decrease in interference by waves at high train speeds.

Train speed is a major parameter afecting the response
of the track and is important in track design and mainte-
nance. On Iranian lines, this speed is usually 80 km/h for
freight trains and 100 to 160 km/h for passenger trains. For
high-speed trains, the speed is usually over 200 km/h. In the
current study, the speed varied from 80 to 300 km/h to
demonstrate the full range of this parameter. For fast moving
trains, the tracks have higher strength, which must be re-
fected in the track properties.

Figure 8 shows the efect of train speed on the response
of the track. Tis graph shows the maximum response at the
midpoint of the track under the point load. Te maximum
vibration velocity and acceleration at the midpoint occur at
t� 0.06 to 1.0 s during load passing at diferent velocities.
Figure 8(a) shows that an increase in train speed which had
little efect on the maximum defection of the track, but
caused decreases in the track vibration velocity and accel-
eration, occurred in response to the efect of the moving
load. Te efect of train velocity on the track vibration re-
sponse is shown in Figures 8(b) and 8(c).

Because the response of the track is afected by the
speed of the train, it is necessary to choose an appropriate
length for the model. Figure 9 shows the response at the
boundary of the model for diferent train speeds. It is
evident that dampening the efect of acceleration at the
boundary is more difcult. Figure 9(a) shows that the
track defection for each length analyzed will fall to zero at
the boundary points; however, the vibration velocity and
acceleration of the track do not (Figures 9(b) and 9(c)).
Since at the points where the displacement is equal to zero
and assumed as the end point, the rail still has vibrational
acceleration, the length of the computational model
should be determined by the acceleration status of the end
point of the model and not by the displacement of this
point. Te best track length for dampening of the vi-
bration acceleration at the boundary points is over 350m,
where both the acceleration and velocity fall to zero. To
model the boundary conditions of the rail, it is more
efective to use springs at the boundary points that have
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Figure 4: Verifcation of rail defection under concentrated load with Koh’s study [7].
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a stifness equivalent to that of semi-infnite beam. Te
boundary response under such conditions is more ac-
curate than for other forms, such as for fxing the
boundary points or lack of defnition of the boundaries.

Figure 10 shows the efect of the rail bed stifness on
defection of the rail at diferent velocities. Te bed stifness
varied from k � 0.25 × 107N/m for a soft bed to k � 2.0 ×

107N/m for the hardest bed. Te rate of variation of de-
fection of the railroad under the point load at k≥ 1.25 ×

107N/m decreased more slowly than that under soft bed
conditions. It was also independent of load velocity, as

shown in Figure 8(a). As stated, a change in train velocity
had no efect on the defection response of the track. Te
defection of the track depended on the bed stifness as the
external condition and rail properties as the internal pa-
rameters of the model.

Te interaction of lateral degree of freedom along Z and
the torsion and warping created in the model due to the
eccentricity of stifness and shear centers are of the most
important modes in studying the vibration diagrams of
a beam on elastic foundation which is also mentioned in the
formulation. In order to investigate the governing
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interaction conditions of the modeled beam, a concentrated
force F � 6 × 103 Kg is applied to the midpoint of the rail.
Figures 11 and 12 examine the interactional response of the
rail in the degrees of freedom related to lateral displacement,
torsion, and warping due to the presence of coupled stifness
matrices. According to equations (39) and (40), by applying
force in the lateral degree of freedom, w, the values of torsion
and warping along the rail can be attained. Te length of the
rail beam is modeled to be above 200meters to investigate
the interaction of lateral and torsional degrees of freedom.
Also, the speed of the lateral concentrated load on the rail is
assumed to be similar to the speeds required for the vertical
mode. In the results, only the diagram for a part of the rail
with a signifcant vibration amplitude is shown. Te dia-
grams of Figure 11 show the changes in lateral displacement,
torsion angle, and warping of the rail beam model. In these
diagrams, the concentrated lateral load’s speed is assumed to
be 80 km/hr. According to the diagrams, the maximum
lateral displacement of 0.3mm, the maximum torsion angle
of 1.57 radians, and the maximum warping on the rail equal
to 2.46mm were observed for the speed of 80 km/hr. Also,
the changes in the values of lateral displacement, torsion,
and warping of the rail beammodel for diferent load speeds
are presented in Figure 12. Besides, the reduction of the
parameters with the increased concentrated moving load’s
speed can be seen clearly. In the calculations related to the
involved degrees of freedom in question, the changes of
stifness in diferent modes are not considered.

Regarding the dynamic impact of a train on the railroad,
it can be simulated as a sinusoidal harmonic load with
diferent dynamic frequencies. Tus, the frequency of the
load can be considered as a variable in the analysis. Te
general form of the equation is (see Figure 13)

P(t) � P0 sin(ωt). (47)

Dynamic amplifcation factor (DAF) is considered as
a fundamental parameter in vibration analysis of the rail-
roads. Herein, DAF is defned as the ratio of the maximum
dynamic deformation to maximum static deformation in the
point of application of the concentrated force.

According to Figure 14, dynamic amplifcation factor is
maximal for the load with vibration frequency of ω � 2.5.
Consequently, it can lead to resonance in the vibration of the
rail. Besides, increasing the load frequency results in a de-
crease in DAF. Here, calculation was performed at the point
of application of the force.

In order to investigate the efect of bed stifness on DAF,
AR index is defned as follows:

AR �
DAF

ky
− DAF

ky�1×107

DAF
ky�1×107

× 100

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (48)

where DAFky is the equivalent dynamic amplifcation factor
of ky and DAFky � 1x10

7 is the equivalent dynamic amplif-
cation of Ky � 1 × 107 N/m, which was used as the base
value of the bed stifness in the previous studies [7].

Figure 15 shows AR variation vs. bed stifness for three
diferent harmonic load frequencies. As it can be observed,
the ratio is maximal when ky � 0 · 35 × 107N/m and it can
be interpreted as occurring resonance in the vibrational
response of the rail.

Since the acceleration of the motion of load has no
signifcant efect on the vibrational results of the model [8],
in the numerical results of this study, the results of con-
centrated load acceleration are considered equal to zero.
Also, due to the general similarity of the formulations in

0

0.2

0.4

w 
m

ax
 (m

m
)

50 100 150 200 250 3000
V (km/hr)

(a)

β 
m

ax
 (r

ad
)

50 100 150 200 250 3000
V (km/hr)

0

1

2

(b)

wa
rp

in
g m

ax
 " 

β'
 " 

(m
m

)

100 200 3000
V (km/hr)

0

2

4

(c)

Figure 12: Track maximum response in the separate DoFs in the midpoint under moving lateral concentrated load with diferent velocities.
(a) Maximum lateral defection. (b) Maximum rotational angle. (c) Maximum warping value.

Advances in Civil Engineering 13



P 
(t)

- (
to

n)

0.2 0.4 0.6 0.8 1 1.20
t (s)

-50

-30

-10

10

30

50

Figure 13: Harmonic load graph.

D
AF

 (×
10

)

20 40 600
Load Frequancy

0

2

4

6

8

Figure 14: Railroad dynamic amplifcation factor due to diferent frequencies of the harmonic load.

w=61.8

0

2

4

6

AR

1 20
ky (x107 N/m)

(a)

w=12.48

1 20
ky (x107 N/m)

0

2

4

6

8

10

AR

(b)

w=4.19

0

1

2

3

4

AR

1 20
ky (x107 N/m)

(c)

Figure 15: Variation rate of the DAF (AR parameter) vs. bed stifness.

14 Advances in Civil Engineering



diferent DoFs, only the efective parameters in the nu-
merical results related to the two vertical directions and the
efect of the lateral point load on the lateral response of the
system and the torsion angle as well as warping DoF were
evaluated.

4. Motivation and Contribution

Te most important motivation in this research is to create
a comprehensive model to analyze the beam on the elastic
bed under the efect of moving loads. One of the basic factors
in modeling is examining the interaction of degrees of
freedom for simultaneous analysis of loads. Te most im-
portant advantage of the current model is the signifcant
reduction in calculation time, which allows to use the
characteristic matrices obtained in the results by commercial
software.

5. Managerial Insight

Te macroelement introduced in this article dose not have
the ability to be used in the arch, and thus the relevant
formulation should be modifed in this context. Also, if there
is a departure from the center of the load with respect to the y
axis, its efect should be considered manually. Another
shortcoming of the current model is the lack of investigation
of nonlinear efects in the soil under the model and in the rail
track itself, which are recommended to be investigated in
future research and to develop the current model. For the
next research, the efects of rail corrugation and the geo-
metric nonlinearity efects of the model as well as the efects
of soil interaction and soil paste conditions are suggested to
be investigated. Terefore, the project managers in railroad
construction can take advantage of our fndings to make
their plans more viable.

6. Conclusion

We aimed to introduce and develop a macroelement model
for analyzing structures under the infuence of moving load
and relying on railroad structure. For this purpose, with the
help of the moving element, the response of the rail structure
was studied. Te formulation was regulated based on the
minimum potential energy and Galerkin method, and
stifness, mass, and damping matrices for moving macro-
elements were formed accordingly. Some of the matrices
became asymmetric due to the speed of the concentrated
load (train).Te Newmark β numerical method was adopted
to analyze the results in medium acceleration mode. Te
parameters studied in this regard are length of the model,
efect of train speed, and also the rail response to lateral point
load to evaluate the capability of the model.

In this study, in order to evaluate the efect of passenger
and freight trains according to the conditions of Iranian
trains, diferent train speeds are considered. Te important
achievement of this research is the direct relationship be-
tween the length and boundary conditions of the compu-
tational model and the vibrational acceleration of the
beam model.

Te vibrational responses of rails including displace-
ment, velocity, and vibrational acceleration depend on the
environmental conditions of the model, such as bed con-
ditions, material properties, and rail cross-sectional char-
acteristics. Te interaction of the lateral transitional and
torsional degree of freedom and consequent warping is
amongst the other fndings of this study, which is very
important in seismic evaluation of rails.
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[19] P. A. Ferreira and A. López-Pita, “Numerical modelling of
high-speed train/track system for the reduction of vibration
levels and maintenance needs of railway tracks,” Contents lists
available at ScienceDirect Construction and Building Mate-
rials, vol. 79, pp. 14–21, 2015.

[20] J. A. Zakeri and H. Xia, “Sensitivity analysis of track pa-
rameters on train-track dynamic interaction,” Journal of
Mechanical Science and Technology, vol. 22, no. 7, pp. 1299–
1304, 2008.

[21] V. Sarvestan, H. R. Mirdamadi, and M. Ghayour, “Vibration
analysis of cracked Timoshenko beam under moving load
with constant velocity and acceleration by spectral fnite el-
ement method,” International Journal of Mechanical Sciences,
vol. 122, pp. 318–330, 2017.

[22] R. U. A. Uzzal, R. B. Bhat, W. Ahmed, and W. Ahmed,
“Dynamic response of a beam subjected to moving load and
moving mass supported by Pasternak foundation,” Shock and
Vibration, vol. 19, no. 2, pp. 205–220, 2012.

[23] H. Hua, M. Qiu, and Z. Liao, “Dynamic analysis of an axially
moving beam subject to inner pressure using fnite element
method,” Journal of Mechanical Science and Technology,
vol. 31, no. 6, pp. 2663–2670, 2017.

[24] G. Mei, C. Yang, S. Liang et al., “A reduced time-varying
model for a long beam on elastic foundation under moving
loads,” Journal of Mechanical Science and Technology, vol. 32,
no. 9, pp. 4017–4024, 2018.

[25] A. Jahangiri, N. K. A. Attari, A. Nikkhoo, and Z. Waezi,
“Nonlinear dynamic response of an Euler–Bernoulli beam
under a moving mass–spring with large oscillations,” Archive
of Applied Mechanics, vol. 90, no. 5, pp. 1135–1156, 2020.

[26] H. D. Phadke and O. R. Jaiswal, “Dynamic response of railway
track resting on variable foundation using fnite element
method,” Arabian Journal for Science and Engineering, vol. 45,
no. 6, pp. 4823–4841, 2020.

[27] D. Froio, E. Rizzi, F. M. Simões, and A. Pinto da Costa,
“Critical velocities of a beam on nonlinear elastic foundation
under harmonic moving load,” Procedia Engineering, vol. 199,
pp. 2585–2590, 2017.

[28] E. Looi and F. Arbabi, “Stability and dynamic response of
railroad tracks under stochastic loads,” vol. 2, M.S. Tesis,
1987.

[29] F. Arbabi, A. Sherbourne, and H. El-Ghazaly, “Strength and
defection of railway tracks -I: probabilistic fnite element
analysis,” Computers and Structures, vol. 39, no. 1-2, pp. 9–21,
1991.

[30] F. Li and F. Arbabi, “Stability and dynamic response of
railroad tracks under stochastic loads,” vol. 1, M.S. thesis,
1987.

[31] F. Arbabi and C. U. Loh, “Reliability analysis of railroad
tracks,” Journal of Structural Engineering, vol. 117, no. 5,
pp. 1435–1447, 1991.

[32] M. Abolghasemian, A. P. Chobar, M. AliBakhshi, A. Fakhr,
and S. Moradi, “Delay scheduling based on discrete-event
simulation for construction projects,” Iranian Journal of
Operations Research, vol. 12, no. 1, pp. 49–63, 2021.

[33] F. Arbabi, “Variational formulation of rail overturning, Part 4,
structural dynamics, systems identifcation. Computer am-
plifcations. Shock and vibration,” Bulletin, vol. 47, pp. 149–
154, 1977.

[34] National Iranian Trade Journal Number 301, Public Technical
Characteristics of Superstructure of railroad, Tehran, Iran,
2005.

[35] W. McGuire, R. Gallagher, and R. Ziemian,Matrix Structural
Analysis, John Wiley and Sons. Inc, New York, NY, USA,
2000.

[36] A. V. Metrikine and H. A. Dieterman, “Instability of vibra-
tions of a mass moving uniformly along an axially compressed
beam on a viscoelastic foundation,” Journal of Sound and
Vibration, vol. 201, no. 5, pp. 567–576, 1997.

[37] S. Timoshenko, Strength of Materials Part II: AdvancedTeory
and Problems, Nine printing, van Nostrand, New York, NY,
USA, 2 edition, 1940.

16 Advances in Civil Engineering


